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A method is proposed which uses an expansion of the potential in irreducible representations
of the symmetry group of the field-defining elements of a system. A boundary-value

problem is solved for multipole systems with planar plate electrodes foCihesymmetry

group. A quadrature expression is obtained for the field potential of these systems. Constraints
imposed on the electrode potentials, under which such a solution is possible, are determined.
Results of calculations of the potential distribution are presented for various specific systems.
© 1999 American Institute of PhysidsS1063-78499)00103-§

1. INTRODUCTION

«=97 M, 2 x(G)*Go. @)
A method which can be used to find a solution of the =9 %: Xl G)*Ge

Dirichlet problem for the Laplace equation for two-
dimensional multiply connected regions having two mutuallyHereg is the order of the groug,, is the dimension of the
perpendicular symmetry axes was proposed in Ref. 1. Thireducible representatiory,(G) is the character of the ir-
solution of the Dirichlet problem for this type of multiply reducible representation assigned to theelement of the
connected region reduces to solving several Dirichlet-group. The symmetry properties can be used to find values of
Neumann boundary-value problems for each of the four pothe potentials at the electrodes for which the boundary con-
tential components, but in a singly connected region boundegitions for the various components, can be determined in
by the symmetry axes and by the portions of the electroded singly connected region formed by the field-defining sur-
of the initial system lying directly in the respective quadrant.faces and symmetry surfaces, which is the goal of the
In the particular case of two-dimensional or conical fields,method.
this method can yield closed analytic formulas for the elec- ~ We shall henceforth analyze a two-dimensional problem,
trostatic potential of various systems with plate electrode@ssuming that the electrode system belongs tathesym-
with allowance for the sizes of the gaps between them.  metry group. Let us assume that the potenia ¢(X,y)

It was shown in Ref. 2 that the method proposed in Refdepends only on the two Cartesian coordinatesdy. Us-
1 can be generalized to multiply connected regions posses#g tables of the charactep(sa(G) of the irreducible repre-
ing arbitrary geometric symmetry. In the present paper, &entations of th€,, group® we can use formulé2) to write
detailed analysis is made of the case where the symmetry @xpressions for the componengg(x,y). For theC,, sym-
the field-defining elements of an ion-optical system is demetry group we obtain the expressions given in Refs. 1 and 2
scribed by theC,, group (see Ref. 3, for instangeThis is
the symmetry group of a body withsymmetry planes pass-
ing through amth-order symmetry axis. This symmetry may
be exhibited by the electrode system of a multipole deflector,
wheren=2,3,4 ... correspond to quadrupole, sextupole, to(x—y)te(=xy)], )
octupole, ... systems. Note that the symmetry of the sys-
tems analyzed in Ref. 1 corresponds to @ group.

1
<P1(X1y) = Z[‘P(X:y) + (P( —X,— y)

1
®a(X,y)= Z[‘P(X’y) +o(—X,—Y)

2. EXPANSION OF THE POTENTIAL —o(X,—y)—e(—x,y)], (4)

If the electrodes of an ion-optical system have a specific 1
geometric symmetry, the potential of the field of this sys- e3(X,Y) = ~[o(X,y) — e(—X,—Y)
tem can be given By 4

+<P(X1_Y)_€0(_Xa)’)]a (5)
P=2> @a, ()

1
whereg,, are the potential components transforming accord- ~ ¢4(X,¥)= z[¢(X,y) = ¢(=X,~y)

ing to different irreducible representations of the symmetry
group of the field-defining surfaces of the system: —o(X,—y)+Fo(—x,y)]. (6)
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For evenn=2p the number of irreducible representations of sponding to the two-dimensional

the C,, group isp+3, whereas for odch=2p+1 it is
p+2. Using the familiar formula for the dimensions of irre-
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representations. For

example, for theC,, group (h=4) we obtain

) . 1
ducible representations es(p, )= §[¢(p’¢)_ o(p,m+ )], (14)
r
> f2=g, (7)  for the Cg, group 1=6)
k=1
1
wherer is the number of different irreducible representations  ¢5(p, )= E[Zgo(p, Y +2¢(p, 7+ )
of the group, we can show for th@,, group (@=2n) that
the number of one-dimensional irreducible representations is 2 A
4 for evenn and 2 for oddn. The remaining irreducible —<P( 3 Y- ( Pzt
representations are two-dimensional, the number of these be-
ing p—1 for evenn=2p andp for oddn=2p+1. ™ 5
The components,, can be conveniently defined in the —elp gt melp g Y (15
polar coordinate®, «, matched with the Cartesian coordi-
nates chosen, since in this case, the four components corre- _ } _
sponding to the one-dimensional representations ofCthe es(p¥)= G[Z(P(p’w) 2¢(p,mt )
group can be given for any evemin the form: 5
aa ’7T
L o oo
PP ) =5 2 (p,—1+¢ Tolp —J—lﬂ” )
- T 5
l n—1 277 +(P p1§+l// +(P p!?+$ ’ (16)
esto=55 3, oo i+ u]-oln 2010 |, @
2n j= n and for theCy, group (1=3)
1 . 27 1 2w
pzp)—z—_}_‘, 1)J[<p(p,7j+w e3(p, )= [240(10 )= ( ?th/f)
2 47
+ p,?”j—lp”, (10 —w( 3 Y (17
n-1 The componentsp,(p,¥) (a=1,2,3,4) corresponding
e4(p, ,/,)_ (—1) to the one-dimensional representations of the group play a
nj=o special role in the solution of the boundary-value problem. It
20 20 is easy to show that on the symmetry planes whigrer (]
X| ¢ p,7j +i| = p,Tj - 11y —-1)/n(j=1,2,3...,7) the components given by the ex-

pressions(8)—(11) satisfy the following boundary condi-

For the case=2 these expressions, which are equivalent totions:

(3)-(6), exhaust all the irreducible representations of the
group. For any odah the two componentg, and ¢, corre-
sponding to the one-dimensional representations are also
given by formulag8) and(9).

Expressions for the potential components corresponding
to the two-dimensional representations of @¢ group can-
not be given in a general form for amy However, the sum
of all these components for ever 2p is

4 p—1 o
Z [ (P—1D)e(p, 1,0)—2 @(p,—Jer
(12
and for oddn=2p+1
1 2p 2
@‘0;1 Ca=op¥1 ZDQD(P,'II)—JZI @(Pyzp—zljﬂ/f) :
(13

Using expression$l2) and (13) and the orthogonality

«plw(p,§<j—1>)=o (i=123... M), (9
7T . -

<P2(P,H(J —l)) =0 (j=123..., ), (19
7T .

<P3¢( po(i—1 ))=0 (J=13,..., h-1),
7T . .

@4¢,(P; (J_ )):O (j:214v"'12]):
ar

(p4(p,ﬁ(j—l))=0 (j=1,3,...,n-1). (21)

In these formulas the subscrigtdenotes the partial de-

conditions for the characters of the irreducible representarivative with respect to the coordinat¢. Thus, on all the

tions, we can determine the charactgrgG) for each spe-

symmetry planes either the potential components corre-

cific n and then, using formul&2), the components corre- sponding to the one-dimensional representations of the sym-
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metry group or their normal derivative vanish, making it pos-

For each of the systems shown in Fig. 1 we can demar-

sible to demarcater2singly connected regions with assigned cate singly connected regions bounded by the raysm(]

Dirichlet—Neumann boundary conditions on them for,
¢3, and ¢, and with simply Dirichlet boundary conditions
for ¢,.

In order to calculate the potential distributias(x,y),
the boundary condition&l8)—(21) should be supplemented

—1)/n and¢=mj/n (j=1,2,3...,2X) and by the parts of
the electrodes located in the relevant sector.

Each of the singly connected regions demarcated in the
complex plane=x+iy=p exp() can be mapped onto the
upper half-planev=u+iv by the analytic functionsv(z{))

by the boundary conditions at the system electrodes. If théj=1,2,3...,2), where the superscriptis introduced for

potentialsV, (k=1,2,...N) are known atN electrodes,
formulas(8)—(11) can be used to find the potentials, at
the electrodes for the componenis («=1,2,3,4). The el-
ementsV , of the potential matrix/ are such that

4
2 Var=Vi: (22

the one-sheeted mapping and indicates that the values of
belong to the corresponding singly connected region with the
numberj. The potential distribution in the upper half-plane
can also be given by then2functions ¢)(u,v), which de-
scribe the potential distribution in the corresponding singly
connected regions.

For the systems shown in Figs. 1la—1c, each sector with
the index j, bounded by the raysy=#(j—1)/n and

The boundary conditions for the potential componentsy=zj/n (j=1,2,3...,2) is mapped onto the upper half-

corresponding to the two-dimensional representati@es

formulas(14)—(17)] cannot be defined on any of the symme-
try planes, but the problem can be solved for those values of

the potentialsv, for which these components vanish identi-
cally.

3. CONFORMAL MAPPING AND BOUNDARY CONDITIONS

The proposed method can be illustrated by considering
multipolar ion-optical systems with plate electrodes exhibit-
ing C,, (n=2,3,4) symmetry, as shown in Fig. 1. The elec-

trode potentials are denoted by, (k=1,2,...,8). The pa-

plane of thew plane by the analytic function

W(Z(J)):pnei(nz//—ﬂj—l)). (23

For the systems shown in Fig. 1d-1f, the singly con-
nected regions demarcated are octagons, one of which corre-
sponds tg=1 and is shown in Fig. 2a. The mapping of the
upper half-plane of thev plane onto these octagons in the
plane is given by the conformal transformafion

_ -1
z(w)=Cex i

jowf(w) dw

(j=1,2,...,2), (29

rameterl, assigns the distance between the symmetry aXiﬁlhereC is a real constant, and the integrand is

and the electrode, arg} is the size of an electrode with the

potential V. The dashed lines define the positions of the
symmetry planes when the latter do not coincide with the

coordinate planes.

Wl;_n(w—ae)(er au)

f(w)=

Viw—ay)(w—a,)(w+ag)(w+as)
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In cases ofC;, symmetry, as in the previous case,
¢,=0, and the potential componegt and its normal de-
rivative cannot be determined at any boundaries of the singly
connected regions for arbitrary values of the electrode poten-
tials. The problem can be solved when the electrode poten-
tials are such that formul@l7) gives ¢3=0. This constraint
is satisfied if

2V1_V3_V5:O,
2V3_V5_V1:O, 2V4_V6_V2:0,
2Vs—V,—V3=0, 2Vg—V,—V,=0.

Hence it follows thatV,;=V3;=V;, V,=V,=V;, and
only the first line of the potential matrix is nonzero and that
V11=V13=V15=V; and V;,=V1,=Vc=V,. In this case,
we can also use the equivalent potential matrix for which

Vll: V13: V15: U y V12: V14: V]_e: —-U. (27)

HereU=(V,;—V,)/2, the potential at infinity obtained using
the conditiong27) is zero, and the initial potential distribu-
tion can be obtained from it by adding the constawt (

2V2_V4_V6:0,

FIG. 2. Demarcation and mapping of a singly connected region: a —4V/,)/2. Thus, for sextupole systems a solution can be ob-

boundary-value problem in the=x+iy plane;1, 2, ..., 8 — vertices of
an octagonb — boundary-value problem in the=u+iv plane.

The vertices 1,2...,8 of theoctagon in the mapping
(24) correspond to the points @, a., a,, ©, —ag, —au,

tained only when the potential distribution also s sym-
metry.

As in the previous systems, f&,, symmetry¢,=0.
However, ¢s=0 is also obtained if the electrode potentials
are such thaV/s=V,, Vg=V,, V;,=V3, andVg=V,. Under

and —ag on the realu axis, respectively, and the electrode these conditions, the potential matrix for an octupole system

segments correspond to the segmdrs,a,] and [ —as,
—as]. The mapped region in the plane is shown in Fig. 2b.
By virtue of the boundary conditiond8)—(21) for the
componentse!) (@=1,2,3,4) on the segmenis<—ag,
—az<u<a,; andu>a, of the realu axis, either the compo-
nentse!(u,0) or their normal derivativeo!!)(u,0) are zero.

Here the subscript denotes the partial derivative with re-

is in fact similar to the potential matrig26) for a quadrupole
system and the fifth column of this matrix is the same as the
first column of the matrix26), the sixth column is the same
as the second, the seventh is the same as the third, and the
eighth is the same as the fourth.

Thus, the field of multipole systems can be calculated for
arbitrary values of the electrode potentials in the case of

spect to the coordinate. On the other segments of the real quadrupole systems only when=2, which corresponds to

axis the values of the componenﬁg)(u,O) are determined
by the potential matriy/ with the element¥/,,, where

Vi if a;su<a
: aj s 1 21
e wo=1,,

: (25
aj+1» if

—a3$US—a5.

This last formula is valid for all the multipole systems
being studied if allowance is made for the cyclicity condition

Vaj+2nEVaj .

For a quadrupole system with,, symmetry and arbi-
trary values of the electrode potentidlg (k=1,2,3,4) the
potential matrix has the form
Vi+Vs Vo+V, Vi+Vz V,+V,

2 2 2 2
0 0 0 0
V1—V3 V3=V, 0 :
2 2
V2_V4 0 V4_V2
2 2
from which it follows, with allowance for Eq(19), that
(,DZEO.

V= (26)

0

the systems considered in Ref. 1. In cases whdseeven, a
solution can only be obtained for relations between the elec-
trode potentials which actually reduce the problem to calcu-
lating the field of a quadrupole system. For example, for the
systems shown in Figs. 1a and 1c the potential distribution in
the multipole system can be obtained from that in the corre-
sponding quadrupole system by using the simple mapping
ZP, wherep=n/2, and the symmetry principle. Note also that
with this transformation, as would be expected, the expres-
sions (8)—(11) become the corresponding formulas for the
components of a quadrupole system witk 2, and the ex-
pression12) vanishes. For odd, a solution can be obtained
only for boundary conditions of the typ@7) under which

the potential distributionp(x,y) also hasC,, symmetry.

4. EXPRESSIONS FOR THE POTENTIALS

Applying the Keldysh—Sedov methodee Ref. 4, for
example as in Refs. 1 and 2, we introduce the complex
components of the potential

QD (w)=¢P(u,v)+ied(u,v)

where the derivative

(=139, (28
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ng) a(Pg) 3¢g) respectively. On account of the symmetry, we have
= i . (29  az=a,, a,=a,, andas=a,, and the functions in the inte-
dw v au .
grands in Egs(24) and (35) have the form
For a quadrupole system, taking into account the bound-

1_
ary conditions(25), we can write the following expressions an(wz—ag
for the derivatives of the complex components of the poten- f(w)= w2 w2l (36)
tial (Wmap(w'=a;
day Y :
dw  J(w_ay)(a,_w)(wiag(wrag (W) V(w?—aj)(az—w?)
(30)
day’ . fa(w)= : (39
== yfs(w), (3D Vw(w=—ay)(@;~w)
dw  Jw(w-ay)(a—w)
0 fa(w)=1f3(—w). (39
J )
dy = Yia = yiafa(W), (32) It is easy to show thal,=J; for these systems.
dw  Jw(w+ az)(w+as) . When the dimensions and configuration of all the elec-

wherey,,, yi5, andy,, are real constants. trodes are the same in the systems shown in Figs. la—1c, we

These constants are obtained from the correspondence ?5“/6
the boundary condition&®5) and we can write the following a;=I1", a,=(l+s)". (40)

expressions for them: S )
For the systems shown in Figs. 1d—1f with plate elec-

~ Vajr17 Vi —134 33 trodes of the same size we calculated the parameters of the
Yia™ J, (a=134. 33 conformal transformatiof24) a; anda, and the integrald;

and J; as a function of the system geometry. We assumed
thata,=a.,=1. For each value of; we selected the value

Ja=|mf7a4fa(w) dw, (34) of a, which satisfies the equality

HereJ, denote the following integrals:

ae

ae ap S
whose value is determined by the geometry of the system. Ll ()] du:Le ()] du= 2C’ (41)
Formulas (30)—(34) are valid for an octupole provided _ o
Vs=V;, Ve=V,, V;=Vs, andVsz=V, and for a sextupole where the functiorf (u) is given by(36). For these values of

system providedV;=Vs=Vs, Vo,=V,=V,, and the only 21 anda, we calculated the integral

nonzero potential component is{’, which can be deter- a |

mined using the boundary conditiof®7). f [f(w)ldu= & (42)
Substituting the integrated expressiof80)—(32) into 0

formula (1), we finally obtain the following expression for and obtained the parametar=s/2l, which determines the

the potential distributiorp”)(u,v) in the jth sector: geometry of the respective system. The results of the calcu-
’ w lations are given in Table | for the three values 2, 3, and
¢(J)(u,v)=|mf [¥j1f1(W)+ ¥j3fs(w) 4 and the following values o&: 0.1,0.2...,0.9 forn=2,
e 0.1,0.2...,0.5 forn=3, and 0.1, 0.2, 0.3, 0.4 far=4.
+y4fa(W) ] dw+V;, (35) We calculated the potential distributiap(x,y) for the

, , ) ] quadrupole system shown in Fig. 1a wkh =0, V,=1.0,
which, combined with the conformal transformati@) or V5=2.0, V,=3.0; 1=0.6, s=0.6. We calculated the inte-

(23), determines the potential sough(x,y) in the respec- gl J, using formula(34) for a,=a,=1 with allowance
tive sector. Note that in those cases where the inverse trangs (37), (38), and (40), and obtained the following values:
formationw(!)(z) is not obtained explicitly, as in the case of J3,=2.21700, J;=1,=2.80958. The coefficients;, were
the transformatior(24), for example, it is better to use the spiained from formula33) using the potential matrix26).

distribution ¢”)(u,v) rather than the potential distribution These values of the coefficients form the following matrix:
o(x,y) to calculate the trajectories of charged particles.

Moreover, the same potential distribution in theplane can 0.451059 0  0.355925-0.35592
describe the properties of different multipole systems, for ~0.451059 0 0.355925 0.355995
which the form of the conformal transformatiatw) differs.  y= 0451059 0 —0.355925 0.355925"

—0.451059 0 —0.355925 —0.35592

5. RESULTS OF NUMERICAL CALCULATIONS - .
The values of the coefficientg;, were used in formula

We shall henceforth confine our analysis to the case of35) to calculate the potential distributiong(u,v) (j
greatest practical interest, in which the dimensigpand| =1,2,3,4) in the upper half-plane of the plane. Using the
of all the electrodes are the same and are equalandl, mapping(23), from each of the four branches of the potential
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TABLE |. Values of the conformal mapping parametass a,, C, and the integrald,, J; as functions of the

system geometry.

a=s/(2l) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n=2 a; 0.80982 0.63907 0.48800 0.35713 0.24681 0.15715 0.08795 0.03892 0.00970
a, 121036 1.44382 1.70722 2.01403 2.38961 2.88314 3.60191 4.83540 7.81772
C/l  0.49874 0.49482 0.48781 0.47700 0.46135 0.43931 0.40842 0.36402 0.29371
J; 2.99432 2.29609 1.87960 1.57233 1.31822 1.09045 0.87233 0.64972 0.40186
J; 3.69425 3.00984 2.61089 2.323301 2.08806 1.87621 1.66557 1.43156 1.12394
n=3 a; 0.72691 0.49877 0.30886 0.15610 0.04492
a, 1.33467 1.76940 2.40018 3.52374 6.73568
C/l  0.33096 0.32295 0.30796 0.28228 0.23401
J; 256531 1.81245 1.31437 0.89199 0.46642
J;  3.27862 2.56121 2.09824 1.69260 1.21251
n=4 a; 0.65108 0.37690 0.16092 0.01280
a, 147477 222170 3.89622 18.2539
C/l  0.24763 0.23713 0.21468 0.14969
J; 224722 1.42075 0.80666 0.17211
J; 297667 2.20372 1.60841 0.73544

oW (u,v) we can find the corresponding potential distribu- =1.44 we find the field distribution in corresponding multi-
tion ¢(x,y) in one of the quadrants of theplane, whose pole systems of both the stéfigs. 1a and Iicand polygon

number is specified by the value pf

(Figs. 1d and ¥ types. Using the mapping inverse (23)

Using formulas(23) and (24), from the potential distri- with n=2, we obtain the potential distribution in the initial
butions ¢)(u,v) obtained fora;=as=0.36 anda,=a;  quadrupole systertFig. 19 with V;=0, V,=1.0, V3=2.0,

-2k

-3

-4

A

1.5

1.0

=2.0

1.2

-2.0 I

-2.0

=25 -2.0 2 X . 2 2 25

FIG. 3. Potential distribution in multipole systems fé{=0, V,=1.0, V;=2.0, andV,=3.0: 8 b — star systems,,d — polygon systems.
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V,=3.0, |=0.6, ands=0.6, and for the case af=4 we merical methods such as the finite element meftoid.can
obtain the distribution in an octupole systdfig. 19 with be used not only for calculations of two-dimensional fields
Vi=Vs=0, V,=Vz=1.0, V5;=V,=2.0, V,=Vz=3.0, | but also for calculations of fields which can be reduced to
=0.774597, and=0.320848. Using the mappir@4) with  two-dimensional analo§sand also to solve essentially non-
integrand defined by36), for n=2, a;,=0.36, a,=1.44, two-dimensional problems.
a.=a,=0.646295, andC=0.541029 we find the potential In many cases, the geometric symmetry of the electrodes
distribution in a polygon-type quadrupole systéRig. 1d in multipole systems is not clearly manifested in the field
with V,;=0, V,=1.0, V;=2.0, V,=3.0, andI=1.0, s distribution since it may be impaired by the asymmetry of
=0.625980, and forn=4, a;=0.36, a,=1.44, a,=a, the boundary potential values. However, this latent symme-
=0.579398, andC=0.259266 we obtain the distribution in try can be identified by group-theoretical methods. Group
an octupole systemFig. 1f) with V;=V5=0, V,=Vj methods can also be successfully used in calculations of
=1.0,V3=V;=2.0,V,=Vz=3.0=1.0, ands=0.299851.  electric and magnetic fields made by alternative numerical
All the calculations were made with an accuracy whichmethods.
ensures that the potential has at least five significant digits. ' _
The equipotentials of these distributions corresponding to & G: Glikman, V. V. Radchenko, I. F. Spivak-Lavrov, and A. K.

0.3,0.6...,2.7 areplotted in Figs. 3a and b for star systems SZEI(%%%?’ Zh. Tekh. FI52(8), 23 (1992 [Sov. Phys. Tech. PhyS7,

and in Figs. 3c and d for polygon systems. 2|, F. Spivak-Lavrov, inProceedings of the SPIE Conference on Electron-
Beam Sources and Charged-Particle Opti8an Diego, Proc. SPIE522
6. CONCLUSIONS 149(1999.

L. D. Landau and E. M. LifshitsQuantum Mechanics: Non-Relativistic
This method for calculating the potential of the field of Theory 3rd. ed,(Pergamon Press, Oxford, 197Russ. original, 3rd ed.,
: ; Nauka, Moscow 1974, 702 gp.
multlpolg systems C,an be used to Obtam_ exact quadratqr@M. A. Lavrent’ev and B. V. ShabafTheory of Functions of a Complex
expressions for solving the Laplacel equation for SYMMEC variable [in Russial, Nauka, Moscow(1972, 716 pp.
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Experimental, numerical, and theoretical investigations are made of a gas flow generated by a
pulsed high-current discharge in an axisymmetric cavity bounded by a spherical lens

adjacent to a flat plate. It is shown that the shock wave forming in the discharge and converging
toward the axis is accelerated and amplified as it converges. The amplitude of the shock

wave increases faster than does that of a spherical converging shock wau®99American
Institute of Physicg.S1063-784£99)00203-3

1. INTRODUCTION waves, researchers usually do not attempt to create an ex-

tended shock wave along the symmetry axis, but investigate

Nonsteady-state flows with converging shock waves, fragment of a converging wave bounded by two plane
have attracted the attention of researchers for many yearg (Fig. 1), which serve as optical windows or mirrors.

When the area of the front of a converging shock wave depgrry and Kantrowif first used this method to obtain a
creases with time and vanishes, the hydrodynamic energyhadowgram of a converging cylindrical shock wave, and

density increases sharply in the flow behind the front, i.€.axayamazet al. obtained remarkable photographs of a wave
hydrodynamic cumulatidnwhich is of considerable scien- front and its instabilities as “flow sequences” in Ref. 7 and
tific and practical interest, takes place. Guderley, Landautheir later studies.

and Stanyukovich showét that the flow behind the front
of a converging sphericabr cylindrical) strong shock wave
is self-similar and that the pressure behind the frBnin-
creases as the front radiuglecreases, following a power law

A natural generalization of this approach is to produce
converging shock waves in axisymmetric channels as shown
in Figs. 2 and 3, i.e., channels bounded by the surfaces

z=constr™ 1, )
Pwr_25’ (1) . . .
wherer, z, and¢ are cylindrical coordinates, ami=1, 2,
where 6= const. and 3 for the channels shown in Figs. 1-3, respectively.
The exponents for a spherical wave is approximately Bearing in mind the known advantages of the configura-

twice that for a cylindrical wavkso that in both these cases tion shown in Fig. 1, we shall briefly discuss the scope for
the dependence of the pressure on the front &ean be the experimental investigation of converging shock waves in
considered to be the same with a high degree of accuracy.the channels shown in Figs. 2 and 3. A converging shock
Chester suggested an approximate the@described in  wave which is similar in form to the fragment of a converg-
Ref. 4 for the amplification of a nonsteady-state shock waveing spherical wave can be generated in a cavity bounded by
propagating in a tapering channel. The theory is based on thgo conical surfaces. In principle, one of the channel walls
assumption that the dependenB¢S) extracted from the may be a transparent conical refractoefractive indexn)
self-similar solutions for cylindrical and spherical converg-
ing shock waves is also be applicable to the description of
the amplification of a nonsteady-state shock wave in a chan-
nel of tapering cross section if the channel cross section is
substituted asS. This theory, developed by Chisnell and
Whitham, led to the so-called geometric dynamics of shock — t——
waved (the CCW theory, which will be described briefly
and applied below. In Ref. 5, we reviewed the known theo-
retical and experimental studies of converging shock waves _J
in gases, as of the end of the nineteen-eighties. Note that in —
laboratory experiments on cylindrical converging shockFIG. 1. Channel geometry for recording cylindrical cumulation.

1063-7842/99/44(3)/8/$15.00 272 © 1999 American Institute of Physics
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with the expansion half-anglé;, and the other may be a
conical reflector with the expansion half-angle

©,=arcco$cos®(nsin®;—\1—-n?2co£@,)), (3

which is selected so that if the incoming optical beam is
parallel to the optical axis, the outgoing beam will also be
parallel, as shown in Fig. 2. It is then possible to use various
optical methods. However, fairly serious experimental con-
straints are imposed by the astigmatism observed in the off#G. 3. Channel geometry and system for recording superspherical cumu-
tical image of point sources in conical optical elements. ~ 'aton: 1 — flashlamp2 — annular shock wave source, aBd— gap.
Conversely, the cavity shown in Fig. 3 is formed by
adjacent walls having the most natural shape for optics, i.e.,
a spherical lens and a plarier spherical wall, which can  replaced by a second flat plate, so that the shock wave source
serve as an optical window or plane mirror. The convergingyas clamped between two disks. Reference measurements
shock waves in this system are not only a convenient obje&howed that the relative change in the optical magnification
for experimental investigation but are also interesting fromratio caused by this substitution did not exceed 2%, so that
the theoretical point of view, since an even stronger cumuthe differences on the shadowgrams for cylindrical and su-
lation effect is observed for these than for a spherical shockercylindrical cumulation are attributable to the different
wave (for brevity, we shall henceforth call it superspherical shock wave dynamics and not to changes in the properties of
cumulation. This type of flow is analyzed in the present the optical system.
study. A brief report of this work containing some of the  Shadowgrams for cylindrical and supercylindrical cumu-

results presented here was published in Ref. 8. lation are shown in Figs. 4a and 4b, respectively. To facili-
tate comparison, Fig. 4c shows a photograph which is the

2 INVESTIGATION OF A CONVERGING SHOCK WAVE result of combining Figs. 4a and 4bpartially retouched to

BY OPTICAL METHODS compensate for the difference in the contrast of the photo-

) ] _graphg. The spatial coordinate is plotted along the vertical
The dynamics of a converging and reflected wave in &5 and the distance along a vertical between the lines in
cavity (Fig. 3) were studied using time-resolved shadowgra-Fig. 4 (trajectories of the froniscorresponds to the distance
phy with slit scanning. A shock wave was created inpetween the converging and diverging fronts. The time is
atmospheric-pressure air using the annular gas-discharggoited along the horizontal axis. The slope of the front tra-
source described in Ref. 9. This source can initiate a h'ghj“ectory relative to the horizontal axis is proportional to the
current filamentary gas discharge, and the discharge filameg{ynt velocity. In Fig. 4 the spatial scale is shown on the
in this case was a thin toroid of major radiB§=50 mm.  yertical axis, and the time scale on the horizontal axis.
The discharge time was 20 us, and the total energy input The trajectories of shock-wave fronts from the left-hand
~300 J. The annular shock wave source was clamped bgsyge of the figure to the point of intersection of the fronts
tween a flat transparent Perspex plate and a thin spheric&lne geometric center of the systeeorrespond to a shock
lens made of optical glass. The gap between the lens and thesye converging toward the center, while those running
plate was 10 mm at the discharge pdiwhich generates the  om the point of intersection to the right-hand edge of the
shock wave and <1 mm at the center of the system. The figre correspond to a diverging shock wave. Figures 4a and
flow was illuminated using a flashlamp positioned on theg, clearly show an increase in the angle between the trajec-
side of the flat platéon the left-hand side in Fig.)3A slit {5y of the shock-wave front on the diagram and the symme-
which forms a shadow image on a photographic film wasyy axis, which indicates that the converging front is acceler-
located on the optical axis of the system. An SFR-7 devicge. Since the velocity of the front of a strong shock wave is
was used for the time scanning. The photographic film regirectly related to the hydrodynamic energy density behind
corded the position of the front of the convergifand then e front, the acceleration of the front demonstrates an in-
diverging shock wave, i.e., aXT diagram. crease in the energy density, i.e., cumulation.
~ For comparison we also record¥d diagrams for a cy- A comparison between the front trajectories for super-
lindrical shock wave. For this purpose the spherical lens Wagpherical and cylindrical cumulatiofFig. 49 leads to two
conclusions. First, up to distances0.4R,, i.e., 20 mm,
from the center, the dynamics of the converging shock wave
are almost the same in both cases since the trajectories of the
fronts closely coincide. This implies that the differences in
the experimental conditions of shock-wave generation
- caused by the different configurations of the cavity walls
may be considered to be negligible. Conversely, at distances
less than 0.B,, as can be seen from Fig. 4c, the acceleration
of the front for superspherical cumulation significantly ex-
ceeds that for cylindrical cumulation. The difference in ac-
FIG. 2. Channel geometry for recording a fragment of spherical cumulationceleration is manifested as a steeper increase in the angle

D
)
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FIG. 4. Experimental time-resolved shadowgrams of cylindrical cumuldtipand superspherical cumulatidb) and their superpositioft).
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between the trajectory of the shock-wave front and the sym-
metry axis, and thus the times of convergence of the front
toward the axis differ by Zus+50%. -
The difference in the shock wave velocity measured
from the slope of the front trajectory to the horizontal axis at
0.1Ry=5mm is 1.3<10° cm/s+20% for superspherical
cumulation and 0.8 10°+15% for cylindrical cumulation.
The velocity measurements are unreliable closer to the g
center. oFf
We regard these results as experimental evidence that i
superspherical cumulation leads to a steeper increase in en- N
ergy density compared with cylindrical cumulation. This -
conclusion is fully consistent with the results of numerical -
calculations and an analytical theory presented below, which -
show that in terms of the degree of energy concentrating,
even spherical cumulation cannot compete with the super-
spherical effect. L) . . —
It is also interesting to note that the shadowgram in Fig. a
4b clearly shows traces of hydrodynamic disturbar{aedi-
cated by the arrowsbehind the converging shock-wave FIG. 5. Calculated pressure behind a converging shock-wave front for su-
front, which have the following properties: the trajectories ofperspherical cumulation as a function of its radias).
the disturbances begin on the front trajectéirg., they are
generated at the front of the converging shock watee
disturbances propagate toward the center at a velocit .
slightly lower than the shock-wave velocitgnd most likely onverging shock wave was 5 mm.
propagate toward the center at the velocity of the gas flow, In_|t|aIIy, thg converging shock wave l_mderwent succes-
behind the shock-wave frontfinally, disturbances are ob- sive irregular interactions alternately with the plane and

served in the shadowgram in Fig. 4b over almost the entir(§pherical walls. As a resu'lt, the shock wave amplificgtion
field of view but do not appear in Fig. 4a, i.e., their presencéDrocess took place discontinuously and was accompanied by

is typical of superspherical cumulation. It is natural to as—the appearance of gasdynamic disturbances propagating

sume that these disturbances are contact discontinuitiérfgansverse'y to the front of the converging shock wave, from

formed as a result of the successive irregular interaction beV—vaII tp wall. . N .
Figure 5 gives a logarithmic plot of the maximum pres-

tween the converging shock wave and the cavity walls. This ) . .
interaction between the shock wave and the walls and th ureP sy along the flow at a given time as a function of the
nt radiusa; of the converging wave at that time. Figure 5

associated stepped increase in pressure are important char. X

teristic features of superspherical cumulation, as will be>1OWS that as the shock wave CONVETges, the pressure jumps

shown in the next section. become relatively weaker. At small radii thg,,(a;) curve
follows a power law(a straight line on the logarithmic scale
which specifically indicates that superspherical cumulation is
self-similar at short distances from the axis.

3. NUMERICAL SIMULATION OF SUPERSPHERICAL The slope of the line in Fig. 5 corresponds to the self-

CUMULATION similar dependenc® ,,~a; °, where 5~0.62. This value

shows good agreement with the theory presented below,

A purtr;]encal .slflmuhlatlon .Walf. mzde_r?]f ad(.:onver.gmg SP?;KNhich gives6~0.59. The pressure-rise law obtained in the
wave in the cavity shown in g. 5. The dimensions of €, nercal calculations is steeper than that for a spherical

cavity and the experimental parameters differed from thos hock wave in a gas with the same adiabatic exponent
used experimentally. The spherical wall had a radius of 25 Thus, the numerical simulation shows that superspheri-

mrr][_ anotlhwas ".‘t contact'; W'tz adpkl)ane W(’Ii'”.dlr'] tTe rallld'il dI'cal cumulation is accompanied by a rapid pressure rise,
(rjgc '%n _eScOaw y W_?ﬁ oun f'lel' );ha cy '”_t r'ﬁa dwa 'O't'rT points out its self-similar behavior, and possibly explains the
IUS Rmay=5Y MM.The gas Tifing the cavity had an nitia appearance of disturbances behind the converging shock-

pressure of 1 atm, and the adiabatic exponent wag/5. — \ue front which can be seen on the experimental shadow-
The energy source for hydrodynamic motion was an 'n"grams

tially assigned excess pressuPg= 100 atm in the gas vol-
ume bounded by the walls and the cylindrical surface
R,=47 mm (i.e., Ry<r<R..). A strong shock wave % ONE-DIMENSIONAL APPROXIMATION AND SELF-

: SIMILAR SOLUTION OF GASDYNAMIC EQUATIONS
formed on the boundary of this vol_ume Bt R; and then DESCRIBING SUPERSPHERICAL CUMULAT?ON
converged toward the symmetry axis.
The resulting flow was calculated using a unstructured In order to show that the theoretical description of su-
flow-adapting mesh. The calculation scheme, criteria, angberspherical cumulation is a general case of spherical and
methods for restructuring of the mesh were described in Retylindrical cumulation, we shall investigate the transition to

0. The calculations were continued until the radius of the
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a one-dimensional approximatigwhere the motion depends
only on the “radial” coordinat¢ for all three cases simulta-
neously, takingn=1,2,3 in Eqg.(1) as the parameter. We

Equationg11)—(13) should be supplemented by the con-
dition for adiabatic flow behind the shock-wave front and the
boundary conditions

introduce the family of coordinate surfaces

B=z/rm1 (4)
and the coordinater, which is conjugate tgB,
a?=(n—1)xXz%+r?, (5)

so that gradv- gragd=0. The motion of the shock wave to-
ward the center corresponds 460, and the boundaries of

the cavity are the coordinate lings= 3, and 8= 3.

The square of the lengttlI?=dr2+dz>+r?d¢? is ex-
pressed in the orthogonal coordinates3, and ¢ in terms
of metric coefficients:

dI?=g,,de”+gg5d8°+9,,de% (6)
Here

Joa=a?l[a®+(n—1)(n—2) B> 2], (7

Upp=Gual 2™ a?, (8

ep=T?, 9

where for each given value oh, r should be expressed in

terms of@ and B using the equation

r’=a?—(m—1)p%2m2, (10)

The equations of continuity and the Euler equations wer
given in Ref. 11 for an arbitrary orthogonal coordinate sys
tem. Assuming that no motion takes place alangnd that

the flow does not depend ap we have

ap u, dp Ug dp p

—+ —+ —+
Jt VO3aa da Vgﬁ’ﬁ' O’)B Vgaag,BBg<p<p
17 J
X {a_a( \/gﬁﬁgqmp' ua)+ %(UB \/gaagtp(p):| :0, (11)

au, u, du, Ug du, 1

—t——=—+ —+ =
ot ‘/gaa Jda ngB'B 07,8 2

x( Ulg  99aa ug agﬁﬁ)
gaa\/g_ﬁﬁ I 933@ da
1 oP
T Vg, 9 4
au u, du ug u 1
 Ean I
X( Uolg  d9p5 u (9gaa)
933\/@ da gaa\/g_ﬁﬁ P
1 oP
:_p—\/g_glg%’ (13

Uglp=p, p,= 0 (14

We shall examine the possibility of separating the radial
motion alonge, i.e., the possible existence of motion which
depends only omx and has only the velocity componan; .
This motion is described by

Jd
Pt Uy + o (a™u,) =0, (15

1%
YOa oM ia
10P

= (16)

du, . au,
at Mg
and condition(14) is automatically satisfied. We can go over

from Eqgs.(11)—(13) to Egs.(15) and(16) provided the fol-
lowing conditions are satisfied

=0.

1 q aJa[r
Jaa™ an da\ a

For m=1,2 the following relations are satisfied identi-
cally

_1 q a[r
Jaa™ an &_a ;

%nd Eqgs.(15) and (16) are valid in all space and describe
“cylindrically and spherically symmetric flows, respectively.

The case ofn=3 is more complex since the expressions for

1 d Jd[r
Jaa™ an % ;

contain terms which depend enand 8. However, it is easy

to see that these additional terms tend to zero wden0
(i.e., when the shock wave converges infinitely close to the
centej. Thus, whereas in the case mf=1,2 the radial mo-
tion can be separated in all space, e 3 only local sepa-
ration can be achieved as— 0. Note that the local nature of
the one-dimensional approximatiéb5) and(16) in the case

of m=3 does not too severely restrict the validity of our
self-similar solutions of Eq915) and(16) since these solu-
tions are only valid fora— 0.

We now turn to Eq.(13) to estimate the error of the
one-dimensional approximatidid5) and(16) for «—0 and
also to explain the physical meaning of the additional terms
in g,,- In addition to the pressure gradient alogg this
equation also contains a generalized force, whose density is
given by

£ 1 Pui &Ingaa
=5 T—
2 Va5 B

The quantity ¢/d8)Ing,, is directly related to the cur-
vature of the coordinate lin@=const, along which the ra-
dial motion takes place. Physically it is clear that motion

(17)

whereu, andug are the physical components of the veloc-along a curved line leads to the appearance of inertial forces

ity, and P andp are the pressure and density.

transverse to the trajectory, such as the faics.
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Since form= 3 the distance between the walls decreasesn good agreement with the results of the numerical calcula-
more rapidly ¢ %) asa—0 than does the distance from the tions (Pxa~1?%. For a spherical wave we would have
center (ca), as the shock wave converges, the motionPxa %78 and for a cylindrical wav® we would have
bounded by the walls along is rapidly damped behind the Poa ™3,
shock-wave front. Then in Eq13) all the terms containing The self-similarity exponent is proportional tm or,
ug vanish, and the generalized for(¥/) is compensated by which amounts to the same thing, the functi®(s) is the
the pressure gradientP/dB. This gives theB-dependent same for allmto a high degree of accuracy. To some extent
pressure variation this detracts from the significance of the results obtained in

this section: the universal nature of the dependdn(®) in
1 fact implies that the CCW theory can be applied to describe
oP=-puIng,,~—puia?p?. (18)  superspherical cumulation but in this theory the transition to
2 the one-dimensional approximation is made more edaiid
even more rigorouslythan in pure hydrodynamics, after

In particular, the pressure for the same valueaofs  which the calculation of reduces to multiplying the known

slightly higher at a plane wallvhere= 3,#0) than that at quantities bym.
a spherical wallwhere 3= 8,=0). Fora—0 and bounded
B, or, in dimensional quantities, at short distances from the
center compared with the radius of the spherical wall, the
- . . ) 2 5. APPLICATION OF THE CCW THEORY TO CALCULATE
pressure variation(18) is relatively small: sSP<P~pus .

e Lo . . ; THE STABILITY OF SUPERSPHERICAL CUMULATION
This inequality justifies going over to the one-dimensional

approximation and permits estimation the error of the ap-  The CCW theor§ uses the functiod®(x,y,z) (wherex,

proximation as Pa3%]. y, and z are the coordinat¢sto describe the dynamics of
We shall now search for self-similar solutions of Egs. shock-wave fronts such that at each titrtae surface of the

(15 and(16) for m=3 which describe superspherical cumu- front is described by the equation

lation. It is interesting to note that these equations would

describe a converging shock wave which is symmetric with =~ P(X:¥:2)+ Vst =0, (21)

respect to three polar angles in four-dimensional space fafhere V., is the velocity of sound in the undisturbed gas
m=3. As a result of the more abrupt decrease in the area ghrough which the shock wave propagates.

the front as the wave convergeS«(a™), we can naturally The Mach numbeM is then given by

expect more abrupt cumulation compared with the cylindri-

cal case. This conclusion was confirmed, and, moreover, the _ 1 22)
self-similarity exponens [see Eq(1)] was three times$with |grad®|”

exceptionally high accuragyhat for cylindrical cumulation
and 1.5 times that for spherical cumulation, i@ m.
The procedure for searching for the self-similarity expo-

We introduce a system of coordinate lines or rays or-
thogonal to the surfacg21) and assume that as each section
of the surface of a shock-wave front moves along a ray tube
She variation ofM is determined only by the variation of the

without changing the notation used in Ref. 2, we can mererarea of the front and, for a strong shock wawd1), is

present the equation for the functions represented dydv

iven b

which is valid for anym (m=2 in Ref. 2 g y

Mo A~ 01, (23
dz_ 2 8=1 1+ 2 + 2 24
dv 1-v 2 1= y y—1) (24

((m+1)y+1-mp-26-2)[z=(1~v) ]+(7,_1) , The equations of differential geometry give a relation
v(1-v)(1+8—v)—2 (m+ 1)0__) betweenA and grad and yield the equation fob
Y
div(M1T %1 gradd) =0. (25)
(19 In the curvilinear coordinates, B, ande with the met-
ric (7)—(9), Eq. (25 has the form
as well as establish the relationship between the self- ¢ ml T m-+1 111s. 0P oem O
similarity index ez introduced in Ref. 2 and the exponeht g2l ¥ \a) MY o
appearing in Eq(1): 1+ 6=1/ap,. Then, all the arguments ) )
in Ref. 2 hold form=3. M s 0P r\m
a 1ot ) ) x| — MLt | pqg [ —
A numerical integration of Eq(19) can be used to find a ap “N\ a
6. For a polytropic indexy=7/5 this gives6~0.59, and the
pressure behind the shock-wave front increases as m72i 1+1/51@=
X a P M P 0. (26)

Pocq 117 (20 Equation(26) for the radial motion is
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0, (27

a acb—l/(sl
_ m

Jda ( “« Jda )
where form=1,2 the variablegand the motiopare strictly
separated, but fom=3 they are locally separated when
a—0, since in this last case we havkr—1 andg,,— 1.
The solution of Eq(27) is obviously

dy=crt*™i  c=const. (29
From Egs.(22) and(28) we have
Mocr ~™Md1 (29

and the self-similarity exponend introduced earlier, which
is defined such tha®~M?2~r~2% is

5=mé;. (30)
Thus, in the CCW theory the resutcm obtained in the

previous sectiorfwhich, of course, is approximate, although

highly accuratgis obtained as the exact relati¢®0). Since
&1, which is defined by formulé24) in the CCW theory, is

Voinovich et al.

search for these corrections and the study of their behavior as
a—0 permits assessment of the stability of the one-
dimensional solution(28) toward non-one-dimensional per-
turbations of the initial data.

Calculations of the behavior of the general solution of
Eq. (31) with a zero right-hand side show that for=1-3
all the non-one-dimensional disturbance modes are unstable
since they decay more slowly thdr, asa— 0. This implies
an increase in the relative deviations of the shock wave pro-
file from the symmetric one.

The growth rate of the various modes dependsmoms
a cylindrical shock wave converges, sausage madesdis-
turbances which depend @and do not depend og) grow
preferentially. In a spherical shock wave all the disturbances
which depend on the polar angles grow at the same rate.
Here we present some calculations for the stability of super-
spherical cumulationrg= 3).

For disturbances having a dependencepcend 3 given
by

almost the same as the self-similarity exponent of a cylindri- B i B—B1
cal converging shock wave calculated directly using the hy- ©=A(a)e’® cog 7k Bo—B1)’ (33
drodynamic equations, the CCW theory predicts a simple .
and very accurate expression for the self-similarity exponenfhere | and k are integersj?=—1, the equation for the
5=234, for superspherical cumulation. amplitude has the form
We shall now linearize Eq(26) relative to the small 5 912
correction®; to ®,. For m=3 we also take into account 1dA_3 d_A+|2i+ _ Tk —=0. (34)
small corrections to the metric coefficients far—0. We d1da? ada = %2 (B,—B)? a*
then have .
For k# 0 substitutingu=1/a reduces Eq(34) to
1(r\™Lo ]  ad, 4
S| ooje M= —a? A 1 d?A dA dA
6yl da da P u4—+2u — | +3u®—+u?3A
51 du du du
y (r)l‘m(@ malz(r>m_l‘72q)
— —|—a — — 212
al 9B al oe? T _uiA=o0. (35
1 (,32 B1)
(9@0 s g [r\m
= 2o ¥ ol : (31 The solution(35) is expressed in terms of Bessel func-
tions with an imaginary index. The asymptotic behavior for
The boundary condition at the cavity walls is u—x (a—0) is determined by the factor
odq
—lp=p,.8,= (32) —(1+36y)) F{ k8, )
d 1P2 Axu V2 exp i u
A B2 Bi
For m=3 the right-hand side of Eq31) (which van- k3
ishes for m=1,2) equals —8a' M28%(9®,/da), and a1*351/2ex;{ I TKY 01 (36)
within Eq. (31) two essentially different formulations of the a(B2—PB1)]

problem are possible. First, we can seek the particular solu

tion @, of Eq. (31) with a nonzero right-hand side, having |

imposed the constraint that for this particular solution
®,0=0[D,] for «—0. Such a solution does in fact exist, but

e., ®, oscillates with an amplitude which tends to zero as
|<I> |oca?*391/2, The relative magnitude of the disturbance

|4 /®,|, which characterizes the change in the shape of the
front, increases as

here we shall not present the elementary procedure for con-

structing it as an expansion in powersaf The correspond-
ing small correction tod, is a refinement of the solution
(28) and ensures that smalear the centérdeviations of

r/« andg,, from unity are taken into account. The existence
of a solution®, with these properties implies that the one-

dimensional approximation ob, is accurate in first-order
perturbation theory with respect te.
The construction of a general solution of E§1) with a

P,

a 302,

(37

Thus, disturbances which depend gBriead to a distor-
tion of the wave-front profile which increases as 3
However, purely azimuthal disturbances wik=0, i.e.,
which do not depend oB and depend only on the polar
angleg, grow considerably faster. Substitutikg 0 into Eq.

zero right-hand side has a completely different meaning. Thé34), we find thatA=consta”, where
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36,+1+(35,+1)2— 45,12 The authors are grateful to. . Barkhudarov, I. A.
b= 5 : (38)  Kossy, and E. V. Timofeev for supporting this work and
E. L. Satunina and V. E. Terekhin for their technical assis-
Modes withl=2 have the disturbance growth rate tance.
% o g~ 3012 12,08 (39)
0

. . . L Y1t can be said that superspherical cumulation is as strong as the spherical
F|na”y, a d|Sturbance Wlt"l= l Sp|ItS |nt0 tWO mOdES, and Cy|indrica| effects taken togethaﬂ‘(l-:n: a’0~78a’0-39).

one of which gives the growth rate

(I)l 361 1 3 1 15

_o 551+ 2] op~a ™ (40) LE. I. Zababakhin and I. E. Zababakhldnbounded Cumulation Phenom-
ena[in Russian, Nauka, Moscow 1988.
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Numerical calculations of the radiation-induced strain rate of interstitial solid solutions.
II Allowance for the main channels for the influence of impurities on radiation-
induced creep

Yu. S. Pyatiletov and A. D. Lopuga

Institute of Atomic Energy, Scientific Nuclear Center of the Republic of Kazakhstan,
480082 Almaty, Kazakhstan
(Submitted July 8, 1996; resubmitted October 23, 1997

Zh. Tekh. Fiz.69, 19—23(March 1999

A previously developed numerical method for calculating the radiation-induced creep rate
[Yu. S. Pyatiletov and A. D. Lopuga, Tech. Phyi& (1999] is used to study the influence of
impurity atmospheres around dislocations and pores, impurity traps, and mobile impurity-
vacancy and impurity-interstitial complexes on the radiation-induced strain rate of interstitial
alloys. Quantitative data are obtained on the creep rate as a function of impurity
concentration, and a physical interpretation allowing for the recombination of interstitial atoms
and vacancies directly with one another, on impurity traps, and on mobile complexes is

put forward. © 1999 American Institute of Physids$51063-784£99)00303-1

1. INTRODUCTION e. In order to identify the role of the impurity atmospheres

. . . oo alone, we shall assume that the impurities do not form com-
Self-consistent numerical calculations of the strain eate ; , .
plexes with IPD’s. Then, if we sdD;;=0, C;;=0 andy;gz

of interstitial alloys using the dislocation model of radiation- — 0, the expressiofi-10) for the creep rate is simplified to
induced creep described in Ref. 1 require knowledge of the ™’
values of the parameters characterizing the material, its de- = | () o 0
fect structure, and test conditions and then implementation of &= Wpd(LD.C. -Z,D\Cy), (1)
the calculation procedure using the method developed in Ref.
1. This we have done, and we present the results of calculagnd instead of Eqgl-12)—(I-15) we obtain the two equa-
ingé with allowance for the main channels for the influencetions
of impurities on the strain rate of interstitial solid solutions. b
These include the formation of impurity atmospheres around 2 -V (d) 2=(d)
dislocations and vacancy pores, the formation of fixed Dy Cyt 1 7 (VEVWEVHCWIE )+ G
impurity—intrinsic-point-defect(IPD) complexes, and the
formation of mobile impurity-IPD complexes. For these
cases we calculated the concentration profiles of IPD’s and D
impurity-IPD complexes near dislocations and pores, we de- D,V2C,+ ﬁ(VQVEEd)JFQVZEfd))
termined the fluxes of vacancies, interstitials and impurity- b
interstitiallcqmp!exes to sinks, and we .obtair_wed depender)ces +G— D,kfh)2C| —aC,C,=0. 3
of the radiation-induced creep rate on impurity concentration
for various binding energies and migration energies of the  The expression foE(Bd)(r), which is the interaction en-
impurity-IPD complexes. The calculations took into accountergy of an IPD with a dislocation surrounded by an impurity
the recombination of interstitial atoms and vacancies directhatmosphere, has the fofm
as a result of encounters between unlike IPD’s, on impurity
traps, and on mobile impurity-IPD complexes.

We adopt the notation introduced in Ref. 1 without any
explanation. References to formulas from Ref. 1 are prefixed
by the Roman numeral I. Q1(1+v)*uAV,

v 18m(1—v)(1—2v)|r—r'|3
2. ROLE OF IMPURITY ATMOSPHERES (

-Dyk{M?C,—aC\C,=0, )

ub(1+v)AVy sing
3m(l-v) r

E'(r)=

3(n,r—r’)?

[r—r’|?

c(r). (4

The initial system of equatior{$-12)—(1-15) can be used
to calculate steady-state concentrations of vacancies, intersti-
tials, and impurity-vacancy and impurity-interstitial com- Here AV is the relaxation volume of & point defect,v is
plexes near dislocations and to perform further calculationshe Poisson ratioy is the shear modulu$) is the deviator
of the radiation-induced creep rate with simultaneous allowjpart of the tensor which characterizes an elastic dipole simu-
ance for all these channels for the influence of impurities orating an interstitial impurity atonT;, ¢, andz are the cylin-

1063-7842/99/44(3)/5/$15.00 280 © 1999 American Institute of Physics
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drical coordinates associated with the dislocation line, and 1.0l a
C{¥(r) is the equilibrium concentration of impurities in the
atmosphere around a dislocation, which can be determined

from the transcendental equatfon
Q

1-G wi(r,e) 1 X 05
.(d) _ i ’ - . A
G {” C, p[ KT kT ©
XE Ci(d)(r’)-(W”(r—r’)—w"(r‘c’—r’))H ) 0.0 R A NN
r/
b
5 a4
wherew'd(r) andw''(r) are the interaction energies of an =
impurity atom with a dislocation and with another impurity 0.3b

atom, respectively, amf is the distance at which interaction
between impurities and dislocations can be neglected.
The boundary conditions for the system of equati@s 0.2
and (2) are now assigned by formula$23) and (I-31a),
where the IPD concentration at the outer boundary of the
calculation cell is determined from the system of nonlinear
algebraic equationd-27) and (I-28), where we seC;;=0 c
and x;=0. Introducing these changes into the calculation gl
scheme proposed in Ref. 1, we calculate the radiation-
induced creep rates using the material parameters of carbon- &
aceous martensiteb=2.48<10"1° m, u=8x10" MPa, e
v=0.3, 0=12x10%° m, AV,=110Q, AV, s,
=-050, r§,=3.40x101° m, r=11.85¢10"2° m, “
D?=10"" m?s, DY=0.58x10"* mé/s, E"=0.2 eV, EJ
=13eV (D% are the preexponential factors of the diffusion

a.0 RS NN AT B W1

Lt gl i

coefficientsD g, and Eg‘ are the migration energies @ w0° 1wt 07 02

point defects We also seG =10 ° displacements per atom c;

per secondN,,=3.16x 10°t m™3, p;=3.16x10* m2, r,

=5x10° m, andT=660 K. FIG. 1. Creep ratéa), preference factotb), and steady-state IPD concen-

. . . o - ations(c) as functions of the relative impurity concentration calculated for
The dashed curve in Fig. 1a gives the radiation Induceéfwo values of the impurity-vacancy binding ener&;?g,=0.3(l) and 0.5 eV

creep rate relative téo (whereéo is the creep rate of an (2.
impurity-free material having the same parameéteas a
function of impurity concentration without allowance for the
formation of complexes. It can be seen that, decreases

with increasing impurity concentration, the effect beginningenergy?,‘; An IPD entering such an impurity trap becomes

to manifest itself atcizlo_A and reaching 20% aC;=5 bound, becomes unable to migrate toward sinks, and, after a
% 10" 3. This behavior is caused by the shielding of the elas- ' 9 ' '

tic field of the dislocations by the impurity atmospheres,cfertaln time has glapsed, annlhlllates ,W'th an incoming mo-
which reduces the capacity of the dislocations to trap interPile IPD of opposite sign. Thus, impurity traps serve as IPD
stitial atoms and vacancies. The most important factor wa&ecombination centers and thereby influence the steady-state
that the efficiency of the absorption of interstitial ato#s distribution of interstitial atoms and vacancies in the sample
by dislocations decreases more rapidly than the absorptioand, consequently, the valuesf andC% which determine
efficiency for vacancieZ, . A direct consequence is the de- the radiation-induced creep rate. The effect of the impurity
crease in the preference factBre=(Z,—2,)/Z, in Fig. 1b  traps should be enhanced when allowance is made for the
(dashed curve which leads to decreases in the dislocationformation of impurity atmospheres near sinks since the IPD
climb rate and the creep rate as the impurity concentratiofuxes to sinks are determined by the concentration profile of
Increases. the IPD’s not bound into complexes directly at the sink sur-
faces.

Since impurity-IPD complexes are assumed to be fixed,
formula (1-10) for ¢ takes the form(1). In order to calculate

Another channel for the influence of impurities on the the steady-state concentrations of vacancies and interstitial
strain rate of interstitial alloys under irradiation is the impu- atoms near a dislocation with allowance for these complexes,
rity trapping of interstitial atoms and vacancies and the for-we need to seD; ;=0 anda’ =0 in the system of equations
mation of low-mobility complexes with a positive binding (I-12)—(I-15), which is then rewritten as follows:

3. ROLE OF IMPURITY TRAPS
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as a function of the impurity concentrati@ for ER,zO.S

and 0.5 eV. Also plotted is the dependencesof, on C;
obtained without consideration of impurity tragdashed
—Dyk{"’Cy—aCyCy+ %ivCiv— m CyCi curve. We can see from a comparison of the solid and
dashed curves that when impurity traps are taken into ac-

D
D, V2C,+ ﬁ(vcvv ED+CyVED)+G
b

d
~XvCU(C?=Ci = Ciy) =0, ©) count, the creep rate decreases considerably faster with in-
D, creasingC; and that the effect is enhanced &% increases.
D, V%C,+ ﬁ(VC|VE|(d)+C|V2E§d))+G— D k{"*C, A comparison of Figs. 1a and 1b reveals that a decrease
b in the concentration of free point defects as a result of the
—aCyC,+ 7% Ci) — uvC,Civ—x,C, capture of vacancies by impurity traps and the recombination
(d) _ of vacancies with interstitial atoms on these traps has a stron-
X(Ci7=Cj—Ciy) =0, (7)

ger influence on the creep rate than do changes in the con-
CU(C@—C. —Ciy) = uyC Civ— vivCiy =0, 8 centration profiles of IPD’s near sinks, which determine the

XvCC 1= Cv) =G Civ =y Civ @ values of the paramete;, Y, andB. The contribution

xiCi(C{?~Cj; —Ciy) — wCyCi — 7 Ciy =0. (9  made by changes i}, to the reduction ir is between four

The boundary conditions for the vacancies and intersti-and five times greater than that caused by changés in

tial atoms are given by formuld$23) and(I-23a), and their
concentration at the outer boundary of the calculation cell igt. ROLE OF MOBILE IMPURITY-INTRINSIC-POINT-DEFECT
determined from the system of equatidih7)—(1-30) with ~ COMPLEXES

Dig=0 anda’'=0.

) ) o ] Let us now consider the situation when the impurity-
We shall first ascertain how the recombination of '”ter'_vacancy and impurity-interstitial complexes are mobile.

stitial atoms and vacancies on impurity traps influences the'buite clearly, these complexes are not only recombination
concentration profiles around dislocations and pores for Valizanters for interstitial atoms and vacancies but. like free

ous impurity concentration§; and various binding energies IPD's, diffuse toward sinks. Having reached a sink, the com-

of impurity-IPD complexes. For the calculations we shall Us€yjexes dissociate: the IPD's are absorbed by the sinks, and
the material parameters given In the previous section. W%e freed |mpur|ty atoms diffuse back into the bulk of the

established that effects associated with recombination °§ample. Thus. some of the vacancies and interstitial atoms
IPD’s on impurity traps begin to play a significant role when iqrate toward sinks in the free form and some migrate in a

the binding energy of the impurity-vacancy comp_k_eﬁ% bound form as complexes. In this case, the fluxes of all these
exceedsb 0.2 eV and that of the impurity-interstitial com-mgpile components to dislocations contribute to the creep
plexesEj} exceeds 1.3 eV. Since the valuessif for carbon  are cajculated using the general form(ll40) and the mag-

impurity atoms ina-Fe given by various authot$ exceed  piyydes of these fluxes are determined by the concentration

b . .
0.4 eV and the value d; from Ref. 7is 0.5 eV, in our case ,ofiles of the IPD’s and mobile impurity-IPD complexes at
the impurity-interstitial complexes can be neglected. Thusine sink surfaces.

the calculations only take account of impurity-vacancy COM-  \ye shall make numerical calculations of these concen-
plexes, whose binding energy will be varied between 0.3 angation profiles by solving the system of equati¢hd2)—(I-
0.5 eV. The relative impurity concentrati@) will be varied  15) \ith the boundary condition§l-23), (1-24), and (I-31)

between zero and 16. _ _ using the same calculation parameters as in the previous sec-
As a result of these calculations, we established that aljons \Wwe shall also seE-b, =0.6 eV, Ey=05 eV D'OV
. i . ’ i . ’ i

lowance for IPD recombination on impurity traps leads to:D?, andD-°|
two effects: first, the concentration of free vacancies in they ;. '
bulk of the sample decreases and thus the concentration Bf '

impurity-vacancy complexes becomes nonzero; second, thge gilatation volumes of an IPRV 4 and a carbon impurity

slope of theCs(r) curves at the sink surfaces decreases, i.e.q1omAV; . Since no reliable data are available on the migra-

the fluxes of interstitial atoms and vacancies to sinks degp, energief”l‘g of the complexes, we shall vary these in a
. . i [l

crease. Both effects are enhancedEgsincreases. Figure 1c range where the lower limit corresponds to the migration

gives the dependence oci)atained using these data of the IP(Q1ergy of the most mobile component and the upper limit

concentrations ¢} and CY), which appear directly in the  qresponds to the value at which the complex is virtually
formula (1) for the creep rate, on impurity concentration. fiyeq. For instance, for the impurity-vacancy complexes we
Figure Lc shows thaE?(C;) and Cy(C;) behave similarly, ~ gpg| varyEY, between 0.§which corresponds to the migra-
falling sharply frl?”_”' 10%to 103_’ asC; increases. The effect (o energy of a carbon atom -Fe) and 2.2 eV, and for the

is enhanced a;y increases. Figure 1b gives the preferenceypyyity-interstitial complexes we shall vag]" between 0.3
factor B, which specifies how much is influenced by the (which corresponds to the migration energy of an interstitial
difference between the efficiencies of absorption of interstiatom and 1 eV. The range of impurity concentrations stud-
tial atoms and vacancies by dislocations, as a functid®;of  jed is between 10° and 5x 10 3.

Figure 1 shows that the preference facBalso decreases The calculations show that allowance for the mobility of
monotonically with increasing; but not as strongly 5@%- the impurity-IPD complexes leads to two principal effects:
Finally, Fig. la(solid curveg shows the relative creep/e,  first, the concentration of free IPD’s in the bulk of the

=D?. The dilatation volume of the complexes
g, Which determines the interaction energy of the com-
ex i B8 with dislocations and pores, is taken as the sum of
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FIG. 2. Radiation-induced creep rate versus relative impurity concentratiofrlG. 3. Radiation-induced creep rate versus migration energy of impurity-
for cases where both types of complexes are mdbidid curve, both types ~ vacancy complexes when the impurity-interstitial complexes are fized

of complexes are fixedl), only impurity-interstitial complexes are mobile and when they are mobileE[!=0.3 V) (2).

(2), and only impurity-vacancy complexes are mokig

on the creep rate than do the impurity-interstitial complexes.

sample increases in comparison with fixed complexes; sec-, e calculated/e, as a function of the migration energy
ond, fluxes of mobile complexes to sinks appear, and th&f the impurity-vacancy complexésy, to obtain quantitative
slope of theC4(r) curves increases at the sink surfaces, i.e.confirmation of this conclusio(Fig. 3. We considered two
the fluxes of free IPD's to sinks increase. These effects argiations: when thel complexes are fixedcurve 1) and
enhanced as the complexes become more mobile. when they have maximum mobilityE{=0.3 eV, curve2).

In order to identify the direct influence of the mobile 1huS: curvesl and 2 demarcate the range of all possible
complexes on the creep rate, we calculated the fluxes of af2lues Of the migration energy for the andiV complexes.
the mobile components, i.e., interstitial aton¥, (vacancies Figure 3 shows that at h',gh va}lues_ Bfy the creep rate is
(V), and complexesi{ andiV), to dislocations. The results closg_to that fpr a material ywth fixed complexes. As the
of calculations of these fluxes as a function of impurity con-mobility of theiV complexes increases aff; approaches
centration forEM=1.6 and 0.3 eV showed that & in- the migration energy of free vac_anmE_@‘, the creep rate
creases, the IPD fluxa$” and!{? to dislocations decrease, becomes hlgh_er than that for an impurity-free materlall. This
whereas the fluxes of complext® and1(® increase. The Can be explained by the fact that some of the IPD's are
creep rate is determined by the flux differentds— () ang ~ ransferred to dislocations and pores as part of complexes
1@ 1@ Thus, at low impurity concentrations the main whose interaction energy with sinks is higher than that of

v : free IPD’s, and thus the dislocation preference is higher.
contribution toe comes from fluxes of free IPD’s, whereas
asC; increases, the fluxes of IPD’s in complexes play a more
significant role. Hence, we can postulate that the creep rate DISCUSSION
will be higher when the mobility of the complexes is taken  |n the preceding sections we have examined three main
into account than in the case of fixed complexes. This ighannels for the influence of impurities on the rate of
confirmed by calculations of the creep rate as a function of,gjation-induced creep in interstitial alloys. The simplest

impurity concentration, whose results are plotted in Fig. Z5cenario for interpretation purposes is that impurity-IPD
(solid curve. For comparison, this figure also shows the de- . . N
complexes do not form and the influence of impuritieseon

pendence of/eo on C; for fixed complexedcurve 1). is mediated only by the impurity atmospheres around dislo-
In order to establish how the creep rate is influenced by 5iions and pores. The impurity atmospheres have their own
each type of mobile complex separately OriV), we cal-  g|agic field, which partly shields the elastic field of the dis-
culatede/e for two cases. In the first case, we assumed thajpcations and suppresses its action on the IPD’s. As a result,
only theil complexes are mobilecurve2 in Fig. 2) and that  the dislocations have a lower capacity for trapping IPD's,
the migration energy of the complexes equals the migratioRyhich reduces their absorption efficiencies for interstitial at-
energy of an interstitial atom, i.e., the complexes exhibitecboms (z,) and vacanciesZ,) in comparison to the absorp-
maximum mobility. In the second case, only thé com-  tion observed in an impurity-free metal, wify decreasing
plexes were mobilgcurve 3 in Fig. 2), but the migration more substantially thah, . Consequently, an increase in the
energy of the complexes was taken to be fairly hi@y(  impurity concentration in the material reduces the preference
=1.6 eV), i.e., theiV complexes had a comparatively low factor B and, therefore, the creep rate.
mobility. Nevertheless, in the second case, the plot/af, The situation is more difficult to analyze when impurity-
as a function ofC; deviates more substantially from cur¢e IPD complexes with some degree of mobility form in the
for fixed il andiV complexes than in the first case and isirradiated material. The formation of these complexes essen-
closer to curve3. This behavior suggests that the mobile tially leads to the appearance of new types of IPD recombi-
impurity-vacancy complexes have a much stronger influenceation and new IPD fluxes to sinks as part of the mobility of
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the complexes. Thus, the interstitial atoms and vacancielsination of IPD’s upon encounters between interstitial atoms
formed continuously in an alloy as a result of irradiation areand impurity-vacancy complexes predominates. When ghe
inactivated in two ways: either they escape to sinks, diffuscomplexes are mobile, IPD’s are mainly lost when unlike
ing toward them in free form or as part of complexes, or theycomplexes encounter one another. The fraction of defects
are lost as a result of recombination. Several types of IPDost as a result of all three types of recombination increases
recombination can take place in the presence of defectsvith decreasing temperature.

First, ordinary mutual recombination occurs when free inter-

stitial atoms and vacancies migrating in the material meet; _ _

second, IPD’s recombine when they encounter complexesE(T“écﬁ‘ 'fgjstiim%’g?;ggg‘] D. Lopuga, Zh. Tekh. Fig(1), 64 (1999
containing IPD’s of opposite type; and, third, recombination 2y, s pyatiletov, S. B. Kislitsin, and N. I. Edemskyi, Radiat. Eff. Defects

takes place when two complexes containing IPD’s of oppo- Solids25, 223(1993.
site type meet. 3A. N. Orlov and Yu. V. Trushin, irRadiation Defects in Metallic Crystals

Before the processes taking place in irradiated interstitial Sg't‘;%_% Sh. Sh. lbragimoin Russiad, Nauka, Alma-Ata(1978,
alloys undergoing deformation can be fully described, we4|. k. Mansur and M. H. Yoo, J. Nucl. Mate74(2), 228 (1978.
need to know the quantitative relations between the fractionsR. A. Johnson, Phys. Ret34, A1329 (1964.

of IPD's lost as a result of these types of recombination. An K- Masuda, Phys. Status Solidi 66, 9 (1983.

analysis of the results of the numerical calculations showed A. Vehanen, P. Hautojanet al, Phys. Rev. 25, 762 (1979.

that when the material contains fixed complexes, the recontrranslated by R. M. Durham
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Control of the degree of long-range compositional order in ceramics of the compound
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It is established that an ordered state forms iQY®h,,Nb,,,) O5 at fairly low temperatures
(650-800°Q. Subsequent high-temperature heat treatment of the ceramic without additives
(sintering or additional annealipngloes not produce any significant change in the degree

of long-range compositional orderbecause of the low diffusion rate of the Yb and Nb ions.

The addition of L}CQO;, which forms a liquid phase, creates conditions for the dissolution

of grains with a high value o$, the nucleation of new crystallization centers, and the growth of
grains with a new equilibrium value afat the sinteringannealing temperature. ©1999

American Institute of Physic§S1063-784299)00403-]

1. INTRODUCTION shifts T toward lower temperatures. However, a highly dis-
. . _ ordered state has been achiéd@dy sintering these perov-
The phenomenon of compositional ordering, i.e., a variagyiie compound oxide ceramics with addeg@®; in the

tipn of the Iong-r.ange. ordes in the pIac_emenF _of io.ns of same temperature range as without this additig. 1).
different types in identical crystallographic positions in com- .o \va take the example of P, Nby) 05 (Top

poun“cli o\>/<ides of the perovskite famil%/;,_has been obseged L1125 °Q (Ref. 10 to investigate the mechanism for the
'ib(Bl/zBl/2)O3 ferroelectrics, where B=Sc or In and formation of states with an equilibrium value sfduring
=Nb or Ta(Refs. 1-5. Recently ordering effects were ob- the heat treatmenfsintering and subsequent annealirgj

served in perovskite compound oxides, wheté=RLu, Yb, PbB!LBY,) 05 ceramics with a small addition of 4C0;,
Tm, or Er(Refs. 6—8. For all these compounds, changes in

s are possible as a result of an order—disorder phase transi-

tion at values ofT 5 exceeding 1000 °C. Changesdrmave 2. SAMPLE PREPARATION AND MEASUREMENT METHOD
a very strong influence on the ferroelectric properties, espe-
cially the Curie tenjperatyr'éc. Folr ir\1/stance, in the ordered by a conventional ceramic technology using a two-stage
state the perovskite oxides w/281/2)o3 (Bmzlfu' Yb_’ technique(preliminary synthesis at 600—-900 °C for 4—6 h

Tm, or Er; B’=Nb or T4 are antiferroelectrics with a high followed by sintering at 850~1200°C for between 20 min

Curie point, whereas in the disordered state they are ferroe—md 6 h or a single-stage techniquésintering at 850—

electrics with a Curie point 150—-220 °C lower. The value of1200 °C for between 20 min and 6 hoth with and without
s can be determined quantitatively by means of x-ray Strucy , addition of 2—15 mol % LCO;. The addition of LiCO;

tural ﬁnalyssi hod for achieving dift I L was introduced before sintering. The initial materials were
The usual method for achieving different valuessa ultrapure PbO, Y§Os, and NBOs oxides. In some cases, to

based on obtaining oxides at different temperatures in thﬁwrease the content of the perovskite phase, the compound
vicinity of Tqp, while additional high-temperature annealing

is used to changs (Refs. 1-3. The process of obtaining
different values ofs as a result of sintering compound per- s
ovskite ceramics at different temperatures, in fact, combines 0
the two processes, i.e., the formation of an ordered or a dis- Cn
ordered state during synthesis and then the alteraticrasf

a result of subsequent annealing at the sintering temperatunaﬁ B
T. However, high-temperature annealing is frequently inef-
fective since a short holding time does not chasgad an 0.4
increase in the annealing time leads to a transformation of
the perovskite phase into a nonferroelectric pyrochlore 8.2
phase’1°

Polycrystalline Pbyb,,,Nb, ;) O; samples were prepared

200

%0 S,
’\Q

100

. . g 17] 1 i

_ These met_hods did not produce any S|gn|f:ca\51t changes 00 7000 7100
in s for ceramics of the compound oxides (BY,BY,,) Os, 7. .%

where B'=Lu, Yb, Tm, or Er, and B=Nb or Ta. Sintering $?

t_hese ceramics at variou§ causes only negligible deyia' FIG. 1. Dependence of the degree of long-range osdd) and the Curie
tions of s from the values for ordered states and slightly point T¢ (2) on the sintering temperatufie, for a PYN(L) ceramic.
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TABLE I. Average grain size of PYN and PY(N) ceramics as a function of
the sintering temperaturgs and the additional annealing temperatiitg,,.

Ceramic Ts, °C Ts, h Tanm °C Tanm D d, um

PYN 900 2 16
900 2 1100 1/4 2.9

PYN(L) 900 3 4.2
900 3 1100 3/4 0.9
1050 2.5 2.4
1075 3 1.1
1075 3 950 5 1.4
1110 2 1.0

Setter and Cros$ by comparing the experimentally deter-
mined intensity ratio of the superstructural and main reflec-
tions with the ratio calculated for a completely ordered
structure

2_ 1
$°= (111271200 observed! 11171 200 cale

The temperature dependences of the dielectric constant
were investigated using a Tesla BM-484 capacitance bridge
at 1.6 kHz at a sample heatirigooling) rate of 2 K/min.

The microstructure of the ceramics was investigated us-
ing a Carl Zeiss—Jena NU-2E optical microscope.

3. EXPERIMENTAL RESULTS

For the investigations we used ®t,,Nb;,)0,
samples with(PYN(L)) and without(PYN) added LjCO;,
which  were sintered at various temperatures
T,=850-1200 °C. The samples all underwent additional an-
nealing in the range 900—1200 °C at temperatures both above
and belowTg. Before and after annealing we carried out
x-ray structural investigations, determinegl and investi-
gated the microstructure and the dependet(d8.

The samples of PYN sintered &t=900-1200 °C had
high values ofs (about 0.8 and T (between 260 and
290°0Q. Additional high-temperature annealing near the
order—disorder phase transition had no significant influence
FIG. 2. Influence of annealing at 1100 °C for 15 min on the microstructureOn the ordered structure formed during synthesis and anneal-
of PYN samplesa — synthesized at 800 °C for 3 b — sintered at 900°C  jng. An increase in the annealing time reduced the content of
for 2 h. Magnification: 1002 . the perovskite phase while increasing the content of the py-

rochlore phase. For the annealed PYN samples the maximum

of ¢(T), which corresponds t®., did not shift, but its value
YbNbO,, which was preliminarily synthesized at 1000 °C decreased as the content of the pyrochlore phase increased.
for 4 h, was used instead of Y05 and N3 Os,** and excess In all cases, x-ray structural analysis of the PYN samples
PbO was also introduced to 20 wt. %, which evaporatedevealed monoclinic distortion of the perovskite subcell and
completely during the anneal. the presence of two types of superstructural reflections,

Samples pressed into disks 10 mm in diameter and 1-@hich are caused by antiparallel displacement and composi-
mm thick at a pressure of 3>410’ Pa were sintered tional ordering of the Yb and Nb cations.
in a closed alundum crucible. A charge of powdered The PYN ceramic sintered at low temperatures was fine-
Pb(Mg;sNb,9) O3 was used to produce a suitable atmo-grained. Increases il (T,,) and the holding time at high
sphere in the crucible. For the measurements the samplésmperature increased the average grain diamkt€ig. 2,
were polished and electrodes were deposited by firing silvesee Table)l
paste. Sintering PYNL) ceramics in the range

The x-ray structural analysis of the samples was perd,=850-1200 °C produced samples with different values of
formed on a Dron-2.0 diffractometer using ®y, radiation. s (Fig. 1), depending on the proximity of¢ to the order—
The value ofs was determined using a method described bydisorder phase transition temperature. When the @YN
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FIG. 3. Influence of nondestructive annealing on the course(d) for T.°oc
PYN(L) samples with an addition of 7.5 mol %4G0;: 1, 3, 5— before ’

annealing,2, 4, 6— after annealingl — T;=900 °C, 20 min;2 — T4,
=1050°C, 2 h;3 — T,,=750°C, 3 h;T,=900°C, 3 h;4 — T,
=1100°C, 1.5 h5 — T¢=1050°C, 3 h;6 — T,,=950°C, 5 h.

FIG. 4. Influence of annealing &t,,;=900 °C,t=2.5 h on the course of
&(T) for PYN(L) samples sintered &t;=1100 °C,t=50 min with an ad-
dition of 7.5 mol % L,CO;: 1 — before annealing2 — after annealing
with intermediate grinding3 — after annealing with intermediate grinding
and an addition of LICO;.

samples were additionally annealed, the values ahd T
only varied if T4 was less than-1020°C and the holding
time under sintering was 5-6 h.

Figure 3 shows the temperature dependences &dr
PYN(L) ceramics sintered and annealed at various temper
tures. The shift of the(T) peak corresponds to the change
in s. The changes irs and T under additional annealing
took place within a comparatively short tinfleetween a few . :
tens of minutes and a few hours, dependinglgy). In this ing Li;COs.

. s, dep giam - Unlike the case of the PYN ceramics, an increas&dn
case, there was no increase in the content of the pyrochlorgzr the annealing temperatuf,, for PYN(L) samples re-
phase, which did not exceed 15% for various samples. At- 9 P nn P

tempts to changefor PYN(L) ceramics by means of second duced the average grain diamete(see Table | and Figs.

or further anneals were generally unsuccessful. The value Of*a—se. For samples sintered & above 1020 °C with no
u were g y unsu U Vallu® Yjditional Lp,COs, no significant change id was observed

s for ceramics which had already been annealed, as well as

. N as a result of annealing for 2—5 h. A further increase in the
for PYN(L) samples s.mtered all=1020°C, was Changed. annealing time enhanced the porosity and increased the con-
as a result of annealing only when an additional quantit

y .
(2-15 mol % of Li,CO, was added to the bulk of the tent of the pyrochlore phase. The P{N samples sintered

sample. This was accomplished by grinding the ceramicat Ts=1020°C and annealed aky,>Ts exhibit a correla-
pie. P y 9 9 tion between the decrease oh and the appearance and
adding L, CO; to the powder, and pressing out a new sample . .
: . growth of new anomalies on thgT) curve as a function of
which then underwent further annealing. the annealing timéFig. 50
Figure 4 shows the plot of(T) for a PYNL) ceramic g g. 5b.

: ~ o B N Additional high-temperature annealing (90U,
obtained aff=1110°C and annegled Apn=900°C after <1120°Q of PYN ceramics to which LCO; was added
these operations. The annealing induces a transition from

. T . Stter annealing can give the same valuesahd T as in
disordered to a more ordered state, which is manifested b e case of the sintering of a PYN ceramic provided

the appearance of a high-temperature maximum oz (i T =7
curve (curve 3). After the first such anneal for 2.5 h, the 2" 3°
e(T) curve begins to resemble the analogous curve for a DISCUSSION OF RESULTS
PYN(L) ceramic obtained after sintering at=T,,,. An- '

nealing these samples with no additionabCD; did not According to our results, the presence o§€CO; in the
change the form of the(T) curve if we disregard the in- bulk of a PYN ceramic plays a significant role in the forma-
crease in the height of the maximum ef caused by an tion of disordered states during sintering or in changing the

increase in the density of the ceranfaurvesl and?2).

Under high-temperature annealing, in addition to the
main maximum ofe(T), the PYNL) ceramics sometimes
xhibited additional anomalies, which diminished or disap-
peared completely when the holding time for the first anneal
was increased or repeated anneals were carried out after add-
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FIG. 5. Influence of the annealing tinteat 1100 °C on the microstructuta—e ande(T) curve(f) for PYN(L) ceramics synthesized at 700 °Q fh and
sintered at 900 °C for 3 hf,,,, min:1— 0,2 —5,3 — 10,4 — 20,5 — 40. Magnification: 1008 .

existing degree of compositional order as a result of addicertain the specific mechanism for the action of this additive
tional high-temperature annealing nélagp. In order to as- on the ordering process, let us examine what we consider to
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be the two most probable mechanisms among the various Crystalline phases which are not in equilibrium under
possibilities. specific conditions of temperature, pressure, and composition
1. The additive increases the rate of order{dgorder-  occur fairly frequently in ceramic systems. An example may
ing) by increasing the diffusion coefficient of the Yb and Nb be provided by quart® whose presence in a porcelain mass
ions. Such an increase may be attributed to the appearanceaidring annealing at 1200—1400 °C does not result in the for-
additional vacancies in Yb and Nb sites caused by the dissanation of stable tridymite or cristobalite forms. In this case,
ciation of some solid solution, which forms in the initial the rapid establishment of an equilibrium state is promoted
stage of synthesis and contains lithium in Yb and Nb sites, aby the introduction of a liquid-phase-forming mineralizer,
a result of the intensive evaporation of Li at high tempera4.e., calcium oxide. Quartz dissolves in the liquid phase and
tures. then crystallizes in the form of a new phase. The mineralizer
2. The additive provides for the crystallization of new permits the transfer of material by dissolution and thus over-
ceramic grains with the equilibrium value of the composi-comes the energy barrier which exists for direct phase
tional orders, at T{(T,,) and the dissolution of grains with conversiont®
nonequilibriums. Favorable conditions for the formation of The additive L,CO;, which has a low melting poiht
states with the equilibrium valug, at the sinteringlor an- (730 °Q, probably also functions as a mineralizer, forming a
nealing temperature are created by the formation of an adliquid phase when a PYN ceramic is sintered. The formation
ditional liquid phase by the mineralizer, from which new of a PYNL) ceramic evidently takes place as follows. As the
grains (with s=s;) can form without needing to overcome temperature rises in the range600-750 °C, solid-phase
the energy barrier for the solid-phase processes. synthesis accompanied by the growth of grains of a perov-
It should be noted that the influence of lithium on the skite phase with a high degree of ordgy, which is the
properties of PYN is clearly not associated with the forma-equilibrium value in this temperature range, takes place.
tion and/or dissociation of solid solutions, as is the case ofhen, at higher temperatures a liquid phase forms, creating
BaTiO;, for example. We know"!* that the addition of conditions for the nucleation of new crystallization centers
lithium salts to BaTiQ can substantially reduce the anneal- and the growth of grains with the equilibrium degree of order
ing temperature andl- because of the formation of a solid s, at the sintering temperatuiie,. The driving force for the
solution where Li replaces Ti. However, as a result of theformation of new grains withs, stems from the difference
evaporation of Li, the value of ¢ for these solid solutions between the free energies of the grains véigh(a nonequi-
depends strongly on the amount of additive and the annealibrium value atT) ands, (the equilibrium value af). The
ing time 7. As 7 increasesT¢ increases monotonically to grains with the nonequilibrium degree of ordgrat T are
values typical of BaTi@ without additives as a result of the gradually dissolved by the liquid phase. In this context, we
evaporation of Li and dissociation of the solid solution. Fornote that not any additive which leads to the appearance of a
PYN(L) an investigation of the influence of the amount of liquid phase and does not form solid solutions with PYN is a
Li,CO; and the holding time during annealing indicated thatmineralizer. For instance, using additions of Gead SiQ
changes i are not caused by the formation or dissociationinstead of LCO; during the sintering or annealing of PYN
of solid solutions involving lithium but are caused by a nearTgp allowed us to obtain disordered states. The samples
change in the value of (Refs. 8 and 1P Thus, in our view always had a high degree of long-range compositional order
the second mechanism is dominant. s and were antiferroelectrics with a Curie point
As was shown in Refs. 8 and 10, the solid-phase syntheF=230-285 °C.
sis of PYN is accompanied by the formation of a structure  During the annealing of a PY([) ceramic, the forma-
with a high value ofs, which is the equilibrium value at tion of a stable phase witk, for T,,,depends on the content
fairly low temperatures of 700—800 °C, where the perovskiteof lithium in the bulk of the sample, which rapidly evapo-
modification of PYN forms. During sintering or additional rates at temperatures above 950 °C. In RlYNsamples sin-
annealing at higher temperatures, the ordered structure réered atT,=1020 °C the amount of lithium left after sinter-
mains in a nonequilibrium state since the rate of the transiing is probably insufficient to form a liquid phase. This
tion to a more stable state with loweis low. This low rate  explains why it is impossible to varyby additional anneal-
of conversion is the result of the high activation energy foring (Figs. 3 and 4 Moreover, an increase in the annealing
the diffusion of B ions. It is quite safe to say that the sinter-time does not cause any significant change in the average
ing or additional annealing of a PYN ceramic does not resulgrain size(see Table ). The same degree of compositional
in the formation and growth of regions of a new disorderedorders can be obtained for PYN ceramics either directly by
phase. Otherwise, the intensity of the superstructural reflecsintering the samples with added,CiO; or by annealing
tions caused by compositional and antiferroelectric orderingreviously sintered samples. In the latter case several anneals
would decrease and additional anomalies would appear owith the introduction of an additional quantity of JGO;
the &(T) curve, in contradiction to the experimental results.into the sample before each one are sometimes required to
An increase inTg, T, OF the holding time at high tem- achieve the equilibrium valus, at T,,,. A PYN ceramic is
peratures increases the average grain dianmkirePYN ce-  considered to have the equilibrium valsgduring sintering,
ramics(see Table | and Fig.)2which is normal for perov- if an increase in the holding time does not lead to changes in
skite compound oxide ceramit3A small number of large sandT,, and during additional annealing, if subsequent an-
grains grow from the finely dispersed mass in polycrystallineneals also do not influenceand T. In our view, the exis-
samples as a result of secondary recrystallization. tence of additional anomalies on the temperature depen-
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dences ofe for PYN ceramics in addition to the maximum 5. CONCLUSIONS
can be attributed to grains with differestand different .
structures being present in the bulk of the sample. Figures In PE(Yby2Nby)O; an ordered state forms at relatively
5a—e clearly show the kinetics of the dissolution of somdow  temperatures (650-800°C.  Subsequent high-
grains(for example, those with a high degree of ordpand ~ temperature heat treatment of the ceramic without additives
the formation of others. Large graind* 4.m) are obtained (sintering or additional annealingloes not cause any sub-
for PYN(L) Samp|es Synthesized at low values 6‘@ stantial Change is because of the low diffusion rate of the
~900°C. For PYNL) samples sintered dt;=900 °C high- Yb _and Nb ions. The add.it.ion of hCOs, .which.forms a
temperature annealing &t,,= 1100 °C ensures the gradual liquid phase, creates conditions for the dissolution of grains
dissolution of large grains together with the formation andwith a high nonequilibrium value o, the nucleation of new
growth of grains of a new phase not exceedihglum.  cCrystallization centers, and the growth of grains with a new
Spatial inhomogeneities of the degree of order are thus manfquilibrium value ofs at the sinteringannealing tempera-
fested by the simultaneous existence of grains with differenture. Thus, the initiation of a recrystallization process during
s, which gives rise to several anomalies on the temperatur&hich grains are formed with the equilibrium value ot
dependences of. This is consistent with the results of the the sintering(annealing temperature is the essential feature
x-ray structural investigations, according to which RN  ©f this new method for controlling in complex composi-
samples with a high degree of order belong to the orthotionally ordered compounds.
rhombic system, whereas those with a low degree of order
belong to the rhombohedral system, and those in the inter-
mediate state (0.35s<<0.65) are mixtures of both these two
phase_s. A_n increase in the total volume of some p.hases and@ G F. stenger, F. L. Sholten, and A. J. Burggraaf, Solid State Commun.
reduction in others alter the form of tl€T) curve(Fig. 5f). 32,989(1979.
The presence of a large quantity of the liquid phase duringzagg'(-;- Stenger and A. J. Burggraaf, Phys. Status SolifilA257, 653
sintering ,at lQW temperatures900°C aCCEIerat,es Secondary_3A. A. .Bokov, I. P. RaevsKi and V. G. Smotrakov, Fiz. Tverd. Tela.
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explains the large size of the grains in the R¥Nsamples  “A. Kania, Ferroelectric Lettl1, 107 (1990.
Compared with PYNFig. 2 and FigS. 5a—5e; see Tabjelh 5N. Yasuda and S. Imamura, Abstracts of the 7th European Meeting on
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It is predicted that at room temperatures a hopping mechanism of charge transfer plays a very
important role and leads to temperature oscillations of the conductifify) of a

dielectric composite. The dependence of the conductiy(tyy) on the frequency of an alternating
electric field is calculated. The relation obtained can be used to determine, first, the electron
relaxation times and, second, and more importantly, the frequency of electron tunneling through
the dielectric matrix from measurements of the conductivity in various frequency ranges.

© 1999 American Institute of PhysidsS1063-784£99)00503-§

Intensive studies of the physical properties of complexwherep=Db/(b+d), d is the linear dimension of the dielec-
composite structurés® have revealed some very interesting tric region, p, is the resistivity of the metal, ang, is the
anomalies. For example, Breslet al® and Piccard and resistivity of the dielectric.

Derby’ measured the resistance of polypropylene with con-  Hence it follows that the conductivity is

ducting graphite inclusions as a function of the graphite con-

centrationp, the temperaturd, and the frequencw of an o(o,T,p)=01(0, T)ox(w,T)/

applied alternating electric field(t)=Eye'“!, whereE, is [pos(w,T)+(1—p)oy(w,T)].

the amplitude. In this context it is interesting to note that

measurements of the resistance as a function of the concen- Allowance for the threshold concentratiorslightly
tration of graphite inclusions revealed a threshold concentramodifies this formula:

tion of graphitep.,, above which the composite becomes _

conducting. Curiouslyp,, can have different values, depend- o(@ T.9)=0(, Toz(w 1)/
ing on the structure of the underlying composite matrix. For [gox(w, T)+(1—g)o(w,T)], 2
example, if a dielectrid¢say polypropylengis simply filled
with graphite, we findp.,, = 40—-50% of the bulk composi-
tion of the matrix. However, if nhonconducting spherical in-
clusions, whose radiuR is considerably greater than the

whereg=p/p. and oy ,=1/py 5.
Before calculating the dependences;(w,T) and
oy(w,T), we first need to select the charge-transfer mecha-

dimension of the graphite filles, are initially added to the MSM- For a metal the situation is simple: in this case
polypropylene and graphite is then added to this structure?1(«,T) can be described using a foﬁrmula that is valid for a
occupying only the region between the spheths technol- 935 consisting of almost free electr e have

ogy is available to do th)sp.,, =4—5% for such a structure. o1(w,T)=Re{e?nrm* (1—iwre)}
Qualitatively, the behavior of the resistanefg) is the same ° ¢
for both these compositeg§ig. 1), although the bulk frac- =e’n7e/m* (1+ w?73), ©)

tions of the conductor in them differ substantially. . . .
The aim of the present paper is to describe the conducVhereeis the charge of an electrom™ is its effective mass,

tivity of a dielectric with conducting inclusions using a the- nis the electron concentration per unit volume, agds the

oretical model and to determine its dependence on temper%ecnon relaxation time, which can be found either using the

ture, the frequency of an alternating field, and concentration "etc etquatltén or L,Js'rf]g at_dlagram It?e(;hnlguizbas]:ed on the
In order to assess how this composite behaves in an externtﬁmrieral‘turﬁ I(;et?n S tugir']o?%etﬁ f.elj'f —1s, lor E).('h
alternating electric field, we envisage a single electron in mplg. It should be noted that if the field frequency is hig

conducting particle, and we “follow” its path to the opposite w7e>1), the t'meTe_ itself begm_s to dep_end on the f|e_z|d
end. Clearly, the electron will “move” along some elemen- frequency(fqr a detailed desc_rlptlon of this see the review
tary filament, in which conducting and dielectric regions al_presented in Ref. 31and "f]CIUdeS three main_time-
ternate. If we stretch this elementary filament and take intcgependent components. That is to say.

account that the composite contains many such filaments, it PR AT s T;F}h, (4)
becomes clear that its resistance is the sum of series-

connected dielectric and metal components. Thus, the resighere 7; is the electron-impurity elastic collision time,,

tivity of this structure is is the electron-electron collision time, which governs the es-
tablishment of the temperatufig in the electron subsystem,
p(p)=pp1+(1—p)p7, (1) and 7., is the electron-phonon relaxation time, which gov-
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lo(p) are the matrix elements of the velocity operator, ang &/
\ the reciprocal electron lifetime in level This lifetime is
| related to the tunneling parameters by
|
fr | { / e Vome/keT gt T>T*,
1r =
| | im0l e at T<T*, ©)
| | wherew, is the tunneling frequency, which can be estimated
experimentally(as will be discussed briefly belgyw is the
barrier heightSis the quasiclassical action, and the tempera-
L= | ture T* is determined from
l )i —p o~ S— o~ (Vo &)/kgT
Propr™ 475% Poor ™ 40-50% 7

or

FIG. 1. Resistivity of a composite as a function of the concentration of
metal additives for two different types of technologies for preparing the
internal composition.

T*:(VO_Ei)/kB. (7)

Formula (5) is simplified slightly if we introduce the
random “spread” of impurity leveld\, i.e., if we set

8J':8i+A. (8)

erns the establishment of the equilibrium thermostat tem-  Then, after separating the real part, form(Ba gives
peratureT in the electron gas with phonons acting as the

thermostat. Tl @, T)=02(0,T) =62 2 vi(ei+A)vf (5+4)
The relationships between these three real physical pa- oA

rameters will be used to construct the temperature and fre- X exp —s; ke T)[1—exp — AlkgT)] 7 /

guency dependences of the conductivity of the composite.

For the dielectric region we can take it as prowemriori A[((A/h)—w)27i2+ 112 9

that in most dielectrics charge transfer is mediated by a hop- Provided the spread of the impurity levels is small and
ping mechanism. This viewpoint allows us to describe th%as P Ul

conductivity in the dielectric region using the density-matrix a maximum Od,, formula (9) should pe averaged over
11,13 A. This operation corresponds to replacing the sum by the

formalism: int L of(9). i
Let the subscript denote an impurity state in the band integral of(9), i.e.,

gap. As a result, charge is transferred to real states. The o

“dumping” of an electron into the:; level corresponds to an oo(w,T)= Jim {formula (9)} dA/2A,. (10)
electron transition from the band gap to the “tunneling”

band. Such a transition can occur as a result of the electron After simple integration, we obtain

absorbing some particle or quasiparticle. For example, if the

g; level is near the bottom of the band gap, in order to reach Uz(w-T):(GZ/ZAO)E [vii]%e@i'keT

it, it is sufficient for the electron to absorb a phonon. If the i

+

level is high, the situation is more cqmplex, and in order to X {1—exp(— fiw/kgT)[ ;0SiN(A/ 7, T)
reach this level, the electron must either absagtphonons
(at low temperatures the probability of this process is re- +cog i/ T} 7/ (1+ w?7P). 1y

duced substantially, but increases at high temperatures, such _. .
y 9 P Finally, assuming that the level created by each ran-

as room temperaturer it can absorb any high-energy par- ; o .

ticle, say a photon. Without going into the details of thefjom |mpur|ty is the same on the average, is=eo, and
calculations(which are described in detail in Ref. 14ve introducing the density pf states of these Ieveiegi)
can show that in this case the conductivity is determined by 0 N(¢i)/dei, whereN(e) is the number of levels, we find
analogy with the calculation of the conductivity in a quan- oa( 0, T)=9Me(v)2ve co/keT{1— (e~ HelksT)

tizing magnetic field. With allowance for the alternating )
electric field we have X[(w/v)sin(hv/kgT) +cogh w/kgT)]},(12)

wherev=1/7y, (v)2=M"1f;[vii]?n(e;) de; and M is the
Uzaﬁ(w,T):Rﬁ'ﬁGZE 2 vaijv’éij[(<fi>_<f1>)/ number of electrons per unit volume of the dielectric.
i Substitutinge;(w,T) ando,(w,T) into (2) gives a for-
mula for the total conductivity of the composite(w,T).
However, assuming thaktype conductivity also occurs in
the general case, i.e., making the formal substitution

(0, T)—oy(w,T)+oi(w,T), (13

(ei—epll(ei—g;+itr *+ho)
+(8i_€j+iﬁ7i_l_ﬁa))_l] . (5)

Here(f; ;)=e*i’*sT is the equilibrium density matrix;,;; ~ where
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G‘(“)) a o(w,T)=0y] 0t Tiot+ wz(a'eonz-i- (TfOTg)]

Vz, 7, X{goa 1+ 0?72)(1+ w?7?) +(1—g)

X(1+ 02 V?)[0eo+ o0t 0X(TeoTs
+ogora) ]} (14
where
020=[Me*(v)2e 20612 v ]{1— (w/v)sin(AvikgT)
+cog i vikgT)e Ho/ksT} (15

6(0)

— It should be specially noted that the temperature depen-
dence of the effective conductivitjor, more precisely, the
total conductivity o(w,T) exhibits clearly expressed oscil-

4 b latory behavior[see expressioril5)]. Providedz w<<kgT

y v=const and w<v, from Eq.(15) we obtain

oo v) =[Me?(v)%e 20'keT/2A yv](1— cod A v/kgT)).
(16)

This shows, in particular, that if the tunneling frequency
v—0, g, also tends to zero, and the entire electrical con-
duction mechanism is attributable to the electron-hole

mechanism alone. It follows from expressit6) that when
T—#Avlkg, this formula describes pronounced temperature
Lt 1.l oscillations of the electrical conductivity. It should be noted
400 420 T, K that these oscillations are displayed most clearly at low
(liquid-helium) temperatures, although they also occur at
high temperatures if the Arrhenius above-barrier transition is
very efficient but their period then becomes considerably

larger than at liquid-helium temperatures.

In order to now estimate the temperature dependence of
the conductivity of the composite, we should present explicit
expressions for the relaxation times. From Ref. 10, for ex-
ample(see also Ref. )1 we have: forT<fp<eg

Tee =[er/mE(a)? 1" 4(T/sp)?,

~
N — . — — e
N o

< ——

6(T)/6(0)

T I N S B 1

1 I
Joo0 320 340 360 580

i =[ee /mi(a)? 1M A(Tleg)?,

| -1_ _-1_ 2
i Tfph_ Teph—TS/ﬁe y (17)
7 p/Pcr f0r 0D<T<8F

FIG. 2. Schematic behavior of the conductivity as a function of the fre- Tgelz[sF/mé‘(a)Z]l/Z(T/s,:)z,

quency of the alternating electric field), predicted temperature oscillations
of the conductivity associated with a pure hopping mechanism of charge Tﬁlz[SF/m?(a>2]1/2(T/8F)2,
transfer(b), and qualitative dependence of the conductivity on the concen-

tration of metal inclusiongc). o 1h: -~ 1h: (TIh (18
p ep !

whereer is the Fermi energydy, is the Debye temperature,
(a) is the average interatomic distance, ahi a constant

0o( 0, T)=0g/[1+ 0?72], Teo=€NeTe/M,, considerably smaller than unity.
Thus, knowing the temperature dependence of the elec-
of(@, T =0 /[1+w?1?], orp=€?niri/m, tron and hole relaxation times, we can use form(ild) to
determine the functional dependences of the conductivity of
7 =T+ Tf_plh, complex composites as a function of the frequency of the

applied electric field and the concentration of conducting
711 IS the hole collision timegy,;, is the hole-phonon time, particles over the entire range of temperatures attainable in
m, andm; are the electron and hole masses, respectivgly, practice.
and 7; are the electron and hole relaxation times, ap@nd It should be noted that if the electric field frequency is
n; are the electron and hole concentrations per unit volumehigh, effects associated with the nonuniformity of the electric
we find the exact expression for the conductivity field in the composite begin to play a significant role. In this
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Dielectric properties of (1-x)[0.7PbZrO;-0.3K(5Big5TiO3]- xSrTiO 5 solid solutions in the
vicinity of phase transitions

L. N. Korotkov, S. P. Rogova, and N. G. Pavlova

Voronezh State Technological Academy, 394053 Voronezh, Russia
(Submitted December 15, 1997
Zh. Tekh. Fiz69, 35—-38(March 1999

The dielectric properties of polycrystalline (X} 0.7PbZrQ- 0.3K; sBig 5sTiO3]- XSrTiO; solid
solutions, wherex=0-0.7, are studied in the temperature range 150-600 K. Systematic
spreading of the ferroelectric phase transition with increasing strontium titanate content is
discovered. The dispersion of the dielectric constant at frequencies fromtaa.(®

Hz is investigated for a composition witt=0.7. The existence of two relaxation processes
characterized by diffuse relaxation time spectra, which broaden with decreasing temperature, is
established. It is postulated that a transition to a glasslike state takes place in the material

with x=0.7. © 1999 American Institute of Physids$51063-7849)00603-7

Numerous ferroelectrics with a diffuse phase transitionpurity oxides of bismuth, titanium, strontium, zirconium, and
or relaxorst many of which have found extensive application lead and potassium carbonate. The synthesis temperature
in technology, are presently known. The factors leading towvas 900 °C, and the synthesis time was 3 h. The sintering of
spreading of the ferroelectric phase transition have been déhe samples was carried out 1200 °C for 1 h.
bated in the literatur&;® and the following approaches to X-ray powder diffraction analysis, which was performed
this problem can be singled out. The theory which allows forusing a DRON-1 diffractometer, demonstrated the formation
the coexistence of polar and nonpolar phases over a broaif single-phase solid solutions. According to the data from
temperature range to account for the diffuse phase transitioran emission-spectroscopic analysis, the concentration of im-
is most widely accepted. The possible factors which permipurities in the materials synthesized did not exceed®10
such coexistence include spatially inhomogeneous composit %.
tional fluctuations;® slow glasslike dipole libration$,the The samples were metallized in the form of disks of
presence of microregions with different degrees of orderingliameter 10 mm and thickness 1 mm after preliminary pol-
of the ions? and inhomogeneous compositional ordefing. ishing by burning a turpentine silver paste at 800 °C for 30

Thus, the study of the factors leading to the relaxor “be-min.
havior” of ferroelectric materials is of crucial importance. The samples investigated were placed in a thermostat,
To resolve this question it would be useful to extend the listwhere the temperature was varied during the experiment
of objects which exhibit relaxor properties. Systems whichfrom 150 to 600 K and monitored using a differential
display systematic spreading of the ferroelectric phase tramlumel-Chromel thermocouple to withirr 1 K.
sition as the composition of the solid solution is varied are of  The temperature dependences of the fed(T)] and
greatest interest to investigators. They include, for exampldmaginary [¢"”(T)] components of the complex dielectric
systems of thexKy sBigsTiO5-(1—x)PbZrQ; (Ref. 7 and  constants* were obtained using an R-571 bridgefat 30
Ko sBigsTiO3- SITiO; (Ref. 8 types, which exhibit, in par- —10000 Hz and an E7-12 bridge at 1 MHz. Measurements
ticular, a significant dependence of the degree of spreadingere performed at 0.1 Hz using the apparatus described in
of the phase transition on the concentration of the compoRef. 11. All the measurements were performed in a regime
nents. with heating(cooling) at a rate of 1-2 K/min.

These solid solutions containgiBi sTiO3 as one com- The results of the measurements of the temperature de-
ponent of a ferroelectric with a diffuse phase transition,pendence ok’ for compositions with different values of
while the other component is the antiferroelectric PbZoD  are presented in Fig. 1. It is seen that the maxima on the
the virtual ferroelectric SrTiQ respectively’ A decrease in  &’(T) curves shift toward lower temperatures and that they
the spreading of the phase transition with increasing concerdecrease in absolute value and spread as the strontium titan-
tration of the second component is observed in both ca$es. ate content is increased. These changes are apparently due to

It would be interesting to analyze the influence of thethe significant spreading of the phase transition with increas-
composition on the spreading of the phase transition in solithg x. The degree of spreading of the phase transition is
solutions containing all three of the components just enumereharacterized quantitatively by the spreading paraméter
ated, i.e., K sBigsTiO3-PbZrQ;-SrTiO; solid solutions. For  (Ref. 3, which can be determined from the temperature de-
this purpose, we synthesized a series of X}[0.7PbZrQ pendence of'. According to Ref. 3, in the case of a diffuse
-0.3K, 5Big 5TiO3] - XSITiO; solid solutions, which were ob- ferroelectric phase transition the dependence’obn T in
tained using a two-step ceramic technoffiyyom the high-  the paraelectric phase obeys the law

1063-7842/99/44(3)/4/$15.00 295 © 1999 American Institute of Physics
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FIG. 2. Concentration dependences®f1) and T, (2).
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) significantly as the concentration of SriQs increased.
600 T, K This can be inferred from Fig. 2, which shows plotsGxix),

FIG. 1. Temperature dependencesst6fobtained at 10 kHz during heatin as well as off n(X).
.1 p ur p £ i Z during ing . . .
for (1-x)[0.7PbZrQ- 0.3K, Big <TiOs]- XSITiO; solid solutions with At the same time, as follows from the data published in

x=0 (1), 0.12(2), 0.2 (3), 0.3(4), 0.4(5), 0.5(6), 0.6(7), and 0.7(8). Ref. 8, in the case of the “closely related”
Ko.sBigsTiO3-SrTiO; system there is a decrease in the
spreading of thes” maximum with increasing SrTiQcon-
centration, which contrasts sharply with the results presented

] ]
300 400 500

r=1__.-1 “lony-1/71_ v
© om +(28m G (T =Tn)", @ above. The differences observed can presumably be ex-
where ¢, is the value ofe’ at the maximum observed at plained in the following manner.
T=T,, andv=2. According to Ref. 12, in some solid solutions the signifi-

An analysis of thes’ (T) curves obtained under the con- cant spreading of the ferroelectric phase transition due to
ditions of our experiment shows that=1.7+0.10 for the = compositional fluctuations may not occur if the polar phase
compositions investigated and does not depend appreciabfgrmed as a result of the phase transition is characterized by
on x. At the same time, the spreading param&aencreases high values of the spontaneous polarization and/or the spon-

1500 €
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FIG. 3. Temperature dependencessof
(1-7) and&” (1'—7') measured at 0.1
(1, 1), 30 (2, 2'), 80 (3, 3'), 300 (4,
4'), 1000 (5, 5'), 3000 (6, 6'), and
1000 000(7, 7") Hz for a composition
with x=0.7. Inset — dependence of in
on 1.
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taneous strain. This has been observed, for example, fo z~
Nay 5Bi 5TiO3-PbTiO; solid solutions, in which the sponta- gy} /—’\ 7
neous strain and the spontaneous polarization increas 0 ; ! L
sharply with increasing concentration of the secondmo_ oy 2
component? 0 ,A

A similar situation probably occurs in the case of the 50,7 3

KosBiosTiOs-PbZr0; (Ref. 7 and KyeBigsTiOg-SITiOy 101 s e it _ [

(Ref. 8 systems. In the[0.7PbZrQ- 0.3K; sBigsTiO5]- a @, 501‘7’ 4
SrTiO; ternary system investigated in the present work the 700 '/v——w——*‘~
replacement of P by SP* probably leads to decreases in 0 % 77 10'00 750?;;7 ry
the values of the spontaneous polarization and the spontane \I 2 %

ous strain with a resultant increase in the spreading of the L
. . . . FIG. 4. Cole—Cole plots for a composition wi=0.7 at 300(1), 250 (2),
phase transition. We note that the increase in the spreading, (3), and 200 K(4).
of the phase transition observed with increasing SgTgé@n-
tent is consistent with the arguments advanced in Ref. 13

regarding gradual “classification,” i.e., the gradual transi-

tion in a solid solution from a ferroelectric with relatively 'gescribes the experimental data obtained for the temperature
weak spreading of the phase transition to a ferroelectric wit )
b 9 b fange ~ 200 300 K (Fig. 4, curvesl—4). Below ~200 K

a significantly diffuse phase transition and then to dipole i . « . :
glasses. In fact, the’(T) curves obtained for the composi- the dispersion ot* cannot be described by the relati(8),

tions withx=0.6 and 0.7 in the vicinity oT ,, have the form since 87 sgarcely depends om n that range. T_he Iatter_
characteristic of dipole glasses, which appear, for exampl !ndlng mdu:ates_that thg reIa>_<at|on time Q|strlputlon density
in mixed crystals of the ferro-antiferroelectric potassium am->co, 1es e_slsentlally umforinlm a range significantly exceed-
monium dihydrogen phosphaté Significant dispersion of Ing fl. —f, ., wheref, =10 . Hz andf,=10 Hz are, re- .
both components of the dielectric constant is observed in th pegtn_/ely, the Iov_vest and highest measur.ement frequgnmes.
vicinity of T,, (Fig. 3). In addition, there is appreciable dis- similar effect is observed for both dipdfeand spin

6
placement of the’ maximum with frequency. For example, glassgé. N .
for the solid solution withk=0.7, T~ 245 and 335 K in the It is noteworthy that significant thermal hysteresis of the

measurements at 16 and 16 Hz, respectively. dielectric constant was observed fof0.7PbzrQ

The observed dielectric relaxation process is thermally'0'3K0-5Bi°-5TiO3] in the vicinity of Ty, (Ref. 7). In the case

activated. However, the temperature dependence of the chall 0.:{0.7PbZrQ~0.,3!<0_5B|0_5T|O3]-O.7SrT_|Q_ only very
acteristic timer of the relaxation process cannot be de-Slight hysteresis ot is observed under similar conditions.
scribed by the Arrhenius law The discrepancies between the values ‘ofneasured during

heating and cooling did not exceed 5%. Therefore, it can be

At the same time, the Cole—Cole equation satisfactorily

7= 14U/ 2) presumed that the material containing 70% Silddes not
undergo a structural phase transition in the vicinityTgf.
where 7, is the preexponential factot) is the activation Thus, it can be concluded on the basis of the body of
energy, and is the Boltzmann constant. experimental results that systematic spreading of the ferro-

This is illustrated in the inset in Fig. 3, which shows the electric phase transition is observed in (@F0.7PbZrQ
dependence of Inon T [the experimental points corre- -0-3KosBigsTiO3]-XSITiO; solid solutions as the concentra-
spond to the temperatures at which the maximum is observelgPn of strontium titanate is increased. In the case of the

on thee”(T) curves for the frequencf=1/2m]. composition withx=0.7 there is apparently no structural
A preliminary analysis of the dispersion et was per- Phase transition, but a transition to a glasslike state does
formed using the Cole—Cole equation occur. This is indicated by the dispersion of, which is

characteristic of glasslike systerfst® as well as by the es-
sential disappearance of the thermal hysteresis of the dielec-
3 tric constant.
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participating in the discussion of the results.
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where w=2xf, e5 and e,, are the values of the dielectric
constant foro=0 and w=, respectively, andx is the
relaxation time distribution parameter.
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crystals
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An iterative method for solving the inverse problem of dynamic x-ray diffraction in crystalline
layers that are inhomogeneous across their thickness is developed. The structural
characteristics of an InGaAsSb/AlGaAsSb/GaSb heteroepitaxial system are calculated using the
method. © 1999 American Institute of PhysidS1063-78429)00703-5

_ Or_1e qf the central p_roblgmg in_solid-state physics is the n=27(xo+SiN26,)A0)/ (X o).

investigation of the spatial distributions of structural charac- ) ) _ )

teristics of crystals using x-ray diffraction. This problem hasHereg is the diffraction vector, and 6= 6— 6, is the angu-

taken on crucial significance in the last 20—25 years in conl@" mismatch. The substrate Bragg angle is usually taken as

nection with the development of new semiconductor devicesthe reference anglé,. Distortions of the crystal lattice struc-

Despite the large number of publications devoted to this subure in the systen(l) are assigned by the functidi(z)

ject (see, for example, Refs. 1-J10a generally accepted, U(z)=B(z)exp( —iF(2)),

universal method for solving the inverse problem of x-ray

diffraction has still not been developed. Therefore, the search

continues for new avenues for progress in this area of solid-

state physics. )
In Ref. 8 we developed a method for solving the inverse ~ f(2)=—27Ad(z)/d". @)

problem within the kinematic approximation. Alongside  Thus, within the problem under consideration, structural

some other approaches, this method has been used to obtgjitortions in the test object are specified by the crystal-

the spatial structural characteristics of a thin graded singletattice strain fieldAd(z)/d and by the presence of defects,

crystal AIGaAs film on a thick GaAs substrdftHowever,  whose type, concentration, and dimensions influence the val-

this method is not applicable to relatively thick heteroepi-ues of the static Debye—Waller factor

taxial systems, since the kinematiBorn) approximation is W

valid only for thin layers. Therefore, the purpose of the B(z)=e '

present work is to develop a more general approach to the The boundary conditions for the Bragg case Bgg0)

solution of the inverse problem within an iterative procedure.=1 andEy(l) =Ry(7), whereR(7) is the amplitude reflec-

tion coefficient of the substrate. Using a known procedure
2. BASIC EQUATIONS we can reduce the Takagi equatidi to a nonlinear equa-
tion of the Riccati typgTaupin’s equatiojt!

F<z>=g-u<z>=f:f<x)dx,

With no loss of generality, let us consider the symmetric
Bragg diffraction of x rays from a crystalline layer of thick- d . .
nessl, which is inhomogeneous with respect to the depth gzRo(zm=—iogE(2)—i(n=HRy(z,7)
and lies on a thick ideal substrate. Let a monochromatic
x-ray plane wave impinge on the surface of the crystal under —io_gE(2)R(z,9) ()]

|nvest_|gat|or_1 at an a_nglé. The dlffracfuon of Xrays in a it the boundary conditioRg(z,n)|Z=L=Rs( 7). Equation

one-dimensionally distorted crystal is described by th€g) ngerlies the algorithm for solving the problem posed.

Takagi-Taupin equations Here Ry(z=0,7) is the amplitude reflection coefficient of
d the inhomogeneous crystal under investigation.
d—ZEO(z)zioOEO(z)Jrio,gU*(z)Eg(z),

3. ITERATIVE PROCEDURE FOR SOLVING THE INVERSE

d
- SE(D=i(— 0B +ioU@E(D, @ oo
Let us construct the function RJU](7)
whereEy(z) andEgy(z) are the amplitudes of the transmitted =iogf{)e‘ 72J(z) dz, which describes the amplitude reflec-
and reflected waves. tion coefficient of a kinematic layer of thicknetand is a
The parameters iril) have the following form in the solution of Eq.(3) when the conditioro_4=0 is satisfied.
generally accepted notatiohs: Let Ry be the reflection coefficient of an inhomogeneous

1063-7842/99/44(3)/4/$15.00 299 © 1999 American Institute of Physics
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layer in the general case of dynamic diffraction. The proce-  qu™1(z) -1
dure for finding the functiorJ(z) will be regarded as the iz 270 fm 7RJLUM]
solution of the nonlinear functional equation g
_ (n) (n)
(RLUT(m)IRLUT(m)* =14(m), (4) (g gl U DRLUT
where the asterisk denotes the complex conjugate. (alg[UM])}te 7 d. (10)
The functionU(z) is the unknown parameter in this The use of a model of a crystal without defects, for
equation. Let us define the operaffU)V: which B(®)=1, as the initial approximation for calculations

A(U)V={R[UT}*{aR{V]+RJU]-aRJUI}, (5 based on Eq(8). is propc_;sed. Strictly spea_king, EqSJ a}nd
(9) are approximate, since the angular integration interval

wherea is a parameter. - _ AQ is bounded. Because of this constraint the Fourier trans-
Equation(4) can then be written in the following form:  tormation cannot be considered rigorous. This, in turn,
A(U)U=14(n), (6) causes the calculated profiles to have an oscillatory charac-

er. All this affects the convergence of the iterative proce-

whosz:foluttlpn 'S alsq the slolutlon tm;l.the llnvers$hpr(?blllem 0ture. Improvement of the convergence is possible if regular-
x-ray diffraction in an irregular crystalline layer. The follow- ;o0 methods are employed.

ing iterative method is proposed for solving the functional
equation(6):

AU =] (7).

5. REGULARIZATION PROCEDURES

The iterative algorithm can be regularized using the con-

Hence we have volution of the solutions sought f@B) and(9) with Gauss'’s
U<“+1)(z)=A‘1(U<“>)Ig(77) function
(z—x)?
or (B(z))=f exp — B(x) dx, (11
AX Y
untbz)=u(z)+ . 7-%)2
2maioyg <f(z)>=f exp(—( ) )f(x) dx. (12)
| [U(n)] Ax Y
Xf %ng(n)]e_inzdﬂ- (7) The values of the coefficientg in (11) and (12) were
Ao (U] adjusted so as to smooth the oscillatory behavids @) and

The iteration formulg7) is the basic relation for solving f(z) due to the constraints on the angular integration interval
the inverse problem of dynamic diffraction in a one-in (7)—(10). We note that in calculating the angular distribu-
dimensionally distorted crystal. tion of the diffraction intensity ther and 7 polarizations of

the waves were taken into account and that the convolution
with the instrumental function of the monochromator was

taken.
4. CALCULATION OF THE STATIC DEBYE-WALLER axe

FACTOR AND THE STRAIN PROFILE
6. DETERMINATION OF THE STRUCTURAL

From the relation(7) we can find the iterative solution CHARACTERISTICS OF AN INHOMOGENEOUS
for the static Debye—Waller factor and the strain profile 0f!N0.22G80.78AS0.165P0.81/Al0.5Ga0.5AS 0,05SP0.05/(001) GasSh
the structure under investigation. To this end, we perfornt!ETEROEPITAXIAL SYSTEM

Fourier transformation in7) and express the solution in The computational iterative procedure developed is ap-
terms of I4(7), Ry{UM], and RJUM]. For the static plicable to the structural diagnostics of an inhomogeneous
Debye—Waller factor we obtain INg.28G3y 76AS0.16500 87/Al 0.5G 3 5ASp.055kh,05 (00D Gasb
1 semiconductor heterostructure grown by liquid-phase epi-
BNt Y(z)= z—j [{lg—1g[UMTIR,[UM]/ taxy. An Aly<Ga, ASy0sShy o5 layer with a thickness of
TTg JA0 roughly 3.3um was grown on a cleaned surface of0®1)

GaSb substrate at 600 °C. Another layer with the composi-
. (8)  tion Iny o Gay 76ASg 165k g1, Whose thickness was tentatively
of the order of kkm according to the epitaxial technology,
The lattice strain profile is found from the iteration for- was created above that layer.
mula The measurements of the angular distribution of the dif-
d fracted radiation were performed on a Topo high-resolution
fn+D(z)= —F+1(z) double-crystal diffractometer from the Japanese manufac-
dz turer Rigaku. The double-crystal camera was combined with
[dUuMtD(z) an RU-200 x-ray tube. The primary beam was collimated
el S v

(alg[ U] +R{ U™ Je™ " dy

(9) and monochromatized using tk#40 reflection from a per-
fect germaniurt00l) crystal in CuK ., radiation. The asym-
where the derivative has the form metry factor had the valub=0.095, which ensured an an-
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[ FIG. 2. Strain profile [Ad(z)/d] of an Iny,/Ga 768S0.105R 61/
0.005 + Al Gay sAS 0sShy o (001) GaSbh heterostructure.
i self-diffusion. The boundary between the
0 L Al 5Gay 5ASy 055k o5 layer and the substrate is fairly sharp.
-600" -400 -200 0 200" The results obtained during the calculations for the static

Debye—Waller factor indicate that the regions near the het-

E(')(; 1 Crzhc:c'ﬁgendl dacsuf:sﬁeis"f‘?an;’f expegrf]"entaﬂé ;(;:Jid;f;? :Sift:ac/_ erointerfaces and the surface of the sample have the highest
22299.787°0.19>70.81 defect density(Fig. 3). These structural features were also

AlogGesAs 055ty o4 (001) GasSh heterostructure. observed for other multilayer systems analyzed by various

method$ %13 The mean value of the static Debye—Waller

factor of the Al :Ga, sASy osShy o5 layer is roughly equal to
gular divergence of the primary beam smaller thdnThe 0.8, Essentially the same crystal perfection was exhibited by
x-ray diffraction photograph of the heteroepitaxial structurea previously investigated graded AlGaAs layer grown by
was taken at the symmetri@06) reflection with a Bragg metalorganic vapor-phase epitak} According to the re-
angle equal to 49.46°. sults obtained, the upper JaGa, 7820 155ty 51 layer has a

The diffraction reflection curve has a form which is typi- structure with a higher defect density. The strong jump in the
cal of inhomogeneous epitaxial structures with a positive |at'degree of amorphization on the boundary between this |ayer
tice strain gradlen(Flg 1) The behavior of the oscillations and the A&.SGEb.ﬁsO.OSSh).QS |ayer is due to the |arge mis-
on the experimental diffraction reflection curve points to thematch between the lattice parameters of these two com-
presence of a constant or nearly constant strain gradient iounds. As a result, the strong lattice-parameter mismatch
the Al sGay 5Aso.055y 05 layer. Linear distribution of the |eads to relaxation processes, which partially or completely
components of the solid solution across the thickness of thigliminate the tetragonal strain in the multilayer structure.
layer apparently took place during epitaxial growth. TheThis in turn, is accompanied by additional defect formation.
mean interplanar distance of the reflecting atomic planes in
the upper 1§,/Ga 76ASo.105k0 g1 layer is smaller than the - .\~ Usion
corresponding value for the GaSb substrate. Therefore, the
diffraction peak from the If,/Ga 76ASg 1050 81 layer is in Thus, one of the simplest methods for numerical solution
the large-angle region at a distance of 20bm the sub- of the inverse problem of diffraction in a distorted crystal
strate peak.

The initial computed diagnostics approximation was ob-
tained using a procedure for a model of a crystal with linear
variation of the interplanar distance across its thickriéss.
The static Debye—Waller factor was set equal to unity.

The results of the calculations performed by the method
described above are shown in Figs. 1-3. In Fig. 1 the theo-
retical diffraction reflection curve is represented by the
dashed line. As expected, the,AGa, sASy osSh o5 Epitaxial

layer has an essentially constant crystal-lattice strain gradient 0.2}

(Fig. 2). The upper 1§, Gay 7gASp 1051 51 layer is also inho-

mogeneous, its thickness being less thauni. It should also —— L I
be noted that the upper layer and the graded 0 1 2 J 4 §

Al sGay 5ASy 055k o5 layer are separated by a transition re- Zpm

gion With. a thiCkness of the order of 0.@m, which iS  FiG. 3. variation of the static Debye—Waller factor across the thickness of
formed either during the growth process or as a result ofin In, ,,Ga, 75250 165k 51/ Al o §Ga sASg 0sShy o (001) GaSh.
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structure has been developed. The method permits obtainirdd min when the file for different depths contains 1200 val-
information on the distribution of crystal-lattice strains andues and the file for different angles contains 400 values.
the degree of amorphization within a fairly short time. Since We thank V. A Kusikov for providing the experimental
these structural characteristics are related to the compositiaesults.
of the semiconductor structure investigated, the method
opens up additional possibilities for studying relaxation and
defect-formation processes in epitaxial multilayer structurest;, purget and D. Taupin, Acta Crystallogr., Sect. A: Cryst. Phys., Diffr.,
as a function of the growth technology. Theor. Gen. Crystallog24, 99 (1968.

Because of the features of the method developed, all the?- Burget and R. Collela, J. Appl. Phy40, 3505(1969.

. . . . . A. Fukuhara and Y. Takano, Acta Crystallogr., Sect. A: Cryst. Phys.,
solutions were obtained in the form of continuous functions. it “theor. Gen. Crystallogr33, 137 (1977).
The method for solving the problem is recurrent; therefore, a*a. M. Afanasev, M. V. Kovalchuk, E. K. Kovev, and V. G. Kohn, Phys.
good choice for the initial approximation permits significant SStatus Solidi A42, 415(197‘0.' _ .
shortening of the time for the calculation procedure. In addi- g(') '\ééf)(/fgég' V. Petrashen’, and L. M. Sorokin, Phys. Status Solidi A
tion, there is the problem of nonuniqueness of the solution ofeg "¢ | arson and J. F. Barhorst, J. Appl. Phgs, 3181 (1980.
the inverse problerFor this reason, careful selection of the 7A. V. Goncharski, A. V. Kolpakov, and A. A. Stepanovnverse Prob-
starting approximation and utilization afpriori information ﬁggzoflsxlﬂay Diffractometryin Russiaf}, Latvian University, Riga

: pp.

regarding the technology used to fabricate the samples aAreS "5 podorov. V. 1. Punegov, and V. A. Kusikov, Fiz. Tverd. Téa

important steps in structural diagnostic_s. The a_lgo_rithm for petersburg36, 827 (1994 [Phys. Solid Stat@6, 454 (1994)].
the method developed calls for calculating Fourier integrals,®Vv. I. Punegov and N. N. Faleev, Fiz. Tverd. TéBt. Petersbuig3s, 255

and large layer thicknesses require an increase in the angulgf/19|9g [Phys. SKOHSI S;af?B, 1;‘3((31%9%]- 4NN, Faleey. Fir. Tverd
interval during the calculations. - P Unegov, 1. V. *aviov, . L. Fodoroy, and . M. Faleey, Fiz. Tverd.

. ) ) . Tela (St. Petersbung38, 264 (1996 [Phys. Solid Stat&8, 148(1996)].
Finally, we note the following fact: the algorithm devel- 11p Taypin, Bull. Soc. Fr. Mineral. Cristallog&7, 469 (1964.

oped is relatively simple and does not require lengthy com#?A. V. Kolpakov and V. 1. Punegov, Poverkhnost’ No. 3, 82988.

i i ; ; i I3K. M. Pavlov, V. I. Punegov, and N. N. Faleev, Zhkdp. Teor. Fiz107,
plicated calculations. The numerical solution of the inverse 1667 (1608 [:]ETPBO 1090('1993] ' ,
diffraction problem on a personal computer with a ' '

Pentium-90 processor for 10 iterations takes approximatelyranslated by P. Shelnitz
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Mode-conversion nonreciprocity in a two-section magnetogyrotropic waveguide
D. I. Sementsov and A. M. Shutyl

Ul'yanovsk State University, 432700 Ul'yanovsk, Russia
(Submitted December 19, 1996
Zh. Tekh. Fiz69, 43—-46(March 1999

It is shown for a two-section magnetogyrotropic waveguide with arbitrary orientation of the
magnetization in each of the sections that mode conversion with optimum nonreciprocity can be
achieved over a broad range of waveguide-layer thicknesses by varying the orientation of

the magnetization in the sections and adjusting their lengths19@9 American Institute of
Physics[S1063-784299)00803-X

The use of magnetogyrotropic waveguides as nonrecip- i
rocal devices is one of the high-priority areas in integrated 1= % sinx(z—zp).
magneto-optic:? The nonreciprocal properties of a uni-
formly magnetized film with an isotropic nonmagnetic sub-Here we have introduced the notation$=|y|?+ A2, 2A
strate are significant mainly near the mode cutoff=8, —,+AB,—AB,, and B= B.+B,, whereg, , are
thickness’* making it difficult to employ them for practical the mode propagation constants3, , are perturbations of
purposes. In magneto-optical waveguides consisting of twehe propagation constants, ads the mode coupling con-
or more sections with different magnetization orientations, atant. In the general case the coupling constant is specified
significant level of mode-conversion nonreciprocity existshy the field profile functions of the respective modes and the
over a fairly broad range of waveguide parameters. The pragerturbation of the dielectric constaht:
tical utilization of such structures and cascade unidirectional
mode converters based on tkfé‘i‘r_lequi_res a detailed analysis y= kof AR E, dx )
of the waveguide regimes realized in them. This paper ex-

amines the influence of the orientation of the magnetizatioqvherekoz lc, w is the frequencyc is the speed of light in

in each of the sections on.the nonreci.procity paramet_er OV&fee space, and, ,(x) are profile functions, which are nor-

a brpad range of waveguide-layer thicknesses for different,sjized to unit power of the energy transmitted per unit

section lengths. _ . . ~ width of the waveguidéin they direction and determine the
1. To investigate nonreciprocal conversion regimes in &jistribution of the field of the respective modes in the

two-section magnetogyrotropic waveguide, let us consider girection.

waveguide structure consisting of a substrate, a cladding The coupling constant for orthogonally polarized TE and
layer, and two uniformly magnetized waveguide-layer sectp modes is found from the expression
tions fabricated on the basis of a single ferrite-garnet film

(Fig. 1. The dielectric constants of the respective layers in-
clude the scalar quantities; ande, and the tensog. Our
analysis is baseP' on the coupled-mode appréashder The corrections to the mode propagation constants
which the part ofe¢ that does not depend on magnetizationcaysed by the perturbation of the dielectric constant for the
orientation is regarded as the unperturbed part,2i$8)., and TE, mode have the form

the dependent part is taken as a small perturbation. The
interaction of two modes with the amplitudés, and A,
propagating along the axis in a waveguide structure is de-
scribed in the two-mode approximation by their coupling
equation$ The solution of these equations for modes propa-
gating in a uniformly magnetized waveguide section with an
initial coordinatez, and a final coordinate can be repre-
sented in the following manner: l/

Au(2)
A2)

Y= kof g:y(syzgvz'i'syxgvx) dx. (3

Au(2)
A(2)

T_ oyt
Yt T,

=exd —iB(z—2)] , (D

where the elements of the transmission matrix have the form y

d 1. g

iA
T.=cosx(z—2zp) =— sinx(z—zy), ) o
2 FIG. 1. Two-section unidirectional mode converter.
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E_ 5* AZI.A2 . . %
ABL=ko | Aey &,y dx, 4 T Sinsd Sinsx,d, |+ 1M(y7 v,)
and the corrections for the T)Mmode have the form Aq

@)

+E et e L) ] dX. (5 To investigate the nonreciprocity of the mode conver-

The components of the perturbatiar: 5 in these ex- sion process under consideration for the propagation of ra-
pressions are specified by the polaf, § and azimuthal diation in both the forward and rever¢ttom the second to

(4,5 angles of the magnetization in the respective wavelhe first sectiohdirections we assign the section lengths so

guide sections. With consideration of the different orienta-that the conversion efficiency would be equal to 50% in each

tions of the magnetization in the sections of lengthsand ~ ©f the sections. In this case Wli"f/\/ﬂ vil, aznd Co%;d;

d,, the amplitudes of the inputy) and excited ¢) modes =% /\/§| vil, where i=1,2, and %r:(l7i|2'i_Ai )2 The
propagating from the first to the second sectipnthe for- ~ Conversion eff|C|ency. in this case, which is important from
ward direction, are specified at the waveguide exit=(d  the practical standpoint, has the simple form

=d,; +d,), according to(1), by the expressions

A,
X|— COS%2d25|n%1d1_ - COS%ldls|n %2d2
1 %2

AB:\/A = kOJ [g*yx(Agxxgvx+ £x£07)

11
n= 5~ 5 RA(Ar+ing)(Apting)viy]. ®)

A, (d)=exdi(A,—AB,)d;]| A,(dy)| cosx,d,

2. Let the magnetization be oriented along the radiation
propagation directiofthe Faraday geometryn the first sec-
tion and perpendicularly to {the Cotton—Mouton geometry

N in the second section. Then the real part of the coupling
iA(d )7_2 sinx-d constant in the first section Re is more than an order of
w\U1 2U>2 . . .

%2 magnitude smaller than its imaginary part and can be ne-
glected, andy; is understood to equal . The mode cou-
pling constant for the second sectign is a real quantity.
When the direction of the radiation is reversed, the signs of
both coupling constants changexcept in the case of
¥»,=0, 6,~90°, which is not considered here because of the

A,

—i 22 Sinsyd, | +iA,(dy) 22 sinx,d,
%2 %2

A,(d)=exd —i(A,+AB,)d;]

A
+A,,(d1)( COSx,0p— | %—2 sinxzdz)
2

A(d)=A,0)exdi(A;—AB,—B,)di]

Ay small value ofy,). In the case of the propagation of modes
X| cosx,d; —i 1 S'”"ldl)v in the reverse direction, the complex conjugate of the cou-
pling constant in the first section should be takeri@nwith
A,(dy)=iA,(0)exd —i(A,—AB,—B,)d1] resultant reversal of the sign of the second term in this ex-
. pression. The expressions for the mode conversion efficiency
L sinsx,d; . (6) inthe forward and reverse directiofwhich are labeled by
%1 + and —) ultimately take on the form

The subscripts 1 and 2 assign the parameters to the 1
waveguide sections. The derivation @ did not take into =z (Arxy + A )(2717,). 9)
account effects associated with the reflection and transmis- 2
sion of radiation at the interface between the differently mag-
netized sections. This is justified by the fact that the differ-
ence between the refractive indices of the sections i
determined only by the orientation of the magnetic moment
and is three to four orders of magnitude smaller than the K=(A1Vy2= A2+ Aoy AD/ 7172 (10
magnetization-independent refractive index. Expressions for
the efficiency of TE—TM, mode conversion
7=|A,(d)|%|A,(0)|? can be obtained on the basis (6):

Hence the nonreciprocity parameter . — _ has the
orm

It follows from (10) that the there is no mode conversion
reciprocity when there is complete phase synchronism of the
modes in the two sections, i.e., whAR=A,=0, as well as
G g when Alz—Alzyllyz sgn(y1/7y,). The nonreciprocity
=~ Sinfx;d; | CoSx,dy+ — SiMx,d, reaches a maximum whef=1 or K=—1. In the former
x1 x2 case complete switching of the polarization of the input
7,2 A2 mode to the orthogonal direction takes place when it propa-
+ _22 Sin2%2d2< coLs,d; + _21 sinledl) gates in the forward direction, whereas there is conservation
%5 % of the polarization when it propagates in the reverse direc-
tion. In the latter case complete mode conversion occurs only
in the reverse direction, while there is no mode conversion in
the forward direction.

S|n %ldlsin %Zdz
22— C0Sx,d,C0Sx,d,

(Rdh?’z)

%1%
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FIG. 2. Dependence of the nonreciprocity paramétem the waveguide-
layer thicknesd. for TE,— TMg conversion and various orientations of the
magnetization in a cascade unidirectional mode converter.

If the perturbation of the propagation constang; is
neglected, theth;=A,, and|K| achieves its maximum val- A
ues when - AN

\9
A==[(¥i+ 724+ Yivs— (Yi+H)I21"2 (11

‘0
S

In the case of zero phase mismatch in one of the sec-
tions, the nonreciprocity level is greatest when the phase
mismatch in the other sectiak, = = v; , which is the condi-
tion for 50% conversion efficiency 7{n=0.5). When
|Ai|>]vi|, the maximum attainable efficiency is less than
50%.

3. For a more complete investigation of a two-section
mode converter we perform a numerical analysis of the ex-
pression(7) for the mode conversion efficiency using a
waveguide structure with the parametet§=4.5383,&{)
=£0=45371,5,=3.8, ande,=1, the linear magneto-
optical parameter f=3.07<10 4, and the quadratic
magneto-optical parametegs,=2.4x 104 andAg=—7.3
X 1075, which correspond to the magnetogyrotropic
waveguides fol =1.15 um that are used in practiéeThe
[117] crystallographic axis of the film is normal to the wave-

guide surface and coincides with tkeaxis, and the[ll?]

and[110] axes coincide with they and z axes. A cascade
unidirectional mode converter with an assigned waveguide-
layer thickness was investigated in Ref. 5 for certain orien.F!G- 3. Conversion efficiencies of modes propagating in the forwarda)
tations of the magnetization in each section, which produc?nd reversey._ (b) dlrectlon_s and value of the nonreciprocity paramé¢er

. . . ©) as functions of the section lengths.
the strongest mode-conversion nonreciprocity. However,
waveguides with an arbitrary waveguide-layer thicknkess
are used in practice, and since the mode conversion effi-
ciency depends significantly on waveguide-layer thicknessd;=0.2 c¢m (curves3-5), d,=0.284 cm(curves1-3), d,
the dependence of the nonreciprocity parameter and the  =0.355, 0.567 cnicurves4 and5). It can be seen that each
possibility of achieving the optimum valu&s= =1 for films  orientation of the magnetization in the sections of the cas-
of arbitrary thickness must be considered. Figure 2 shows theade waveguide structure has corresponding waveguide
dependence of the nonreciprocity parametéron the thicknessesL., at which the nonreciprocity parameter
waveguide-layer thickneds for TE;— TM, conversion and K=~ =1 (in the case of appropriate selection of the section
various magnetization orientationgr; =90° and 6,=20, lengthg. The thicknesd ,, at which mode-conversion non-
45° (curvesl and2) and 6,=90° (curves3-5); #»,=0 and reciprocity is scarcely manifested, lies betwéenandL . .
6,=45° (curvesl-3) and§,=55, 70°(curves4 and5). The  An analysis reveals that the inequalifiK(L)|<|K(L.)]
section lengths were selected so that the largest value of tHeolds at thicknesses differing froin. . This is very impor-
nonreciprocity parameter would be achieved in the thicknestant from the practical standpoint, since an external magnetic
range consideredd;=0.725, 0.347 cm(curves1 and 2), field can be used to adjust the orientation of the magnetiza-
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tion in the sections in the case of a concrete waveguide-layer It follows from the analysis presented that the operating

thickness to achieve the strongest possible manifestation eégimes of a given integrated-optical element can be con-

mode-conversion nonreciprocity for specific valuesipiind  trolled and an optimum degree of mode-conversion nonreci-

d,. procity can be obtained by varying the orientation of the
Figure 3 presents the conversion efficiency of modesnagnetization in the sections of a cascade waveguide struc-

propagating in the forward#,, a) and reverse §_, b)  ture and adjusting the lengths of the sections. An extensive

directions and the value of the nonreciprocity paramiéten  group of efficient integrated devices, such as modulators,

the plane of the section lengtds andd,. In the first section  valves, and isolators, for the near-IR range can be created on

the magnetization is oriented along the propagation directiothe basis of magnetogyrotropic cascade waveguides with

of the modes ¢, = 6,=/2), and in the second section it is pronounced nonreciprocal properties.

perpendicular to it ,=0, 8,=m/4). The plots have been

drawn for the film thickness at whickK=1, i.e, L=L LA. M. Prokhorov, G. A. Smolenskiand A. N. Ageev, Usp. Fiz. Nauk.

~4.2 um, is achieved for these orientations of the magneti- 143 33(1984 [Sov. Phys. Usp27, 339 (1984].

zation in the sections. For the parameters of the waveguidéA. K. Zvezdin and V. A. Kotov,Magneto-optics of Thin Filmfin Rus-

structure chosen an incrgase in the length of the se.ction%éﬂ'S’\ﬁﬁ{s’\g\?z‘ﬁj\,\(ﬁfﬁ’Slrﬁriy%%t- Spektrosk79, 507 (1995 [Opt.

leads to reversal of the sign &, and the nonreciprocity  gpectrosc79, 470(1995].

parameter becomes equal #=—1 at certain lengths. “D. I. Sementsov and A. M. Shutyzh. Tekh. Fiz.65(2), 156 (1995

Therefore, at the exit from the waveguide the input mode is5gTePCh-CaP:tﬁ;‘%nzdog(132531-er [EEE Trans. MAAG-13, 1583(1977

_converted into an ort_hogonal mode in the case _of propqgat_loraﬁ_ Hemme, H. Dotsch, a‘;‘d H.-P. Menzler. Appl. Op6, '3811(1987)_ '

in the reverse direction and does not change its polarization gyiged-wave Optoelectronics. Tamir (Ed), Springer-Verlag, Berlin—

in the case of propagation in the forward direction. Similar New York (1988; Mir, Moscow (1991), 575 pp.

plots constructed fok =Ly~ 3.7 um show that nonreciproc- 8D. I. Sementsov, A. M. Shutyand O. V. Ivanov, Radiotekh. Elektros,

ity is weakly manifested anfK|=<0.2 for any values ofl; 421 (1996.

andds,. Translated by P. Shelnitz
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Proton-exchanged optical waveguides in lithium niobate crystals exhibit a rich variety of
structures and phases. It is established that seyen HNbO; crystalline phases with a lithium
niobate structure may form under various conditions of proton exchange and post-exchange
annealing. A method is proposed to determine the proton concentration in the various phases
identified. Relationships are established between the structural parameters, the proton
concentration, and the ordinary and extraordinary refractive indices of varigdtis HNbO;

crystalline phases. The results can explain various optical phenomena observed in proton-
exchanged waveguides and permit prediction of the characteristics of light-guide structures.

© 1999 American Institute of Physids$1063-784£99)00903-4

1. INTRODUCTION phase transitionsa— 81— B,— B3— B4. All five phases
can be formed only inZ-cut LiNbO;, whereas only four
Lithium niobate LiNbQ is a ferroelectric widely used in  phases can occur ¥-cut lithium niobate &, 8;, 8., and
integrated optics and acoustoelectronics. One of the maiyga), and only two @ and ;) can occur inY-cut crystals.
methods used to fabricate optical waveguides in these Cry$vaveguides containing the phase have a graded refractive-
tals, apart from the diffusion of titanium from films, is proton jnqex profile and a small refractive-index increment for ex-
exchangé. Rice and Jackéf reported detailed studies of traordinary rays at the surfackn,<0.03. This crystalline
HyLi;—NbO;, solid solutions produced by proton exchange yase most likely corresponds to the equilibriumphase
in powders and constructed an LINGEHNDG, phase dia- identified by Rice and JacKel and can be formed by proton

gram. They established the existence of two rhombohedr xchange in a weakly acidic melt, for example in a benzoic

phases and one monoclinic phase in this system. Relatio icid melt containing 2.5—3.5 mol % lithium benzoate at pro-

ships were obtained betwe(_an the crystal-lattu_:e parameteEsess temperatures between 200 and 350R€. 14.
and the proton concentration in the unstrained and

B-H.Li, ,NbO, rhombohedral phases having the same Optical waveguides containing the other three phases,
X —X 1 i i _
structure as lithium niobate® In particular, a thermogravi- viz., By, B2, and s, which can be formed by direct low

metric analysis revealed that=0.12 for the @ phase of temperature proton exchange, have a graded refractive-index

H,Li,_wNbO;, whereas the3 phase occurs in the concen- profile. with Ane>_0:09. However, wavggu?des conta_lining
tration range 0.55x<0.75. However, it should be noted the B, phase exhibit a complex refractive-index profile. In

that the results obtained for powders cannot be directly ap'€ ange 0.12An.=<0.15 the index profile is graded,
hereas at lower values dfn, the refractive-index incre-

plied to the strained solid solutions of the same compositio?(" et 13
now being used in practical applications. In fact, the stresse@ent exhibits a steep ‘_jr&f’"
created at the interface between the proton-exchanged layer 't should be specially stressed that proton-exchanged
and the substrate as a result of lattice mismatch may signifi¥aveguides containing different crystalline phases may have
cantly modify the equilibrium phase diagram constructed foressentially identical refractive-index profiles, but other im-
powders. Recent investigations of proton-exchangedportant parameters, such as their electro-optic and nonlinear
waveguides in a crystal of lithium tantalaeTaOs), which coefficients, optical losses, stability of the parameters, and
is isomorphous to lithium niobate, revealed rich structuralsome other parameters, may differ substantially. This ex-
and phase diversit}:® plains the appreciable differences in the properties of
Our previous investigations™ permitted the identifica- integrated-optics devices fabricated using waveguides having
tion of seven different crystalline phases oflf_,NbO;,  the identical index profiles, which led some researchers to
Viz., @, K1, K2, B1, B2, B3, andB,, which can be formed conclude that proton exchange is not a reproducible method.
in proton-exchanged laye(Big. 1). Under certain conditions In fact, waveguides having identical index profiles may be-
of proton exchange and post-exchange annealing, one, twitgng to different crystalline phases and thus exhibit different
or even three different crystalline phases giLH_,NbO;, physical properties.
may form as separate thin layers in proton-exchanged Only the 8;-H,Li;_4NbO; phase exists independently
LiNbO3 optical waveguides. at the surface of wafers whereas tBg and B; phases can
Table | shows that an increase in the proton concentraexist only together wittB,, which occurs as a separate layer
tion in the proton-exchange melts leads to the followingbeneath the surface pha®é?°The B, phase can appear

1063-7842/99/44(3)/10/$15.00 307 © 1999 American Institute of Physics
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FIG. 1. Structural phase diagram of proton-exchangedi H,NbO; waveguide layers formed of- (a) and X-cut (b) samples: the arrows indicate the
direction of increasing proton concentratid; — direct exchange] =200-300 °C; @, + — annealing at 300 °C and 400 °C, respectively.

only in conjunction with layers of thgg; and B; phases and«:" phases, and, ultimately, only the phase remains.

located in the bulk of the crysta:** Thus, theB;, «5T, and «!T phases disappear successively
Post—excha_nge annealing can produce new pha_ses, Vi%iuring high-temperature annealing> 400 °C).

x1 and «y, Wh'CHhT have Io_\/\_/-temperzlagulgel;gﬁ) and high- Trigonal HLi,_,NbO; phases are not the only phases

temperature  £;"")  modifications?™****> The  low- \ioh can be formed in proton-exchanged waveguide layers

temperature modifications are formed by annealingTat ) —
<340°C, whereas the high-temperature modifications arén_ LINbO3. When proton exchange takes place on4p-tut

formed by annealing af>400°C. A characteristic feature L|Nb-03 in -melts of benzoic or pyrophosphqrit; acid or gm-
of the existence of these phases is that, apart fe§h they ~ MOnIUM lgwllgldrogen phosphate, a monoclinjc phase is
occupy only part of the waveguide region: the phase with 40rmed-"="

higher proton concentration is situated closer to the surface. Experimental investigations of the refractive-index in-
As a result of annealing, it is possible to have a situatiorfrementAn, as a function of the proton concentration in
where a four-layer structure forms with3 phase which has proton-exchanged LiNbQ optical waveguides have been
not disappeared completely from the surface and «, carried out by many researchers using various methods of
anda phases, which are distributed consecutively as separagnalysis. The available published results are presented in
graded-index layers. Further annealing at temperatures belowable 1. Although most authors report a nonlinear relation-
340 °C leads to the systematic disappearance q&;hec'gT, ship betweem\n, and the concentration, the numerical val-

TABLE |. Proton exchange conditions for the formation of variougid_,NbO; phases.

Phase LiNb@ Benzoic acid-lithium benzoate, wt. % KHSO, solution Other proton

at surface cut (300 °C)Refs. 11 and 14 in glycerol (220 °C) sources

a X, Y, Z >2.5

B X, Y, Z 1-25 0-1g/ Stearic, palmitic,
oleic acid

B> X, Z 0 2—44gll Myristic acid

B3 X, Z 8—15 g/l Lauric acid

Bs z >20 g/l Pyrophosphoric acid,

ammonium dihydrogen phosphate,
potassium bisulfate

e X, Y, Z ZnSQ,— K,S0O,— Na,SO,— KHSO,
(Ckriso,=0.04-0.07 mol/kg)

P X, Y, 2 ZnSQ,—K,S0,— Na,SO,— KHSO,
(Ckrso,=0.01—0.04 mol/kg)

n (0T4) 0 >2gll Pyrophosphoric, sulfuric acid,

ammonium dihydrogen phosphate,
potassium bisulfate
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TABLE Il. Data on proton concentrations in variouglt, ,NbO; phases.

Cut Proton Annealing HLi;_yNbO; Ang X Method References
source temperature, °C phase of determination
z BA B> 0.4-0.5 SIMS Ref. 18
275 B 0.11 0.32
X BA B> 0.12 0.8% SIMS Ref. 19
z BA 400 from x5T to k51T <0.22 SIMS Ref. 20
z BA B> 0.3 SIMS Ref. 21
400 B 0.26
w7 <0.2
z BA 275 B 0.11 0.32 SIMS Ref. 22
400 w7 0.047 0.14
Z, X BA 400 B> 0.11 0.65-0.75 NAA Ref. 23
B1 0.105 0.6
w7 0.07 0.4
w7 0.02 0.15
Z, X BA B> 0.65-0.75 NAA Ref. 24
z BA B> 0.75 AAA Ref. 25
z BA B> 0.33 AAA Ref. 26
X BA+1% LB 300 k5" 0.081 0.315 RBS Ref. 27
320 KT 0.039 0.315
340 aor ki’ 0.039 0.275
400 T 0.0035 0.020
z BA 300-370 @ 0-0.02 0-0.12 RBS Ref. 17
KT+ T 0.02-0.075 0.12-0.4
k5T+ kT 0.075-0.105 0.4-0.55
B1 ~0.11 0.55-0.65
B> ~0.11 0.65-0.8
z PA Ba 0.132 0.68 RS Ref. 28
200 B4 01 B3 0.124 0.68
260 B1 0.114 0.65
280 B1 0.113 0.64
300 B1 0.110 0.55
320 B1 0.104 0.55
340 K5 0.099 0.51
360 k5T + kT 0.092 0.41
z PA Ba 0.148 0.75 RS Ref. 29
250 B3 or B, 0.12 0.66
z PA Ba >0.14 0.9 RBS Ref. 30
300 B3 or B 0.5
300 B1 0.4

Note: * Only the lithium concentration was determined. BA — benzoic acid, LB — lithium benzoate, PA — pyrophosphoric acid, SIMS — secondary-ion
mass spectroscopy, RBS — Rutherford backscattering spectroscopy, AAA — atomic absorption analysis, RS — Raman scattering, NAA — nuclear activation
analysis.

ues obtained for the hydrogen concentration differ substanexchanged waveguides were described in detail in our previ-

tially in different publications, even for structures fabricatedous publication§=*3

under identical conditions. This is not surprising since these

mvestlga_tlons neglected the eX|st_ence of dlffe_rent Cryst_allmez_ RESULTS AND DISCUSSION

phases in proton-exchanged LiNpQvaveguides. Quite

clearly, the matrix effect observed in all the instrumental It is interesting to note that the area under the plot of the

methods of analysis used differs for different phases, makingistribution of the extraordinary-refractive-index increment

it difficult to compare the amplitudes of the signals beingdoes not remain constant during annealing. Various authors

analyzed with a standard and restricting the determination ofsee Refs. 17 and 31-B8&ited this change in area as evi-

the proton concentration. dence of a nonlinear relationship between the refractive-
In the present paper we propose a method for determinndex increment and the proton concentration in proton-

ing the dependence dfn, on the proton concentration in the exchanged LiNb@ waveguides.

various crystalline phases formed in proton-exchanged The most significant change in area under te,(z)

waveguides in lithium niobate. The method is based on anacurve is observed for waveguides initially containing pre-

lyzing the change in the area under the refractive-index curvdominantly theB3, and B, phases. We know that th®,, 35,

Ang(z) during annealing. and B, phases contain interstitial protons, which are mani-
The methods of fabricating and investigating the protonfested by the presence of a depolarized—H bond in the
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FIG. 2. Dependences of the area underAimg(z) profile and the refractive- constant, confirming the validity of the assumption. Thus, we
index increment at the surfacen? on the annealing time af=340°C. can write

Initial sample —Z-cut LiNbO;, treatment in an ammonium dihydrogen
phosphate melt at 220 °Cr@& h (8,-H,Li,_NbO; phase at the surfage

o0 N Z:
stfo cH(z)olz=sEi L' (A(i)-Ani(2)+E(i)) dz,
i—1 (2)

infrared spectra at 3240 cm. During annealing, the protons \yherei=1, ... N denotes a crystalline phase without inter-
leave interstitial positions, which have little effect on the stitial hydrogen N.,—=4) formed in proton-exchanged
refractive indice§9'21 and occupy positions in OXygen aveguides in the form of a separate layer,, andz are
planeg(,) 2¥Vh'0h are “active” in affecting the refractive yhe coordinates of the upper and lower concentration bound-
index™“" As a result, the area under thee(z) profile In- rjeg of the phase, respectivelyzg=0, and for then phase,
creases substantially. Figure 2 gives the area under tl“f:m), andS=const is the surface area of the sample.
extraordinary-refractive-index increment as a function of an- Waveguides containing th@; phase have a stepped
nealing time for a proton-exchanged LiNp@aveguide ini- ot ctive-index profilgFig. 3 and
tially containing theB, phase at the surface.

Quite clearly, the relationships betweam, and the hy- Q=S:Cy-h, )
drogen concentration differ for different crystalline phases. \yhereh is the waveguide depth.
However, as we can see, it is possible to determine the hy-  \ye established experimentally that the area under the
drogen concentration in all phases if we know the depenan (z) curve remains constant in all stages of annealing

denceAnc(2) for at least one phase. _ when theB; phase is present in the waveguideset to Fig.
We make three assumptions, which in our view are fullyp) sinceQ=const, we can write

justified.
. . . . h

1. We assume that the refrggﬂve-mdgx mcrgmkang in J (B(By)- Anfl(z) +D(By)) dz
each crystalline phase containing no interstitial hydrogen 0
(a-, k1-, ko- and B4-H,Li; _NbQ;) depends linearly on o
the proton concentratio@y: =B(8;) JO Anfl(z) dz+D(B;)-h=const, (4)

| — H I H _ H I H

Cu=Al)-AnetE() or x=B(1)-Anc+D(D). () which can be satisfied only E(3;)=0 andD(3;)=0.
where A(i), B(i), E(i), andD(i) are constants for each Proton-exchanged LiNbQwaveguides containing the
i-H,Li;_«NbO; phase. phase have the lowest hydrogen concentration, and thus the

2. The second assumption is that the total quantity ofveakest matrix effect is observed for these waveguides when
hydrogenQ remains constant during annealing in a dry at-the proton concentration is determined by various instrumen-
mosphere. Then, the protons only undergo redistributioial methods of analysissuch as secondary-ion mass spec-
over the depth of the waveguide layer. However, we notdrometry, Rutherford backscattering spectroscopy, and so
that Zavadaet al?* reported that the annealing of proton- on). Most investigations indicate that in the phase
exchanged waveguides in a moist atmosphere leads to a=0.12 is obtained forAn,<0.025 (Table Il), in good
increase in the total hydrogen content in the surface layer amgreement with Refs. 2 and 3. On the basis of this reasoning,
a result of gas-phase diffusion; however, our experimentsve takeB(«)=0.12/0.025 4.8, and obvioushpD («)=0.
were carried out in a dry atmosphere. It was observed that After determining the dependence dh, on x for the «
when samples containing ,H;_,NbO; phases 8, «1, phase, it is possible to determine the dependencéasgion
K5, Or &) without interstitial hydrogen are annealed, the areax for all phases without interstitial photons by comparing the
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0.06 0.08 FIG. 4. Refractive-index profiles for
” a.07 proton-exchanged LiNbQ waveguides
0.05 0.06 with the «i" (@ and «5' phases(b)
0.0% a4.05 on the surfaceS(«t") and S(k5") —
40.04 areas under the refractive-index profiles;
0.03 0.03 S(a) — areas under the refractive-index
0.02F 0.02 4 profiles for the same samples annealed
0.01 0'.01 s until the & phase appears at the surface.
0 /

areas under the experimentsaih(z) profile obtained for the tion is fully justified because ndng jumps occur at these
same sample in various stages of annealing. It was found thahase boundariéd:*?*31>Making this assumption, we can
if a proton-exchanged LiNbQwaveguide contained the,  determine the dependence &h, on x in the «;' phase by

phase, long-term annealing &340 °C could bring it into  comparing the areas under tha,(z) curves for the same

the @ phase(Fig. 3 sample annealed to states in which TA#.[ phase and then
h " the o phase form at the surface of the proton-exchanged
B(:Bl)f Anfl(z)dz= B(a)j Ang(z)dz (5  LiNbO3; waveguide(Fig. 48. In this case, the material bal-
0 0

ance may be written as follows:

Studies of many samples showed that the area under the
Ang(z) profile for a waveguide containing th#®, phase was
17+ 2% greater than that for the same sample annealed until
conversion to thea phase took place. We thus obtain

Lty [Py T LT
B(k1') . An_t (z)dz+D(k1')- 21

B(B1)=4.15. “ . a
We established experimentally that the area under the +B(a)LlAne(z) dz T
Ang(2) profile for waveguides containing the" and x5 w1l
phases varies during annealing and depends on the o
refractive-index increment at the surface of the structure = B(a)fo Ang(z) dz (6)

An2. We useS(«5"), S(x5'), andS(a) to denote the area
under theAn,(z) curves for waveguides at whose surfaces
the x5, «i" and @ phases form, respectively. Annealing Herez, is the coordinate of the— ' phase boundarfFig.
clearly causes the following phase transformations5d which, like the area under th&ng(z) curve, can easily
k5" — k;T— a. The experiments showed that the ratio of thebe determined from the experimental refractive-index profile.
areas under theAng(z) profiles for the same sample Taking into account the experimentally established fact that
K(x5")=S(a)/S(k5") depends on the depth of the initial
waveguide, whered$(«t")=S(a)/S(x:") depends only on
the refractive-index increment at the surface of the sample.
We also findK («5')=0.9 at the upper boundary of thg"

o

JxAng(z)dz
0

7z LT
=K[f An.t (z)dz
0

phase, whereAn?=0.075, andK(«;")=1 at the lower -
boundary @n2=0.025). ) Ang(z) dz L @)
3. The third assumption is that no concentration jumps ! Kyl
occur at crystalline phase boundaries, i.e., at cthex'f,
kiT—, k5'—, andk5'— B, phase boundaries. This assump-for a two-layerx}'/« structure, we obtaiiFig. 43
Ane a Ane b
0.11F a.11F
o10F f 01k p
a.081 0.09 L
a.08 1 0.08 FIG. 5. Refractive-index profiles for
Zgg' ‘ a.g7 "\ proton-exchanged LiNbO wave-
0o a.06 id led at 400 °C: a — case
HT guides anneal
0.05¢ 0051 #, where the LINQOg phase is formed,
0.0% 0.04F b — no LiNb;Og phase is formed.
0.03 003+
0.02+% 0.02¢ 27
0.01 0.07}F 1
g g
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2 LT profiles under the conditiondng(z;)=0.075 andAng(z,)
(B(ki")—K- B(a))fo An.t (z) dz+B(a) =0.025. A similar approach was used to determine the hy-
drogen concentration in the high-temperature modifications
of the k; and k, phasesx!'" andx}". We note only some
specific features. In an earlier stiilyve showed that when
proton-exchanged waveguides are annealed at temperatures
|t 'S widely known that optical waveguides containing apove 400 °C, lithium oxide evaporates from the surface of
the K phase at the surface have a refractive-index prOfIlQhe Wafers and as a resu|t a lithium-oxide- dep]eted

X(l—K)fmAng(z)dz+D(K'iT)zl=0. (8)

Z

described by the Gaussian function LiNb;Og phase forms in the region of the original waveguide
2 where An.<0.037 (Fig. 53. Long-term annealing leads to
An.=An exp( _ _> _ (9)  the appearance of LiNDg at the surface of the wafer, caus-
d? ing destruction of the surfac.However in regions with

Ang>0.037 no LINROg forms even in samples annealed at

T>400 °C(Fig. 5b.3* This phase likewise does not form in

proton-exchanged LiNbOwaveguides annealed at tempera-

tures below 340°C. These proton-exchanged LijbO

waveguides withAn,<0.075 are homogeneous, and contain
2 Jm — only the k! phase(F|g 5b. Note that unlikex}", the !

fo Angdz= TA”ed erfyIn(Ang/Ang(a)), (100 phase has the lowest proton concentration; therefore,

D(«x/T)=0, and for the T phase we can write

Thus, the depth of the:" — « phase boundary is defined
as zlzd\/ln(Ane/0 Aneu(a)), where An2(a)=0.025 is the
refractive-index increment at the upper boundary of the
phase. We then have

( 5 x=B(xI'")-An,.

L Anedz= —-Ane(1-erfyIn(Ane IANg(@))). (11 The experiments show that the area under Altg(z)

! profile begins to decrease abruptly as soon as the monoclinic

Substituting Eqgs(9), (10), and (11) into Eq. (8), we  LiNb3;Og phase appears in the sample. However, for cases
obtain where a waveguide initially containing th-H,Li; _,NbO;

phase is annealed at>400°C to form a still single-phase

B(xtM)erfyIn(AnTAnT @) + D (kL") . KTT-Hxl-_il_XN.bO3. waveguide, in whichAn,>0.037 over

Ane\/; the entire region initially occupied by th@, phase, we can
« AR AT a)) = B(@)(K - 1) write the following material balance condition:
v a))= o -
- B(B1)-S(B)=B(x1")-S(}"), (14)
+erfyin(Ane/Ang(a))). 12 where S(B;) and S(«!'T) are the areas under then,(z)

By solving the system of equationi$2) for the experi- profiles for the same sample measured in the annealing
mental profiles, we determined the constants for k’rJ{e stages when th@, andK phases form at the waveguide
phase:B(«;')=4.56 andD(«:')=0.003. When the con- surface, respectively.
stantsB(«), B(x."), andD(«.") are known, it is possible A similar procedure was used to determiBgx5") and
to repeat the procedure for the same sample with a determD(KET). Since the dependence dmh, on Ang for all the
nation of Ang(Z) in the annealing stages when tk’ anda  phases is knowf**we can plotAn, as a function of.
phases form at the waveguide surface, respectively. Using In this approach we assumed a linear relationship be-
the assumption put forward above tha@(x.")An., tween the extraordinary-refractive-index increment and the
+D(K T)=B(«5") An,+D(k5") at the upper boundary of proton concentration in the phases containing no interstitial
the «} phase(or the lower boundary of thes™ phas¢, ~ protons, viz..a-, k-, kp-, andB;-H,Li; _,NbO;. This as-
WhereA n.=0.075(Refs. 9,12,13, and 15we can determine Sumption seems quite justified since all the protons are “op-
the constant8(«5') andD(KET) by numerically solving the ~ tically ~active.”® However, in the B,-, Bs-, and

following material balance equation: Ba-H,Li; _NbO; phases the protons occupy both optically
, . active positions in the oxygen planes and optically inactive
( f 1(B(K;T)'AHK2 (2)+ D(KIZ'T)) dz interstitial positions. In this case, the dependencAf on
0 € x is clearly nonlinear even within a single phase. However,

2 T since the range of concentrations in which the phases exist is
+J (B(Kf)Angl (z)+D(ka)) dz narrow, using a linear dependence dh, on x as a first
2] approximation does not lead to any serious errors.
- - Let us consider a waveguide which is formed in a ben-
+f B(a)-Ang(z) dz) =( f B(a)-Ang(z)dz| . zoic acid melt and thus contains tj§g¢ phase on the surface,
22 K170 a whereAn2=0.11. Annealing at 330 °C for several minutes
causes 8,— B4 phase transition and increasﬁag (Refs.
(13 35-37. After a completeB,— B, phase transition has taken
Here z; and z, are the coordinates of thle2 —K'iT and place, further annealing causesng in the homogeneoug;
LT—a phase boundaries, respectivéhig. 4b. These val- phase to begin to decrease, and for a waveguide nvnb
ues are determined from the experimental refractive-index=0.011 there is a 30% increase in the area undeAhgz)
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profile (and thus in the waveguide depth since the refractivepolarized moddFig. 7). The high optical losses are caused
index profile continues to remain steppe@he successive by “leakage” of the mode into the substrate because of the
recording of rocking curves using precision polishing of thesmall thickness of thg; layer (Fig. 7).

initial B,/B, sample shows that thg, phase occupies ap- Three TE modes are observed in a two-lay®y/ 8,
proximately 70% of the total waveguide volurttee remain- waveguide on &-cut slab with a total thickness of gm.

ing 30% is occupied by th@, phase (Fig. 6). A similar  The refractive-index profile reconstructed from the measured
result was obtained using optical measurements. In fact, in affective refractive indices is stepped with a step depth of
fairly deep b=3 wm) two-layerB,/8; structure onX- and 5 um (Fig. 7), which amounts te~70% of the total wave-
Z-cut LINDO;, not only extraordinarily polarized waveguide guide depth. Thus, the optical measurements confirm the
modes but also ordinarily polarized modes are exc{fe data on the depth of the layers obtained by precision polish-
modes on theX-cut and TM modes on th&-cut samples  ing accompanied by the recording of rocking curves. We
with nes~2.25, which is substantially lower than the ordi- now have at our disposal the information required to write
nary refractive index of the LiNbQsubstraté®3® Subse- the material balance equation:

quently, similar modes iX-cut LiNbO; fabricated in a ben- _

zoic acid melt were also observed by Rickermetral It X(B2)0.-M+x(B1)03=x(y)1.3n (15

was noted that these modes have a very high absorptiopr x(82)=1.4%(3,) for An9(B,)=0.11. It is quite clear
coefficienf® (a>2 mm ). The existence of ordinarily po- that x(8,) =x(B;) for An2=0.125. We obtained two ex-
larized modes can easily be explained by the fact that in &eme points on the plot akn, as a function ok for the 8,
two-layer structure withAng(8;)=An.(B,) the condition phase. By drawing a straight line between them, we obtain
no(B2)>ng(B1) is easily satisfied althoughng(B,)

<no(LiINbO3) and ny(B;) <ng(LiNbO3).**5 In this case,

the B, phase layer acts as the substrate for the ordinarily 4ne
0.16
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FIG. 7. Extraordinary- and ordinary-refractive-index profiles of a two-layer
B, 1B1-H,Li;_ NbO; waveguide structure obtained using a KHSSblu- FIG. 8. Extraordinary and ordinary refractive indices as a function of the
tion in glycerol (4 g/l) at T=215°C for 80 h. proton concentration in various,H,_,NbO; phases.
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an approximate dependence of the refractive index on total X(Ba) +X(B1)
proton concentration for thg, phase(Fig. 8). X(Ba)0.th+ ————— 0.0 +x(51)0.2h
A similar procedure was used to estimate the proton con-
centration in the3, and 83 phases. The spatial configuration B X(B3)+X(B1)
of the phase layers was determined by precision polishing =11 2 0.8 +x(81)0.2n |. (16

and recording the rocking curves after each polishing step.

Polishing a waveguide witAn2=0.15 fabricated in an am- Further annealing until a single-phage waveguide is

monium dihydrogen phosphate melt and then recording th&rmed with Ang=0.11 increases the waveguide thickness

rocking curves showed that th@, phase occupies approxi- by 40% compared with the initial waveguidEigs. 9¢ and

mately 60% of the total waveguide depth, tHg phase oc- 9d). The material balance equation has the form:

cupies 20%, and the remaining 20% is filled with tBe X(Ba) +X(By)

phase(Figs. 9a and 9 Polishing also shows that the region x(,)0.6h+ % 0.2h+x(81)0.2h=1.4x(Bh,

occupied by the3, phase is almost homogeneous sidag, (17

and the strains3; do not change during polishing, as long as

the 8, phase remains on the surface. The region occupied biind for the8, phase withAn,=0.15 we obtainx=0.71.

the B, phase is also homogeneous, but the refractive indegrom Eq.(16) we obtainx(3;)=0.66 for An,=0.145.

and, accordingly, the proton concentration vary in the region By drawing straight lines between these points, we ob-

occupied by the3; phase. As a first approximation, we as- tain an approximate dependence of the extraordinary refrac-

sume that the functiondn.(z) andx(z) are linear in thg8;  tive index on proton concentration for th@,, B3, and B,

phase. phases, which contain interstitial protoff§g. 8). Knowing
Annealing this waveguide until thd, phase disappears the dependence afn, on An, (Refs. 13 and 16 we can

completely increases the waveguide thickness by {5#s.  construct the dependences®dfiy on x (Fig. 8).

9a and 9b. In this case, th@; phase occupies approximately A possible explanation for the phase diversity observed

80% of the total deptliFigs. 9a and 9b Thus, the material may be that the coherent conjugation between the incipient

balance equation may be written as follows: proton-exchanged layers and the lithium niobate substrate



Tech. Phys. 44 (3), March 1999 Yu. N. Korkishko and V. A. Fedorov 315

7 —1I Experiments carried out using ten samples prepared in
o @ ®, % /31 ﬁg /33 /Bz, melts of ammonium dihydrogen phosphate and pyrophos-
Lt BHHNDD phoric acid givex(#n)=0.65+-0.02. Note that this value is
200 - ﬁ"’ " I lower than the hydrogen concentration in the rhombohedral
—:f_—_—:: I B4 phase.
a a:+/3
700 b_--———- 3. CONCLUSIONS
B To conclude, we note that the proposed method of deter-
251 ) L ; | mining the proton concentration in the variougH _,NbO;
LiNbO, 0.2 04 0.6 0.8 HNbO, phases formed in proton-exchanged optical waveguides in
x in HoLi,  NbO; —» lithium niobate crystals has been used for the first time to

determine the concentration limits of the phases and to es-
FIG. 10. Phase diagrams of equilibritifi) and strainedll) H,Li,_,NbO; tablish the concentration dependence of the refractive index
solid solutions. in the various crystalline phases. Knowledge of the structural
phase diagram of the waveguide layers permits prediction of
the properties of integrated-optics devices based on proton-
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The excitation of axial radio-frequendyf) magnetic induction by an axial rf current is observed

in a conductor with circular magnetic anisotropy when a weak magnetizing field is applied.

The conductor is an amorphous cobalt-based wire, which exhibits azimuthal magnetic anisotropy.
It serves as the central conductor in a coaxial line. The axial rf magnetic induction produces

an emf in an induction coil coaxial to the conductor. The induction coil is part of a matched
receiving circuit. The power conversion coefficient is as high as tens of percent. The
measurements demonstrate the high sensitivity of the conversion coefficient to an external field.
The theory of ferromagnetic resonance faithfully describes the results of the observations.

© 1999 American Institute of Physids$S1063-784£99)01003-X|

1. INTRODUCTION impedance of a ferromagnetic conductor to the magnetizing
field because of the skin effect.

If a gyrotropic wire is the central conductor of a coaxial We believe that the effect observed can serve as the
line, the structure of the fields in the gap within the coaxialbasis for creating a highly sensitive magnetic-field sensor.
line is a combination of the fields of quasi-TE and quasi-TMThe effect that we measured is caused by precession of the
waves! In fact, a radio-frequencrf) current passed through magnetic moment vector and is strictly linear with respect to
an anisotropic ferromagnetic wire magnetized by a longituthe rf power supplied to the conductor. It differs fundamen-
dinal field can excite not only a circular rf magnetic field, buttally from the Matteuci effect and its inverse, viz., the
also a commensurate axial field. For this to occur, the prewWiedemann effect, in which the magnetization of the sample
cessing magnetic moment vector of the sample must havis reversed along a complete hysteresis [dd., with a
both a longitudinal component and a transverse componeffiairly large amount of power supplied. These effects, which
with respect to the wire axis. Then the axial component ofare displayed under the action of a longitudinal external vari-
the rf magnetic moment appears. It can be detected experéble field in the former case and in the circular field of a
mentally in the form of an emf induced in a coil wound flowing alternating current in the latter case, are nonlinear.
about the wire. Since the ratio between the fields of the This paper is composed according to the following plan.
waves depends on the mean direction of the precessing maghe results of measurements of the conversion coefficient as
netic moment in the wire, the observed effect depends oa function of the external constant magnetic field are pre-
external field. sented first with a description of the basic scheme of the

This idea can be realized best when a conductor witrexperimental setup. This is followed by a treatment employ-
circular magnetic anisotropy is employed. Such conductoring the theory of ferromagnetic resonance phenomena, which
include amorphous wires based on cobalt with a small negayielded a formula for the conversion coefficient. The theory
tive magnetostriction constarfsee, for example, Ref.)2  satisfactorily describes the measurement results.

Such a wire exhibits a magnetic moment component in fields

commensurate with the anls_otropy fle_ld. In the pres_ent Worl§_ EXPERIMENTAL RESULTS

an amorphous ferromagnetic wire with circular anisotropy

was the central conductor of a short-circuited coaxial line.  Figure 1 presents the system for measuring the coeffi-
The coefficient for the transmission of power from the co-cient for the transmission of the power of electromagnetic
axial line to an induction coil coaxial to the conductor was modes excited in coaxial ling with gyrotropic conductoB
measured as a function of the constant external magnetiaf length 6 mm and diameter 3@g.m to measuring coib.
field applied along the wire. The wire was an amorphous ferromagnetic conductor with

It is significant that in weak magnetizing fields the mea-the composition (RgC0g4)72 55010815 from Unitika Ltd.,
sured conversion coefficient exhibits high sensitivity to thewhich was prepared by rapid cooling from a melt. The mag-
field amplitude. This is a manifestation of “giant magnetic netic properties of amorphous conductors based on Fe and
impedance,” which has been widely investigated in connecCo are usually described within a model which presumes that
tion with problems in creating highly sensitive magnetic-an amorphous conductor has two regions, viz., a near-axis
field sensors, magnetic recording devices,2étGiant mag-  region (core@ and a shell, with differently directed easy an-
netic impedance is based on the high sensitivity of thdsotropy axes:® For the amorphous Co-based conductor with

1063-7842/99/44(3)/6/$15.00 317 © 1999 American Institute of Physics



318 Tech. Phys. 44 (3), March 1999 Antonov et al.

FIG. 1. System for measuring the conver-
sion coefficient:l — coil of an electromag-
net; 2 — stabilized current source3 —
amorphous wire4, 6 — coaxial lines;5 —
measuring coil;9 — P4-37 complex trans-
mission coefficient meter combined with
generatoi7 and indicatoi8; 10 — measuring
cell.

o /—vly -

a negative magnetostriction constant considered in our cassystem reaches saturation, i.e., the magnetic moment is ori-
the body of experimental data from different investigatorsented strictly along the sample axis.
provides evidence that there is a region near the wire axis
thaF is .unlf_orn"_nly magne.tlzed alon_g the axis, while the Mag-; \AGNETIC PERMEABILITY TENSOR
netization is directed azimuthally in the outer shell. We shall
bear in mind this model in our treatment of ferromagnetic-  As was indicated above, the Unitika wire is a magneti-
resonance phenomena in a wire. cally soft amorphous object based on cobalt with a small

The effect described was observed over the entire frenegative magnetostriction constant, the structure of whose
guency range of the panoramic complex transmission coeffinear-surface layer is characterized by circular anisotropy due
cient meter9 used in the experiment from 0.5 to 1250 MHz. to the residual quenching stresses created during its prepara-
A frequency of 50 MHz was chosen for the analysis of thetion. The effective anisotropy field in this layer is created
experimental data. Measuring cdailwith a length of 3 mm  both by the circular anisotropy indicated and the anisotropy
and a diameter of 1 mm had 15 turns of copper wire. Theof the sample shape. When an axial magnetic fi¢ls ap-
power of the signal in coaxial lin2 excited by the measur- plied, the orientation of the magnetic momevi, can be
ing coil was displayed by the indicator of a P4-37 instru-determined by minimizing the free energywith respect to
ment. Measuring cellO was placed in the uniform constant the angle® formed byM, and the easy axig=ig. 3). In the
magnetic field created by coll. Coil 1 was powered by case under consideration the free energy is represented in the
stabilized current sourc by which we could vary the field form of the sum of the structural anisotropy enetdy, the
to within 104 Oe. The direction of the constant magnetic Zeeman energyJ,, and the demagnetizing field energy
field, which amounted to 0.32 Oe at the site of the sensitivdJ,, . We write U, allowing a possible deviation of the easy
element, i.e., the wire, was determined preliminarily, and theaxis by an angley from the direction normal to the wire
wire was oriented along that direction. This was done so thaaxis:
the stray field could be compensated by the coil field. The
field in the coil could be varied in the range from100 to
100 Oe. The reference power of the electromagnetic mode
excited in coaxial linel did not exceed 10uW.

. . -20}

Figure 2 presents the results from measuring the trans
mission coefficienfT =10 logP/P,, whereP and P, are the \
powers of the recorded and reference signals, respectively, 8 [
a function of the external magnetic field applied along thezf'_40_ /
wire. The field was varied smoothly from the maximum“:
value of one direction to the maximum value of the opposite
direction and then in the reverse order. The measuremen

were performed for two values of the reference signal powe —eo0l —_

differing by 100 fold. The curves practically coincide, attest- -==2

ing to the linearity of the conversion of the current in the _ . ) . . ) .
wire into coil current. As the field is varied in the range from -4 ) 0 2 4
approximately—1 to 1 Oe, the magnetization-reversal pro- H, Oe

cess has a reversible character, i.e., it is realized by rotation

of the magnetic moment. When the field range is increased, IE}IG. 2. Measured dependence of the power trgnsr.mssmn _coe_fﬂment on the
strength of the external constant magnetic fi€ld: — solid line (P,

single jump in the longitudinal magneti;ation _takes place—10 ,w), T, — dashed line Po=0.1 W). The arrows point out the
near 1.3 Oe. When a level of-810 Oe is achieved, the sequence of variation of the field upon reversal of the magnetization.
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FIG. 3. Coordinate axes considered in the film mod&l:— easy axis
deflected by the angl¢s from the azimuthal direction in the wirg".

U=Up+Uz+Uy=K;SinP® —MyH sin(0 + i)

L
2

MoN Sirf(® + ).

Here K, is the anisotropy constant, atN), is the demagne-
tization factor. SettinggU/9® equal to zero, we obtain the
equation for the equilibrium angl®,

M3N, M oH
———SiN2(O.+ ¢) = . cog 0.+ ).
1

sin 20 .+ 2K,

D

We introduce the notationsla=Hg+N;Mgy and Hg
=2K,/Mg. If =0, then si®.,=H/H, for H<H, and
sin®,=1 for H=H,.

Let us estimate the influence of the form factds on
the value of the equilibrium angl®.. For the wires which
we usedK;~125 erg/cm, and the saturation magnetization
Mo~500 G2 With consideration of the ratio between the
length and diameter of the wine=1/d= 200, the contribu-
tions of structural anisotropM ¢ and the demagnetizing field
to H,, which influence the equilibrium angle, are approxi-
mately identicalHx~N;My=~0.5 Oe.

At our frequencies of the variable magnetic fidgldhe
thickness of the skin laye$, which is specified by the con-
ductivity of the conductor=6.7x 10" s™1, but calculated
without consideration of its magnetic permeability, is com-

parable to the radius of the wire. If we, nevertheless, assum

that the inequalityb<a holds, we can solve the problem of
the magnetic susceptibility tensor of the surface layer of th
wire, treating it as a ferromagnetic field with uniaxial anisot-

ropy lying in its plane. Such an approximation can be con-,. . . .
by lying P bp a{|es, we write out the final result in the form of the corre-

hg,ponding components of the magnetic permeability

sidered well founded for magnetizing fields greater than
certain strength, at which the magnetic permeability, reac
ing values of 18— 10", significantly reduces the thickness of

the skin layer, and, moreover, just these conditions are of

practical interest.
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method of effective magnetizing factors, for which it is now
convenient to direct th& axis along the equilibrium magne-
tization (Fig. 3.

Thus, a simple model can be considered. It is assumed
that there is no domain structure in our short samples. In fact,
the experimental data provide evidence that the length of our
samples is much shorter than the “critical” length needed
for the formation of a domain structufé. This length
amounts to several centimeters.

In the {X,Y,Z} coordinate frame considered the mag-
netic susceptibility tensor has the general form

Xx ixa O
X= _iXa Xy 0 ) 2
- 0 0 xz
waxyy w\w
Xxy~ "3 o1 Xa= =3 o ©)
wo_w wo_w
oy= oyt yNypyMy,  oy=wy+ yNMg, (4)
wp=YH—yNgMy—iaw, owy=4m7yMy,
w5=wxwy. (5)

The parameterr specifies the dissipation, andis the
gyromagnetic ratio. The effective demagnetizing factor ten-
sor can be represented in the foNw= §F+ QA , whereN'  is
responsible for demagnetization across the skin Iayerl;h“nd
is responsible for the structural anisotropy and the shape an-
isotropy due to the finite width of the filfwhich is equal to
length of the wirel). The corresponding anisotropy field is

(6)

In the {X,Y,Z} coordinate frame the components Ngf
have the form

HA=N"M,.

N11%4’7T, N22:_(HA/M0)Sinze,

N33=(Hp/Mg)cog O

The value ofH, is close toH,, and we shall disregard
the difference between them. In our experiment the measur-
ing coil picks up the variation of the induction of the axial
magnetic fieldby»= wu,sh,» with time, which is the re-
sponse to the rf magnetic field directed perpendicularly to the
xternal constant field, i.e., along thg” axis in the

".Y",Z2"} coordinate frame, which is associated with the
es of the ellipsoidal wire. Going over to the axes of the
X",Y",Z"} system according to the rules for the transforma-
tion of tensor components and neglecting the small quanti-

wySin®.cosO,

Now, in a first approximation we assume that the demag-
netizing factors for an rf field are the same as for a thin film,
while the factors for a constant magnetizing field are the
same as for an oblong-ellipsoidal wire. We can utilize the

Joyn //:477)( "ot = N ’ (7)
e e waCOS O—iaw— 0wy
wMSin2 e
MZ”Z”:1+47TXZ”Z”: 1+ - D) .
wACOS O —iaw— 0wy
®
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Herewy=vyH, wpa=yHa, andw=2xf. The ferromagnetic wire, were realized in the experiment. The first scheme,
resonance frequency is specified by the following expreswhich was considered above, required a calculation of the
sion: magnetic permeability.,, . In the second scheme a calcula-
tion of u,y is needed. In this case the initiating rf fidhdis
w2=oyoll—(wylw)?] (9) i ¢ i i i
0~ WMWa HI®WA) ] directed along the wire axig, and the rf magnetic moment
m, is the parameter sought. An analysis similar to the one

The “natural” ferromagnetic resonance frequendgr
g quenty performed above reveals that

H=0) wo=(wywa)*?=1.5x10° rad/s. The hierarchy of
characteristic frequencies of the problem has the form Moz= Mg - (11

This corresponds to the observation results.

Let us turn to the question of how the possible domain
The circular frequency of the rf fielb~3x 10° rad/s  Structure on the surface of the wire would be manifested. The

significantly exceedsw,~2.2x10" rad/s. Therefore, the Method for describing ferromagnetic resonance in a multido-

condition for ferromagnetic resonance at the frequemcy Main sample takes into account the coupling of modes in
corresponds to a field, slightly smaller than the anisotropy Neighboring domains, which is mediated by the demagnetiz-
field Hy . ing fields appearing in the domain walls, and then averages
The inhomogeneity of the skin layer in the transversethe magnetization over many domainghe ground state of
direction strongly broadens the ferromagnetic resonanc@ Multidomain system is characterized by the fact that the
line.? The linewidthAH = (16m/3)(Acwa/c?)¥? amounts to  Magnetization vectors of neighboring domaliig; andM oz,
about 0.4 Oe A=2x10"° erg/cm is the exchange-coupling Which are initially antiparallel to th&” axis, acquire identi-
constant Therefore, the ferromagnetic resonance line iscal components along the” axis in the fieldH. Precession
strongly broadened and, therefore, was not resolved in thi# the fieldh=eg,.h creates an rf magnetization. Averag-
measurements. ing of the rf componenin,,» over many domains would lead
The component,,» (., in the cylindrical coordinate to the disappearance bf, an_d the emf induced by it. There—
frame attached to the wirés responsible for the field con- fore, our results together with the results presented in Ref. 2
version under investigation. It is proportional to the productProvide evidence that the samples which we used are too
cos®sin®,. Hence it follows thatu,., vanishes when short for the formation of a domain structure.
H=0 and wherH=H,. In fact, in the absence of the field
H, the vectorM, is oriented along th&"” axis, and the rf
field h does not excite precession. In the other limiting case4 CONVERSION COEFFICIENT
where the magnetizing field is great, the axial component
of the variable magnetic momemt,, is equal to O, since
only m,» andm,» are excited.
The measured conversion coefficient is, in fact, vanish

(,UM>Z)0>(,UA>Q)H . (10)

In magnetizing fields that are weaker than the effective
anisotropy fieldH 5 the axial rf current, excites the mutu-
ally coupled fieldsh, ,e, andh,,e, . These fields excite an
emf in the coil coaxial to the wire. The magnitude of the emf

ingly small WhenH 2_0' but in fields exceedlnbiA it gradu- is proportional to the component of the surface resistance
ally decreases with increasigjrather than vanishes. In ad- <.,

dition, when the magnetization is reversed, hysteresis is
observed in a range of fields exceedind.5 Oe. These two (Rs);,=Rely,= Re\/w,ﬂ/4wi 0 SiN¥,C0SY,. (12
experimental findings provided a basis for introducing the . . .
effective angley, which is a measure of the deviation of the Here ® 1S the cm_:ular frequency of the rf field, an@¢
easy axis from the direction normal to the wire ag. 3), = {yrz 1s the off-diagonal Eor.nponen-t. of the. surface imped-
into the formulas describing magnetostatic equilibrium. Thed"ce tensof. The value ofy is specified using7) by the
nature of this angle can vary. Technological factors whichfelation
cause the easy axis to have just such an orientation cannot be
ruled out. Another explanation can be based on features of
the magnetic structure of a conductor of the composition _ oM
under investigation, particularly on the existence of an inner 4=
core with longitudinal magnetization. The magnetic charges
appearing on the ends of the wire create a scattered field, in The experimentally realized active part of the system,
which the magnetic moment of the shell acquires a direction.e., the segment of the ferromagnetic wire and the conductor
differing from the circular even in the absence of an externakhort-circuiting the waveguide line, comprise a system which
field. Of course, this is a qualitative explanation. A rigorouslacks azimuthal symmetry and requires a tedious description.
treatment of the internal magnetic structure is associate&or simplicity, we consider a short-circuited coaxial wave-
with considerable difficulties and is beyond the scope of thigyuide with a sample serving as the central conductor. After
paper. We note that to describe the measurement resultsadbtaining the conversion coefficient, we see that this simpli-
was sufficient to introduce a small angfeequal to—0.1 fication is justified.
rad. The conversion coefficient is proportional to the ratio of
Both conversion schemes, viz., current in the wire intothe energy absorbed by the wire in the required mode to the
current in the coil and current in the coil into current in the energy absorbed in the waveguitfe:

Mzp= Mhyrzn= t SN COSY,

waCOZ O —iaw—w?lwoy
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—ZO-D 0oag

C
fzw:E(Rs)ﬂpl JLhi[ReZIZ]_l' (13

Here h,=h,(a) is the amplitude of the magnetic field
strength on the surface of a wire of radasThe integration

is carried out over the contoulr of a cross section of the
wire. The integral in Eq(13) equals &r1%/ac, wherel is the
amplitude of the rf current. The energy absorbed in the
waveguide and the source is proportional to the real part of
the impedance Ré~R;+ReZ;,,, whereR, is the resis- P T ) ,
tance of the coaxial transmission ling,,= —iZtan(,l) is -1.5 -0 05 00 05 10 LS

the input impedance of the short-circuited segment contain- H, Oe

ing the sampleZ.= (2/c)(k,/ko)In(b/a) is the characteristic FIG. 4. Theoretical(1l) and experimenta(2) dependences of the power
impedancek, is the longitudinal wave numbeko=w/C,  transmission coefficient on external field. Half of a magnetization-reversal
andb is the radius of the outer coaxial conductor. For ourcycle is showny=—0.1, «=0.05, andw/27=50 MHz.

short wires tark,l) ~k,l. Taking this into account, we write

the following expression for the conversion coefficient:

whereC is a fitting parametdr This dependence corresponds
&,0= (Ry) ;oKo[ Zo—a Re(ik,)In(b/a)] . (14  well to the measured dependenceTaf
he | deis ol q he followi At a zero value ofH the calculated conversion coeffi-

The lowest mode is close to a TM mode. The following ;jo ¢ \anishes. Although the measured value is very small
expression for its Iong|tu_d_|nal wave number was derlved Nabout—55 dB), it is still finite primarily because of distur-
Rﬁf' 11 ur.1der the conditions of a strong skin effect, I-€-pances from the primary circuit. The high-field portion of the
when o<a: theoretical curve faithfully reproduces the change in the

2 .2 . = . 1 character of the dependence appearing when the magnitude
kZ—k0{1+(1+|)50\/;5|n2ﬁe[2aln(b/a)] b @9 of the magnetizing field passes through the magnitude of the

whered, = c/\2mow. It was taken into account here that for effective anisotropy field. For this reason, it was necessary to
large values ofy the diagonal component of the magnetic introduce the angle of deviation of the easy axis from the

bili _ ~7 SirPd circular directiong.
permeability i, = pzrz= p SN . Figure 4 presents only half of a magnetization-reversal

T_h_en we obtain the final expression for the conversmncycle' The introduction ofy naturally permitted the descrip-
coefficient tion of the hysteresis observed upon complete reversal of the
= magnetizatior(Fig. 2). In fact, upon demagnetization a tran-
§2,=Re(1-D) \/;smﬁ cos?] sition to metastable states is unavoidable when the magnetic
i T o -1 moment vector passes through the easy axis. Inasmuch as the
*{P+RE(1 |)\/;sm21‘}]} ' (16 value of ¢ is primarily the result of the technological treat-
whereP=(a/l) J87a/w In(blag) anday is the radius of the ment of the sample, we shall regard it as a fitting parameter.
central rod in the coaxial transmission line. The dependence of the conversion coefficient on exter-
The conversion coefficient depends weakly on the geonal field is very sharp at small fields. This can be of interest
metric configuration of the electrical circuit outside the wire. from the standpoint of creating rf magnetic field sensors.
This dependencpx=In(b/agy)] reflects the dependence of the We express our thanks to I. Morozov and T. Furmanova
characteristic impedance on the geometric dimensions whicfor their great assistance in setting up and performing the
are transverse to the wave vector. experiment.
This work was supported by the Russian Fund for Fun-
damental Research.
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A model is proposed for the ion-induced sputtering of a metal in the form of large clusters with
a number of atomdl=5. The model is based on simple physical assumptions and is

consistent with experiment. As an example, calculations are made of the relative cluster yield as
a function of the number of atoms in the cluster as a result of the bombardment of various
metals by singly charged 5 keV argon ions. A comparison is made with experimental data.
© 1999 American Institute of Physids$1063-784£99)01103-4

1. INTRODUCTION potential? The characteristic oscillation period Ts= 27/ w.
r{A\Iso, let the velocity of an incident ion be such that within

Studies of the sputtering products of a metal under io i ) .
P gp e time 7<T the ion (or a fast recoil atomundergoes a

bombardment are interesting from both the fundamental anH'r number of collision it moves in the metal and
applied points of view. Applied aspects mainly involve tech- a ge;t tuh rﬁ tOIC(: ;0 S asir vories m ?n _e a ,har i, asa
nological applications in microelectronics and in space an(fesu » the metal atoms acquire various momepiawhere

fusion technologies. Fundamental aspects are associated Wﬁ]’PEIS. the atom. The |nequaI|t7y_<T aIIovys us to formulate
the development of the physical mechanisms for sputterin Is differently: the result of an ion passing through a system

which reflect the dynamics of the evolution of collision cas-éf oscillators reduces to the instantaneous and _simulte_meous
cades in irradiated targets having a specific internal structuré_r":meer of thi mor_ner;]tumqi bto each _”oscnlator !(
Sputtering has been the subject of numerous publicationf% rlwzard ;NJ:)ﬁX)\;eetrhe:tl :;Ittr? n(llji] 1e2r of OSJ\?; Ztrers?l%Qg
(see Refs. 1 and 2, for exampl&puttering products consist be i d dent and all (?.' i e I babl

of various numbers of target atoms, although the vast majorl—0 eh|_n (te)t)er:( e? and all directions equally probable.

ity of these are usually isolated neutral atofsee Refs. 3 se ;—ralfe agca c?usNteartﬁ‘)m;IIThaeyartT)?xse ﬁ;vzqhznggym%rgg?/_
and 4, for instance The theory of sputtering based on an a Fe) momentunk/N so that the total momentum of the clus-
analysis of isolated target atoms is well-develdpeahd re- gr is k: 2) the kinetic energy of the block as a whole is
lies to a considerable extent on thetﬁ']so-called cascade Sputtés?fjﬁ‘icieryn to overcome the bi%}ling energy of the cluster with
LZ?I nrge(i::fir;::rr; Or)r:]tq)pgfsetevgycjsrlgr;no r emﬁgzﬁglsgrsggi S:;tm Sf[h(—_z rem_ai_ning metal;)3the energy of the excited oscillators
(clusters are currently under discussibhsince they do not is insufficient to break up the block.

satisfactorily describe the formation of large clusters with a | Itl 'St etasmst ;Obl.Jl.Ste aftc;]uantum—rrlecha;]m%al approacz tto
number of atomdN=5. Hopes of performing calculations caicuiate the probabiiity of these events, which correspond to

“from first principles” now rest on computer simulation us- ;Ehﬁ Eornrel?ted d?t?nchnfllent Ci)lfl ? ?Iov(\:/:(ll %f a;ton:s. 'I;]r:edwave
ing molecular-dynamics methodsee the calculations re- tE ¢ rodo ta ?:ﬁde\l wov ofscn ?i ons fthe epi”ester eTr?s
ported in Ref. &, but this of course requires a good knowl- € product o ave functions ot the oscifiators. the

edge of the interatomic and ion—atom interaction potentialé’;lrbltrary state of a three-dimensional isotropic oscillator hav-

and the structure of the solid. In addition, these calculationd9 the numbe (ith atom and the average momentikfiN

are technically highly complex, especially as the number oiw'” be described by the wave functién
atoms in the cluster increases, and this necessitates making
approximations which lead to insufficiently controllable re- exy{i—r
sults. N
In the present paper we consider a model of metal sput-
tering in the form of large clusters withN=5 based on The latter can be characterized by the three quantum num-
simple physical assumptions, which agrees with experimenbersn;,, n;,, andn;,, which are such that the energy of the
state can be expressed in terms of the principal quantum
2 MODEL numbern; = n;,+n;, +n;, as follows:

|nix vniy iniz>- (1)

Let us consider a body formed of atoms, each situated in 3
an oscillator well of depths and having the natural fre- e _:w(ni+_
guencyw. In other words, we shall use a truncated oscillator : 2

k2

+ .
2mN?

2
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Before the momenturg; is imparted to an oscillator, it 11 N K\ 2"
is assumed to be in the ground st&@0,0). If the momen- W&”):m — > (Qi— N)
tum g; is instantaneously imparted to the oscillator, the prob- [2a% =1
ability of observing any of the degenerate statBshaving N 2
1 k
the energy(2) has the form Xexp, — — o— i 7)
2a2 i1 N
W, = 2 [(Niy Ny iyl This is th(_a probability of a c;luster dfl atoms escaping
T onpcHniy T nig=n; as an entity with the momentuknin the state of excitation.
Equation(7) is then summed over all states of vibrational
><exp: (ql )r|0 0,02 (3)  excitation of the cluster up to a certain numiogy at which
the energy stored in the excited oscillators is sufficient to

o break up the cluster. A sufficient condition for this is
where the summation is performed over all valuesngf,  n~ 5/, under which the oscillation energy of all the oscil-

niy, andn;, with the assigned sumy, +n;y+n;;=n;, andr  |ators is sufficient to eject a single atom from a well of depth
denotes the oscillator coordinates. 5. Thus, we need to calculate

Fermi's result$ are used to calculate the square of the

matrix element(3) and for summation(see also Ref. )8 W B % Wi

Then, the probability of observing thigh oscillator (th N(nO)_n:O N

atonm) in any state with the principal quantum numimgrand _

the momenturk/N equals whereny>1; therefore, we take the sum in the form

o1 “1 n
1] 1 K\ 2" 1 K\2 fx)=e Y —x"~e*Y —lx”exp{——)
W, = (qi— —) exp, — _<qi_ _> , n=0 N: n=0 N No

i m ﬁ N 2a? N
(4) :ex;{x EX[{_i)_l ]~exp{—i]. (8)
Ng No

Thus,

wherea?=me andm is the oscillator(atomid mass.
If we have a system of oscillators, each of which is

excited as a result of the instantaneous transfer of the mo- 1 1 N k\2
mentuma;(i=1,2, ... N) with the probability (4) to any Wy(no) EXP{ o (ql ) ] 9
state having the principal quantum numben;(i 0207 i=1

=1,2,... N) and the same momentukiN, the probability The probability(9) should then be averaged over all pos-
of observing a system & oscillators in any state having the sible values oft;(i=1,2, ... N). For the distribution ofy;
energy we naturally assume that ai| are independent, but that the

directions ofg; are equally probable, and we take the average
over the angles of the vectogs

qul quz qN
N . . . WN(nO)_f f .- f Wy (no)
wheren=3,;_,n;, moving as an entity with the momentum

k=N(k/N) has the form B( k)z ,3( k)z
. oo |-oo g o x|

k2

E,= MmN’ 5

N3
w| N+ §+

N
1 k)2 =
ok I 5 ,
ny+no+ ... +ny=n | 2 qIN n
1 k 21n2
el i (10)
@ whereg=1/(2a?).
1 K\ 2™ 1 The following calculations are simplified appreciably, if
X ... X _2(qN_ N) — we assume that aff; have the same length, i.¢g;| =q. This
2a Mg Nyt implies that, on the average, &l have the same magnitude
1 N K\ 2 but are randomly directed. Then we have
X ex ——zz(ql ) , (6) B K\ 2 B K\2) N
o ool 4] -2l
— Ng N N N
L i Wn(no) = K .
where the summation is performed over all possible values 4q— B
of ny, n,, ..., ny under the conditiom;+n,+ ... +ny N ng
=n, wheren has the meaning of the principal quantum num- 1D
ber of a system oN oscillators(in our case, a cluster df Formula(11) describes the probability of a cluster Wf

atoms. As a result, we have atoms escaping if the kinetic energy of the cluster is suffi-
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FIG. 2. Relative cluster yiel&Y as a function of the number of atorhsin
Scluster for an aluminum target bombarded by singly charged 5 keV argon
ions: O — theory, Eq.(19), ® — experiment, curve — power law.

FIG. 1. Relative cluster yiel& as a function of the number of atorhsin
cluster for a tantalum target bombarded by singly charged 5 keV argon ion
O — theory, Eq.(19), ® — experiment, curve — power law.

) o _ where the exponent depends on the cluster shape, we can
cient to overcome the binding energy Nfatoms with the g4y clusters of different shagether than spherical, for
remaining metal atoms. ThIS. binding energy is prOPPVF'O”a\/vhich »=5/6) by varyingv.
to the surface are& over which the block o atoms is in Next, in order to obtain the probability of a cluster Mf
contact with the remaining metal. We assume that it is &oms being detached as an entity, we need to integrate the
hemisphere with its center lying on the surface of the metabrobability (11) over all possible values d, i.e., with the
before sputtering. The radius of the hemisphere is clearly.qndition |k|>koy and k directed outward, which corre-

related to the number of atoms in the cluster: sponds to a solid angle equal tor2
1/3
Ru=|N7 4| - 12 W)= | Wtno k= [ 2mkdk (o).
[k|>kon k>kon
whered is the number of atoms per unit volume. (17

Then, the binding energy of the cluster, which is propor-
tional to Sy, is given by

3 2/3 yﬂ
UN:O-SN:UZWRlz\j:(T(m N2/3= sN2/3, (13 10
-7
where 6 has the meaning of the binding energy per atom. 0
After overcoming the binding energy, a cluster which 072
has acquired the momentukn before detachmentbefore
overcoming the binding energwvill move with the kinetic w77
energyTy given by Y
2 10
TN:m —oSy. (14 10"5
Setting Ty=0, from Eq. (14) we find the minimum 0
value ofkyy above which the cluster can overcome the bind- .,
ing energy: 0
kon=[2mNoSy]*2=[2ms]2N*0=k N6, (15) 10°°
1 -9
wherekgy;=(2mé) 2 has the meaning of the minimum mo- 0 bl e 4

: o N
mentum needed for the detachment of a single atom. 7

Note that having rewritten expressi¢h5) in the form FIG. 3. Relative cluster yielt as a function of the number of atorhin
cluster for a silver target bombarded by singly charged 5 keV argon ions:

kon=Ko1N”, (16 O — theory, Eq.(19), ® — experimert, curve — power law.



326 Tech. Phys. 44 (3), March 1999 Matveev et al.

Y TABLE I. Value$ of the binding energy (eV) and the variable parameter
700 g (a.u) for various ion—target combinatior( keV Ar* bombarding ions
10‘7 Target Binding energy, eV q, a.u.
-2 Ag 2.96 200
" Al 3.34 120
70-3 Nb 7.47 400
” Ta 8.65 550
17
07’
w0t less probability(11) less than unity gives an unnormalized
-7 dimensional probability. However, this is unimportant be-
w0 cause the relative probabilities of the escape of clusters with
0? . various numbers of atoms are usually measured experimen-
10-9 [ ta”y
_m In addition, it should also be stressed that we have con-
10 sidered the ejection of large clusters witt»1, which, ac-
0"k Lo . cording to our model, are formed in the early stage of evo-
7 10 N lution of a collision cascade. Whereas the entire evolution

FIG. 4. Relative cluster yiel& as a function of the number of atorhsin perlod of a cascgde' mUSt,be taken into account to calculate
cluster for a niobium target bombarded by singly charged 5 keV argon ionsthe total sputtering(including small clusteps to make a
O — theory, Eq.(19), ® — experiment, curve — power law. comparison with experiment, the probabil{y9) should first
be normalized to the probability of the detachment of a clus-
ter with N=5 (more precisely, anil=5 can be selected but

By integrating(17), we can reduce the probability to a N=5 is more convenient for our purposes
form in which the expression in the integrand has the mean-

ing of the spectral distribution of the clusters over their ki- _V_VN(no) 20
netic energyTy, for which we rewrite Eq(14) in the form N_V_V5(n0) ' (20
_ 1 2_ 12 The experimental data should also be normalized simi-
Tn= (k" —Kon)- (18) . ,
2mN larly. Then, if necessary we can convert to any convenient

arbitrary units. We obtained the calculated data plotted in
Figs. 1-4 in just this way together with the experimental
results presented in Ref. 3. For the calculations we assumed
that q is a variable parameter. Table | gives values of the
binding energys (eV) and the variable parametera.u) for
various ion—target combinations.

Thus, as in Refs. 1 and 2, we conclude that the mecha-

As a result of a replacement of variables in Etj7), we
obtain the final expression for the probability of the detach-
ment of a cluster oN atoms

V_VN(no)ZZWf kmN dTN
0

exp{ 3 E(q_ E)z] —exp{ B q+ E)z] N nisms responsible for sputtering in the form of small (

Ng N Ng N <5) and large N>5) clusters differ substantially. Whereas
X k B ' small clusters are formed either directly as a result of being
4qﬁ n—o knocked out or as a result of the merging of isolated atoms

(19) (or smaller clustepsover the entire evolution time of the
B B o ~,  collision cascade(usually =10"'* s), large clusters are
where k=y2mNTy+(kon)®, B/No=(2mé) "=(ko) %,  gjected as an entity in the early stages of evolution of the
a_n_d a lower limit is imposed on the valuesa@by the con-  giision cascade<€10 13 9).
dition for cluster detachmem g?/(2m)= (kon)?/(2mN) or,

1
in accordance with EG15), =Ko, /N®. . YNevertheless, we assume that all the levels are equidistant. Clearly, this
Thus, we have calculated the probability of a cluster equivalence is only impaired near the truncation boundary, and if the num-
becoming detached as an entitylock) without the atoms  ber of bound levels in this potential is fairly higand we shall assume that
changing places with one another. If we also take this pOSSi-the number of levels is-10°—1C), the deviation from equidistance is

e s . insignificant.
bility into account, it leads to the appearance of a small pa‘z)ln order to avoid any misunderstanding, we stress that the funttjois

rameter corresponding to overlap of the oscillator functions ot the state function of the continuous spectritrancated oscillator po-

centered at different points. Thus, we can neglect these perientia) of an isolated oscillator but merely reflects the fact that any given

mutations. oscillator, being in the bound stae;, ,n;, ,n;,), moves as an entity with
the average momentukYN together with the remainingN—1) oscilla-

tors. Here and everywhere below, we use the atomic trits,=e=1.
3. COMPARISON WITH EXPERIMENTS

|.t should be noted that.the procedure for intggratiqg OVEripyndamental and Applied Aspects of Sputtering of SdRisss. trans.,
d3k in Eq. (17) or overd Ty in Eq. (19) from the dimension- Mir, Moscow (1989 399 pp].
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Vavilov—Cherenkov effect in a chiral waveguide
K. A. Barsukov and A. A. Smirnova

St. Petersburg Electrical-Engineering University, 197376 St. Petersburg, Russia
(Submitted March 25, 1997
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The Vavilov—Cherenkov radiation appearing in a circular regular ideal waveguide with a chiral
medium is considered. The features of the emission spectrum excited by a charge moving

along the waveguide axis are investigated. Expressions for the energy loss of a moving charge are
obtained. ©1999 American Institute of Physid$1063-784299)01203-9

The electrodynamics of chiral media have been actively ~Then, due to the symmetry of the probleny,,
discussed in recent yeafsee, for example, Ref. 1, and the =¥, ,(r), and the field vectors can be expressed in terms of
literature cited therejn Here, special interest has been notedthe potentials by the following relatiofs:
in the application of chiral media in the microwave range.

Egtriceaisslsei,ntr\}faieeatu_res of the propagation of electromag- g — _ IE @ %(\le/%%'i_ Vo, /%3,
guides with various configurations were v

investigated in Refs. 2—4. One of the effective excitation 1 © 3

methods involves utilization of the Vavilov—Cherenkov H, ==Velu— _(\le/}‘i_\PZw/%E)i
effect® The features of this method for exciting waveguides 2 v ar

are explored below in the example of a circular waveguide K 9

with a chiral medium. Eue=> 70 (— Ny, /a4 0, Wy, 1 x3),

Let us consider a regular waveguide with a circular
transverse section of radias whose axis coincides with the ik P
0z axis whose transverse section lies in #@y plane. The Hop=—% slﬂa—r(nl\lflw/for n,W,,/%3),
waveguide walls have infinite conductivity, and its volume is
filled by a chiral medium, whose material equations canbe g —(w, +W¥, )/2,
written in the fornt

H,=ivelu(Vq,+¥,,)/2, (4
_ , _wherex; ;= (wlv) oy ,, 01,=\B?n%,— 1, andB=vlc.
wheree and u are the dielectric constant and the magnetic We shall seek the solution of the problem in the form of

pern;eab_mty ﬁf the medium, ‘?‘?ﬁ Is the chlral|t3|/ pz_;\rarreter. the sum of the partial solution of the inhomogeneous system
point chargeq moves with a constant ve ocityalong of equationg3) for an infinite chiral medium and the general
the waveguide axis, creating a charge density and a Curre@[‘)lution of the homogeneous systef®, assuming that

densjty of the.formozqé(z—.vt) 8(x) 6(y) andj=pv or, in Bn,>1, Bn,>1, and
the time-Fourier representation,
q ® Vi, = iq/ 7\ ule 2 ol onf Kol o)+ ag 2do(1,4).
pw=%exr{ —i ;z) S(X)8(Y),  jo=poV. 2 5
The first term in(5) describes the field of a charge in an
A convenient technique for representing fields is to in-jnfinite chiral medium and is found as in the case of ordinary

troduce the potentialsassociated with field sources using the achiral mediasee, for example, Ref)pand the coefficients
equation a,, are determined from the boundary conditions on the

. waveguide walls
A’\Ijl'zw“l‘ k2n§'2\1,1’2w:477 S/ILH g

D=¢E—iyxH, B=uH+ixE, (1)

) E,,=0, E,,=0 at r=a. (6)
X{—1ny wlvp,+KlCny gz},
The corresponding substitution @b) into (6) permits

3 satisfaction of the condition§s) and determination of the
wherek=w/c, ny,=n=y, n=epu, the subscript 1 refers unknown coefficientsy; , in the form

to the upper sign, and the subscript 2 refers to the lower sign. ar o= A IA @
The dependence of all the quantities oim the form of the 12721215
factor expt-i(w/v)2) is omitted here and below. where
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A=Jo(212)J1(38) N /354 Jo(228) Iy (31@2) N1 [3¢1,

‘lflyz(r,z)=fc\lflyzw(r)exr(—iw/v(z—vt))dw, (11)

tS)
. — 2 where the integration contouris chosen along the real
Ar=—ialmyulello[{x1/nKo(x,12) axis with circumvention of the simple poles specified by the
+ 25IN,K o 228) Y1 (@) Ny [ 2 zeros of the relatiorf10) and with the circumvention direc-
tion dictated by the emission condition. It is also assumed
+{x1K1(31@) — 2K (%28) }o( %28) ], that the insulator does not have dispersion. This assumption
s ' 2 usually holds well in the radio-frequency region.
Az= —ialmyulelle[{x1/nKo(x12) Performing this integration by substitutir(§) into (11)
+ %ﬁlnzKo(%za)}Jl(%za)nllxl and calculating the residues, we obtain
+{x1K1(31@) + 2K 1 (%28) }Io( #18) ] ©)

(Jo(%zma) 1)

\I,l(riz):z Fm JO(%la) -

m

The Vavilov—Cherenkov radiation in a chiral wave-
guide, as in the ordinary case, has a discrete spectrum, which
can be determined from the conditidn=0 or from (8):

%1N2Jo(218)J1(%28) + 2,1 Jo( %2a) J1(1a2) =0.  (10)

m 1)' (12)

J
Wa(r,2)= 2 F| 3 0~
The complete expression for the potentids , is found m 0%72m

using inverse Fourier transformation: where

q

™ a26{31(1m@) I3 (22m@) (821N~ 1) 010 — Jo( #1mB) Jo( %2md)

and the summation is carried out over @] the numbers of At small values ofy (10) can be expanded into a series
the roots of Eq(10). in y for a quasi-TM field far from resonance with consider-
The expressiorni12) together with(4) completely speci- ation of the proximity of the Cherenkov frequencies to the
fies the field of a moving charge in a chiral waveguide. Forachiral case, and with accuracy 6 we have
the case ofgn;>1, Bn,<1, we must replacecr, by x; 2/ p22
i , L BB N +1)
=ix, ando, by o,=i0, in Egs.(5)—(12). X )
As can be seen frorfiL0), in the general case a charge 20
moving in a waveguide excites hybrid waves, which canwhere
separate into quasi-TE waves with a longitudinal component Vo
of the electric field proportional tg at small intensities and won=— L JBn?-1, (14)
into quasi-TM waves with a similar feature in the longitudi- o
nal component of the magnetic field.

(13

Wm=wom| 1

and vg,, is themth root of the equationq(vgn,) =0.
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Similarly, for the second group of moddguasi-TM jectory can be found most simply, as usual, from the decel-
modes the relation(13) has the form erating force exerted by the radiation field acting on the
B2(Bn2+3) charge:dW/dz=qEZ|erg. Two cases should also be distin-

wr’nzwém( 1+ TX2>, (150  guished here. In the first, which is defined by the conditions

Bn;>1 andBn,>1 and thus corresponds to two Cherenkov
wherew(,=V wom/ac anduqn is themth root of the equa-  cones in an infinite chiral medium, the expression for the

tion J;(wom) =0. losses has the form

The computer solution of Eq10) provides the depen- dw q (Jo(%1ma) — Jo( %2ma))?
dence of the frequencies of the quasi-TM and quasi-TE E:_§% M Jo( #1mA) o Xomd)

modes ony. For small values of the chiral effect will be
appreciable at the emission threshold whem=1. As an In the second case, whegn;>1 andgn,<1 and only

illustration, Figs. 1 and 2 present plots of the frequency ofohe Cherenkov cone is generated in an infinite medium, we
the Vavilov—Cherenkov radiation as a function of the chiral-have
ity parametery for the lowest quasi-TM and TE modes, dw q2

(16)

[ d 2 (solid o , (JO(%lma)_\]O(%éma))z

respectively,n=3, and 0=1x10"2 (solid curvg, 1.14 92- 2= Fm ,

X 10~? (dashed curve and 1.26< 10" 2 (dot-dashed curye m Jo(#1m@) Jo(2%5ma)
The energy losses of a charge per unit length of its trawhere

F! a 17

" @2e{31(x1m@) 1 (25m@) (820105~ 1) 0105 — Jo( #1m@) | o %pmd)

and x;,a and »,,a are roots of the equation wherem is the number of the root of the equatidg(x,a)
=0.
Jo( %1a)| 1(%éa)n2/%é+ I O( %éa)\]l( %1a)n1/%1: 0

Figures 3 and 4 present the dependenca?ofW/q?dz
on the chirality parameter of the lowest quasi-TM and

quasi-TE modes ony for n=3 and 0=1%x102 (solid

curve 1.14x 1072 (dashed CUI’V)E,‘ and 1.26< 1072 (dot- INader Engheta, Dwight L. Jaggard, and Marek W. Kowarz, IEEE Trans.
L . : . Antennas Propagi0, 367 (1992.

dashed curve It IS_ Seen th_at upon passage to the achiral Cas€jan A. M. Skein, IEEE Trans. Microwave Theory TediTT-38, 1488

(x—0) the TE field vanishes, and only the TM mode re- (1999.

mains. 3Cornel Eftimiu and L. Wilson Pearson, Radio S2#, 351(1989.

In the limiting case ofy—0 formulas (16) and (17) 4§igh§éd3|—écl>ll(ifggjr), Vasundara V. Varadan, and Vijay K. Varadan, Radio
ci. 26, .

transform into the familiar expression for an achiral medium 5v. |. Kanavets and A. N. Sandapov, Itogi Nauki Tekh. No. 17,8985,

5 57, P. Khan, J. Phys. A, 246 (1970.
qw 2q 7C. Muzikar, Czech. J. Phys, 9 (1955.

d- 2.2, o\
dz “ a eJi(%ma) Translated by P. Shelnitz
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Influence of nonparallelism of the surfaces of a piezoelectric layer on the frequency
band of an electroacoustic piezoelectric transducer

V. V. Petrov and S. A. Lapin

N. G. ChernyshevskBaratov State University, 410071 Saratov, Russia
(Submitted May 19, 1997
Zh. Tekh. Fiz69, 72—-73(March 1999

The influence of nonparallelism of the surfaces of a piezoelectric transducer on its impedance
and frequency band is analyzed theoretically. The model of a wedge-shaped piezoelectric
layer taken for the analysis consists of a sehqflane-parallel elements arranged in succession
along the length of the transducer with a gradual increase in the thickness of the
piezoelectric layer. The analysis performed demonstrates the possibility of significantly expanding
the band of working frequencies of a piezoelectric transducer when its electroacoustic
conversion efficiency is reduced. In some cases, however, a decrease in conversion efficiency
can be employed to optimize an acoustic device, for example, in creating a filter-type
piezoelectric transducer, where electromagnetic energy is converted into acoustic energy
successively from one cell of the filter to another. The proposed method for expanding the
frequency band can be useful, for example, in creating high-frequency acousto-optic

Bragg cells. ©1999 American Institute of PhysidsS1063-784£99)01303-3

A method for expanding the frequency band of acoustoment of the wedge-shaped transducer as a set jpfane-
optic (AO) Bragg cells by employing a multielement trans- parallel elements, which are arranged in succession along the
ducer with several variable parameters, viz., lattice spacindengthL with a gradual increase in the thickness of the pi-
electrode length, and thickness of the piezoelectric layer, wagzoelectric layer from the minimum valulg to the maxi-
discussed in Ref. 1. The derived frequency dependence @hum valueh, and are connected electrically in parallel. The
the spacing in the multielement structure required for “ex-impedanceZ of such a transducer can be found as the recip-
act” autotuning of an acoustic beam to the Bragg angle in ariocal of the sum of the complex conductanégsof all n
assigned frequency range was described in that paper. Undelements
such an approach the constraint on the AO interaction length 1 1 1
is removed, suggesting a possibility for significantly increas- 2= STy T 4. 1 =R+jX, (1)
ing the diffraction efficiency. It was theorized that the fre- =1 > = > i
guency band of a piezoelectric transducer could be matched =14 =1 RF)X

=
to the AO interaction band by varying the thickness of theyhereR andX are the active and reactive components of the
piezoelectric layer in addition to the spacing of the structurgmpedance of the transducer a#dis the complex imped-
along the length of the transducer. In this case the region ofnce of thdth element.
maximum conversion efficiency of the piezoelectric corre-  The question of finding the radiation impedance of a
sponds to the portion of the lattice which provides for exci-plane-parallel transducer was considered in Ref. 2. The fre-
tation of an acoustic beam in the direction corresponding t@uency properties of the transducer are determined mainly
the Bragg condition. The present paper examines the influsy the active component of the conversion impedance. Fol-
ence of nonparallelism of the planar faces of a transducer olowing the results of Ref. 2, we write the expression for the
its working frequency band. -

Figure 1 shows a model of the wedge-shaped transducer
analyzed, which consists of piezoelectric laylerwhich is
confined between metallic electrodes of finite thickness, viz.,

superlayer of thicknessp and underlayeB of thicknessg, R
which is in acoustic contact with isotropic sound conductorgl h,l z Py
4. 1t is assumed that the length of the transducer and its

width b (in the direction perpendicular to the wedge-shaped r I 1 J T
cross section; not shown in the figurgignificantly exceed L

its thicknessh, so that the model can be considered one-
dimensional, i.e., only the component of the electric fiEld 4
directed perpendicularly to the surface of the crystal may be
taken into account. Such an assumption also permits treatG. 1. Geometry of a wedge-shaped transducer.
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dimensionless active radiation resistaf& for theith el- HereB:(Zﬂ-f/VZ) is the propagation constant in the piezo_
ement electric,f is the frequencyy, is the velocity of sound in the
R 4k? piezoelectrick is the electromechanical coupling coefficient,
X~ mFai : (2 andF,; is defined by the relation
|
h; h; z hi\ |2
sir? AN sin Al coga gh)+ =Zsin(agh;)co AN
2 2 Zo, 2
Fai = 2 2 1 (3)
(Zo2/ Zo)) M +(Zoal Z2)N;
|
where electric capacitance of theith element. Here C,
. =¢g0g,S /h;, wheregy ande, are the absolute permittivity
Mi=(Zos/ Zop) Ai sin(b; Bh;) + B; cogb; gh;), of free space and the relative dielectric constant of the piezo-
) electric, andS;=bL/n is the area of théth element of the
N;i=A; cogb; Bh;) = (Zo2/ Zo3)B; sin(b; Bh;), transducer. Thus, the expression for the active radiation re-
sistance of théth element of the transducer can be written in
A;=cog gh;)cosa;Bhi) = (Zp1/Zpp) the form
X sin(gh;)sin(a; gh;),
a;=(v2/vy)(p/hy), Ak2v,nh,
=———Fai. @)
Bi:Sin(IBhi)COSaiﬁhi)+(Zo]_/202) w 808rb|_
X cog ghy)sin(a; gh;),

bi=(v,/v5)(g/h)) Using Eqs.(1)—(4), we can calculate the dependence of
! 2073 v the active component of the impedariReof the transducer

h; is the thickness of théth element;v; and v; are the on the frequency.

velocities of sound in the superlayer and in the underlayer;  Figure 2 shows plots oR(f) calculated for a wedge-

and Zoy, Zoy, Zos, andZy, are the acoustic wave imped- shapedtapering ZnO transducer with an Al superlayer and

ances of the superlayer, the piezoelectric, the underlayer, anghderlayer on a YAl;O;, crystal for various values of the

the sound conductor. ratioh, /h,. Curvesl-4 correspond td, /h,=1, 0.66, 0.43,

The reactive component of the impedance of the transand 0.25. The ratios of the thicknesses of the superlayer and
ducer is determined mainly by its capacitive reactancesuperlayer to the thickness of the piezoelectric were set equal
Xi=1(wC;i), wherew is the angular frequencyC; is the to p/h=0.2 and g/h=0.2, respectively. The following
physical constants of ZnO, 3Al;0;,, and Al, respectively,
were used in the calculations: speed of sofih® m/s] —

6.1, 8.6, and 6.32; acoustic wave impedaht€ kg/n?-s]
— 34.4, 39.2, and 17.1; dielectric constant and electrome-
chanical coupling constant of ZnO — 8.84 and 0.28.

The plots presented demonstrate the possibility of sig-
nificantly expanding the frequency band of a transducer by
using a wedge-shapdthpering piezoelectric layer. For ex-
ample, a comparison of curvésand4 shows that if the ratio
between the thicknesses of the piezoelectric at the beginning
and end of the transducéy /h,=0.25, the frequency band
at the 3 dB level increases from 0.8 to 8.4 GHz, i.e., by
! ) roughly 10 fold. Expansion of the band leads to a decrease in
I \ \ \ | the radiation resistance, which characterizes the conversion
N . ,' . efficiency. However, in some cases, this circumstance can be

0.0075 2.0 4.0 6.0 8.0 10.0 utilized to optimize an acoustic device. In particular, in the
fy GHz problem discussed in Ref. 1, a multielement filter-type trans-
FIG. 2. Frequency dependence of the radiation for several values of thgjucer with variable parameters can be used to expand the

thickness drop along the wedge-shaped transdinger0.5 (1), 0.4(2), 0.3 requency band of an acpusto—optic Bragg detgctor. In SU(_:h a
(3), and 0.2um (4) h,=0.5(1), 0.6 (2), 0.7 (3), and 0.8um (4). transducer the conversion of electromagnetic energy into

R, 5

0.010
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acoustic energy takes place successively, i.e., from elemetibn presented delay lines, as well as other information-
to element. In this case, the optimal conversion coefficient oprocessing devices.
one cell, which generally differs from its maximum vatue 1, Petrov, Pis'ma Zh. Tekh. Fi22(22), 11 (1996 [Tech. Phys. Lett.

and must be reduced artificially, must be realized to achieve 22, 909(1996]. _ _
the highest diffraction efficiency. 3M5 Alé(737r|(glcg9e(;/, V. V. Petrov, and A. V. Tolstikov, Radiotekh. Elektron.
The proposed method for expanding the frequency bandM. A. Grigor'ev, V. V. Petrov, and A. V. Tolstikov, Izv. Vyssh. Uchebn.

can be used to develop high-frequency acousto-optic deflec-2aved- Radiofiz28, 732 (1985.
tors or for creating broad-ban@bout 8 Hz for the calcula- Translated by P. Shelnitz
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Estimation of the concentration of complex negative ions resulting from radioactive
contamination of the troposphere

K. A. Boyarchuk

General Physics Institute, Russian Academy of Sciences, 117942 Moscow, Russia
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A model of the formation of charged particles and of the negative ions of nitrogen and carbon
oxides is proposed, and the possible concentration of complex negative ions resulting

from radioactive contamination of the troposphere is estimated19@9 American Institute of
Physics[S1063-78499)01403-9

Changes in the concentration of charged partitiess  affinity.* The negative ions thus formed then recombine with
and electronsoccur in the atmosphere under the action ofthe positive ions. An important role in the outcome of these
ionizing radiations, for example, cosmic rays, or in cases ofeactions is played by the detachment of electrons from
radioactive contamination. In Refs. 1 and 2 we estimated theegative ions during their collisions with excited air
changes in the concentrations of elementary ions durin@oleculesr’. Therefore, ultraviolet radiation from the sun or
~10 7 s, but the procedure used was not complete, since thether sources of excited molecules has an influence here.
influence of the principal atmospheric gases was not taken The negative ions of the oxides of nitrogen and carbon
into account. These variations in the composition of the atform along three main pathways:
mosphere naturally depend on the initial concentrations of

the atmospheric gases, i.e., the oxides of nitrogen and car- O*eig?’ —03 —NO, —NO;3 , (]
bon, as well as water vapor. The purpose of the present work 2

was to simulate the variation of the concentrations of ions of  e+0,— 0, —0; —CO; —NO, —NOj3 , 2)
the type NQ and CQ in the troposphere under the effects

of ionizing radiation. e+0,—0, -0, -CO, —NO; . 3

As the radiation of radioactive elementslectromag- The G ion can be regarded as the ionic complex
A

n_etlc rad|at!0n, viz.y ar_1d x rays, or fluxes of fast particles, 0; -0, [similarly, the CQ ion can be regarded as the com-

viz., a particles,B particles, protons, and neutrgrgasses a . .

through an air medium, it expends its energy on the ionizaplex G, - CO, (Ref. 8]. The reactions leading to the forma-
9 ’ P ay tion and dissociation of the Pion, i.e., G +O0,+M~0O,

tion and excitation of molecules, and the secondary electron_s02+ M, are more characteristic of the upper stratosphere,

appearing as a result of such ionization have the main effe(ﬁ1e rate of the reverse reaction-(0 5cne-s 1) being

on the medium. The energy of these electrons lies in e hor than the rate of the forward three-particle reaction
range from thermal energies to the energies of primary fa: ~10" 39

) ! cm®-s™1). Therefore, we shall consider a simplified
particles ory quanta. A large portion of the secondary elec- e of the ionized troposphere, which takes into account
trons have an energy smaller than the ionization energy,

o . bLHnly the first two pathways as the most significant.
they are capable of exciting molecules and thereby facilitat- “1he reactions between electrons and ions listed in Table
ing the dissociation of molecules or their ionization by other| gre the most probable processes. We shall assume that the
particles and electrons. The ionization of air moleculesojiision of a fast electron with a neutral molecule results in
clearly begins at an electron energy equal to the ionizatiomhe appearance of a secondary electron and either a molecu-
energy of the principal components; NL5.576 ey and Q. |ar or a monatomic positive ion and that these processes take
(12.2 e\). Dissociative ionization can occur as the energy ofpjace with equal probabilities both on oxygen molecules and
the ionizing particles increases. As a result, at the very begn nitrogen molecules. L&t/ be the probability of the ap-
ginning of the ionization of air we have the following set of pearance of a molecular ion in each ionization act, an@let
charged particles: N, N*, O, , OF, and electrons. The [cm 3.5 !] be the rate of the generation of electrons. Direct
yield of a specific species of ions depends on the energy dbnization with the formation of a molecular ion of nitrogen
the secondary electrons. or oxygen takes place predominantly in the lower layers of
Thus, positive ions and free electrons form in the atmothe atmosphere; therefore, we shall estimate the probability
sphere under the action of radiation; the subsequent developf the appearance of a molecular ion in an ionization act as
ment of the electron-ion system depends on the compositiony=0.753 The generation rates afe=N,QW/N, for mo-
density, humidity, and temperature of the air and the charadecular ions andA;=N;Q(1—W)/N, for monatomic ions,
ter of the ionizing radiation. Electrons having an energywhere N; is the concentration of the respective molecules
close to that of a thermal electron are trapped by positivécm 3] and N, =2.687x10'® cm 3 is the Loschmidt
ions, as well as by molecules and atoms having an electronumber.
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TABLE I. Principal lon-Molecule Reactions in the Lower Atmosphere.

Reaction No. Reaction a,, cnt-s ! Reference
1 e+0"—0 3.0x10712 Ref. 1
2 e+N*—N 3.0x107 12 Ref. 1
3 e+0; —-0+0 2.2x1077 Ref. 1
4 e+N; —N+N 2.9x10°7 Ref. 1
5 e+NO"—N+0 4.1x10°7 Ref. 1
6-1 e+0,+X—0, +X 2.5x10 P [enmf-s71] Ref. 1
6-2 e+0,—-0 +0 4.8x10 4 Ref. 1
7-1 e+0;—0; ~10713 Ref. 4
7-2 e+0;+0,—0; +0, 1018 Ref. 4
8 A +B"—A+B* ~10°¢ Ref. 5
9 O +0}—~0;+e 3.0x10° 10 Ref. 6
10 0, +05 —0,+0,+e 2.0x10° 10 Ref. 6
11 0"+0,—0;+0 4.0x10° 1 Ref. 1
12 O"+N,—NO"+N 4.0x10° %2 Ref. 1
13 N*+0,—05 +N 5.0x 10710 Ref. 1
14 Nt +0,—NO*"+0 5.0x10 % Ref. 1
15 N; +0,— 05 +N, ~1071 Ref. 1
16 0 +0,+M—0; +M ~1.1x1073° (M=N,, O,) Ref. 4
17 0, +03—0; + 0, 6x10°1° Ref. 7
18-1 0, +NO,—NO; + 0, 7x10°10 Ref. 3
18-2 0, +N,0—NO; +NO 2x10° 4 Ref. 3
19 0; +C0O,—CO; +0, 5.5x1071° Ref. 3
20-1 0; +NO—NO; +0,—NO; +0 8x10°10 Ref. 3
20-2 ~101 Ref. 3
21-1 0; +NO,—NO, +0;—NO; + 0, 7x10°10 Ref. 3
21-2 2.8¢10710 Ref. 3
22 NO, + 03— NO; + O, 1.2x10°° Ref. 3
23 NO, +NO,—NO; +NO 2x10° 18 Ref. 7
24 CO; +NO,—NO; +CO, 2.0x10°%0 Ref. 3

The kinetic equations of the charged particles can be Let us consider the solution of this system for the case of
written, according to Refs. 1 and 2, in the following form: Q=10 cm 3.s7! (which corresponds to the shutdown
emission level from the ventilation tube of an atomic electric
power plant®). We assume thgtN"]>[N*]. Figure 1 pre-
sents the result of the numerical solution of the systénby
the Runge—Kutta method in a time interval up to 0.1 s. We
set the natural concentrations of nitrates in the troposphere
equal to the following values: 9— 5x 10" cm 3, NO —
10° cm 3, NO, — 2x 10" cm ™3, CO, — 101°cm 33

Thus, on the basis of our simplified model, NGons
should accumulate in the atmosphere under the action of

d
T -t a3 w13 e,

d[N; i N NN TND
—— =AQ- X afINTIINT 1= &N IINT,

d[N, | _
—ar — 2 arfelNT+ X al[N;JIN]]
- - 15001
=2 &[N NG - 2 al®INy TN ] -
% 1000 <
-2 alellNy"] @ Mo
‘: 17 0\ s
= ,’ 1 X
H - i iti e S00F, 1SN
ere[N; ] are the concentrations of positive and negative , N
ions;[N['] is the concentration of neutral moleculgbt* ] is )/ ,‘7'\\3\ S o 5
the concentration of excited molecules; @ a™¢ a%! and el Y e P R g
a" are the rates of attachment, recombination, electron de 0 70-% 0.02 004 006 t,s

tachment with the destruction of negative ions, and the inter- - _ _ s

action with neutral molecules, respectively. It is not difficult FIG. 1. Temporal variation of the concentration of ioks.cm ] (1 —
: L P y- . 0,,2—0;,3—N0O,,4— NO;, 5— COy) for the case of the

to see that this system satisfies the conservation law of elegatyral concentration of nitrates in the troposphepdi@]~1¢° cm 3

tric charge in the systenﬂe]+2[Ni‘]=2[Nj+]. [NO,]~2x 10" cm~3).
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1500} The proposed simplified model is sensitive to the initial
— concentrations of CQand NQ in the atmosphere. If the
? ; Te~<l_ 3 concentration of the compounds N@ air is an order of
E 7000 P “*~~,\\ magnitude smaller than their natural content and if the con-
- 1,’ y’ T~ centration of CQ is higher, the CQ@- (H,0),, ions begin to
/A e dominate, and the formation of NO(H,O), slows. This
900 b,’ ,' \\ ,,i'—::—‘:"' result is consistent with the calculation in Ref. 11, but the
FEEARN 0,;::—’:”’ J production of the basic ions is slower in our model. Figure 2
| LGP J L f ! presents the result of the numerical solution of the sygtbm
L 077 002 004 006 t,s for concentrations of nitrates an order of magnitude smaller:

FIG. 2. Temporal variation of the concentration of ioNgcm™ 3] (1 — .NO — 10 cm 3’ NOZ —2X 101(.) cm 3 A slower_ decrease
0,,2—0;,3—NO,, 4— NO; , 5 — CO;) for the case of the in the concentrauop of ozong ions is also noticeable here,
natural concentration of nitrates in the troposphefal@]~10® cm 3, and the concentration of GOions becomes comparable to
[NO,]~2x 10 cm?). the concentration of ND ions. Hence it follows that under
certain conditions this mechanism can have an influence on
the total concentration of ozone in the atmosphere.
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Asymmetric passage of current through a laser-produced plasma plume
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Institute of High-Current Electronics, Russian Academy of Sciences, Siberian Branch,
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S. I. Yakovlenko
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The observation of the asymmetric passage of current in a plasma interrupter under certain
conditions is reported. The effect can be attributed to different temperatures of the electrodes for
the laser production of plasma in the interrupter. 1899 American Institute of Physics.
[S1063-78429901503-2

1. The current cutoffs in a plasma of metal vapors 3. The main results of the experiments performed are as
formed by laser radiation were investigated in Refs. 1-3, andbllows. When the voltage was small or the spark gap was
it was shown that the stable cutoff of current with an ampli-large, no breakdown of air occurred in the spark gap during
tude up to 10 kA is achieved under certain conditions, in-cutoff of the current and the formation of an overvoltage
cluding a periodic pulsed regime. The interest in the studypulse. Under these conditions all the energy is dissipated in
and utilization of the conductivity decreases in plasmas crethe plasma current interrupter, and the current and voltage
ated by different methods is due to the employment ofoscillograms correspond to the regimes considered in Refs.
plasma current interrupters in the development of high-1-3.
power pulse generators and in inductive energy stotage. When the charging voltage of capacit@r was suffi-

This paper reports the observation of the asymmetrigiently high U,>8 kV) or the spark gap was diminished,
passage of current pulses through a laser plasma with reakdown took place, and up to 90% of the total current
spark-gap current interrupter connected to it in parallel angassed through the spark gap. In these regimes the discharg-
offers a qualitative interpretation of this effect. ing has an oscillatory character similar to oscillogranm

2. The experimental setup is shown in Fig. 1. The lasefFig. 2, and no current flows through the plasma of the plasma
plasma was created precisely as in Refs. 1—3. Two stainlesaterrupter during the second half-period.
steel electrodeg and 3 were placed in vacuum chambgr The most interesting result in the case of an oscillatory
Potential electrod@ has a cylindrical depression containing regime is that at certain values o, (in the present experi-
an aluminum insert at its base. The output of a XeCl lasements, alU,=8kV, Fig. 2 the current in the plasma inter-
(308 nm, 12 mpwas focused through grounded electr@e rupter depends strongly on its direction of flow. It can even
onto the aluminum insert. The laser radiation led to the forbe stated that the effective conductivity of the laser plasma is

mation of a plasma, which propagated systematically frontrongly asymmetric with respect to that the direction. Asym-
electrode? to electrodes. metric current oscillations through the plasma interrupter
Unlike the experiments in Refs. 1-3, where plasma curiake place under a definite choice of conditigtiee param-
rent cutoff was investigated, in the present work an air sparieters of the discharge circuit, the width of spark gap, the
gap(SG with pointed electrodes was connected in parallel to
the electrodes of the vacuum chamber. This allowed us to
investigate the regime for switching the current from the
plasma interrupter to the spark gap upon breakdown of the
latter due to an overvoltage pulse appearing when the dis-
charge current through the laser plasma decreases. E
v

When dischargeb was tripped, the voltage pulse from
capacitorC was fed to electrod2 and to the spark gap after
the plasma short-circuited electrod2sand 3. The residual
pressure in the vacuum chamber wag0 ° Torr. The dis-
tance between electrod@sand 3 was 8.5 mm, and the gap
between the electrodes of air spark g&@ was 10 mm.
The total current and the current through the spark dggp  FIG. 1. Diagram of the experimental setup— vacuum chambe2, 3 —
were recorded. The current through the plasma interrupte f;:trzo‘\’lﬁid%fv;;'ée_p'asst(';::g‘;”Lraeggc'E;Tftfgéj_uc‘i‘;“nrggggfS:i;tfp;k
(electrodes2 and 3) was calculated using the formula gap;u, — charging voltageR;, R — resistancesD — controllable dis-
I=1—15. charger;l — total current;l , — current through the spark gap.

1063-7842/99/44(3)/3/$15.00 337 © 1999 American Institute of Physics
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laser output energy, the distance between electrddesl 3, equal to the distance between the electrodes, i.e., 1 cm, and
Uy, etc). For example, all other conditions being equal,its diameter to a value of the order of half of the length, i.e.,
when the initial voltage was increased slightby ~ 1 kV), d=~5 mm, (since the plasma expands from the depresgsion
asymmetric oscillations occurred over the course of one owe obtain an estimate of the electron denshi~2
two periods, and then the bulk of the current flowed eitherx< 10! cm™3. Next, taking the electron temperaturg,
through the air gap or through the plasma. When the change 5 eV, for the Debye radius we obtain, = \TJ47e’N,

in Uy was large, no nonmonotonic flow of current was ob-~10"° cm and for the field which ensures discontinuity of
served. On the other hand, whéh,=8 kV and the laser the plasma at the Debye radius we obtEip=T./erp~4
output energy was varied by 10%, current could flowx10° V/cm. Hence it follows for a voltagé)~8 kV (the
through the spark gap only during the negative half-period®vervoltage pulse is usually significantly greater than the
of the total current and through the plasma interrupter onlycharging voltage® that the external field can heat the
during the positive half-periods. plasma over a thickness~U/Ep~0.2 mm.

4. We attribute the asymmetric conductivity of the laser ~ According to the familiar three-halves rule, such a volt-
plasma to the following circumstances. The asymmetry irage and distance between the electrodes correspond to a cur-
the current appears mainly because of the different temperaent
tures of the left-hand3) and right-hand2) electrodegFig.

1). When the polarity corresponds to the flow of electrons 1 1 [2end?

from the plasma into electrod® a layer, in which a separa- J=——\/———U3%2~900 A.

tion of charges occurs, forms near that electrode. lons are 9m a2 VM. 4

retarded by the external field, and an appreciable portion of

the electrons can pass through the vacuum layer and reach This is consistent with the observed value of the peak
electrode3. When the current changes direction, the externaturrent(Fig. 2).

field squeezes out electrons, but cold electrdamnnot en- When the polarity from electrodgis reversed, electrons
sure sufficient emission. Near the surface of electrade depart, and the passage of current through the near-electrode
which is heated by the laser pulse and is in contact with thdéayer could be mediated by ions. However, according to the
denser hot plasma, such blocking of the electron current dodghree-halves rule, the ion current should Hm; /m.~200

not occur. times smaller ; is the mass of aluminumwhereas a re-

Let us make some estimates. If we assume that abowerse current, which is only 1.5 times smaller, is observed
20% of the energy of a laser pul$&2 mJ is expended on experimentally for the conditions in Fig. 2. Apparently, the
ionization, 4x 10 electrons and ions are generated during aobserved current is also provided by some electron emission
pulse. Setting the length of the plasma plume approximatelyrom electrode3, which can be small if the plasma concen-
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tration in the interrupter varies in response to variation of then this paper. This effect can be attributed to the different

laser output energy. temperatures of the electrodes for the laser production of
The time for formation of the blocking layer is fairly plasma in the interrupter.

short. It corresponds to the time for departure of the ions

from the electrode to a distan@under the action of the

field E~U/2a, i.e, r;=~2a+ym;/eU~5ns. This means that

the width of the layer follows the variation of the voltage on
the electrodes IA. N. Panchenko and V. F. Tarasenko, zZh. Tekh. B&. 1551 (19898
! [Sov. Phys. Tech. Phy83, 930(1988].
WhenU,>8 kV, the flow of current through the spark 2p N panchenko and V. E. Tarasenko, Fiz. Plazky1061(1990 [Sov.

gap does not depend on the polarity of the electrodes; there-J. Plasma Phy<6, 616 (1990].
fore, the conditions on the electrodes and their temperature%A. N. Panchenko, V. F. Tarasenko, and S. I. Yakovlenko, Zh. Tekh. Fiz.

. . . . . 60(10), 42 (1990 [Sov. Phys. Tech. Phy85, 1136(1990].
do not differ significantly. The differences in the amplitude 4V, V. Kremnev and G. A. Mesyatdethods for Multiplying and Trans-

and form of the current fo ;=8 kV (Fig. 2) are caused by  forming Pulses in High-Current Electroni¢@ Russiar, Nauka, Novosi-

the influence of the plasma interrupter, which is connected in birsk (1987, 226 pp.

parallel to spark gap. ®A. Quenther, M. Kristiansen, and T. Marti@pening Switches, Vol., 1
5. Thus, the observation of asymmetric current flow in a " enum Press, New York—Londda987, 280 pp.

plasma interrupter under certain conditions has been reportetansiated by P. Shelnitz
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Employment of absorbing a-C:H films in reflective liquid-crystal light modulators
E. A. Konshina and A. P. Onokhov
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The effectiveness of employingC:H films as light-blocking layers in reflective liquid-crystal
light modulators witha-Si:H anda-Si:C:H photosemiconductor layers is investigated.

The possibility of reducing the light flux penetrating into a photosemiconductor by 100 fold
using an a-C:H film with a thickness of 1um and an extinction coefficient equal to
5% 10* cm ! at a wavelength of 632.8 nm is demonstrated. 1899 American Institute of
Physics[S1063-784£99)01603-7

One complex technical problem in developing reflectivefrom silane vapor or a mixture of silane and methane in an rf
liquid-crystal light-controlled modulators is ensuring optical dischargé.
separation between the writing and reading radiations. The The optical constants of theC:H films depend on the
dielectric and metallic mosaic mirrors used for this purposekinetics of the deposition process in the glow-discharge
cannot really provide for complete reflection of the readingplasma, and their absorption coefficient can be raised by
light. A light field in the visible wavelength range penetrat- lowering the deposition rafe’ In this work the deposition
ing into the semiconductor layer adjoining the mirror is ab-rate was varied by varying the acetylene pressure in the
sorbed in it and has an effect on light modulation. This re-vacuum chamber in the range from 0.1 to 0.01 Pa or the
duces the dynamic intensity range of the images recordedCetylene concentration in an acetylene-argon mixture at a
the signal-to-noise ratio, and the sensitivity of a reflectivetonstant interelectrode voltage of 900 V. A He-Ne laser was
liquid-crystal modulatof. More effective separation of the USed to measure light absorption at 632.8 nm. The thickness
writing and reading light fluxes can be attained when a layef! theaC:H films was determined using an Mil-4M micro-
which absorbs the reading radiation is inserted between thgt€rferometer to within a relative measurement error less
mirror and the photosemiconductor. The layer employed fof an 10%. The extinction coefficient was calculated accord-
this purpose in a liquid-crystal modulator with a CdS photo-'ng.to t_he Lambfar_t—Beer law. The experimental yalues of the
semiconductor is a harrower-band CdTe semiconductor WitﬁXt'nCt.'pn coefficient &) are p!otted as a function of the

) L - deposition rate ) of a-C:H films on the surface of a
a thickness of 2um, an extinction coefficient no less than 4 . N
10° cm* at a wavelength of 525 nm, and a surface reSiS_glass/IQSnQ/a-Sl.H (or a-Si:C:H) structure in Fig. 1. As
tance of about 18 Q (Ref. 2. At the same time, it has been
reported that a “black” diamond-like carbon monolayer of
thickness lum with transmission in the visible region of the -
spectrum equal to less than 2% can be used to enhance the Q Gyl
contrast of a matrix display by depositing it on the areas " * ® (,Hy/Ar
between the matrix elements.

The present work is the first investigation of the effi- 5
ciency of the blocking of light at a wavelength of 632.8 nm 70
from a-Si:H anda-Si:C:H photosemiconductor layers using
an absorbing film of hydrogenated amorphous carbon -
(a-C:H).

Thea-C:H films were obtained using the chemical depo- g °
sition of hydrocarbon vapors in a dc glow-discharge plasma.
Previously performed investigations of the optical constants d
of films obtained from various hydrocarbons showed that the
films obtained by this method from acetylene vapor have the
highest extinction coefficient at a wavelength of 632.8%m. 0* | \ ! L 1 \ \
Therefore, in this work we used the latter to obtain absorbing 1 2 o J 4 §
films. The films were deposited at ambient temperature on v,A/s
glass substrates with preliminarily deposited layers of a
transparent conducting electrode based on indium and eposition rate ) of a-C:H films on glass substrates with layers of a

OXiqu (InSnGy) and the pholtosemiconducj[(z{-Si:H OF " transparent conducting J8nG; electrode and a photosemiconductor depos-
a-Si:C:H. The latter were obtained by chemical depositionited on them.

T T TT]
o

e, cm”
1

IG. 1. Dependence of the extinction coefficient) (at 632.8 nm on the
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FIG. 2. Dependence of the relative transmissioR) (of a thin-film
In,SnO; /a-Si:H/a-C:H structure on the thickness( of an absorbing film
with «=5x10* cm™L.
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to a significant increase in the value of the dark current and a
loss of resolving power. The changes in absorption in the
visible portion of the spectrum are accompanied by changes
in the electronic structure and the optical gap widtta-«@:H
films.” It was established in that study that the increase in the
extinction coefficient at 632.8 nma>5x10* cm™ 1) was
accompanied by a decrease in the optical gap width to
~1eV and a decrease in the resistivity &C:H films to
values of the order of-10" -cm.

It was shown as a result of the experiments performed
that the extinction coefficient &-C:H films at 632.8 nm can
be varied in the range from>210° to 2.5x10* cm ! by
varying their deposition rate from an acetylene or acetylene-
argon dc glow-discharge plasma from 1 to 5 A/s. A 100-fold
reduction in the intensity of the light passing through the
glass/IpSnQ;/a-Si:H structure used in liquid-crystal modu-
lators can be obtained using a film of thicknessgrth with an
extinction coefficient~5x 10* cm™ 1.

The employment of absorbiregC:H films to block light
in the visible wavelength range fromSi:H and a-Si:C:H
photosemiconductor layers is a new technical solution for the
problem of optical separation between the writing and read-
ing light and opens up prospects for developing new reflec-

the rate was varied in the range from 1 to 5 A/s, the values ofive light-controlled liquid-crystal modulators. At the same
« at 632.8 nm varied by an order of magnitude in the rangdime, the achievement of high spatial resolution in liquid-

from 2x 10° to 2.5 10* cm™ L.
The efficiency of reducing the transmissiom)(of an

a-Si:H layer using an absorbirgC:H film as a function of

crystal modulators based on the thin-film structures investi-
gated along with optimization of the optical absorption and
thickness of the light-blocking-C:H layer calls for optimi-

its thickness @) is illustrated by Fig. 2. When the thickness Zation of its electrical properties and matching them to the
of ana-C:H film with «=5x10* cm ! was increased to 1 Pproperties of the photosemiconductor.
um, the transmission of the structure at 632.8 nm decreased

by more than two orders of magnitude relative to its initial

value. A resistivity of the order of~10"—10'2 Q) -cm is
characteristic o&-C:H films with a<5x10* cm™ ! at 632.8
nm. The use o&-C:H films with a>5x10* cm™ ! permits

more efficient weakening of the intensity of the impinging ,

light. For example, a film withe=1x10° cm ! obtained

1A, A. Vasil'ev, D. Kasasent, I. N. Kompanets, and A. V. Parfer@patial
Light Modulators[in Russian, Radio i Svyaz’, Moscow1987, 320 pp.

2W. P. Bleha, L. P. Lipton, and E. Wiener, Opt. EtiBellingham 17, 371

(1978.

B. Singh, S. McClelland, F. Tamst al, Appl. Phys. Lett.57, 2288

(1990.

with a deposition rate of 1 A/s weakened the transmission of‘E. A. Konshina and V. A. Tolmachev, Zh. Tekh. Fi5, 175 (1995

ana-Si:H layer by a factor of-500 already at a thickness of

~0.5um. However, when an k%n0;/a-Si:H/a-C:H/AI

structure(a mosaic mirrorwith such a film was employed in

[Tech. Phys40, 97 (1995)].
5V. A. Tolmachev and E. A. Konshina, Diamond Relat. Mat&r.1397

6 Amorphous Semiconductor Technologies and Deyiediied by Y. Ha-

a liquid-crystal modulator, we were unable to obtain spatial makawa, North-Holland, Ohmsha—Amsterdét981).
light modulation. As a comparison of the current-voltage 'E- A. Konshina, Fiz. Tverd. TeléSt. Petersbung37, 1120(1995 [Phys.

characteristics of an §$n0;/a-SiH structure before and af-

Solid State37, 610(1995].

ter the deposition of aa-C:H film showed, this can be due Translated by P. Shelnitz
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Pulsed method for measuring the capacitance of semiconductor structures using
a ballast capacitor

V. V. Monakhov and A. B. Utkin
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An easily implemented method for measuring the capacitance of semiconductor structures using
small-amplitude current pulses is described. It is shown that the accuracy of the method
described can be improved significantly when a ballast capacitor is employed and, in addition, a
calibration procedure is performed. The influence of the ballast capacitor on the
measurement process is analyzed in detail. 1999 American Institute of Physics.
[S1063-7842901703-1

Capacitance-voltage characteristics are widely employedheret is the time measured from the onset of the pujge,
in the investigation of semiconductors, and, therefore, peris the amplitude of the probe current pulse, &bg=C,
fecting the experimental techniques for measuring them is & Cg..
crucial concern of researchérs This paper describes a After solving Eg. (1) with the boundary condition
method which permits improvement of the accuracy ofAV (0)=0, we obtain the expression fakV(t) during
capacitance-voltage measurements performed according tharging of the structure
the two-pulse scherfién electrolyte-semiconductdES) and
electrolyte-insulator-semiconductdElS) systems and al- jo
lows measurement of the capacitance-voltage characteristics AV(t)= Cp+Cqs
of metal-insulator-semiconduct®MIS) structures.

The method involves charging of the structure under inHere to=7,{1+ C/Cs), and 7=r71,/(1+Cg/C;). After
vestigation and a specially selected ballast capacitor corcompletion of the current pulse, redistribution of the charge
nected to it in parallel by a small current followed by their within the structure takes place during the tie In this
discharging by a current pulse of the same amplitude andase the total current=0 and, therefore, in the interval be-
duration, but of opposite polarity. When measurements aréveen the charging and discharging pulses
performed in systems with an electrolyte and probe pulses
with durations less than 10s are employed, we find that the . . dAV,
influence of the electrochemical processes can be neglected 17 7127 “Ch g
in most cases. Under such conditions the high-frequency im-
pedance of the interface is determined in the absence of a dAVs jot,—ChAVs
dielectric layer on the surface by the capacitance of the AVs(1)=—RsCo =+ C : €
space-charge layer of the semicondud@g and the imped- s
ances of the surface states connected to it in parallel, each of The solution of this equation obtained with matching to
which consists of a capacitan€sand a trapping resistance the previously obtained resu®) at the point=t, is written
Rssconnected in series. In measurements with selected durgzy
tions of the cycling pulses and of the time intervals between
them, usually only one surface state, whose time constant
T CsRss IS commensurate with the duration of the probe
current pulses, participates in space-charge relaxation. The
semiconductor structure under investigation can be repre-
sented in the form of the equivalent circuit shown in Fig. 1. J 3
We shall assume that the resistances of the electrolyte and o _I._ P I | [jg
the bulk of the semiconductor are negligibly small. We use & Jr l
C, to denote the combined capacitance of the cables, they»
ballast capacitance, and the high-frequency surface states™ R, ‘F},:Ua“csc
When a constant current pulse flows in the circuit, the equa- . av, m
tion describing the variation of the surface potenfidl; is . u -
written in the following form: 0 tp t

dAV, ChS) _ ReCoctt
st

(t+to(1—exp —t/7))). 2

D

Css FIG. 1. Equivalent circuit of an electrolyte-semiconductor interface.

ReCh—gr (D+AVS(D)| 1+ = | =

S
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oty joto jl .
AVy(t) = o C e lmexR—t/n) ' | | I Jdo 0
J
Xexp —(t—tp)/7). 4
av R.C, >t
If the expression(4) is explored att—t,>7, AV(t) | [ L £ _/T\
reaches its limiting valu&J and ceases to depend on time ¥ ¢ 6, =0,*C,, /. v v
(Fig. 1), permitting determination of the total capacitance of
the system '
4 av, Re G, <<t
C:Ch+Css:CO+(Csc+css):jOtp/U- 5)

After a current pulse of the same duration and amplitude,
but of opposite polarity, is supplied to the structure, the sysFIG. 2. Equivalent circuit of ES, EIS, and MIS structures with leakage
tem returns to its original state. currents in the absence of surface states.

In order to find the capacitaneg,.+ C.to a high accu-
racy from the measured value 0f, we propose performing
additional calibration measurements with replacement of the
use a set of capacitors whose known ratings cover the intemg||, the main errors in the measuring process will be asso-
esting range of variation of the capacitance of the structurgjated with the presence of leakage currents. In this case a
under investigation to construct a calibration plotb{(C  |eakage resistande, connected in parallel to the capacitance

+Co) 1) with linear interpolation of the function on the Ci=Cq+C, must be added to the equivalent circ(fig.
segments between points and extrapolation outside the ca% Its influence on the measured value @y, is more sig-
brated interval. Utilization of the curve obtained permits the st the smaller i€,. This is attribute(; to the funda-

_performan_ce OI nlﬁasu:je_ments o;/eir a grtoider_ rzt;mge of Vatlu?ﬁental difference between the charging-discharging process
N comparison 1o the ordinary me axes into account ¢ o system withR.C,>t,, [for which the functionU((C

the presence of the parasitic and ballast capacita@gesn +C,)~ 1) presented above remains linkand a system with

addition, the use of a calibration curve makes it possible t‘h Co<t,. The influence of the leakage currents can be re
e“h h- -

. . 71 . _
compensate for_the deV|at|qn OR(C+Co) 7) from alin ._duced with consideration of the constraints indicated above
ear proportionality to a considerable extent. The latter dewab increasina the rating of the ballast capacitor. Another ad-
tion appears both because of the nonlinearity of the amplify- y 9 9 P '

ing circuit and because of the penetration of synchronoué’amage of employing a ballast capacitor is expansion of the

pulsed disturbances from the commutating digital circuits.dynam'c range of the measured capamtance; In comparison
the conventional methdtThe system used in Ref. 5 em-

For the reasons cited, the latter leads to displacement of tHQ . ) ) S
U((C+Cp) 1Y) curve along theJ axis by a certain constant ploys a 12-bit ADC, which provides for digitizing over three

amountU.. , which corresponds to the measured pulsed voltand a half orders of magnitude with respect to the voltage,
age on the structure whe=c=. At large capacitances the while the capacitance of the structure can vary over six or-

magnitude ofU., is always commensurate with or even ex- 4€rs of magnitude. Since the measured valueJois in-

ceeds the net increment bf. which is shown in Fig. 1 foran Versely proportional t€=Co+ Cs+ Css, at fixed values of
ideal system. jo andt, it is possible to select the rating @f, so that the

Let us consider the influence of the presence of the caMaximum va!ue of'the voltage wiII' not excee.d' the digitizing
pacitanceC, on the accuracy of the capacitance-voltageange and will satisfy the small-signal conditith<kT/q.
measurements in greater detail. The presence oRUB In this case the unavoidable loss of accuracy due to an in-
circuit increases the error in the value ®f, obtained, since crease in the noise level relative to the net signal can be
part of the charge of the space-charge layer participates iRartially compensated by multiple repetition of the measure-
charge exchange with the surface states with the time cordhent cycle(from 100 to 1000 ADC measurements per ppint
stant7=R./(L/Cect 1/(Co/Cy)). It can be seen that in-  followed by averaging. Such a method significantly lowers
creases with the capacitance of the ballast capacitor. Thu#)e noise level and raises the accuracy by at least one order
by increasingC, we can slow the error-causing relaxation of magnitude.
processes. However, as follows from form{, this effect Thus, without calibration and the use of a ballast capaci-
will be accompanied by a decrease in the amplitude of théor, measurements &£<<100 pF are essentially impossible
measured signal at fixed valuesjgfandt,, which restricts ~ for the reasons cited. In the system described in Ref. 5 the
the maximum attainable value @f, associated with the fi- charging and discharging pulse duration used equais,5
nite number of data bits in the analog-to-digital converterthe relaxation delay time is js, the interval between pulses
(ADC) used to input the signal. We note that increagiggt  is 20 us, and the pulse repetition frequency is 2 k{590
high frequencies is associated with considerable difficultiets). The optimal rating of the ballast capacitor for these
and can compensate the decrease in the signal with incregzarameters is 1 nF, which provides for the measurement of
ing Cy only to a certain limit. surface capacitances in the range from ¥to 10’ F.
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The results of experiments on initiation of the high-conductivity state of a metal/polymer/metal
system by varying the boundary conditions with allowance for the possible influence of

diffusion of the electrode material into the polymer film are presented. It is established that forming
does not occur in polphthalidylidenebiphenylyleneand that the transition to the high-

conductivity state can occur without an external source of electric voltagel999 American

Institute of PhysicsS1063-78499)01803-4

The anomalously high conductivity in undoped polymersdiscussion, a metallopolymer phase, which completely speci-
is generally observed in thin films. For this reason, greafies the electrophysical properties of the system, particularly
significance is attached to the conditions under which highhe temperature for the transition to the high-conductivity
conductivity appears, since the choice of the model for exstate, should form during the first few cycles of transitions
plaining this phenomenon depends on it. In particular, inbetween the low- and high-conductivity states. For this rea-
Ref. 1 such a state was obtained in polyimide films of thick-son, we performed measurements of the conductivity of a
ness 12um by “soft breakdown,” which was regarded as a metal/polymer/metal system in heating-cooling cycles with
forming process. Traces of “breakdown” in the form of mi- successive replacement of the low-melting electrodes
croscopic holes were discovered visually. ExperimentgWood's alloy or indium by aluminum or copper electrodes
showed that one result of such forming is a reversible switchen the same polymer film. It was theorized that if diffusion
ing effect when the pressure is raised and lowered. It wasf the electrode material plays a significant role in the tran-
confirmed in Ref. 1 that the application of pressure to a polysition of the system from the low-conductivity state to the
mer film in the absence of an applied electric voltage doesigh-conductivity state, the plot of the temperature depen-
not lead to the appearance of the “pressure sensor effect’dence of the current flowing through the sample will have
in this polymer. It was postulated that “soft breakdown” is similar features at the transition temperatures after replace-
accompanied by the formation of compounds of carbon withment of the electrodes.
the metal, which constitute a high-conductivity phase near 2) The influence of the electric field on initiation of the
the holes. high-conductivity state in the polymer film was investigated

In Ref. 4 the transition to the high-conductivity state wasin heating-cooling cycles in a low-melting-metal/polymer/
effected by another methdtly varying the boundary condi- metal system without using an electric field to probe the
tions on the metal/polymer interfagesnd on another poly- conductive state. In this case the transition to the high-
mer, viz., a polyheteroarylene. This method calls for the emeonductivity state can be detected by observing the disap-
ployment of a metal which changes its state of aggregatiopearance of the noise at the input to the electrometric volt-
during the measurements as one of the electrodes, since sucteter in analogy to the method used in Ref. 4.
changes can create favorable conditions for soft-breakdown The object of investigation was pdphthalidylidene-
forming of the samplé.In this context the purpose of the biphenylyleng,® in which phenomena associated with the
present work was to investigate the influence of diffusion ofgeneration of a high-conductivity state were previously
the electrode material into the polymer film and the need foobserved. Uniform films with thicknesses from 1 to Em
the presence of an electric field for the transition to the highwere obtained by centrifuging a solution of the polymer in
conductivity state when the latter is initiated by varying thecyclohexanone. The experimental cell was a metal/polymer/
boundary conditions. The plan of the experiments was ametal sandwich. The lower electrottee electrode on which
follows. the polymer film was pourgdvas composed of copper or

1) The role of diffusion of the electrode material in the vanadium. The upper electrode was composed of the follow-
bulk of the polymer was investigated in experiments with aing metals: Wood's alloy, indium, copper, or aluminum. The
molten electrode. In this case the diffusion process should bmethod used to measure the current in the experimental cir-
facilitated by several factors: the state of aggregation of oneuit was similar to the one previously used in Ref. 4. The
of the electrodes, the applied electric field with an intensitydifference pertains to the measurements performed without
up to 1€ V/cm, and the relatively large current flowing the use of an external current source. In that case the VK2-16
through the polymer film when the system passes into thelectrometer was connected directly to the electrodes of the
high-conductivity state. According to the hypothesis undemeasuring cell. The measuring cell was placed in a heating

1063-7842/99/44(3)/3/$15.00 345 © 1999 American Institute of Physics
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FIG. 1. Temperature dependence of the
current  through a  polphtha-
lidylidenebiphenylyleng film: 1 — up-
per electrode composed of Wood's alloy,
2 — upper electrode composed of in-
dium, 3 — upper electrode composed of
copper. The film thickness was zm,
the lower electrode was composed of va-
nadium, the applied voltage was 5 V,
and the heating rate was 8 deg/min.

device, which allowed us to heat the cell to 250 °C with aweak influence of diffusion of the metals into the polymer on
controlled rate of variation of the temperature. the shaping of the high-conductivity state.

Figure 1 presents typical plots of the temperature depen- The subsequent use of copper or aluminum electrodes,
dence of the current through a film of thicknes@ um with ~ which do not melt in the experimental temperature range
the successive use of Wood's alloy, indium, copper, or aluselected, as the probe electrodes led to the complete disap-
minum as electrodes. It should be noted that similar resultpearance of any features in the flow of current over the entire
were obtained for films of all the thicknesses indicated;temperature range measur@iirve 3 in Fig. 1).
therefore, here we present the most typical results for a thick- Let us consider the results of the second group of experi-
ness of 2um. At room temperature the polymer film has a ments. Figure 2 presents the temperature dependence of the
conductivity equal to~10"** (Q-cm) ™, and the value of amplitude of the electrical signal fed into electrometer,
the current flowing through the sample is essentially equal tavhich is connected directly to the polymer sample. The same
the instrumental zero. metals, viz., Wood'’s alloy and indium, were used in this

In the temperature range corresponding to the premeltingxperiment.
of Wood's alloy (40-45 °C), a sharp increase in the current A potential differencel, which is probably caused by
fluctuations in the measuring circuit was observed. Achievethe space-charge field and the contact potential difference,
ment of the melting point of Wood'’s alloy led to an abrupt was detected on the electrodes at room temperature. The
decrease in the resistance of the sample te-8.1Q), attest- value of U increased with increasing temperature up to a
ing to a transition of the polymer film to the high- temperature close to the melting point of the electrode. When
conductivity statgcurvel in Fig. 1). it was achieved, the potential difference dropped abruptly to

Similar laws were observed in the course of &) the instrumental zero. In order to be convinced of the correct
curve in the case where an indium electrode was used witmterpretation of the variation of the recorded signal, control
the exception of the temperature range, which was shiftedheasurements of the conductance of the sample were per-
into the region of the melting point of indium. In this case formed in several cases at a temperature exceeding the melt-
current fluctuations began to be observed near 140 °C, aridg point of the electrode. All the control measurements
the transition to the high-conductivity state took place at theshowed that the samples were in the high-conductivity state.
melting point, i.e., at 156 °Ccurve 2 in Fig. 1). Thus, the following facts have been established.

When the sample was cooled, an increase in the current 1. The forming phenomenon characteristic of other
fluctuations was observed near the crystallization tempergpolymers does not occur in thin films of polphtha-
ture. A transition to the original low-conductivity state oc- lidylidenebiphenylyleng i.e., the characteristics of the first
curred below the crystallization temperature with a delay atneasurement cycle on a freshly prepared film do not differ
1-5°C. This hysteresis can probably be attributed to thdundamentally from those of subsequent cycles.
methodical features of the experiment. 2. No influence of modification of the polymer as a re-

At least 10 measurement cycles were performed. No difsult of the diffusion of metal into its bulk on the character-
ferences in the character of the transitions from the low-stics of the insulator-conductor transition was discovered.
conductivity to the high-conductivity state as a function of 3. The transition to the high-conductivity state can occur
the number of cycles were discovered. Thus, after the meawithout a source of electric voltage in a circuit supplying
surements with the low-melting metals were performed, thgoower to the polymer sample. The space-charge field of the
total number of measurement cycles at the same site on thmlymer, whose nature is still unclear, is sufficient for this
polymer film was no less than 20, apparently attesting to théransition.
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