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Solution of the Dirichlet problem for the Laplace equation for a multiply connected
region with point symmetry

I. F. Spivak-Lavrov

‘‘Dunie’’ Aktyubinsk Nongovernmental Higher Educational Institute, 463000 Aktyubinsk, Kazakhstan
~Submitted June 3, 1997; resubmitted February 9, 1998!
Zh. Tekh. Fiz.69, 1–9 ~March 1999!

A method is proposed which uses an expansion of the potential in irreducible representations
of the symmetry group of the field-defining elements of a system. A boundary-value
problem is solved for multipole systems with planar plate electrodes for theCnv symmetry
group. A quadrature expression is obtained for the field potential of these systems. Constraints
imposed on the electrode potentials, under which such a solution is possible, are determined.
Results of calculations of the potential distribution are presented for various specific systems.
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1. INTRODUCTION

A method which can be used to find a solution of t
Dirichlet problem for the Laplace equation for two
dimensional multiply connected regions having two mutua
perpendicular symmetry axes was proposed in Ref. 1.
solution of the Dirichlet problem for this type of multipl
connected region reduces to solving several Dirichl
Neumann boundary-value problems for each of the four
tential components, but in a singly connected region boun
by the symmetry axes and by the portions of the electro
of the initial system lying directly in the respective quadra
In the particular case of two-dimensional or conical field
this method can yield closed analytic formulas for the el
trostatic potential of various systems with plate electro
with allowance for the sizes of the gaps between them.

It was shown in Ref. 2 that the method proposed in R
1 can be generalized to multiply connected regions poss
ing arbitrary geometric symmetry. In the present paper
detailed analysis is made of the case where the symmetr
the field-defining elements of an ion-optical system is
scribed by theCnv group ~see Ref. 3, for instance!. This is
the symmetry group of a body withn symmetry planes pass
ing through annth-order symmetry axis. This symmetry ma
be exhibited by the electrode system of a multipole deflec
where n52,3,4, . . . correspond to quadrupole, sextupo
octupole, . . . systems. Note that the symmetry of the s
tems analyzed in Ref. 1 corresponds to theC2v group.

2. EXPANSION OF THE POTENTIAL

If the electrodes of an ion-optical system have a spec
geometric symmetry, the potentialw of the field of this sys-
tem can be given by2,3

w5(
a

wa , ~1!

wherewa are the potential components transforming acco
ing to different irreducible representations of the symme
group of the field-defining surfaces of the system:
2651063-7842/99/44(3)/7/$15.00
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wa5g21f a (
G

xa~G!* Ĝw. ~2!

Hereg is the order of the group,f a is the dimension of the
irreducible representation,xa(G) is the character of the ir-
reducible representation assigned to theG element of the
group. The symmetry properties can be used to find value
the potentials at the electrodes for which the boundary c
ditions for the various componentswa can be determined in
a singly connected region formed by the field-defining s
faces and symmetry surfaces, which is the goal of
method.

We shall henceforth analyze a two-dimensional proble
assuming that the electrode system belongs to theCnv sym-
metry group. Let us assume that the potentialw[w(x,y)
depends only on the two Cartesian coordinatesx andy. Us-
ing tables of the charactersxa(G) of the irreducible repre-
sentations of theCnv group,3 we can use formula~2! to write
expressions for the componentswa(x,y). For theC2v sym-
metry group we obtain the expressions given in Refs. 1 an

w1~x,y!5
1

4
@w~x,y!1w~2x,2y!

1w~x,2y!1w~2x,y!#, ~3!

w2~x,y!5
1

4
@w~x,y!1w~2x,2y!

2w~x,2y!2w~2x,y!#, ~4!

w3~x,y!5
1

4
@w~x,y!2w~2x,2y!

1w~x,2y!2w~2x,y!#, ~5!

w4~x,y!5
1

4
@w~x,y!2w~2x,2y!

2w~x,2y!1w~2x,y!#. ~6!
© 1999 American Institute of Physics
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For evenn52p the number of irreducible representations
the Cnv group is p13, whereas for oddn52p11 it is
p12. Using the familiar formula for the dimensions of irre
ducible representations

(
k51

r

f k
25g, ~7!

wherer is the number of different irreducible representatio
of the group, we can show for theCnv group (g52n) that
the number of one-dimensional irreducible representation
4 for evenn and 2 for oddn. The remaining irreducible
representations are two-dimensional, the number of these
ing p21 for evenn52p andp for odd n52p11.

The componentswa can be conveniently defined in th
polar coordinatesr, c, matched with the Cartesian coord
nates chosen, since in this case, the four components c
sponding to the one-dimensional representations of theCnv
group can be given for any evenn in the form:

w1~r,c!5
1

2n (
j 50

n21 FwS r,
2p

n
j 1c D1wS r,

2p

n
j 2c D G , ~8!

w2~r,c!5
1

2n (
j 50

n21 FwS r,
2p

n
j 1c D2wS r,

2p

n
j 2c D G , ~9!

w3~r,c!5
1

2n (
j 50

n21

~21! jFwS r,
2p

n
j 1c D

1wS r,
2p

n
j 2c D G , ~10!

w4~r,c!5
1

2n (
j 50

n21

~21! j

3FwS r,
2p

n
j 1c D2wS r,

2p

n
j 2c D G . ~11!

For the casen52 these expressions, which are equivalen
~3!–~6!, exhaust all the irreducible representations of
group. For any oddn the two componentsw1 andw2 corre-
sponding to the one-dimensional representations are
given by formulas~8! and ~9!.

Expressions for the potential components correspond
to the two-dimensional representations of theCnv group can-
not be given in a general form for anyn. However, the sum
of all these components for evenn52p is

w2 (
a51

4

wa5
1

p F ~p21!w~r,c!2 (
j 51

p21

wS r,
2p

p
j 1c D G ,

~12!

and for oddn52p11

w2 (
a51

2

wa5
1

2p11 F2pw~r,c!2(
j 51

2p

wS r,
2p

2p11
j 1c D G .

~13!

Using expressions~12! and ~13! and the orthogonality
conditions for the characters of the irreducible represe
tions, we can determine the charactersxa(G) for each spe-
cific n and then, using formula~2!, the components corre
f

s
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sponding to the two-dimensional representations.
example, for theC4v group (n54) we obtain

w5~r,c!5
1

2
@w~r,c!2w~r,p1c!#, ~14!

for the C6v group (n56)

w5~r,c!5
1

6 F2w~r,c!12w~r,p1c!

2wS r,
2p

3
1c D2wS r,

4p

3
1c D

2wS r,
p

3
1c D2wS r,

5p

3
1c D G , ~15!

w6~r,c!5
1

6 F2w~r,c!22w~r,p1c!

2wS r,
2p

3
1c D2wS r,

4p

3
1c D

1wS r,
p

3
1c D1wS r,

5p

3
1c D G , ~16!

and for theC3v group (n53)

w3~r,c!5
1

3 F2w~r,c!2wS r,
2p

3
1c D

2wS r,
4p

3
1c D G . ~17!

The componentswa(r,c) (a51,2,3,4) corresponding
to the one-dimensional representations of the group pla
special role in the solution of the boundary-value problem
is easy to show that on the symmetry planes wherec5p( j
21)/n ( j 51,2,3, . . . ,2n) the components given by the ex
pressions~8!–~11! satisfy the following boundary condi
tions:

w1cS r,
p

n
~ j 21! D50 ~ j 51,2,3, . . . , 2n!, ~18!

w2S r,
p

n
~ j 21! D50 ~ j 51,2,3, . . . , 2n!, ~19!

w3cS r,
p

n
~ j 21! D50 ~ j 51,3, . . . , 2n21!,

w3S r,
p

n
~ j 21! D50 ~ j 52,4, . . . , 2n!, ~20!

w4cS r,
p

n
~ j 21! D50 ~ j 52,4, . . . , 2n!,

w4S r,
p

n
~ j 21! D50 ~ j 51,3, . . . , 2n21!. ~21!

In these formulas the subscriptc denotes the partial de
rivative with respect to the coordinatec. Thus, on all the
symmetry planes either the potential components co
sponding to the one-dimensional representations of the s
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FIG. 1. Multipole systems with plate
electrodes havingCnv symmetry: a, d —
quadrupole (n52), b, e — sextupole
(n53), and c, f — octupole (n54).
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metry group or their normal derivative vanish, making it po
sible to demarcate 2n singly connected regions with assigne
Dirichlet–Neumann boundary conditions on them forw1 ,
w3, and w4 and with simply Dirichlet boundary condition
for w2.

In order to calculate the potential distributionw(x,y),
the boundary conditions~18!–~21! should be supplemente
by the boundary conditions at the system electrodes. If
potentialsVk (k51,2, . . . ,N) are known atN electrodes,
formulas~8!–~11! can be used to find the potentialsVak at
the electrodes for the componentswa (a51,2,3,4). The el-
ementsVak of the potential matrixV are such that

(
a51

4

Vak5Vk . ~22!

The boundary conditions for the potential compone
corresponding to the two-dimensional representations@see
formulas~14!–~17!# cannot be defined on any of the symm
try planes, but the problem can be solved for those value
the potentialsVk for which these components vanish iden
cally.

3. CONFORMAL MAPPING AND BOUNDARY CONDITIONS

The proposed method can be illustrated by conside
multipolar ion-optical systems with plate electrodes exhib
ing Cnv (n52,3,4) symmetry, as shown in Fig. 1. The ele
trode potentials are denoted byVk (k51,2, . . . ,8). The pa-
rameterl k assigns the distance between the symmetry a
and the electrode, andsk is the size of an electrode with th
potential Vk . The dashed lines define the positions of t
symmetry planes when the latter do not coincide with
coordinate planes.
-

e
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of

g
-
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For each of the systems shown in Fig. 1 we can dem
cate singly connected regions bounded by the raysc5p( j
21)/n andc5p j /n ( j 51,2,3, . . . ,2n) and by the parts of
the electrodes located in the relevant sector.

Each of the singly connected regions demarcated in
complex planez5x1 iy5r exp(ic) can be mapped onto th
upper half-planew5u1 iv by the analytic functionsw(z( j ))
( j 51,2,3, . . . ,2n), where the superscriptj is introduced for
the one-sheeted mapping and indicates that the valuesz
belong to the corresponding singly connected region with
number j . The potential distribution in the upper half-plan
can also be given by the 2n functionsw ( j )(u,v), which de-
scribe the potential distribution in the corresponding sin
connected regions.

For the systems shown in Figs. 1a–1c, each sector w
the index j , bounded by the raysc5p( j 21)/n and
c5p j /n ( j 51,2,3, . . . ,2n) is mapped onto the upper hal
plane of thew plane by the analytic function

w~z~ j !!5rnei ~nc2p~ j 21!!. ~23!

For the systems shown in Fig. 1d–1f, the singly co
nected regions demarcated are octagons, one of which c
sponds toj 51 and is shown in Fig. 2a. The mapping of th
upper half-plane of thew plane onto these octagons in thez
plane is given by the conformal transformation2

z~ j !~w!5CexpS ip
j 21

n D E
0

w

f ~w! dw

~ j 51,2, . . . ,2n!, ~24!

whereC is a real constant, and the integrand is

f ~w!5
w

12n
n ~w2ae!~w1a4!

A~w2a1!~w2a2!~w1a3!~w1a5!
.
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The vertices 1,2, . . . ,8 of theoctagon in the mapping
~24! correspond to the points 0,a1 , ae , a2 , `, 2a3 , 2a4,
and 2a5 on the realu axis, respectively, and the electrod
segments correspond to the segments@a1 ,a2# and @2a3 ,
2a5#. The mapped region in thew plane is shown in Fig. 2b

By virtue of the boundary conditions~18!–~21! for the
componentswa

( j ) (a51,2,3,4) on the segmentsu,2a3 ,
2a5,u,a1 andu.a2 of the realu axis, either the compo
nentswa

( j )(u,0) or their normal derivativewav
( j )(u,0) are zero.

Here the subscriptv denotes the partial derivative with re
spect to the coordinatev. On the other segments of the re
axis the values of the componentswa

( j )(u,0) are determined
by the potential matrixV with the elementsVak , where

wa
~ j !~u,0!5H Va j , if a1<u<a2 ,

Va j 11 , if 2a3<u<2a5 .
~25!

This last formula is valid for all the multipole system
being studied if allowance is made for the cyclicity conditi
Va j 12n[Va j .

For a quadrupole system withC2v symmetry and arbi-
trary values of the electrode potentialsVk (k51,2,3,4) the
potential matrix has the form

V5S V11V3

2

V21V4

2

V11V3

2

V21V4

2

0 0 0 0

V12V3

2
0

V32V1

2
0

0
V22V4

2
0

V42V2

2

D , ~26!

from which it follows, with allowance for Eq.~19!, that
w2[0.

FIG. 2. Demarcation and mapping of a singly connected region: a
boundary-value problem in thez5x1 iy plane;1, 2, . . . , 8 — vertices of
an octagon; b — boundary-value problem in thew5u1 iv plane.
In cases ofC3v symmetry, as in the previous cas
w2[0, and the potential componentw3 and its normal de-
rivative cannot be determined at any boundaries of the sin
connected regions for arbitrary values of the electrode po
tials. The problem can be solved when the electrode po
tials are such that formula~17! givesw3[0. This constraint
is satisfied if

2V12V32V550, 2V22V42V650,

2V32V52V150, 2V42V62V250,

2V52V12V350, 2V62V22V450.

Hence it follows thatV15V35V5 , V25V45V6, and
only the first line of the potential matrix is nonzero and th
V115V135V155V1 and V125V145V165V2. In this case,
we can also use the equivalent potential matrix for which

V115V135V155U, V125V145V1652U. ~27!

HereU5(V12V2)/2, the potential at infinity obtained usin
the conditions~27! is zero, and the initial potential distribu
tion can be obtained from it by adding the constant (V1

1V2)/2. Thus, for sextupole systems a solution can be
tained only when the potential distribution also hasC3v sym-
metry.

As in the previous systems, forC4v symmetryw2[0.
However,w5[0 is also obtained if the electrode potentia
are such thatV55V1 , V65V2 , V75V3, andV85V4. Under
these conditions, the potential matrix for an octupole syst
is in fact similar to the potential matrix~26! for a quadrupole
system and the fifth column of this matrix is the same as
first column of the matrix~26!, the sixth column is the sam
as the second, the seventh is the same as the third, an
eighth is the same as the fourth.

Thus, the field of multipole systems can be calculated
arbitrary values of the electrode potentials in the case
quadrupole systems only whenn52, which corresponds to
the systems considered in Ref. 1. In cases wheren is even, a
solution can only be obtained for relations between the e
trode potentials which actually reduce the problem to cal
lating the field of a quadrupole system. For example, for
systems shown in Figs. 1a and 1c the potential distribution
the multipole system can be obtained from that in the co
sponding quadrupole system by using the simple mapp
zp, wherep5n/2, and the symmetry principle. Note also th
with this transformation, as would be expected, the expr
sions ~8!–~11! become the corresponding formulas for t
components of a quadrupole system withn52, and the ex-
pression~12! vanishes. For oddn, a solution can be obtaine
only for boundary conditions of the type~27! under which
the potential distributionw(x,y) also hasCnv symmetry.

4. EXPRESSIONS FOR THE POTENTIALS

Applying the Keldysh–Sedov method~see Ref. 4, for
example! as in Refs. 1 and 2, we introduce the compl
components of the potential

Va
~ j !~w!5fa

~ j !~u,v !1 iwa
~ j !~u,v ! ~a51,3,4!, ~28!

where the derivative
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dVa
~ j !

dw
5

]wa
~ j !

]v
1 i

]wa
~ j !

]u
. ~29!

For a quadrupole system, taking into account the bou
ary conditions~25!, we can write the following expression
for the derivatives of the complex components of the pot
tial

dV1
~ j !

dw
5

g j 1

A~w2a1!~a22w!~w1a3!~w1a5!
5g j 1f 1~w!,

~30!

dV3
~ j !

dw
5

g j 3

Aw~w2a1!~a22w!
5g j 3f 3~w!, ~31!

dV4
~ j !

dw
5

g j 4

Aw~w1a3!~w1a5!
5g j 4f 4~w!, ~32!

whereg j 1 , g j 3, andg j 4 are real constants.
These constants are obtained from the corresponden

the boundary conditions~25! and we can write the following
expressions for them:

g j a5
Va j 112Va j

Ja
~a51,3,4!. ~33!

HereJa denote the following integrals:

Ja5ImE
ae

2a4
f a~w! dw, ~34!

whose value is determined by the geometry of the syst
Formulas ~30!–~34! are valid for an octupole provide
V55V1 , V65V2 , V75V3, andV85V4 and for a sextupole
system providedV15V35V5 , V25V45V6, and the only
nonzero potential component isw1

( j ) , which can be deter-
mined using the boundary conditions~27!.

Substituting the integrated expressions~30!–~32! into
formula ~1!, we finally obtain the following expression fo
the potential distributionw ( j )(u,v) in the j th sector:

w~ j !~u,v !5ImE
ae

w

@g j 1f 1~w!1g j 3f 3~w!

1g j 4f 4~w!# dw1Vj , ~35!

which, combined with the conformal transformation~24! or
~23!, determines the potential soughtw(x,y) in the respec-
tive sector. Note that in those cases where the inverse tr
formationw( j )(z) is not obtained explicitly, as in the case
the transformation~24!, for example, it is better to use th
distribution w ( j )(u,v) rather than the potential distributio
w(x,y) to calculate the trajectories of charged particle5

Moreover, the same potential distribution in thew plane can
describe the properties of different multipole systems,
which the form of the conformal transformationz(w) differs.

5. RESULTS OF NUMERICAL CALCULATIONS

We shall henceforth confine our analysis to the case
greatest practical interest, in which the dimensionssk and l k

of all the electrodes are the same and are equal tos and l ,
d-

-

to

.

s-

r

f

respectively. On account of the symmetry, we ha
a35a2 , a45ae , anda55a1, and the functions in the inte
grands in Eqs.~24! and ~35! have the form

f ~w!5
w

12n
n ~w22ae

2!

A~w22a1
2!~w22a2

2!
, ~36!

f 1~w!5
1

A~w22a1
2!~a2

22w2!
, ~37!

f 3~w!5
1

Aw~w2a1!~a22w!
, ~38!

f 4~w!5 f 3~2w!. ~39!

It is easy to show thatJ45J3 for these systems.
When the dimensions and configuration of all the ele

trodes are the same in the systems shown in Figs. 1a–1c
have

a15 l n, a25~ l 1s!n. ~40!

For the systems shown in Figs. 1d–1f with plate ele
trodes of the same size we calculated the parameters o
conformal transformation~24! a1 anda2 and the integralsJ1

and J3 as a function of the system geometry. We assum
that a45ae51. For each value ofa1 we selected the value
of a2 which satisfies the equality

E
a1

ae
u f ~u!u du5E

ae

a2
u f ~u!u du5

s

2C
, ~41!

where the functionf (u) is given by~36!. For these values o
a1 anda2 we calculated the integral

E
0

a1
u f ~u!u du5

l

C
~42!

and obtained the parametera5s/2l , which determines the
geometry of the respective system. The results of the ca
lations are given in Table I for the three valuesn52, 3, and
4 and the following values ofa: 0.1,0.2, . . . ,0.9 for n52,
0.1,0.2, . . . ,0.5 for n53, and 0.1, 0.2, 0.3, 0.4 forn54.

We calculated the potential distributionw(x,y) for the
quadrupole system shown in Fig. 1a withV150, V251.0,
V352.0, V453.0; l 50.6, s50.6. We calculated the inte
grals Ja using formula~34! for ae5a451 with allowance
for ~37!, ~38!, and ~40!, and obtained the following values
J152.21700, J35J452.80958. The coefficientsg j a were
obtained from formula~33! using the potential matrix~26!.
These values of the coefficients form the following matrix

g5S 0.451059 0 0.35592520.355925

20.451059 0 0.355925 0.355925

0.451059 0 20.355925 0.355925

20.451059 0 20.355925 20.355925

D . ~43!

The values of the coefficientsg j a were used in formula
~35! to calculate the potential distributionsw ( j )(u,v) ( j
51,2,3,4) in the upper half-plane of thew plane. Using the
mapping~23!, from each of the four branches of the potent
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TABLE I. Values of the conformal mapping parametersa1 , a2 , C, and the integralsJ1 , J3 as functions of the
system geometry.

a5s/(2l ) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

n52 a1 0.80982 0.63907 0.48800 0.35713 0.24681 0.15715 0.08795 0.03892 0.0
a2 1.21036 1.44382 1.70722 2.01403 2.38961 2.88314 3.60191 4.83540 7.8
C/ l 0.49874 0.49482 0.48781 0.47700 0.46135 0.43931 0.40842 0.36402 0.2
J1 2.99432 2.29609 1.87960 1.57233 1.31822 1.09045 0.87233 0.64972 0.4
J3 3.69425 3.00984 2.61089 2.323301 2.08806 1.87621 1.66557 1.43156 1.1

n53 a1 0.72691 0.49877 0.30886 0.15610 0.04492
a2 1.33467 1.76940 2.40018 3.52374 6.73568
C/ l 0.33096 0.32295 0.30796 0.28228 0.23401
J1 2.56531 1.81245 1.31437 0.89199 0.46642
J3 3.27862 2.56121 2.09824 1.69260 1.21251

n54 a1 0.65108 0.37690 0.16092 0.01280
a2 1.47477 2.22170 3.89622 18.2539
C/ l 0.24763 0.23713 0.21468 0.14969
J1 2.24722 1.42075 0.80666 0.17211
J3 2.97667 2.20372 1.60841 0.73544
u- ti-

l

w ( j )(u,v) we can find the corresponding potential distrib
tion w(x,y) in one of the quadrants of thez plane, whose
number is specified by the value ofj .

Using formulas~23! and ~24!, from the potential distri-
butions w ( j )(u,v) obtained for a15a550.36 anda25a3
51.44 we find the field distribution in corresponding mul
pole systems of both the star~Figs. 1a and 1c! and polygon
~Figs. 1d and f! types. Using the mapping inverse to~23!
with n52, we obtain the potential distribution in the initia
quadrupole system~Fig. 1a! with V150, V251.0, V352.0,
FIG. 3. Potential distribution in multipole systems forV150, V251.0, V352.0, andV453.0: a, b — star systems, c, d — polygon systems.
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V453.0, l 50.6, ands50.6, and for the case ofn54 we
obtain the distribution in an octupole system~Fig. 1c! with
V15V550, V25V651.0, V35V752.0, V45V853.0, l
50.774597, ands50.320848. Using the mapping~24! with
integrand defined by~36!, for n52, a150.36, a251.44,
ae5a450.646295, andC50.541029 we find the potentia
distribution in a polygon-type quadrupole system~Fig. 1d!
with V150, V251.0, V352.0, V453.0, and l 51.0, s
50.625980, and forn54, a150.36, a251.44, ae5a4

50.579398, andC50.259266 we obtain the distribution i
an octupole system~Fig. 1f! with V15V550, V25V6

51.0, V35V752.0, V45V853.0l 51.0, ands50.299851.
All the calculations were made with an accuracy whi

ensures that the potential has at least five significant dig
The equipotentials of these distributions corresponding
0.3,0.6, . . . ,2.7 areplotted in Figs. 3a and b for star system
and in Figs. 3c and d for polygon systems.

6. CONCLUSIONS

This method for calculating the potential of the field
multipole systems can be used to obtain exact quadra
expressions for solving the Laplace equation for symme
multiply connected boundary regions. Group-theoreti
methods can be applied to find the relations between
electrode potentials for which such a solution is possib
The proposed method is particularly valuable when the e
trodes have points, sharp unrounded edges, and other
tures which make it difficult to obtain solutions by know
numerical methods. This method may also prove useful
determining the accuracy of calculations made by other
s.
o

re
ic
l
e
.

c-
ea-

r
u-

merical methods such as the finite element method.6,7 It can
be used not only for calculations of two-dimensional fiel
but also for calculations of fields which can be reduced
two-dimensional analogs8 and also to solve essentially non
two-dimensional problems.

In many cases, the geometric symmetry of the electro
in multipole systems is not clearly manifested in the fie
distribution since it may be impaired by the asymmetry
the boundary potential values. However, this latent symm
try can be identified by group-theoretical methods. Gro
methods can also be successfully used in calculations
electric and magnetic fields made by alternative numer
methods.
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Superspherical cumulation. Converging shock waves with amplitudes increasing faster
than in spherical cumulation

P. A. Vo novich

Center for Promising Technologies and Developments, 194156 St. Petersburg, Russia

M. O. Mdivnishvili and M. I. Taktakishvili

Institute of Physics, Georgian Academy of Sciences, 380077 Tbilisi, Georgia

I. V. Sokolov

Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia
~Submitted October 14, 1996!
Zh. Tekh. Fiz.69, 10–18~March 1999!

Experimental, numerical, and theoretical investigations are made of a gas flow generated by a
pulsed high-current discharge in an axisymmetric cavity bounded by a spherical lens
adjacent to a flat plate. It is shown that the shock wave forming in the discharge and converging
toward the axis is accelerated and amplified as it converges. The amplitude of the shock
wave increases faster than does that of a spherical converging shock wave. ©1999 American
Institute of Physics.@S1063-7842~99!00203-2#
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1. INTRODUCTION

Nonsteady-state flows with converging shock wav
have attracted the attention of researchers for many ye
When the area of the front of a converging shock wave
creases with time and vanishes, the hydrodynamic ene
density increases sharply in the flow behind the front, i
hydrodynamic cumulation1 which is of considerable scien
tific and practical interest, takes place. Guderley, Land
and Stanyukovich showed1–3 that the flow behind the fron
of a converging spherical~or cylindrical! strong shock wave
is self-similar and that the pressure behind the frontP in-
creases as the front radiusr decreases, following a power law

P;r 22d, ~1!

whered5const.
The exponentd for a spherical wave is approximate

twice that for a cylindrical wave4 so that in both these case
the dependence of the pressure on the front areaS can be
considered to be the same with a high degree of accura

Chester suggested an approximate theory~described in
Ref. 4! for the amplification of a nonsteady-state shock wa
propagating in a tapering channel. The theory is based on
assumption that the dependenceP(S) extracted from the
self-similar solutions for cylindrical and spherical conver
ing shock waves is also be applicable to the description
the amplification of a nonsteady-state shock wave in a ch
nel of tapering cross section if the channel cross sectio
substituted asS. This theory, developed by Chisnell an
Whitham, led to the so-called geometric dynamics of sho
waves4 ~the CCW theory!, which will be described briefly
and applied below. In Ref. 5, we reviewed the known the
retical and experimental studies of converging shock wa
in gases, as of the end of the nineteen-eighties. Note th
laboratory experiments on cylindrical converging sho
2721063-7842/99/44(3)/8/$15.00
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waves, researchers usually do not attempt to create an
tended shock wave along the symmetry axis, but investig
a fragment of a converging wave bounded by two pla
walls ~Fig. 1!, which serve as optical windows or mirror
Perry and Kantrowitz6 first used this method to obtain
shadowgram of a converging cylindrical shock wave, a
Takayamaet al. obtained remarkable photographs of a wa
front and its instabilities as ‘‘flow sequences’’ in Ref. 7 an
their later studies.

A natural generalization of this approach is to produ
converging shock waves in axisymmetric channels as sh
in Figs. 2 and 3, i.e., channels bounded by the surfaces

z5constr m21, ~2!

wherer , z, andw are cylindrical coordinates, andm51, 2,
and 3 for the channels shown in Figs. 1–3, respectively.

Bearing in mind the known advantages of the configu
tion shown in Fig. 1, we shall briefly discuss the scope
the experimental investigation of converging shock waves
the channels shown in Figs. 2 and 3. A converging sh
wave which is similar in form to the fragment of a conver
ing spherical wave can be generated in a cavity bounded
two conical surfaces. In principle, one of the channel wa
may be a transparent conical refractor~refractive indexn)

FIG. 1. Channel geometry for recording cylindrical cumulation.
© 1999 American Institute of Physics
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with the expansion half-angleu1 , and the other may be
conical reflector with the expansion half-angle

Q25arccos~cosQ1~n sinQ12A12n2 cos2 Q1!!, ~3!

which is selected so that if the incoming optical beam
parallel to the optical axis, the outgoing beam will also
parallel, as shown in Fig. 2. It is then possible to use vari
optical methods. However, fairly serious experimental c
straints are imposed by the astigmatism observed in the
tical image of point sources in conical optical elements.

Conversely, the cavity shown in Fig. 3 is formed b
adjacent walls having the most natural shape for optics,
a spherical lens and a plane~or spherical! wall, which can
serve as an optical window or plane mirror. The converg
shock waves in this system are not only a convenient ob
for experimental investigation but are also interesting fr
the theoretical point of view, since an even stronger cum
lation effect is observed for these than for a spherical sh
wave ~for brevity, we shall henceforth call it superspheric
cumulation!. This type of flow is analyzed in the prese
study. A brief report of this work containing some of th
results presented here was published in Ref. 8.

2. INVESTIGATION OF A CONVERGING SHOCK WAVE
BY OPTICAL METHODS

The dynamics of a converging and reflected wave i
cavity ~Fig. 3! were studied using time-resolved shadowg
phy with slit scanning. A shock wave was created
atmospheric-pressure air using the annular gas-disch
source described in Ref. 9. This source can initiate a h
current filamentary gas discharge, and the discharge filam
in this case was a thin toroid of major radiusR0550 mm.
The discharge time was;20 ms, and the total energy inpu
;300 J. The annular shock wave source was clamped
tween a flat transparent Perspex plate and a thin sphe
lens made of optical glass. The gap between the lens and
plate was 10 mm at the discharge point~which generates the
shock wave! and ,1 mm at the center of the system. Th
flow was illuminated using a flashlamp positioned on t
side of the flat plate~on the left-hand side in Fig. 3!. A slit
which forms a shadow image on a photographic film w
located on the optical axis of the system. An SFR-7 dev
was used for the time scanning. The photographic film
corded the position of the front of the converging~and then
diverging! shock wave, i.e., anXT diagram.

For comparison we also recordedXT diagrams for a cy-
lindrical shock wave. For this purpose the spherical lens w

FIG. 2. Channel geometry for recording a fragment of spherical cumulat
s
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replaced by a second flat plate, so that the shock wave so
was clamped between two disks. Reference measurem
showed that the relative change in the optical magnificat
ratio caused by this substitution did not exceed 2%, so
the differences on the shadowgrams for cylindrical and
percylindrical cumulation are attributable to the differe
shock wave dynamics and not to changes in the propertie
the optical system.

Shadowgrams for cylindrical and supercylindrical cum
lation are shown in Figs. 4a and 4b, respectively. To fac
tate comparison, Fig. 4c shows a photograph which is
result of combining Figs. 4a and 4b~partially retouched to
compensate for the difference in the contrast of the pho
graphs!. The spatial coordinate is plotted along the vertic
axis, and the distance along a vertical between the line
Fig. 4 ~trajectories of the fronts! corresponds to the distanc
between the converging and diverging fronts. The time
plotted along the horizontal axis. The slope of the front t
jectory relative to the horizontal axis is proportional to t
front velocity. In Fig. 4 the spatial scale is shown on t
vertical axis, and the time scale on the horizontal axis.

The trajectories of shock-wave fronts from the left-ha
edge of the figure to the point of intersection of the fron
~the geometric center of the system! correspond to a shock
wave converging toward the center, while those runn
from the point of intersection to the right-hand edge of t
figure correspond to a diverging shock wave. Figures 4a
4b clearly show an increase in the angle between the tra
tory of the shock-wave front on the diagram and the symm
try axis, which indicates that the converging front is accel
ated. Since the velocity of the front of a strong shock wave
directly related to the hydrodynamic energy density beh
the front, the acceleration of the front demonstrates an
crease in the energy density, i.e., cumulation.

A comparison between the front trajectories for sup
spherical and cylindrical cumulation~Fig. 4c! leads to two
conclusions. First, up to distances;0.4R0 , i.e., 20 mm,
from the center, the dynamics of the converging shock w
are almost the same in both cases since the trajectories o
fronts closely coincide. This implies that the differences
the experimental conditions of shock-wave generat
caused by the different configurations of the cavity wa
may be considered to be negligible. Conversely, at distan
less than 0.4R0 , as can be seen from Fig. 4c, the accelerat
of the front for superspherical cumulation significantly e
ceeds that for cylindrical cumulation. The difference in a
celeration is manifested as a steeper increase in the an.

FIG. 3. Channel geometry and system for recording superspherical cu
lation: 1 — flashlamp,2 — annular shock wave source, and3 — gap.
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FIG. 4. Experimental time-resolved shadowgrams of cylindrical cumulation~a! and superspherical cumulation~b! and their superposition~c!.
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between the trajectory of the shock-wave front and the s
metry axis, and thus the times of convergence of the fr
toward the axis differ by 5ms650%.

The difference in the shock wave velocity measur
from the slope of the front trajectory to the horizontal axis
0.1R055 mm is 1.33105 cm/s620% for superspherica
cumulation and 0.93105615% for cylindrical cumulation.
The velocity measurements are unreliable closer to
center.

We regard these results as experimental evidence
superspherical cumulation leads to a steeper increase in
ergy density compared with cylindrical cumulation. Th
conclusion is fully consistent with the results of numeric
calculations and an analytical theory presented below, wh
show that in terms of the degree of energy concentrat
even spherical cumulation cannot compete with the su
spherical effect.

It is also interesting to note that the shadowgram in F
4b clearly shows traces of hydrodynamic disturbances~indi-
cated by the arrows! behind the converging shock-wav
front, which have the following properties: the trajectories
the disturbances begin on the front trajectory~i.e., they are
generated at the front of the converging shock wave!; the
disturbances propagate toward the center at a velo
slightly lower than the shock-wave velocity~and most likely
propagate toward the center at the velocity of the gas fl
behind the shock-wave front!; finally, disturbances are ob
served in the shadowgram in Fig. 4b over almost the en
field of view but do not appear in Fig. 4a, i.e., their presen
is typical of superspherical cumulation. It is natural to a
sume that these disturbances are contact discontinu
formed as a result of the successive irregular interaction
tween the converging shock wave and the cavity walls. T
interaction between the shock wave and the walls and
associated stepped increase in pressure are important ch
teristic features of superspherical cumulation, as will
shown in the next section.

3. NUMERICAL SIMULATION OF SUPERSPHERICAL
CUMULATION

A numerical simulation was made of a converging sho
wave in the cavity shown in Fig. 3. The dimensions of t
cavity and the experimental parameters differed from th
used experimentally. The spherical wall had a radius of 2
mm and was in contact with a plane wall. In the radial
rection the cavity was bounded by a cylindrical wall of r
dius Rmax550 mm. The gas filling the cavity had an initia
pressure of 1 atm, and the adiabatic exponent wasg57/5.

The energy source for hydrodynamic motion was an
tially assigned excess pressureP05100 atm in the gas vol-
ume bounded by the walls and the cylindrical surfa
R1547 mm ~i.e., R1,r ,Rmax). A strong shock wave
formed on the boundary of this volume atr 5R1 and then
converged toward the symmetry axis.

The resulting flow was calculated using a unstructu
flow-adapting mesh. The calculation scheme, criteria,
methods for restructuring of the mesh were described in R
-
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10. The calculations were continued until the radius of
converging shock wave was 5 mm.

Initially, the converging shock wave underwent succe
sive irregular interactions alternately with the plane a
spherical walls. As a result, the shock wave amplificat
process took place discontinuously and was accompanie
the appearance of gasdynamic disturbances propaga
transversely to the front of the converging shock wave, fr
wall to wall.

Figure 5 gives a logarithmic plot of the maximum pre
surePmax along the flow at a given time as a function of th
front radiusaf of the converging wave at that time. Figure
shows that as the shock wave converges, the pressure ju
become relatively weaker. At small radii thePmax(af) curve
follows a power law~a straight line on the logarithmic scale!,
which specifically indicates that superspherical cumulation
self-similar at short distances from the axis.

The slope of the line in Fig. 5 corresponds to the se
similar dependencePmax'af

22d , whered'0.62. This value
shows good agreement with the theory presented be
which givesd'0.59. The pressure-rise law obtained in t
numerical calculations is steeper than that for a spher
shock wave in a gas with the same adiabatic exponent.

Thus, the numerical simulation shows that supersph
cal cumulation is accompanied by a rapid pressure r
points out its self-similar behavior, and possibly explains
appearance of disturbances behind the converging sh
wave front which can be seen on the experimental shad
grams.

4. ONE-DIMENSIONAL APPROXIMATION AND SELF-
SIMILAR SOLUTION OF GASDYNAMIC EQUATIONS
DESCRIBING SUPERSPHERICAL CUMULATION

In order to show that the theoretical description of s
perspherical cumulation is a general case of spherical
cylindrical cumulation, we shall investigate the transition

FIG. 5. Calculated pressure behind a converging shock-wave front for
perspherical cumulation as a function of its radius~a.u.!.
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a one-dimensional approximation~where the motion depend
only on the ‘‘radial’’ coordinate! for all three cases simulta
neously, takingn51,2,3 in Eq.~1! as the parameter. W
introduce the family of coordinate surfaces

b5z/r m21 ~4!

and the coordinatea, which is conjugate tob,

a25~n21!3z21r 2, ~5!

so that grada•gradb50. The motion of the shock wave to
ward the center corresponds toa→0, and the boundaries o
the cavity are the coordinate linesb5b1 andb5b2 .

The square of the lengthdl25dr21dz21r 2dw2 is ex-
pressed in the orthogonal coordinatesa, b, andw in terms
of metric coefficients:

dl25gaada21gbbdb21gwwdw2. ~6!

Here

gaa5a2/@a21~n21!~n22!b2r 2m22#, ~7!

gbb5gaar 2m/a2, ~8!

gww5r 2, ~9!

where for each given value ofm, r should be expressed i
terms ofa andb using the equation

r 25a22~m21!b2r 2m22. ~10!

The equations of continuity and the Euler equations w
given in Ref. 11 for an arbitrary orthogonal coordinate s
tem. Assuming that no motion takes place alongw and that
the flow does not depend onw, we have

]r

]t
1

ua

Agaa

]r

]a
1

ub

Agbb

]r

]b
1

r

Agaagbbgww

3F ]

]a
~Agbbgww•ua!1

]

]b
~ubAgaagww!G50, ~11!

]ua

]t
1

ua

Agaa

]ua

]a
1

ub

Agbb

]ua

]b
1

1

2

3S uaub

gaaAgbb

]gaa

]b
2

ub
2

gbbAgaa

]gbb

]a D
52

1

rAgaa

]P

]a
, ~12!

]ub

]t
1

ua

Agaa

]ub

]a
1

ub

Agbb

ub

]b
1

1

2

3S uaub

gbbAgaa

]gbb

]a
2

ua
2

gaaAgbb

]gaa

]b D
52

1

rAgbb

]P

]b
, ~13!

whereua andub are the physical components of the velo
ity, andP andr are the pressure and density.
e
-

Equations~11!–~13! should be supplemented by the co
dition for adiabatic flow behind the shock-wave front and t
boundary conditions

ubub5b1 ,b2
50. ~14!

We shall examine the possibility of separating the rad
motion alonga, i.e., the possible existence of motion whic
depends only ona and has only the velocity componentua .
This motion is described by

r t1ua

]r

]a
1

r

am

]

]a
~amua!50, ~15!

]ua

]t
1ua

]ua

]a
52

1

r

]P

]a
, ~16!

and condition~14! is automatically satisfied. We can go ov
from Eqs.~11!–~13! to Eqs.~15! and ~16! provided the fol-
lowing conditions are satisfied

gaa51 and
]

]a S r

a D50.

For m51,2 the following relations are satisfied ident
cally

gaa51 and
]

]a S r

a D50,

and Eqs.~15! and ~16! are valid in all space and describ
cylindrically and spherically symmetric flows, respective
The case ofm53 is more complex since the expressions

gaa21 and
]

]a S r

a D
contain terms which depend ona andb. However, it is easy
to see that these additional terms tend to zero whena→0
~i.e., when the shock wave converges infinitely close to
center!. Thus, whereas in the case ofm51,2 the radial mo-
tion can be separated in all space, form53 only local sepa-
ration can be achieved asa→0. Note that the local nature o
the one-dimensional approximation~15! and~16! in the case
of m53 does not too severely restrict the validity of o
self-similar solutions of Eqs.~15! and ~16! since these solu-
tions are only valid fora→0.

We now turn to Eq.~13! to estimate the error of the
one-dimensional approximation~15! and ~16! for a→0 and
also to explain the physical meaning of the additional ter
in gaa . In addition to the pressure gradient alongb, this
equation also contains a generalized force, whose densi
given by

f b5
1

2

rua
2

Agbb

] ln gaa

]b
. ~17!

The quantity (]/]b)ln gaa is directly related to the cur-
vature of the coordinate lineb5const, along which the ra
dial motion takes place. Physically it is clear that moti
along a curved line leads to the appearance of inertial for
transverse to the trajectory, such as the force~17!.
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Since form53 the distance between the walls decrea
more rapidly (}a2) asa→0 than does the distance from th
center (}a), as the shock wave converges, the mot
bounded by the walls alongb is rapidly damped behind th
shock-wave front. Then in Eq.~13! all the terms containing
ub vanish, and the generalized force~17! is compensated by
the pressure gradient]P/]b. This gives theb-dependent
pressure variation

dP5
1

2
rua

2 ln gaa'2rua
2a2b2. ~18!

In particular, the pressure for the same value ofa is
slightly higher at a plane wall~whereb5b2Þ0) than that at
a spherical wall~whereb5b150). Fora→0 and bounded
b, or, in dimensional quantities, at short distances from
center compared with the radius of the spherical wall,
pressure variation~18! is relatively small: dP!P;rua

2 .
This inequality justifies going over to the one-dimension
approximation and permits estimation the error of the
proximation as 0@a2b2#.

We shall now search for self-similar solutions of Eq
~15! and~16! for m53 which describe superspherical cum
lation. It is interesting to note that these equations wo
describe a converging shock wave which is symmetric w
respect to three polar angles in four-dimensional space
m53. As a result of the more abrupt decrease in the are
the front as the wave converges (S}am), we can naturally
expect more abrupt cumulation compared with the cylind
cal case. This conclusion was confirmed, and, moreover,
self-similarity exponentd @see Eq.~1!# was three times~with
exceptionally high accuracy! that for cylindrical cumulation
and 1.5 times that for spherical cumulation, i.e.,d }m.

The procedure for searching for the self-similarity exp
nent is described in Ref. 2 for a spherical shock wave. Th
without changing the notation used in Ref. 2, we can mer
present the equation for the functions represented byz andv
which is valid for anym (m52 in Ref. 2!

dz

dv
5

z

12v

3F ~~~m11!g112m!v22d22!@z2~12v !2#

v~12v !~11d2v !2zS ~m11!v2
2d

g D 1~g21!G ,

~19!

as well as establish the relationship between the s
similarity indexa [2] introduced in Ref. 2 and the exponentd
appearing in Eq.~1!: 11d51/a [2] . Then, all the argument
in Ref. 2 hold form53.

A numerical integration of Eq.~19! can be used to find
d. For a polytropic indexg57/5 this givesd'0.59, and the
pressure behind the shock-wave front increases as

P}a21.17, ~20!
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in good agreement with the results of the numerical calcu
tions (P}a21.24). For a spherical wave we would hav
P}a20.78, and for a cylindrical wave1! we would have
P}a20.39.

The self-similarity exponent is proportional tom or,
which amounts to the same thing, the functionP(S) is the
same for allm to a high degree of accuracy. To some exte
this detracts from the significance of the results obtained
this section: the universal nature of the dependenceP(S) in
fact implies that the CCW theory can be applied to descr
superspherical cumulation but in this theory the transition
the one-dimensional approximation is made more easily~and
even more rigorously! than in pure hydrodynamics, afte
which the calculation ofd reduces to multiplying the known
quantities bym.

5. APPLICATION OF THE CCW THEORY TO CALCULATE
THE STABILITY OF SUPERSPHERICAL CUMULATION

The CCW theory4 uses the functionF(x,y,z) ~wherex,
y, and z are the coordinates! to describe the dynamics o
shock-wave fronts such that at each timet the surface of the
front is described by the equation

F~x,y,z!1Vs0 t50, ~21!

where Vs0 is the velocity of sound in the undisturbed g
through which the shock wave propagates.

The Mach numberM is then given by

M5
1

ugradFu
. ~22!

We introduce a system of coordinate lines or rays
thogonal to the surfaces~21! and assume that as each secti
of the surface of a shock-wave front moves along a ray t
the variation ofM is determined only by the variation of th
area of the front and, for a strong shock wave (M@1), is
given by

M}A2d1, ~23!

d151Y S 11
2

g
1A 2g

g21D . ~24!

The equations of differential geometry give a relati
betweenA and gradF and yield the equation forF

div~M111/d1 gradF!50. ~25!

In the curvilinear coordinatesa, b, andw with the met-
ric ~7!–~9!, Eq. ~25! has the form

]

]a FamS r

a D m11

M111/d1
]F

]a G1a22m
]

]b

3F S r

a D 12m

M111/d1
]F

]b G1gaaS r

a D m21

3am22
]

]w
M111/d1

]F

]w
50. ~26!

Equation~26! for the radial motion is
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]

]a S am
]F21/d1

]a D50, ~27!

where form51,2 the variables~and the motion! are strictly
separated, but form53 they are locally separated whe
a→0, since in this last case we haver /a→1 andgaa→1.
The solution of Eq.~27! is obviously

F05cr11md1, c5const. ~28!

From Eqs.~22! and ~28! we have

M}r 2md1, ~29!

and the self-similarity exponentd introduced earlier, which
is defined such thatP'M2'r 22d, is

d5md1 . ~30!

Thus, in the CCW theory the resultd}m obtained in the
previous section~which, of course, is approximate, althoug
highly accurate! is obtained as the exact relation~30!. Since
d1 , which is defined by formula~24! in the CCW theory, is
almost the same as the self-similarity exponent of a cylin
cal converging shock wave calculated directly using the
drodynamic equations, the CCW theory predicts a sim
and very accurate expression for the self-similarity expon
d53d1 for superspherical cumulation.

We shall now linearize Eq.~26! relative to the small
correctionF1 to F0 . For m53 we also take into accoun
small corrections to the metric coefficients fora→0. We
then have

1

d1
S r

a D m11 ]

]a Fa2md1
]F1

]a G2a222m2md1
]

]b

3F S r

a D 12m ]F

]b G2a2md122S r

a D m21 ]2F

]w2

5
]F0

]a
a2md1

]

]a S r

a D m11

. ~31!

The boundary condition at the cavity walls is

]F1

]b
ub5b1 ,b2

50. ~32!

For m53 the right-hand side of Eq.~31! ~which van-
ishes for m51,2) equals 28a12md2b2(]F0 /]a), and
within Eq. ~31! two essentially different formulations of th
problem are possible. First, we can seek the particular s
tion F10 of Eq. ~31! with a nonzero right-hand side, havin
imposed the constraint that for this particular soluti
F1050@F0# for a→0. Such a solution does in fact exist, b
here we shall not present the elementary procedure for
structing it as an expansion in powers ofa. The correspond-
ing small correction toF0 is a refinement of the solution
~28! and ensures that small~near the center! deviations of
r /a andgaa from unity are taken into account. The existen
of a solutionF10 with these properties implies that the on
dimensional approximation ofF0 is accurate in first-orde
perturbation theory with respect toa.

The construction of a general solution of Eq.~31! with a
zero right-hand side has a completely different meaning.
i-
-

le
nt

u-

n-

e

search for these corrections and the study of their behavio
a→0 permits assessment of the stability of the on
dimensional solution~28! toward non-one-dimensional pe
turbations of the initial data.

Calculations of the behavior of the general solution
Eq. ~31! with a zero right-hand side show that form51 – 3
all the non-one-dimensional disturbance modes are unst
since they decay more slowly thanF0 asa→0. This implies
an increase in the relative deviations of the shock wave p
file from the symmetric one.

The growth rate of the various modes depends onm. As
a cylindrical shock wave converges, sausage modes~i.e., dis-
turbances which depend onz and do not depend onw) grow
preferentially. In a spherical shock wave all the disturban
which depend on the polar angles grow at the same r
Here we present some calculations for the stability of sup
spherical cumulation (m53).

For disturbances having a dependence onw andb given
by

F5A~a!eil w cosS pk
b2b1

b22b1
D , ~33!

where l and k are integers,i 2521, the equation for the
amplitude has the form

1

d1

d2A

da2
2

3

a

dA

da
1 l 2

A

a2
1

p2k2

~b22b1!2

A

a4
50. ~34!

For kÞ0 substitutingu51/a reduces Eq.~34! to

1

d1
S u4

d2A

du2
12u3

dA

duD 13u3
dA

du
1u2l 2A

1
p2k2

~b22b1!
u4A50. ~35!

The solution~35! is expressed in terms of Bessel fun
tions with an imaginary index. The asymptotic behavior f
u→` (a→0) is determined by the factor

A}u2~113d1/2! expS i
pkAd1

b22b1
uD

5a113d1/2 expF ipkAd1

a~b22b1!
G , ~36!

i.e., F1 oscillates with an amplitude which tends to zero
uF1u}a113d1/2. The relative magnitude of the disturbanc
uF1 /F0u, which characterizes the change in the shape of
front, increases as

UF1

F0
U}a23d1/2. ~37!

Thus, disturbances which depend onb lead to a distor-
tion of the wave-front profile which increases asa20.3.
However, purely azimuthal disturbances withk50, i.e.,
which do not depend onb and depend only on the pola
anglew, grow considerably faster. Substitutingk50 into Eq.
~34!, we find thatA5constab, where



o
t

he
r
c
ex
on

ic
c

pl
t

da

d
is-

erical

-

l
d

ns

279Tech. Phys. 44 (3), March 1999 Vo novich et al.
b5
3d1116A~3d111!224d1l 2

2
. ~38!

Modes withl>2 have the disturbance growth rate

UF1

F0
U}a23d1/221/2'a20.8. ~39!

Finally, a disturbance withl 51 splits into two modes,
one of which gives the growth rate

UF1

F0
U}a2

3d1

2 2
1
22AS 3

2
d11

1

2D 2

2d1'a21.5. ~40!

It is easily understood that the extremely fast growth
this mode corresponds to accelerated displacement of
center of symmetry of the shock-wave front relative to t
center of the cavity in a certain direction, which is dete
mined by the initial form of the disturbance, as the sho
wave converges. The action of this instability makes the
perimental investigations of superspherical cumulation c
siderably more complex.

6. CONCLUSIONS

The results indicate that symmetric shock waves wh
are accelerated and amplified as they converge can be
ated in specially shaped axisymmetric cavities. The am
tude of these shock waves increases faster than does tha
spherical converging shock wave.
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1!It can be said that superspherical cumulation is as strong as the sph
and cylindrical effects taken together (a21.175a20.78a20.39).
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Numerical calculations of the radiation-induced strain rate of interstitial solid solutions.
II Allowance for the main channels for the influence of impurities on radiation-
induced creep

Yu. S. Pyatiletov and A. D. Lopuga

Institute of Atomic Energy, Scientific Nuclear Center of the Republic of Kazakhstan,
480082 Almaty, Kazakhstan
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A previously developed numerical method for calculating the radiation-induced creep rate
@Yu. S. Pyatiletov and A. D. Lopuga, Tech. Phys.45 ~1999!# is used to study the influence of
impurity atmospheres around dislocations and pores, impurity traps, and mobile impurity-
vacancy and impurity-interstitial complexes on the radiation-induced strain rate of interstitial
alloys. Quantitative data are obtained on the creep rate as a function of impurity
concentration, and a physical interpretation allowing for the recombination of interstitial atoms
and vacancies directly with one another, on impurity traps, and on mobile complexes is
put forward. © 1999 American Institute of Physics.@S1063-7842~99!00303-7#
e
n-
th
d

n
Re
ul
ce
s

un
e

e
an
d
ity
c

io
th
n

ct
rit

ny
xe

rs
-

on
w
o

es
m-

-

ity

mu-
1. INTRODUCTION

Self-consistent numerical calculations of the strain rat«̇
of interstitial alloys using the dislocation model of radiatio
induced creep described in Ref. 1 require knowledge of
values of the parameters characterizing the material, its
fect structure, and test conditions and then implementatio
the calculation procedure using the method developed in
1. This we have done, and we present the results of calc
ing «̇ with allowance for the main channels for the influen
of impurities on the strain rate of interstitial solid solution
These include the formation of impurity atmospheres aro
dislocations and vacancy pores, the formation of fix
impurity–intrinsic-point-defect~IPD! complexes, and the
formation of mobile impurity-IPD complexes. For thes
cases we calculated the concentration profiles of IPD’s
impurity-IPD complexes near dislocations and pores, we
termined the fluxes of vacancies, interstitials and impur
interstitial complexes to sinks, and we obtained dependen
of the radiation-induced creep rate on impurity concentrat
for various binding energies and migration energies of
impurity-IPD complexes. The calculations took into accou
the recombination of interstitial atoms and vacancies dire
as a result of encounters between unlike IPD’s, on impu
traps, and on mobile impurity-IPD complexes.

We adopt the notation introduced in Ref. 1 without a
explanation. References to formulas from Ref. 1 are prefi
by the Roman numeral I.

2. ROLE OF IMPURITY ATMOSPHERES

The initial system of equations~I-12!–~I-15! can be used
to calculate steady-state concentrations of vacancies, inte
tials, and impurity-vacancy and impurity-interstitial com
plexes near dislocations and to perform further calculati
of the radiation-induced creep rate with simultaneous allo
ance for all these channels for the influence of impurities
2801063-7842/99/44(3)/5/$15.00
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«̇. In order to identify the role of the impurity atmospher
alone, we shall assume that the impurities do not form co
plexes with IPD’s. Then, if we setDib50, Cib50 andx ib

50, the expression~I-10! for the creep rate is simplified to

«̇5
L~s!

6L
rd~ZIDICI

02ZVDVCV
0 !, ~1!

and instead of Eqs.~I-12!–~I-15! we obtain the two equa
tions

DV¹2CV1
DV

kbT
~¹CV¹EV

~d!1CV¹2EV
~d!!1G

2DVkV
~h!2CV2aCVCI50, ~2!

DI¹
2CI1

DI

kbT
~¹CI¹EI

~d!1CI¹
2EI

~d!!

1G2DIkI
~h!2CI2aCVCI50. ~3!

The expression forEb
(d)(r ), which is the interaction en-

ergy of an IPD with a dislocation surrounded by an impur
atmosphere, has the form2

Eb
~d!~r !5

mb~11n!DVb

3p~12n!

sinw

r

2(
r8

V1~11n!2mDVb

18p~12n!~122n!ur2r 8u3

3S 12
3~n,r2r 8!2

ur2r 8u2 D Ci
~d!~r 8!. ~4!

HereDVb is the relaxation volume of ab point defect,n is
the Poisson ratio,m is the shear modulus,V1 is the deviator
part of the tensor which characterizes an elastic dipole si
lating an interstitial impurity atom;r , w, andz are the cylin-
© 1999 American Institute of Physics
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drical coordinates associated with the dislocation line, a
Ci

(d)(r ) is the equilibrium concentration of impurities in th
atmosphere around a dislocation, which can be determ
from the transcendental equation2

Ci
~d!~r !5H 11

12Ci

Ci
expFwid~r ,w!

kbT
1

1

kbT

3(
r8

Ci
~d!~r 8!•~wii ~r2r 8!2wii ~r c

d2r 8!!G J 21

,

~5!

wherewid(r ) and wii (r ) are the interaction energies of a
impurity atom with a dislocation and with another impuri
atom, respectively, andr c

d is the distance at which interactio
between impurities and dislocations can be neglected.

The boundary conditions for the system of equations~1!
and ~2! are now assigned by formulas~I-23! and ~I-31a!,
where the IPD concentration at the outer boundary of
calculation cell is determined from the system of nonline
algebraic equations~I-27! and ~I-28!, where we setCib50
and xb50. Introducing these changes into the calculat
scheme proposed in Ref. 1, we calculate the radiat
induced creep rates using the material parameters of car
aceous martensite:b52.48310210 m, m583104 MPa,
n50.3, V51.2310229 m3, DVI51.1 V, DVV

520.5 V, r dV
0 53.40310210 m, r dI

0 511.85310210 m,
DI

051027 m2/s, DV
050.5831024 m2/s, EI

m50.2 eV, EV
m

51.3 eV (Db
0 are the preexponential factors of the diffusio

coefficientsDb , and Eb
m are the migration energies ofb

point defects!. We also setG51026 displacements per atom
per second,Nh53.1631021 m23, rd53.1631014 m22, r h

5531029 m, andT5660 K.
The dashed curve in Fig. 1a gives the radiation-indu

creep rate relative to«̇0 ~where «̇0 is the creep rate of an
impurity-free material having the same parameters! as a
function of impurity concentration without allowance for th
formation of complexes. It can be seen that«̇/ «̇0 decreases
with increasing impurity concentration, the effect beginni
to manifest itself atCi'1024 and reaching 20% atCi55
31023. This behavior is caused by the shielding of the el
tic field of the dislocations by the impurity atmosphere
which reduces the capacity of the dislocations to trap in
stitial atoms and vacancies. The most important factor w
that the efficiency of the absorption of interstitial atomsZI

by dislocations decreases more rapidly than the absorp
efficiency for vacanciesZV . A direct consequence is the de
crease in the preference factorB5(ZI2ZV)/ZI in Fig. 1b
~dashed curve!, which leads to decreases in the dislocati
climb rate and the creep rate as the impurity concentra
increases.

3. ROLE OF IMPURITY TRAPS

Another channel for the influence of impurities on t
strain rate of interstitial alloys under irradiation is the imp
rity trapping of interstitial atoms and vacancies and the f
mation of low-mobility complexes with a positive bindin
d

ed
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n
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energy.3,4 An IPD entering such an impurity trap becom
bound, becomes unable to migrate toward sinks, and, aft
certain time has elapsed, annihilates with an incoming m
bile IPD of opposite sign. Thus, impurity traps serve as IP
recombination centers and thereby influence the steady-
distribution of interstitial atoms and vacancies in the sam
and, consequently, the values ofZb andCb

0 which determine
the radiation-induced creep rate. The effect of the impu
traps should be enhanced when allowance is made for
formation of impurity atmospheres near sinks since the I
fluxes to sinks are determined by the concentration profile
the IPD’s not bound into complexes directly at the sink s
faces.

Since impurity-IPD complexes are assumed to be fix

formula ~I-10! for «̇ takes the form~1!. In order to calculate
the steady-state concentrations of vacancies and inters
atoms near a dislocation with allowance for these complex
we need to setDib50 anda850 in the system of equation
~I-12!–~I-15!, which is then rewritten as follows:

FIG. 1. Creep rate~a!, preference factor~b!, and steady-state IPD concen
trations~c! as functions of the relative impurity concentration calculated
two values of the impurity-vacancy binding energy:EiV

b 50.3 ~1! and 0.5 eV
~2!.
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DV¹2CV1
DV

kbT
~¹CV¹EV

~d!1CV¹2EV
~d!!1G

2DVkV
~h!2CV2aCVCI1g iVCiV2m ICVCiI

2xVCV~Ci
~d!2CiI 2CiV!50, ~6!

DI¹
2CI1

DI

kbT
~¹CI¹EI

~d!1CI¹
2EI

~d!!1G2DIkI
~h!2CI

2aCVCI1g i I CiI 2mVCICiV2x ICI

3~Ci
~d!2CiI 2CiV!50, ~7!

xVCV~Ci
~d!2CiI 2CiV!2mVCICiV2g iVCiV50, ~8!

x ICI~Ci
~d!2CiI 2CiV!2m ICVCiI 2g i I CiI 50. ~9!

The boundary conditions for the vacancies and inter
tial atoms are given by formulas~I-23! and~I-23a!, and their
concentration at the outer boundary of the calculation ce
determined from the system of equations~I-27!–~I-30! with
Dib50 anda850.

We shall first ascertain how the recombination of int
stitial atoms and vacancies on impurity traps influences t
concentration profiles around dislocations and pores for v
ous impurity concentrationsCi and various binding energie
of impurity-IPD complexes. For the calculations we shall u
the material parameters given in the previous section.
established that effects associated with recombination
IPD’s on impurity traps begin to play a significant role wh
the binding energy of the impurity-vacancy complexesEiV

b

exceeds 0.2 eV and that of the impurity-interstitial co
plexesEiI

b exceeds 1.3 eV. Since the values ofEiV
b for carbon

impurity atoms ina-Fe given by various authors5,6 exceed
0.4 eV and the value ofEiI

b from Ref. 7 is 0.5 eV, in our case
the impurity-interstitial complexes can be neglected. Th
the calculations only take account of impurity-vacancy co
plexes, whose binding energy will be varied between 0.3
0.5 eV. The relative impurity concentrationCi will be varied
between zero and 1022.

As a result of these calculations, we established that
lowance for IPD recombination on impurity traps leads
two effects: first, the concentration of free vacancies in
bulk of the sample decreases and thus the concentratio
impurity-vacancy complexes becomes nonzero; second,
slope of theCb(r ) curves at the sink surfaces decreases,
the fluxes of interstitial atoms and vacancies to sinks
crease. Both effects are enhanced asEiV

b increases. Figure 1c
gives the dependence obtained using these data of the
concentrations (CI

0 and CV
0), which appear directly in the

formula ~1! for the creep rate, on impurity concentratio
Figure 1c shows thatCI

0(Ci) and CV
0(Ci) behave similarly,

falling sharply from 1024 to 1023 asCi increases. The effec
is enhanced asEiV

b increases. Figure 1b gives the preferen
factor B, which specifies how much«̇ is influenced by the
difference between the efficiencies of absorption of inter
tial atoms and vacancies by dislocations, as a function ofCi .
Figure 1 shows that the preference factorB also decrease
monotonically with increasingCi but not as strongly asCb

0 .
Finally, Fig. 1a~solid curves! shows the relative creep«̇/ «̇0
i-
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as a function of the impurity concentrationCi for EiV
b 50.3

and 0.5 eV. Also plotted is the dependence of«̇/ «̇0 on Ci

obtained without consideration of impurity traps~dashed
curve!. We can see from a comparison of the solid a
dashed curves that when impurity traps are taken into
count, the creep rate decreases considerably faster with
creasingCi and that the effect is enhanced asEiV

b increases.
A comparison of Figs. 1a and 1b reveals that a decre

in the concentration of free point defects as a result of
capture of vacancies by impurity traps and the recombina
of vacancies with interstitial atoms on these traps has a st
ger influence on the creep rate than do changes in the
centration profiles of IPD’s near sinks, which determine t
values of the parametersZb , Yb , and B. The contribution
made by changes inCb

0 to the reduction in«̇ is between four
and five times greater than that caused by changes inB.

4. ROLE OF MOBILE IMPURITY–INTRINSIC-POINT-DEFECT
COMPLEXES

Let us now consider the situation when the impurit
vacancy and impurity-interstitial complexes are mobi
Quite clearly, these complexes are not only recombinat
centers for interstitial atoms and vacancies but, like f
IPD’s, diffuse toward sinks. Having reached a sink, the co
plexes dissociate: the IPD’s are absorbed by the sinks,
the freed impurity atoms diffuse back into the bulk of th
sample. Thus, some of the vacancies and interstitial at
migrate toward sinks in the free form and some migrate i
bound form as complexes. In this case, the fluxes of all th
mobile components to dislocations contribute to the cre
rate calculated using the general formula~I-10! and the mag-
nitudes of these fluxes are determined by the concentra
profiles of the IPD’s and mobile impurity-IPD complexes
the sink surfaces.

We shall make numerical calculations of these conc
tration profiles by solving the system of equations~I-12!–~I-
15! with the boundary conditions~I-23!, ~I-24!, and ~I-31!
using the same calculation parameters as in the previous
tions. We shall also setEiI

b 50.6 eV, EiV50.5 eV, DiV
0

5DV
0 , andDiI

0 5DI
0 . The dilatation volume of the complexe

DVib , which determines the interaction energy of the co
plex ib with dislocations and pores, is taken as the sum
the dilatation volumes of an IPDDVb and a carbon impurity
atomDVi . Since no reliable data are available on the mig
tion energiesEib

m of the complexes, we shall vary these in
range where the lower limit corresponds to the migrat
energy of the most mobile component and the upper li
corresponds to the value at which the complex is virtua
fixed. For instance, for the impurity-vacancy complexes
shall varyEiV

m between 0.8~which corresponds to the migra
tion energy of a carbon atom ina-Fe! and 2.2 eV, and for the
impurity-interstitial complexes we shall varyEiI

m between 0.3
~which corresponds to the migration energy of an intersti
atom! and 1 eV. The range of impurity concentrations stu
ied is between 1025 and 531023.

The calculations show that allowance for the mobility
the impurity-IPD complexes leads to two principal effec
first, the concentration of free IPD’s in the bulk of th



se
th
.e
a

le
f

s
n

,

in
s

or
ra
en

o
.
e

b

ha

tio
te

w

is
ile
nc

es.
y

le

he

his
are
xes
of

ain
of

t
D

lo-
own
is-
sult,
’s,
at-
-

e
nce

y-
e
en-
bi-
of

tio

e

rity-

283Tech. Phys. 44 (3), March 1999 Yu. S. Pyatiletov and A. D. Lopuga
sample increases in comparison with fixed complexes;
ond, fluxes of mobile complexes to sinks appear, and
slope of theCb(r ) curves increases at the sink surfaces, i
the fluxes of free IPD’s to sinks increase. These effects
enhanced as the complexes become more mobile.

In order to identify the direct influence of the mobi
complexes on the creep rate, we calculated the fluxes o
the mobile components, i.e., interstitial atoms (I ), vacancies
(V), and complexes (i I and iV), to dislocations. The result
of calculations of these fluxes as a function of impurity co
centration forEiV

m 51.6 and 0.3 eV showed that asCi in-
creases, the IPD fluxesI I

(d) andI V
(d) to dislocations decrease

whereas the fluxes of complexesI iI
(d) and I iV

(d) increase. The
creep rate is determined by the flux differencesI I

(d)2I V
(d) and

I iI
(d)2I iV

(d) . Thus, at low impurity concentrations the ma
contribution to«̇ comes from fluxes of free IPD’s, wherea
asCi increases, the fluxes of IPD’s in complexes play a m
significant role. Hence, we can postulate that the creep
will be higher when the mobility of the complexes is tak
into account than in the case of fixed complexes. This
confirmed by calculations of the creep rate as a function
impurity concentration, whose results are plotted in Fig
~solid curve!. For comparison, this figure also shows the d
pendence of«̇/ «̇0 on Ci for fixed complexes~curve1!.

In order to establish how the creep rate is influenced
each type of mobile complex separately (i I or iV), we cal-
culated«̇/ «̇0 for two cases. In the first case, we assumed t
only thei I complexes are mobile~curve2 in Fig. 2! and that
the migration energy of the complexes equals the migra
energy of an interstitial atom, i.e., the complexes exhibi
maximum mobility. In the second case, only theiV com-
plexes were mobile~curve 3 in Fig. 2!, but the migration
energy of the complexes was taken to be fairly high (EiV

m

51.6 eV!, i.e., theiV complexes had a comparatively lo
mobility. Nevertheless, in the second case, the plot of«̇/ «̇0

as a function ofCi deviates more substantially from curve1
for fixed i I and iV complexes than in the first case and
closer to curve3. This behavior suggests that the mob
impurity-vacancy complexes have a much stronger influe

FIG. 2. Radiation-induced creep rate versus relative impurity concentra
for cases where both types of complexes are mobile~solid curve!, both types
of complexes are fixed~1!, only impurity-interstitial complexes are mobil
~2!, and only impurity-vacancy complexes are mobile~3!.
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on the creep rate than do the impurity-interstitial complex
We calculated«̇/ «̇0 as a function of the migration energ

of the impurity-vacancy complexesEiV
m to obtain quantitative

confirmation of this conclusion~Fig. 3!. We considered two
situations: when thei I complexes are fixed~curve 1! and
when they have maximum mobility (EiI

m50.3 eV, curve2!.
Thus, curves1 and 2 demarcate the range of all possib
values of the migration energy for thei I and iV complexes.
Figure 3 shows that at high values ofEiV

m the creep rate is
close to that for a material with fixed complexes. As t
mobility of the iV complexes increases andEiV

m approaches
the migration energy of free vacanciesEV

m , the creep rate
becomes higher than that for an impurity-free material. T
can be explained by the fact that some of the IPD’s
transferred to dislocations and pores as part of comple
whose interaction energy with sinks is higher than that
free IPD’s, and thus the dislocation preference is higher.

5. DISCUSSION

In the preceding sections we have examined three m
channels for the influence of impurities on the rate
radiation-induced creep«̇ in interstitial alloys. The simples
scenario for interpretation purposes is that impurity-IP
complexes do not form and the influence of impurities on«̇
is mediated only by the impurity atmospheres around dis
cations and pores. The impurity atmospheres have their
elastic field, which partly shields the elastic field of the d
locations and suppresses its action on the IPD’s. As a re
the dislocations have a lower capacity for trapping IPD
which reduces their absorption efficiencies for interstitial
oms (ZI) and vacancies (ZV) in comparison to the absorp
tion observed in an impurity-free metal, withZI decreasing
more substantially thanZV . Consequently, an increase in th
impurity concentration in the material reduces the prefere
factor B and, therefore, the creep rate.

The situation is more difficult to analyze when impurit
IPD complexes with some degree of mobility form in th
irradiated material. The formation of these complexes ess
tially leads to the appearance of new types of IPD recom
nation and new IPD fluxes to sinks as part of the mobility

nFIG. 3. Radiation-induced creep rate versus migration energy of impu
vacancy complexes when the impurity-interstitial complexes are fixed~1!
and when they are mobile (EiI

m50.3 eV! ~2!.
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the complexes. Thus, the interstitial atoms and vacan
formed continuously in an alloy as a result of irradiation a
inactivated in two ways: either they escape to sinks, diff
ing toward them in free form or as part of complexes, or th
are lost as a result of recombination. Several types of I
recombination can take place in the presence of defe
First, ordinary mutual recombination occurs when free int
stitial atoms and vacancies migrating in the material me
second, IPD’s recombine when they encounter comple
containing IPD’s of opposite type; and, third, recombinati
takes place when two complexes containing IPD’s of op
site type meet.

Before the processes taking place in irradiated interst
alloys undergoing deformation can be fully described,
need to know the quantitative relations between the fracti
of IPD’s lost as a result of these types of recombination.
analysis of the results of the numerical calculations show
that when the material contains fixed complexes, the rec
es

-
y
D
ts.
-
t;
es

-

l
e
s

n
d
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bination of IPD’s upon encounters between interstitial ato
and impurity-vacancy complexes predominates. When theib
complexes are mobile, IPD’s are mainly lost when unli
complexes encounter one another. The fraction of defe
lost as a result of all three types of recombination increa
with decreasing temperature.
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Control of the degree of long-range compositional order in ceramics of the compound
perovskites Pb „B81/2B91/2…O3 using recrystallization
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~Submitted January 22, 1997; resubmitted April 7, 1998!
Zh. Tekh. Fiz.69, 24–30~March 1999!

It is established that an ordered state forms in Pb~Yb1/2Nb1/2)O3 at fairly low temperatures
~650–800 °C!. Subsequent high-temperature heat treatment of the ceramic without additives
~sintering or additional annealing! does not produce any significant change in the degree
of long-range compositional orders because of the low diffusion rate of the Yb and Nb ions.
The addition of Li2CO3, which forms a liquid phase, creates conditions for the dissolution
of grains with a high value ofs, the nucleation of new crystallization centers, and the growth of
grains with a new equilibrium value ofs at the sintering~annealing! temperature. ©1999
American Institute of Physics.@S1063-7842~99!00403-1#
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1. INTRODUCTION

The phenomenon of compositional ordering, i.e., a va
tion of the long-range orders in the placement of ions o
different types in identical crystallographic positions in co
pound oxides of the perovskite family, has been observe
Pb~B1/2

III B1/2
V )O3 ferroelectrics, where BIII 5Sc or In and BV

5Nb or Ta ~Refs. 1–5!. Recently ordering effects were ob
served in perovskite compound oxides, where BIII 5Lu, Yb,
Tm, or Er ~Refs. 6–8!. For all these compounds, changes
s are possible as a result of an order–disorder phase tra
tion at values ofTOD exceeding 1000 °C. Changes ins have
a very strong influence on the ferroelectric properties, es
cially the Curie temperatureTC. For instance, in the ordere
state the perovskite oxides Pb~B1/2

III B1/2
V )O3 ~BIII 5Lu, Yb,

Tm, or Er; BV5Nb or Ta! are antiferroelectrics with a high
Curie point, whereas in the disordered state they are fe
electrics with a Curie point 150–220 °C lower. The value
s can be determined quantitatively by means of x-ray str
tural analysis.

The usual method for achieving different values ofs is
based on obtaining oxides at different temperatures in
vicinity of TOD, while additional high-temperature annealin
is used to changes ~Refs. 1–3!. The process of obtaining
different values ofs as a result of sintering compound pe
ovskite ceramics at different temperatures, in fact, combi
the two processes, i.e., the formation of an ordered or a
ordered state during synthesis and then the alteration ofs as
a result of subsequent annealing at the sintering tempera
Ts . However, high-temperature annealing is frequently in
fective since a short holding time does not changes and an
increase in the annealing time leads to a transformation
the perovskite phase into a nonferroelectric pyrochl
phase.9,10

These methods did not produce any significant chan
in s for ceramics of the compound oxides Pb~B1/2

III B1/2
V )O3,

where BIII 5Lu, Yb, Tm, or Er, and BV5Nb or Ta. Sintering
these ceramics at variousTs causes only negligible devia
tions of s from the values for ordered states and sligh
2851063-7842/99/44(3)/6/$15.00
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shifts TC toward lower temperatures. However, a highly d
ordered state has been achieved6–8 by sintering these perov
skite compound oxide ceramics with added Li2CO3 in the
same temperature range as without this additive~Fig. 1!.

Here we take the example of Pb~Yb1/2Nb1/2)O3 (TOD

51125 °C! ~Ref. 10! to investigate the mechanism for th
formation of states with an equilibrium value ofs during
the heat treatment~sintering and subsequent annealing! of
Pb~B1/2

III B1/2
V )O3 ceramics with a small addition of Li2CO3.

2. SAMPLE PREPARATION AND MEASUREMENT METHOD

Polycrystalline Pb~Yb1/2Nb1/2)O3 samples were prepare
by a conventional ceramic technology using a two-sta
technique~preliminary synthesis at 600–900 °C for 4–6
followed by sintering at 850–1200 °C for between 20 m
and 6 h! or a single-stage technique~sintering at 850–
1200 °C for between 20 min and 6 h! both with and without
an addition of 2–15 mol % Li2CO3. The addition of Li2CO3

was introduced before sintering. The initial materials we
ultrapure PbO, Yb2O3, and Nb2O5 oxides. In some cases, t
increase the content of the perovskite phase, the compo

FIG. 1. Dependence of the degree of long-range orders ~1! and the Curie
point TC ~2! on the sintering temperatureTs for a PYN~L! ceramic.
© 1999 American Institute of Physics
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YbNbO4, which was preliminarily synthesized at 1000 °
for 4 h, was used instead of Yb2O3 and Nb2O5,11 and excess
PbO was also introduced to 20 wt. %, which evapora
completely during the anneal.

Samples pressed into disks 10 mm in diameter and
mm thick at a pressure of 3–43107 Pa were sintered
in a closed alundum crucible. A charge of powder
Pb(Mg1/3Nb2/3)O3 was used to produce a suitable atm
sphere in the crucible. For the measurements the sam
were polished and electrodes were deposited by firing si
paste.

The x-ray structural analysis of the samples was p
formed on a Dron-2.0 diffractometer using CuKa radiation.
The value ofs was determined using a method described

FIG. 2. Influence of annealing at 1100 °C for 15 min on the microstruct
of PYN samples: a — synthesized at 800 °C for 3 h; b — sintered at 900 °C
for 2 h. Magnification: 10003.
d
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Setter and Cross12 by comparing the experimentally dete
mined intensity ratio of the superstructural and main refl
tions with the ratio calculated for a completely order
structure

s25~ I 111/I 200!observed~ I 111/I 200!calc
21.

The temperature dependences of the dielectric consta«
were investigated using a Tesla BM-484 capacitance bri
at 1.6 kHz at a sample heating~cooling! rate of 2 K/min.

The microstructure of the ceramics was investigated
ing a Carl Zeiss–Jena NU-2E optical microscope.

3. EXPERIMENTAL RESULTS

For the investigations we used Pb~Yb1/2Nb1/2)O2

samples with„PYN~L!… and without~PYN! added Li2CO3,
which were sintered at various temperatur
Ts5850–1200 °C. The samples all underwent additional
nealing in the range 900–1200 °C at temperatures both ab
and belowTs . Before and after annealing we carried o
x-ray structural investigations, determineds, and investi-
gated the microstructure and the dependence«(T).

The samples of PYN sintered atTs5900–1200 °C had
high values ofs ~about 0.8! and TC ~between 260 and
290 °C!. Additional high-temperature annealing near t
order–disorder phase transition had no significant influe
on the ordered structure formed during synthesis and ann
ing. An increase in the annealing time reduced the conten
the perovskite phase while increasing the content of the
rochlore phase. For the annealed PYN samples the maxim
of «(T), which corresponds toTC, did not shift, but its value
decreased as the content of the pyrochlore phase increa
In all cases, x-ray structural analysis of the PYN samp
revealed monoclinic distortion of the perovskite subcell a
the presence of two types of superstructural reflectio
which are caused by antiparallel displacement and comp
tional ordering of the Yb and Nb cations.

The PYN ceramic sintered at low temperatures was fi
grained. Increases inTs (Tann) and the holding time at high
temperature increased the average grain diameterd ~Fig. 2,
see Table I!.

Sintering PYN~L! ceramics in the range
Ts5850–1200 °C produced samples with different values
s ~Fig. 1!, depending on the proximity ofTs to the order–
disorder phase transition temperature. When the PYN~L!

e

TABLE I. Average grain size of PYN and PYN~L! ceramics as a function of
the sintering temperatureTs and the additional annealing temperatureTann.

Ceramic Ts , °C Ts , h Tann, °C Tann, h d, mm

PYN 900 2 ••• ••• 1.6
900 2 1100 1/4 2.9

PYN~L! 900 3 ••• ••• 4.2
900 3 1100 3/4 0.9
1050 2.5 ••• ••• 2.4
1075 3 ••• ••• 1.1
1075 3 950 5 1.4
1110 2 ••• ••• 1.0
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samples were additionally annealed, the values ofs and TC

only varied if Ts was less than;1020 °C and the holding
time under sintering was 5–6 h.

Figure 3 shows the temperature dependences of« for
PYN~L! ceramics sintered and annealed at various temp
tures. The shift of the«(T) peak corresponds to the chan
in s. The changes ins and TC under additional annealing
took place within a comparatively short time~between a few
tens of minutes and a few hours, depending onTann). In this
case, there was no increase in the content of the pyroch
phase, which did not exceed 15% for various samples.
tempts to changes for PYN~L! ceramics by means of secon
or further anneals were generally unsuccessful. The valu
s for ceramics which had already been annealed, as we
for PYN~L! samples sintered atTs>1020 °C, was changed
as a result of annealing only when an additional quan
~2–15 mol %! of Li2CO3 was added to the bulk of th
sample. This was accomplished by grinding the ceram
adding Li2CO3 to the powder, and pressing out a new sam
which then underwent further annealing.

Figure 4 shows the plot of«(T) for a PYN~L! ceramic
obtained atTs51110 °C and annealed atTann5900 °C after
these operations. The annealing induces a transition fro
disordered to a more ordered state, which is manifested
the appearance of a high-temperature maximum on the«(T)
curve ~curve 3!. After the first such anneal for 2.5 h, th
«(T) curve begins to resemble the analogous curve fo
PYN~L! ceramic obtained after sintering atTs5Tann. An-
nealing these samples with no additional Li2CO3 did not
change the form of the«(T) curve if we disregard the in
crease in the height of the maximum of« caused by an

FIG. 3. Influence of nondestructive annealing on the course of«(T) for
PYN~L! samples with an addition of 7.5 mol % Li2CO3: 1, 3, 5— before
annealing,2, 4, 6 — after annealing;1 — Ts5900 °C, 20 min;2 — Tann

51050 °C, 2 h;3 — Tann5750 °C, 3 h; Ts5900 °C, 3 h; 4 — Tann

51100 °C, 1.5 h;5 — Ts51050 °C, 3 h;6 — Tann5950 °C, 5 h.
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increase in the density of the ceramic~curves1 and2!.
Under high-temperature annealing, in addition to t

main maximum of«(T), the PYN~L! ceramics sometimes
exhibited additional anomalies, which diminished or disa
peared completely when the holding time for the first ann
was increased or repeated anneals were carried out after
ing Li2CO3.

Unlike the case of the PYN ceramics, an increase inTs

or the annealing temperatureTann for PYN~L! samples re-
duced the average grain diameterd ~see Table I and Figs
5a–5e!. For samples sintered atTs above 1020 °C with no
additional Li2CO3, no significant change ind was observed
as a result of annealing for 2–5 h. A further increase in
annealing time enhanced the porosity and increased the
tent of the pyrochlore phase. The PYN~L! samples sintered
at Ts<1020 °C and annealed atTann.Ts exhibit a correla-
tion between the decrease ind and the appearance an
growth of new anomalies on the«(T) curve as a function of
the annealing time~Fig. 5f!.

Additional high-temperature annealing (900,Tann

,1120 °C! of PYN ceramics to which Li2CO3 was added
after annealing can give the same values ofs and TC as in
the case of the sintering of a PYN~L! ceramic provided
Tann5Ts .

4. DISCUSSION OF RESULTS

According to our results, the presence of Li2CO3 in the
bulk of a PYN ceramic plays a significant role in the form
tion of disordered states during sintering or in changing

FIG. 4. Influence of annealing atTann5900 °C, t52.5 h on the course of
«(T) for PYN~L! samples sintered atTs51100 °C,t550 min with an ad-
dition of 7.5 mol % Li2CO3: 1 — before annealing,2 — after annealing
with intermediate grinding,3 — after annealing with intermediate grindin
and an addition of Li2CO3.
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FIG. 5. Influence of the annealing timet at 1100 °C on the microstructure~a–e! and«(T) curve~f! for PYN~L! ceramics synthesized at 700 °C for 6 h and
sintered at 900 °C for 3 h;Tann, min: 1 — 0, 2 — 5, 3 — 10, 4 — 20, 5 — 40. Magnification: 10003.
d ive
r to
existing degree of compositional order as a result of ad
tional high-temperature annealing nearTOD. In order to as-
i-certain the specific mechanism for the action of this addit
on the ordering process, let us examine what we conside
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be the two most probable mechanisms among the var
possibilities.

1. The additive increases the rate of ordering~disorder-
ing! by increasing the diffusion coefficient of the Yb and N
ions. Such an increase may be attributed to the appearan
additional vacancies in Yb and Nb sites caused by the di
ciation of some solid solution, which forms in the initia
stage of synthesis and contains lithium in Yb and Nb sites
a result of the intensive evaporation of Li at high tempe
tures.

2. The additive provides for the crystallization of ne
ceramic grains with the equilibrium value of the compo
tional orderse at Ts(Tann) and the dissolution of grains with
nonequilibriums. Favorable conditions for the formation o
states with the equilibrium valuese at the sintering~or an-
nealing! temperature are created by the formation of an
ditional liquid phase by the mineralizer, from which ne
grains ~with s5se) can form without needing to overcom
the energy barrier for the solid-phase processes.

It should be noted that the influence of lithium on t
properties of PYN is clearly not associated with the form
tion and/or dissociation of solid solutions, as is the case
BaTiO3, for example. We know13,14 that the addition of
lithium salts to BaTiO3 can substantially reduce the anne
ing temperature andTC because of the formation of a soli
solution where Li replaces Ti. However, as a result of
evaporation of Li, the value ofTC for these solid solutions
depends strongly on the amount of additive and the ann
ing time t. As t increases,TC increases monotonically to
values typical of BaTiO3 without additives as a result of th
evaporation of Li and dissociation of the solid solution. F
PYN~L! an investigation of the influence of the amount
Li2CO3 and the holding time during annealing indicated th
changes inTC are not caused by the formation or dissociati
of solid solutions involving lithium but are caused by
change in the value ofs ~Refs. 8 and 10!. Thus, in our view
the second mechanism is dominant.

As was shown in Refs. 8 and 10, the solid-phase syn
sis of PYN is accompanied by the formation of a structu
with a high value ofs, which is the equilibrium value a
fairly low temperatures of 700–800 °C, where the perovsk
modification of PYN forms. During sintering or additiona
annealing at higher temperatures, the ordered structure
mains in a nonequilibrium state since the rate of the tra
tion to a more stable state with lowers is low. This low rate
of conversion is the result of the high activation energy
the diffusion of B ions. It is quite safe to say that the sint
ing or additional annealing of a PYN ceramic does not res
in the formation and growth of regions of a new disorder
phase. Otherwise, the intensity of the superstructural refl
tions caused by compositional and antiferroelectric order
would decrease and additional anomalies would appea
the «(T) curve, in contradiction to the experimental resul
An increase inTs , Tann, or the holding time at high tem
peratures increases the average grain diameterd in PYN ce-
ramics~see Table I and Fig. 2!, which is normal for perov-
skite compound oxide ceramics.15 A small number of large
grains grow from the finely dispersed mass in polycrystall
samples as a result of secondary recrystallization.
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Crystalline phases which are not in equilibrium und
specific conditions of temperature, pressure, and compos
occur fairly frequently in ceramic systems. An example m
be provided by quartz,16 whose presence in a porcelain ma
during annealing at 1200–1400 °C does not result in the
mation of stable tridymite or cristobalite forms. In this cas
the rapid establishment of an equilibrium state is promo
by the introduction of a liquid-phase-forming mineralize
i.e., calcium oxide. Quartz dissolves in the liquid phase a
then crystallizes in the form of a new phase. The minerali
permits the transfer of material by dissolution and thus ov
comes the energy barrier which exists for direct pha
conversion.16

The additive Li2CO3, which has a low melting point17

(730 °C!, probably also functions as a mineralizer, forming
liquid phase when a PYN ceramic is sintered. The format
of a PYN~L! ceramic evidently takes place as follows. As t
temperature rises in the range;600–750 °C, solid-phase
synthesis accompanied by the growth of grains of a per
skite phase with a high degree of orders0, which is the
equilibrium value in this temperature range, takes pla
Then, at higher temperatures a liquid phase forms, crea
conditions for the nucleation of new crystallization cente
and the growth of grains with the equilibrium degree of ord
se at the sintering temperatureTs . The driving force for the
formation of new grains withse stems from the difference
between the free energies of the grains withs0 ~a nonequi-
librium value atTs) andse ~the equilibrium value atTs). The
grains with the nonequilibrium degree of orders0 at Ts are
gradually dissolved by the liquid phase. In this context,
note that not any additive which leads to the appearance
liquid phase and does not form solid solutions with PYN is
mineralizer. For instance, using additions of GeO2 and SiO2

instead of Li2CO3 during the sintering or annealing of PYN
nearTOD allowed us to obtain disordered states. The samp
always had a high degree of long-range compositional or
s and were antiferroelectrics with a Curie poi
TC5230–285 °C.

During the annealing of a PYN~L! ceramic, the forma-
tion of a stable phase withse for Tanndepends on the conten
of lithium in the bulk of the sample, which rapidly evapo
rates at temperatures above 950 °C. In PYN~L! samples sin-
tered atTs>1020 °C the amount of lithium left after sinter
ing is probably insufficient to form a liquid phase. Th
explains why it is impossible to varys by additional anneal-
ing ~Figs. 3 and 4!. Moreover, an increase in the annealin
time does not cause any significant change in the ave
grain size~see Table I!. The same degree of composition
orders can be obtained for PYN ceramics either directly
sintering the samples with added Li2CO3 or by annealing
previously sintered samples. In the latter case several ann
with the introduction of an additional quantity of Li2CO3

into the sample before each one are sometimes require
achieve the equilibrium valuese at Tann. A PYN ceramic is
considered to have the equilibrium valuese during sintering,
if an increase in the holding time does not lead to change
s andTs , and during additional annealing, if subsequent a
neals also do not influences andTs . In our view, the exis-
tence of additional anomalies on the temperature dep
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dences of« for PYN ceramics in addition to the maximum
can be attributed to grains with differents and different
structures being present in the bulk of the sample. Figu
5a–e clearly show the kinetics of the dissolution of so
grains~for example, those with a high degree of orders) and
the formation of others. Large grains (d.4mm! are obtained
for PYN~L! samples synthesized at low values ofTs

;900 °C. For PYN~L! samples sintered atTs5900 °C high-
temperature annealing atTann51100 °C ensures the gradu
dissolution of large grains together with the formation a
growth of grains of a new phase not exceedingd,1mm.
Spatial inhomogeneities of the degree of order are thus m
fested by the simultaneous existence of grains with differ
s, which gives rise to several anomalies on the tempera
dependences of«. This is consistent with the results of th
x-ray structural investigations, according to which PYN~L!
samples with a high degree of order belong to the ort
rhombic system, whereas those with a low degree of or
belong to the rhombohedral system, and those in the in
mediate state (0.35,s,0.65) are mixtures of both these tw
phases. An increase in the total volume of some phases a
reduction in others alter the form of the«(T) curve~Fig. 5f!.
The presence of a large quantity of the liquid phase dur
sintering at low temperatures;900 °C accelerates seconda
recrystallization and causes accelerated grain growth. T
explains the large size of the grains in the PYN~L! samples
compared with PYN~Fig. 2 and Figs. 5a–5e; see Table I!. In
contrast, the influence of the liquid phase on grain growth
high Ts(Tann) is negligible because of the rapid reduction
the amount of this phase caused by the rapid evaporatio
Li from the sample. Another factor delaying the growth
equilibrium grains atTs(Tann) may be the presence of a py
rochlore phase, whose content increases with increasinTs

in PYN~L! samples, as was shown in Ref. 10. These fac
cause the PYN~L! ceramics obtained or annealed at hi
temperature to be fine-grained.

As was noted in the Introduction, appreciable change
the degree of compositional order as a result of sinter
with added Li2CO3 are observed for the entire series of co
pounds Pb~B1/2

III B1/2
V )O3 ~BIII 5Lu, Yb, Tm, or Er; BV5Nb or

Ta!. The mechanism described above for achieving the e
librium value of s at the sintering or annealing temperatu
as a result of recrystallization is evidently realized in the
compounds. The essential feature of the new technique
controlling the degree of compositional order in perovsk
compound oxides is the initiation of a recrystallization pr
cess, which can be induced not only by using a minerali
but also by other methods.
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5. CONCLUSIONS

In Pb~Yb1/2Nb1/2)O3 an ordered state forms at relative
low temperatures ~650–800 °C!. Subsequent high-
temperature heat treatment of the ceramic without additi
~sintering or additional annealing! does not cause any sub
stantial change ins because of the low diffusion rate of th
Yb and Nb ions. The addition of Li2CO3, which forms a
liquid phase, creates conditions for the dissolution of gra
with a high nonequilibrium value ofs, the nucleation of new
crystallization centers, and the growth of grains with a n
equilibrium value ofs at the sintering~annealing! tempera-
ture. Thus, the initiation of a recrystallization process dur
which grains are formed with the equilibrium value ofs at
the sintering~annealing! temperature is the essential featu
of this new method for controllings in complex composi-
tionally ordered compounds.
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Theory of the oscillatory dependence of the conductivity of two-component dielectric
composites at room temperatures

S. O. Gladkov

N. N. Semenov Institute of Chemical Physics, Russian Academy of Sciences, 117977 Moscow, Russia
~Submitted May 20, 1997!
Zh. Tekh. Fiz.69, 31–34~March 1999!

It is predicted that at room temperatures a hopping mechanism of charge transfer plays a very
important role and leads to temperature oscillations of the conductivitys(T) of a
dielectric composite. The dependence of the conductivitys(v) on the frequency of an alternating
electric field is calculated. The relation obtained can be used to determine, first, the electron
relaxation times and, second, and more importantly, the frequency of electron tunneling through
the dielectric matrix from measurements of the conductivity in various frequency ranges.
© 1999 American Institute of Physics.@S1063-7842~99!00503-6#
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Intensive studies of the physical properties of comp
composite structures1–4 have revealed some very interestin
anomalies. For example, Bresleret al.5 and Piccard and
Derby6 measured the resistance of polypropylene with c
ducting graphite inclusions as a function of the graphite c
centrationp, the temperatureT, and the frequencyv of an
applied alternating electric fieldE(t)5E0eivt, whereE0 is
the amplitude. In this context it is interesting to note th
measurements of the resistance as a function of the con
tration of graphite inclusions revealed a threshold concen
tion of graphitepcr , above which the composite becom
conducting. Curiously,pcr can have different values, depen
ing on the structure of the underlying composite matrix. F
example, if a dielectric~say polypropylene! is simply filled
with graphite, we findpcr 5 40–50% of the bulk composi
tion of the matrix. However, if nonconducting spherical i
clusions, whose radiusR is considerably greater than th
dimension of the graphite fillersb, are initially added to the
polypropylene and graphite is then added to this struct
occupying only the region between the spheres~the technol-
ogy is available to do this!, pcr 54–5% for such a structure
Qualitatively, the behavior of the resistancer(p) is the same
for both these composites~Fig. 1!, although the bulk frac-
tions of the conductor in them differ substantially.

The aim of the present paper is to describe the cond
tivity of a dielectric with conducting inclusions using a th
oretical model and to determine its dependence on temp
ture, the frequency of an alternating field, and concentrat
In order to assess how this composite behaves in an exte
alternating electric field, we envisage a single electron i
conducting particle, and we ‘‘follow’’ its path to the opposi
end. Clearly, the electron will ‘‘move’’ along some eleme
tary filament, in which conducting and dielectric regions
ternate. If we stretch this elementary filament and take i
account that the composite contains many such filament
becomes clear that its resistance is the sum of se
connected dielectric and metal components. Thus, the re
tivity of this structure is

r~p!5pr11~12p!r2 , ~1!
2911063-7842/99/44(3)/4/$15.00
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wherep5b/(b1d), d is the linear dimension of the dielec
tric region, r2 is the resistivity of the metal, andr1 is the
resistivity of the dielectric.

Hence it follows that the conductivity is

s~v,T,p!5s1~v,T!s2~v,T!/

@ps2~v,T!1~12p!s1~v,T!#.

Allowance for the threshold concentration7 slightly
modifies this formula:

s~v,T,g!5s1~v,T!s2~v,T!/

@gs2~v,T!1~12g!s1~v,T!#, ~2!

whereg5p/pcr ands1,251/r1,2.
Before calculating the dependencess1(v,T) and

s2(v,T), we first need to select the charge-transfer mec
nism. For a metal the situation is simple: in this ca
s1(v,T) can be described using a formula that is valid fo
gas consisting of almost free electrons.8 We have

s1~v,T!5Re$e2ntem* ~12 ivte!%

5e2nte /m* ~11v2te
2!, ~3!

wheree is the charge of an electron,m* is its effective mass,
n is the electron concentration per unit volume, andte is the
electron relaxation time, which can be found either using
kinetic equation or using a diagram technique based on
temperature Green’s functions~see Refs. 9–12, for ex
ample!. It should be noted that if the field frequency is hig
(vte@1), the timete itself begins to depend on the fiel
frequency~for a detailed description of this see the revie
presented in Ref. 11! and includes three main time
dependent components. That is to say.

te
215tei

211tee
211teph

21 , ~4!

wheretei is the electron-impurity elastic collision time,tee

is the electron-electron collision time, which governs the
tablishment of the temperatureTe in the electron subsystem
andteph is the electron-phonon relaxation time, which go
© 1999 American Institute of Physics
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erns the establishment of the equilibrium thermostat te
peratureT in the electron gas with phonons acting as t
thermostat.

The relationships between these three real physical
rameters will be used to construct the temperature and
quency dependences of the conductivity of the compos
For the dielectric region we can take it as provena priori
that in most dielectrics charge transfer is mediated by a h
ping mechanism. This viewpoint allows us to describe
conductivity in the dielectric region using the density-mat
formalism.11,13

Let the subscripti denote an impurity state in the ban
gap. As a result, charge is transferred to real states.
‘‘dumping’’ of an electron into the« i level corresponds to an
electron transition from the band gap to the ‘‘tunneling
band. Such a transition can occur as a result of the elec
absorbing some particle or quasiparticle. For example, if
« i level is near the bottom of the band gap, in order to re
it, it is sufficient for the electron to absorb a phonon. If t
level is high, the situation is more complex, and in order
reach this level, the electron must either absorbn0 phonons
~at low temperatures the probability of this process is
duced substantially, but increases at high temperatures,
as room temperature! or it can absorb any high-energy pa
ticle, say a photon. Without going into the details of t
calculations~which are described in detail in Ref. 14!, we
can show that in this case the conductivity is determined
analogy with the calculation of the conductivity in a qua
tizing magnetic field.9 With allowance for the alternating
electric field we have

s2ab~v,T!5ReH \e2(
i

(
j

va i j vb i j* @~^ f i&2^ f j&!/

~« i2« j !#@~« i2« j1 i\t i
211\v!21

1~« i2« j1 i\t i
212\v!21#J . ~5!

Here ^ f i , j&5e2« i /kBT is the equilibrium density matrix,va i j

FIG. 1. Resistivity of a composite as a function of the concentration
metal additives for two different types of technologies for preparing
internal composition.
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are the matrix elements of the velocity operator, and 1/t i is
the reciprocal electron lifetime in leveli . This lifetime is
related to the tunneling parameters by

1/t i5n0H e2~V02« i !/kBT at T.T* ,

e2S at T,T* ,
~6!

wheren0 is the tunneling frequency, which can be estimat
experimentally~as will be discussed briefly below!, V0 is the
barrier height,S is the quasiclassical action, and the tempe
ture T* is determined from

e2S5e2~V02« i !/kBT

or

T* 5~V02« i !/kB . ~7!

Formula ~5! is simplified slightly if we introduce the
random ‘‘spread’’ of impurity levelsD, i.e., if we set

« j5« i1D. ~8!

Then, after separating the real part, formula~5! gives

s2xx~v,T!5s2~v,T!5e2(
i

(
D

v i~« i1D!v i* ~« i1D!

3exp~2« i /kBT!@12exp~2D/kBT!#t i /

D@~~D/\!2v!2t i
211#2. ~9!

Provided the spread of the impurity levels is small a
has a maximum ofD0, formula ~9! should be averaged ove
D. This operation corresponds to replacing the sum by
integral of ~9!, i.e.,

s2~v,T!5E
2`

1`

$formula ~9!% dD/2D0 . ~10!

After simple integration, we obtain

s2~v,T!5~e2/2D0!(
i

@v i i #
2e2« i /kBT

3$12exp~2\v/kBT!@t ivsin~\/t iT!

1cos~\/t iT!#%t i /~11v2t i
2!. ~11!

Finally, assuming that the level« i created by each ran
dom impurity is the same on the average, i.e.,« i5«0, and
introducing the density of states of these levelsn(« i)
5dN(« i)/d« i , whereN(«) is the number ofi levels, we find

s2~v,T!5Me2^v&2ne2«0 /kBT$12~e2\v/kBT!

3@~v/n!sin~\n/kBT!1cos~\v/kBT!#%,~12!

wheren51/t0 , ^v&25M21*0
`@v i i #

2n(« i) d« i andM is the
number of electrons per unit volume of the dielectric.

Substitutings1(v,T) ands2(v,T) into ~2! gives a for-
mula for the total conductivity of the composites(v,T).
However, assuming thatp-type conductivity also occurs in
the general case, i.e., making the formal substitution

s1~v,T!→se~v,T!1s f~v,T!, ~13!

where

f
e
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se~v,T!5se0 /@11v2te
2#, se05e2nete /me ,

s f~v,T!5s f 0 /@11v2t f
2#, s f 05e2nft f /mf ,

t f
215t f f

211t f ph
21 ,

t f f is the hole collision time,t f ph is the hole-phonon time
me andmf are the electron and hole masses, respectivelyte

andt f are the electron and hole relaxation times, andne and
nf are the electron and hole concentrations per unit volu
we find the exact expression for the conductivity

FIG. 2. Schematic behavior of the conductivity as a function of the
quency of the alternating electric field~a!, predicted temperature oscillation
of the conductivity associated with a pure hopping mechanism of ch
transfer~b!, and qualitative dependence of the conductivity on the conc
tration of metal inclusions~c!.
e,

s~v,T!5s20@se01s f 01v2~se0t f
21s f 0te

2!#

3$gs20~11v2te
2!~11v2t f

2!1~12g!

3~11v2/n2!@se01s f 01v2~se0t f
2

1s f 0te
2!#%21, ~14!

where

s205@Me2^v&2e2«0 /kBT/2D0n#$12~v/n!sin~\n/kBT!

1cos~\n/kBT!e2\v/kBT%. ~15!

It should be specially noted that the temperature dep
dence of the effective conductivity~or, more precisely, the
total conductivity! s(v,T) exhibits clearly expressed osci
latory behavior@see expression~15!#. Provided \v!kBT
andv!n, from Eq. ~15! we obtain

s20~n!5@Me2^v&2e2«0 /kBT/2D0n#~12cos~\n/kBT!!.
~16!

This shows, in particular, that if the tunneling frequen
n→0, s20 also tends to zero, and the entire electrical co
duction mechanism is attributable to the electron-h
mechanism alone. It follows from expression~16! that when
T→\n/kB , this formula describes pronounced temperat
oscillations of the electrical conductivity. It should be not
that these oscillations are displayed most clearly at l
~liquid-helium! temperatures, although they also occur
high temperatures if the Arrhenius above-barrier transition
very efficient but their period then becomes considera
larger than at liquid-helium temperatures.

In order to now estimate the temperature dependenc
the conductivity of the composite, we should present expl
expressions for the relaxation times. From Ref. 10, for
ample~see also Ref. 11!, we have: forT,uD!«F

tee
215@«F /me* ^a&2#1/2~T/«F!2,

t f f
215@«F /mf* ^a&2#1/2~T/«F!2,

t f ph
21 5teph

21 5T3/\uD
2 , ~17!

for uD,T!«F

tee
215@«F /me* ^a&2#1/2~T/«F!2,

t f f
215@«F /mf* ^a&2#1/2~T/«F!2,

t f ph
21 5teph

21 5zT/\, ~18!

where«F is the Fermi energy,uD is the Debye temperature
^a& is the average interatomic distance, andz is a constant
considerably smaller than unity.

Thus, knowing the temperature dependence of the e
tron and hole relaxation times, we can use formula~14! to
determine the functional dependences of the conductivity
complex composites as a function of the frequency of
applied electric field and the concentration of conduct
particles over the entire range of temperatures attainabl
practice.

It should be noted that if the electric field frequency
high, effects associated with the nonuniformity of the elect
field in the composite begin to play a significant role. In th
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case, allowance must be made for the interaction of elect
and holes with photons by introducing quantization of t
electric field. However, this problem is beyond the scope
the present study since it was tacitly implied above that
quenciesv,1010 Hz were being considered.

The behavior of the conductivity of a composite as
function of the parameters of formula~14! is shown sche-
matically in Fig. 2.

To conclude, we give the main results of this study: 1! a
theory has been devised for the conductivity of a tw
component composite with conducting inclusions in the fo
of a finely dispersed metal phase; 2! interesting features o
the temperature behavior ofs and, in particular, oscillating
dependences associated with a pure hopping mechanis
charge transfer have been predicted; 3! the dependence of th
conductivity on the concentration of metal additives has b
determined.
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7B. I. Shklovski� and A. L. Éfros, Percolation Theory@in Russian#, Nauka,
Moscow ~1982!, 314 pp.

8A. A. Abrikosov, Introduction to the Theory of Normal Metals (Solid Sta
Physics, Suppl. 12)~Academic Press, New York, 1972! @Russ. original,
Nauka, Moscow 1969, 237 pp.#.

9I. M. Lifshits, M. Ya. Azbel’, and M. I. Kaganov,Electron Theory of
Metals ~Consultants Bureau, New York, 1973! @Russ. original, Nauka,
Moscow, 1971, 415 pp.#.

10E. M. Lifshits and L. P. Pitaevski�, Physical Kinetics~Pergamon Press
Oxford, 1981! @Russ. original, Nauka, Moscow, 1979, 527 pp.#.

11S. O. Gladkov, Phys. Rep.182~4–5!, 211 ~1989!.
12A. A. Abrikosov, L. P. Gor’kov, and I. E. Dzyaloshinski�, Methods of

Quantum Field Theory in Statistical Physics~Prentice-Hall, Englewood
Cliffs, N.J., 1963! @Russ. original, Fizmatgiz, Moscow, 1962, 443 pp.#.

13I. V. Aleksandrov,Theory of Magnetic Relaxation@in Russian#, Nauka,
Moscow ~1975!, 399 pp.

14S. O. Gladkov, Chem. Phys. Lett.174, 636 ~1990!.

Translated by R. M. Durham



TECHNICAL PHYSICS VOLUME 44, NUMBER 3 MARCH 1999
Dielectric properties of „1 – x …†0.7PbZrO3–0.3K0.5Bi0.5TiO3‡–xSrTiO3 solid solutions in the
vicinity of phase transitions

L. N. Korotkov, S. P. Rogova, and N. G. Pavlova
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The dielectric properties of polycrystalline (1 –x)@0.7PbZrO3•0.3K0.5Bi0.5TiO3#•xSrTiO3 solid
solutions, wherex50 – 0.7, are studied in the temperature range 150–600 K. Systematic
spreading of the ferroelectric phase transition with increasing strontium titanate content is
discovered. The dispersion of the dielectric constant at frequencies from 1021 to 106

Hz is investigated for a composition withx.0.7. The existence of two relaxation processes
characterized by diffuse relaxation time spectra, which broaden with decreasing temperature, is
established. It is postulated that a transition to a glasslike state takes place in the material
with x.0.7. © 1999 American Institute of Physics.@S1063-7842~99!00603-0#
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Numerous ferroelectrics with a diffuse phase transiti
or relaxors,1 many of which have found extensive applicatio
in technology, are presently known. The factors leading
spreading of the ferroelectric phase transition have been
bated in the literature,2–6 and the following approaches t
this problem can be singled out. The theory which allows
the coexistence of polar and nonpolar phases over a b
temperature range to account for the diffuse phase transi3

is most widely accepted. The possible factors which per
such coexistence include spatially inhomogeneous comp
tional fluctuations,1,3 slow glasslike dipole librations,4 the
presence of microregions with different degrees of order
of the ions,5 and inhomogeneous compositional ordering.6

Thus, the study of the factors leading to the relaxor ‘‘b
havior’’ of ferroelectric materials is of crucial importanc
To resolve this question it would be useful to extend the
of objects which exhibit relaxor properties. Systems wh
display systematic spreading of the ferroelectric phase t
sition as the composition of the solid solution is varied are
greatest interest to investigators. They include, for exam
systems of thexK0.5Bi0.5TiO3•(1 –x)PbZrO3 ~Ref. 7! and
K0.5Bi0.5TiO3•SrTiO3 ~Ref. 8! types, which exhibit, in par-
ticular, a significant dependence of the degree of sprea
of the phase transition on the concentration of the com
nents.

These solid solutions contain K0.5Bi0.5TiO3 as one com-
ponent of a ferroelectric with a diffuse phase transitio
while the other component is the antiferroelectric PbZrO3 or
the virtual ferroelectric SrTiO3, respectively.9 A decrease in
the spreading of the phase transition with increasing conc
tration of the second component is observed in both case7,8

It would be interesting to analyze the influence of t
composition on the spreading of the phase transition in s
solutions containing all three of the components just enum
ated, i.e., K0.5Bi0.5TiO3-PbZrO3-SrTiO3 solid solutions. For
this purpose, we synthesized a series of (1 –x)@0.7PbZrO3

•0.3K0.5Bi0.5TiO3#•xSrTiO3 solid solutions, which were ob
tained using a two-step ceramic technology10 from the high-
2951063-7842/99/44(3)/4/$15.00
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purity oxides of bismuth, titanium, strontium, zirconium, an
lead and potassium carbonate. The synthesis tempera
was 900 °C, and the synthesis time was 3 h. The sinterin
the samples was carried out 1200 °C for 1 h.

X-ray powder diffraction analysis, which was performe
using a DRON-1 diffractometer, demonstrated the format
of single-phase solid solutions. According to the data fro
an emission-spectroscopic analysis, the concentration of
purities in the materials synthesized did not exceed 1023

wt %.
The samples were metallized in the form of disks

diameter 10 mm and thickness 1 mm after preliminary p
ishing by burning a turpentine silver paste at 800 °C for
min.

The samples investigated were placed in a thermos
where the temperature was varied during the experim
from 150 to 600 K and monitored using a differenti
Alumel-Chromel thermocouple to within61 K.

The temperature dependences of the real@«8(T)# and
imaginary @«9(T)# components of the complex dielectr
constant«* were obtained using an R-571 bridge atf 530
210 000 Hz and an E7–12 bridge at 1 MHz. Measureme
were performed at 0.1 Hz using the apparatus describe
Ref. 11. All the measurements were performed in a reg
with heating~cooling! at a rate of 1–2 K/min.

The results of the measurements of the temperature
pendence of«8 for compositions with different values ofx
are presented in Fig. 1. It is seen that the maxima on
«8(T) curves shift toward lower temperatures and that th
decrease in absolute value and spread as the strontium
ate content is increased. These changes are apparently d
the significant spreading of the phase transition with incre
ing x. The degree of spreading of the phase transition
characterized quantitatively by the spreading parameteG
~Ref. 3!, which can be determined from the temperature
pendence of«8. According to Ref. 3, in the case of a diffus
ferroelectric phase transition the dependence of«8 on T in
the paraelectric phase obeys the law
© 1999 American Institute of Physics
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«8215«m
211~2«m

21Gn!21~T2Tm!n, ~1!

where «m is the value of«8 at the maximum observed a
T5Tm , andn52.

An analysis of the«8(T) curves obtained under the con
ditions of our experiment shows thatn51.760.10 for the
compositions investigated and does not depend apprec
on x. At the same time, the spreading parameterG increases

FIG. 1. Temperature dependences of«8 obtained at 10 kHz during heating
for (1 –x)@0.7PbZrO3•0.3K0.5Bi0.5TiO3#•xSrTiO3 solid solutions with
x50 ~1!, 0.12 ~2!, 0.2 ~3!, 0.3 ~4!, 0.4 ~5!, 0.5 ~6!, 0.6 ~7!, and 0.7~8!.
ly

significantly as the concentration of SrTiO3 is increased.
This can be inferred from Fig. 2, which shows plots ofG(x),
as well as ofTm(x).

At the same time, as follows from the data published
Ref. 8, in the case of the ‘‘closely related
K0.5Bi0.5TiO3-SrTiO3 system there is a decrease in t
spreading of the«8 maximum with increasing SrTiO3 con-
centration, which contrasts sharply with the results presen
above. The differences observed can presumably be
plained in the following manner.

According to Ref. 12, in some solid solutions the signi
cant spreading of the ferroelectric phase transition due
compositional fluctuations may not occur if the polar pha
formed as a result of the phase transition is characterized
high values of the spontaneous polarization and/or the sp

FIG. 2. Concentration dependences ofG ~1! andTm ~2!.
FIG. 3. Temperature dependences of«8
~1–7! and «9 (18278) measured at 0.1
~1, 18), 30 ~2, 28), 80 ~3, 38), 300 ~4,
48), 1000 ~5, 58), 3000 ~6, 68), and
1 000 000~7, 78) Hz for a composition
with x.0.7. Inset — dependence of lnt
on 1/T.
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taneous strain. This has been observed, for example,
Na0.5Bi0.5TiO3-PbTiO3 solid solutions, in which the sponta
neous strain and the spontaneous polarization incre
sharply with increasing concentration of the seco
component.12

A similar situation probably occurs in the case of t
K0.5Bi0.5TiO3-PbZrO3 ~Ref. 7! and K0.5Bi0.5TiO3-SrTiO3

~Ref. 8! systems. In the@0.7PbZrO3•0.3K0.5Bi0.5TiO3#-
SrTiO3 ternary system investigated in the present work
replacement of Pb21 by Sr21 probably leads to decreases
the values of the spontaneous polarization and the spont
ous strain with a resultant increase in the spreading of
phase transition. We note that the increase in the sprea
of the phase transition observed with increasing SrTiO3 con-
tent is consistent with the arguments advanced in Ref.
regarding gradual ‘‘classification,’’ i.e., the gradual tran
tion in a solid solution from a ferroelectric with relativel
weak spreading of the phase transition to a ferroelectric w
a significantly diffuse phase transition and then to dip
glasses. In fact, the«8(T) curves obtained for the compos
tions withx.0.6 and 0.7 in the vicinity ofTm have the form
characteristic of dipole glasses, which appear, for exam
in mixed crystals of the ferro-antiferroelectric potassium a
monium dihydrogen phosphate.14 Significant dispersion of
both components of the dielectric constant is observed in
vicinity of Tm ~Fig. 3!. In addition, there is appreciable dis
placement of the«8 maximum with frequency. For example
for the solid solution withx.0.7,Tm.245 and 335 K in the
measurements at 1021 and 106 Hz, respectively.

The observed dielectric relaxation process is therm
activated. However, the temperature dependence of the c
acteristic timet of the relaxation process cannot be d
scribed by the Arrhenius law

t5t0eU/kT, ~2!

where t0 is the preexponential factor,U is the activation
energy, andk is the Boltzmann constant.

This is illustrated in the inset in Fig. 3, which shows t
dependence of lnt on T21 @the experimental points corre
spond to the temperatures at which the maximum is obse
on the«9(T) curves for the frequencyf 51/2pt#.

A preliminary analysis of the dispersion of«* was per-
formed using the Cole–Cole equation15

«* ~v!5«`1
«S2«`

11 i ~vt!12a
, ~3!

wherev52p f , «S and «` are the values of the dielectri
constant forv⇒0 and v⇒`, respectively, anda is the
relaxation time distribution parameter.

It was discovered that the observed dispersion of
dielectric constant in the vicinity ofTm is caused by at leas
two relaxation processes, each of which is characterized
diffuse spectrum of relaxation times, which broadens sign
cantly as the temperature is lowered. This is revealed by
Cole–Cole plots~Fig. 4!, which can be used to estimate th
distribution parametersa152w1 /p anda252w2 /p, where
the anglesw1 andw2 are determined as is shown in Fig. 4
or
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At the same time, the Cole–Cole equation satisfacto
describes the experimental data obtained for the tempera
range;2002300 K ~Fig. 4, curves1–4!. Below ;200 K
the dispersion of«* cannot be described by the relation~3!,
since «9 scarcely depends onv in that range. The latter
finding indicates that the relaxation time distribution dens
becomes essentially uniform in a range significantly exce
ing f 1

212 f 2
21, where f 151021 Hz and f 25106 Hz are, re-

spectively, the lowest and highest measurement frequen
A similar effect is observed for both dipole14 and spin
glasses.16

It is noteworthy that significant thermal hysteresis of t
dielectric constant was observed for@0.7PbZrO3

•0.3K0.5Bi0.5TiO3# in the vicinity of Tm ~Ref. 7!. In the case
of 0.3@0.7PbZrO3•0.3K0.5Bi0.5TiO3#•0.7SrTiO3 only very
slight hysteresis of«8 is observed under similar conditions
The discrepancies between the values of«8 measured during
heating and cooling did not exceed 5%. Therefore, it can
presumed that the material containing 70% SrTiO3 does not
undergo a structural phase transition in the vicinity ofTm .

Thus, it can be concluded on the basis of the body
experimental results that systematic spreading of the fe
electric phase transition is observed in (1 –x)@0.7PbZrO3

•0.3K0.5Bi0.5TiO3#•xSrTiO3 solid solutions as the concentra
tion of strontium titanate is increased. In the case of
composition withx.0.7 there is apparently no structur
phase transition, but a transition to a glasslike state d
occur. This is indicated by the dispersion of«* , which is
characteristic of glasslike systems,14,16 as well as by the es
sential disappearance of the thermal hysteresis of the die
tric constant.

We thank S. A. Gridnev for following this research an
participating in the discussion of the results.
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Iterative solution of the inverse problem of dynamic diffraction in inhomogeneous
crystals
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An iterative method for solving the inverse problem of dynamic x-ray diffraction in crystalline
layers that are inhomogeneous across their thickness is developed. The structural
characteristics of an InGaAsSb/AlGaAsSb/GaSb heteroepitaxial system are calculated using the
method. © 1999 American Institute of Physics.@S1063-7842~99!00703-5#
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1. INTRODUCTION

One of the central problems in solid-state physics is
investigation of the spatial distributions of structural char
teristics of crystals using x-ray diffraction. This problem h
taken on crucial significance in the last 20–25 years in c
nection with the development of new semiconductor devic
Despite the large number of publications devoted to this s
ject ~see, for example, Refs. 1–10!, a generally accepted
universal method for solving the inverse problem of x-r
diffraction has still not been developed. Therefore, the sea
continues for new avenues for progress in this area of so
state physics.

In Ref. 8 we developed a method for solving the inve
problem within the kinematic approximation. Alongsid
some other approaches, this method has been used to o
the spatial structural characteristics of a thin graded sin
crystal AlGaAs film on a thick GaAs substrate.10 However,
this method is not applicable to relatively thick heteroe
taxial systems, since the kinematic~Born! approximation is
valid only for thin layers. Therefore, the purpose of t
present work is to develop a more general approach to
solution of the inverse problem within an iterative procedu

2. BASIC EQUATIONS

With no loss of generality, let us consider the symmet
Bragg diffraction of x rays from a crystalline layer of thick
nessl , which is inhomogeneous with respect to the deptz
and lies on a thick ideal substrate. Let a monochrom
x-ray plane wave impinge on the surface of the crystal un
investigation at an angleu. The diffraction of x rays in a
one-dimensionally distorted crystal is described by
Takagi–Taupin equations

d

dz
E0~z!5 is0E0~z!1 is2gU* ~z!Eg~z!,

2
d

dz
Eg~z!5 i ~h2s0!Eg~z!1 isgU~z!E0~z!, ~1!

whereE0(z) andEg(z) are the amplitudes of the transmitte
and reflected waves.

The parameters in~1! have the following form in the
generally accepted notations:7
2991063-7842/99/44(3)/4/$15.00
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s05px0 /~lg0!; sg,2g5pxg,2gC/~lugg,0u!;

h52p~x01sin~2u0!Du!/~lg0!.

Hereg is the diffraction vector, andDu5u2u0 is the angu-
lar mismatch. The substrate Bragg angle is usually taken
the reference angleu0. Distortions of the crystal lattice struc
ture in the system~1! are assigned by the functionU(z)

U~z!5B~z!exp~2 iF ~z!!,

F~z!5g•u~z!5E
0

z

f ~x! dx,

f ~z!522pDd~z!/d2. ~2!

Thus, within the problem under consideration, structu
distortions in the test object are specified by the crys
lattice strain fieldDd(z)/d and by the presence of defect
whose type, concentration, and dimensions influence the
ues of the static Debye–Waller factor

B~z!5e2W~z!.

The boundary conditions for the Bragg case areE0(0)
51 andEg( l )5Rs(h), whereRs(h) is the amplitude reflec-
tion coefficient of the substrate. Using a known proced
we can reduce the Takagi equations~1! to a nonlinear equa-
tion of the Riccati type~Taupin’s equation!11

d

dz
Rg~z,h!52 isgE~z!2 i ~h2 f !Rg~z,h!

2 is2gE~z!Rg
2~z,h! ~3!

with the boundary conditionRg(z,h)uz5L5Rs(h). Equation
~3! underlies the algorithm for solving the problem pose
Here Rg(z50,h) is the amplitude reflection coefficient o
the inhomogeneous crystal under investigation.

3. ITERATIVE PROCEDURE FOR SOLVING THE INVERSE
PROBLEM

Let us construct the function Rk@U#(h)
5 isg*0

l eihzU(z) dz, which describes the amplitude refle
tion coefficient of a kinematic layer of thicknessl and is a
solution of Eq.~3! when the conditions2g50 is satisfied.
Let Rg be the reflection coefficient of an inhomogeneo
© 1999 American Institute of Physics
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layer in the general case of dynamic diffraction. The pro
dure for finding the functionU(z) will be regarded as the
solution of the nonlinear functional equation

~Rg@U#~h!!Rg@U#~h!* 5I g~h!, ~4!

where the asterisk denotes the complex conjugate.
The function U(z) is the unknown parameter in thi

equation. Let us define the operatorA(U)V:

A~U !V5$Rg@U#%* $aRk@V#1Rg@U#2aRk@U#%, ~5!

wherea is a parameter.
Equation~4! can then be written in the following form

A~U !U5I g~h!, ~6!

whose solution is also the solution of the inverse problem
x-ray diffraction in an irregular crystalline layer. The follow
ing iterative method is proposed for solving the function
equation~6!:

A~U ~n11!!U ~n!5I g~h!.

Hence we have

U ~n11!~z!5A21~U ~n!!I g~h!

or

U ~n11!~z!5U ~n!~z!1
1

2paisg

3E
DV

I g2I g@U ~n!#

I g@U ~n!#
Rg@U ~n!#e2 ihz dh. ~7!

The iteration formula~7! is the basic relation for solving
the inverse problem of dynamic diffraction in a on
dimensionally distorted crystal.

4. CALCULATION OF THE STATIC DEBYE–WALLER
FACTOR AND THE STRAIN PROFILE

From the relation~7! we can find the iterative solution
for the static Debye–Waller factor and the strain profile
the structure under investigation. To this end, we perfo
Fourier transformation in~7! and express the solution i
terms of I g(h), Rg@U (n)#, and Rk@U (n)#. For the static
Debye–Waller factor we obtain

B~n11!~z!5U 1

2psg
E

DV
@$I g2I g@U ~n!#%Rg@U ~n!#/

~aIg@U ~n!# !1Rk@U ~n!##e2 ihz dhU. ~8!

The lattice strain profile is found from the iteration fo
mula

f ~n11!~z!5
d

dz
F ~n11!~z!

5ReH i S dU~n11!~z!

dz Y U ~n11!D J , ~9!

where the derivative has the form
-

f

l

f

dU~n11!~z!

dz
5

21

2psg
E

DV
h$Rk@U ~n!#

1~ I g2I g@U ~n!# !Rg@U ~n!#/

~aIg@U ~n!# !%e2 ihz dh. ~10!

The use of a model of a crystal without defects, f
which B(0)51, as the initial approximation for calculation
based on Eq.~8! is proposed. Strictly speaking, Eqs.~8! and
~9! are approximate, since the angular integration inter
DV is bounded. Because of this constraint the Fourier tra
formation cannot be considered rigorous. This, in tu
causes the calculated profiles to have an oscillatory cha
ter. All this affects the convergence of the iterative proc
dure. Improvement of the convergence is possible if regu
ization methods are employed.

5. REGULARIZATION PROCEDURES

The iterative algorithm can be regularized using the c
volution of the solutions sought for~8! and~9! with Gauss’s
function

^B~z!&5E
Dx

expS 2
~z2x!2

g DB~x! dx, ~11!

^ f ~z!&5E
Dx

expS 2
~z2x!2

g D f ~x! dx. ~12!

The values of the coefficientsg in ~11! and ~12! were
adjusted so as to smooth the oscillatory behavior ofB(z) and
f (z) due to the constraints on the angular integration inter
in ~7!–~10!. We note that in calculating the angular distrib
tion of the diffraction intensity thes andp polarizations of
the waves were taken into account and that the convolu
with the instrumental function of the monochromator w
taken.

6. DETERMINATION OF THE STRUCTURAL
CHARACTERISTICS OF AN INHOMOGENEOUS
In0.22Ga0.78As0.19Sb0.81/Al0.5Ga0.5As0.05Sb0.95/„001… GaSb
HETEROEPITAXIAL SYSTEM

The computational iterative procedure developed is
plicable to the structural diagnostics of an inhomogene
In0.22Ga0.78As0.19Sb0.81/Al0.5Ga0.5As0.05Sb0.95/~001! GaSb
semiconductor heterostructure grown by liquid-phase e
taxy. An Al0.5Ga0.5As0.05Sb0.95 layer with a thickness of
roughly 3.3mm was grown on a cleaned surface of a~001!
GaSb substrate at 600 °C. Another layer with the compo
tion In0.22Ga0.78As0.19Sb0.81, whose thickness was tentative
of the order of 1mm according to the epitaxial technology
was created above that layer.

The measurements of the angular distribution of the d
fracted radiation were performed on a Topo high-resolut
double-crystal diffractometer from the Japanese manu
turer Rigaku. The double-crystal camera was combined w
an RU-200 x-ray tube. The primary beam was collimat
and monochromatized using the~440! reflection from a per-
fect germanium~001! crystal in CuKa1 radiation. The asym-
metry factor had the valueb50.095, which ensured an an
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gular divergence of the primary beam smaller than 18. The
x-ray diffraction photograph of the heteroepitaxial structu
was taken at the symmetric~006! reflection with a Bragg
angle equal to 49.46°.

The diffraction reflection curve has a form which is typ
cal of inhomogeneous epitaxial structures with a positive
tice strain gradient~Fig. 1!. The behavior of the oscillation
on the experimental diffraction reflection curve points to t
presence of a constant or nearly constant strain gradien
the Al0.5Ga0.5As0.05Sb0.95 layer. Linear distribution of the
components of the solid solution across the thickness of
layer apparently took place during epitaxial growth. T
mean interplanar distance of the reflecting atomic plane
the upper In0.22Ga0.78As0.19Sb0.81 layer is smaller than the
corresponding value for the GaSb substrate. Therefore,
diffraction peak from the In0.22Ga0.78As0.19Sb0.81 layer is in
the large-angle region at a distance of 2009 from the sub-
strate peak.

The initial computed diagnostics approximation was o
tained using a procedure for a model of a crystal with lin
variation of the interplanar distance across its thicknes12

The static Debye–Waller factor was set equal to unity.
The results of the calculations performed by the meth

described above are shown in Figs. 1–3. In Fig. 1 the th
retical diffraction reflection curve is represented by t
dashed line. As expected, the Al0.5Ga0.5As0.05Sb0.95 epitaxial
layer has an essentially constant crystal-lattice strain grad
~Fig. 2!. The upper In0.22Ga0.78As0.19Sb0.81 layer is also inho-
mogeneous, its thickness being less than 1mm. It should also
be noted that the upper layer and the grad
Al0.5Ga0.5As0.05Sb0.95 layer are separated by a transition r
gion with a thickness of the order of 0.3mm, which is
formed either during the growth process or as a resul

FIG. 1. Calculated~1, dashed line! and experimental~2, solid line! diffrac-
tion reflection curves of an In0.22Ga0.78As0.19Sb0.81/
Al0.5Ga0.5As0.05Sb0.95/~001! GaSb heterostructure.
t-

in

is

in

he

-
r

d
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nt

d

f

self-diffusion. The boundary between th
Al0.5Ga0.5As0.05Sb0.95 layer and the substrate is fairly sharp

The results obtained during the calculations for the sta
Debye–Waller factor indicate that the regions near the h
erointerfaces and the surface of the sample have the hig
defect density~Fig. 3!. These structural features were al
observed for other multilayer systems analyzed by vari
methods.8–10,13The mean value of the static Debye–Wall
factor of the Al0.5Ga0.5As0.05Sb0.95 layer is roughly equal to
0.8. Essentially the same crystal perfection was exhibited
a previously investigated graded AlGaAs layer grown
metalorganic vapor-phase epitaxy.9,10 According to the re-
sults obtained, the upper In0.22Ga0.78As0.19Sb0.81 layer has a
structure with a higher defect density. The strong jump in
degree of amorphization on the boundary between this la
and the Al0.5Ga0.5As0.05Sb0.95 layer is due to the large mis
match between the lattice parameters of these two c
pounds. As a result, the strong lattice-parameter misma
leads to relaxation processes, which partially or complet
eliminate the tetragonal strain in the multilayer structu
This, in turn, is accompanied by additional defect formatio

7. CONCLUSION

Thus, one of the simplest methods for numerical solut
of the inverse problem of diffraction in a distorted cryst

FIG. 2. Strain profile @Dd(z)/d# of an In0.22Ga0.78As0.19Sb0.81/
Al0.5Ga0.5As0.05Sb0.95/~001! GaSb heterostructure.

FIG. 3. Variation of the static Debye–Waller factor across the thicknes
an In0.22Ga0.78As0.19Sb0.81/Al0.5Ga0.5As0.05Sb0.95/~001! GaSb.
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structure has been developed. The method permits obtai
information on the distribution of crystal-lattice strains a
the degree of amorphization within a fairly short time. Sin
these structural characteristics are related to the compos
of the semiconductor structure investigated, the met
opens up additional possibilities for studying relaxation a
defect-formation processes in epitaxial multilayer structu
as a function of the growth technology.

Because of the features of the method developed, all
solutions were obtained in the form of continuous functio
The method for solving the problem is recurrent; therefore
good choice for the initial approximation permits significa
shortening of the time for the calculation procedure. In ad
tion, there is the problem of nonuniqueness of the solution
the inverse problem.7 For this reason, careful selection of th
starting approximation and utilization ofa priori information
regarding the technology used to fabricate the samples
important steps in structural diagnostics. The algorithm
the method developed calls for calculating Fourier integr
and large layer thicknesses require an increase in the an
interval during the calculations.

Finally, we note the following fact: the algorithm deve
oped is relatively simple and does not require lengthy co
plicated calculations. The numerical solution of the inve
diffraction problem on a personal computer with
Pentium-90 processor for 10 iterations takes approxima
ng
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10 min when the file for different depths contains 1200 v
ues and the file for different angles contains 400 values.
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results.
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It is shown for a two-section magnetogyrotropic waveguide with arbitrary orientation of the
magnetization in each of the sections that mode conversion with optimum nonreciprocity can be
achieved over a broad range of waveguide-layer thicknesses by varying the orientation of
the magnetization in the sections and adjusting their lengths. ©1999 American Institute of
Physics.@S1063-7842~99!00803-X#
ci
te
i-
b
of
l
tw
,

sts
ra
n

is
e
tio
v
e

n
r
in

ec
lm
in

on

-
ng
pa
a

or

-
ified
the

-
nit

nd

nts
the
The use of magnetogyrotropic waveguides as nonre
rocal devices is one of the high-priority areas in integra
magneto-optics.1,2 The nonreciprocal properties of a un
formly magnetized film with an isotropic nonmagnetic su
strate are significant mainly near the mode cut
thickness,3,4 making it difficult to employ them for practica
purposes. In magneto-optical waveguides consisting of
or more sections with different magnetization orientations
significant level of mode-conversion nonreciprocity exi
over a fairly broad range of waveguide parameters. The p
tical utilization of such structures and cascade unidirectio
mode converters based on them5,6 requires a detailed analys
of the waveguide regimes realized in them. This paper
amines the influence of the orientation of the magnetiza
in each of the sections on the nonreciprocity parameter o
a broad range of waveguide-layer thicknesses for differ
section lengths.

1. To investigate nonreciprocal conversion regimes i
two-section magnetogyrotropic waveguide, let us conside
waveguide structure consisting of a substrate, a cladd
layer, and two uniformly magnetized waveguide-layer s
tions fabricated on the basis of a single ferrite-garnet fi
~Fig. 1!. The dielectric constants of the respective layers
clude the scalar quantities«1 and«2 and the tensor«̂ f . Our
analysis is based on the coupled-mode approach,7 under
which the part of«̂ f that does not depend on magnetizati
orientation is regarded as the unperturbed part, i.e.,«̂ f

(0) , and
the dependent part is taken as a small perturbationD«̂ f . The
interaction of two modes with the amplitudesAm and An

propagating along thez axis in a waveguide structure is de
scribed in the two-mode approximation by their coupli
equations.8 The solution of these equations for modes pro
gating in a uniformly magnetized waveguide section with
initial coordinatez0 and a final coordinatez can be repre-
sented in the following manner:

FAm~z!

An~z!
G5exp@2 ib~z2z0!#F T2 gt

g* t T1
G•FAm~z!

An~z!
G , ~1!

where the elements of the transmission matrix have the f

T65cos¸~z2z0!6
iD

¸
sin¸~z2z0!,
3031063-7842/99/44(3)/4/$15.00
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¸
sin¸~z2z0!.

Here we have introduced the notations¸25ugu21D2, 2D

5bm2bn1Dbm2Dbn , and 2b̄5bm1bn , wherebm,n are
the mode propagation constants,Dbm,n are perturbations of
the propagation constants, andg is the mode coupling con
stant. In the general case the coupling constant is spec
by the field profile functions of the respective modes and
perturbation of the dielectric constant:8

g5k0E Em* D«̂ fEn dx, ~2!

wherek05v/c, v is the frequency,c is the speed of light in
free space, andEm,n(x) are profile functions, which are nor
malized to unit power of the energy transmitted per u
width of the waveguide~in they direction! and determine the
distribution of the field of the respective modes in thex
direction.

The coupling constant for orthogonally polarized TE a
TM modes is found from the expression

g5k0E Emy* ~«yzEnz1«yxEnx! dx. ~3!

The corrections to the mode propagation consta
caused by the perturbation of the dielectric constant for
TEm mode have the form

FIG. 1. Two-section unidirectional mode converter.
© 1999 American Institute of Physics
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Dbm
E5k0E D«yyEmy* Emy dx, ~4!

and the corrections for the TMn mode have the form

Dbn
M5k0E @Enx* ~D«xxEnx1«xzEnz!

1Enz* ~«zxEnx1D«zzEnz!# dx. ~5!

The components of the perturbationD«ab in these ex-
pressions are specified by the polar (u1,2) and azimuthal
(c1,2) angles of the magnetization in the respective wa
guide sections. With consideration of the different orien
tions of the magnetization in the sections of lengthsd1 and
d2, the amplitudes of the input (m) and excited (n) modes
propagating from the first to the second section~in the for-
ward direction!, are specified at the waveguide exit (z5d
5d11d2), according to~1!, by the expressions

Am~d!5exp@ i ~D22Dbm!d2#FAm~d1!S cos¸2d2

2 i
D2

¸2
sin¸2d2D1 iAn~d1!

g2

¸2
sin¸2d2G ,

An~d!5exp@2 i ~D21Dbn!d2#F iAm~d1!
g2*

¸2
sin¸2d2

1An~d1!S cos¸2d22 i
D2

¸2
sin¸2d2D G ,

Am~d1!5Am~0!exp@ i ~D12Dbm2bm!d1#

3S cos¸1d12 i
D1

¸1
sin¸1d1D ,

An~d1!5 iAm~0!exp@2 i ~D12Dbn2bn!d1#

3
g1*

¸1
sin¸1d1 . ~6!

The subscripts 1 and 2 assign the parameters to
waveguide sections. The derivation of~6! did not take into
account effects associated with the reflection and trans
sion of radiation at the interface between the differently m
netized sections. This is justified by the fact that the diff
ence between the refractive indices of the sections
determined only by the orientation of the magnetic mom
and is three to four orders of magnitude smaller than
magnetization-independent refractive index. Expressions
the efficiency of TEm→TMn mode conversion
h5uAn(d)u2/uAm(0)u2 can be obtained on the basis of~6!:

h5
ug1u2

¸1
2

sin2¸1d1S cos2¸2d21
D2

2

¸2
2

sin2¸2d2D
1

ug2u2

¸2
2

sin2¸2d2S cos2¸1d11
D1

2

¸1
2

sin2¸1d1D
12

sin¸1d1sin¸2d2

¸1¸2
S Re~g1g2* !Fcos¸1d1cos¸2d2
-
-

he

is-
-
-
is
t
e
or

2
D1D2

¸1¸2
sin¸1d1sin¸2d2G1Im~g1* g2!

3FD1

¸1
cos¸2d2sin¸1d12

D2

¸2
cos¸1d1sin¸2d2G D .

~7!

To investigate the nonreciprocity of the mode conv
sion process under consideration for the propagation of
diation in both the forward and reverse~from the second to
the first section! directions we assign the section lengths
that the conversion efficiency would be equal to 50% in ea
of the sections. In this case sin¸1d15¸1

1/A2ug i u, and coş idi

5¸i
2/A2ug i u, where i 51,2, and ¸ i

65(ug i u26D i
2)1/2. The

conversion efficiency in this case, which is important fro
the practical standpoint, has the simple form

h5
1

2
2

1

2
Re@~D11 i¸1

2!~D21 i¸2
2!/g1* g2#. ~8!

2. Let the magnetization be oriented along the radiat
propagation direction~the Faraday geometry! in the first sec-
tion and perpendicularly to it~the Cotton–Mouton geometry!
in the second section. Then the real part of the coupl
constant in the first section Reg1 is more than an order o
magnitude smaller than its imaginary part and can be
glected, andg1 is understood to equal Img1. The mode cou-
pling constant for the second sectiong2 is a real quantity.
When the direction of the radiation is reversed, the signs
both coupling constants change~except in the case o
c250, u2'90°, which is not considered here because of
small value ofg2). In the case of the propagation of mod
in the reverse direction, the complex conjugate of the c
pling constant in the first section should be taken in~8! with
resultant reversal of the sign of the second term in this
pression. The expressions for the mode conversion efficie
in the forward and reverse directions~which are labeled by
1 and2) ultimately take on the form

h65
1

2
6~D1¸2

21D2¸1
2!/~2g1g2!. ~9!

Hence the nonreciprocity parameterK5h12h2 has the
form

K5~D1Ag2
22D2

21D2Ag1
22D1

2!/g1g2 . ~10!

It follows from ~10! that the there is no mode conversio
reciprocity when there is complete phase synchronism of
modes in the two sections, i.e., whenD15D250, as well as
when D152D2g1 /g2 sgn(g1 /g2). The nonreciprocity
reaches a maximum whenK51 or K521. In the former
case complete switching of the polarization of the inp
mode to the orthogonal direction takes place when it pro
gates in the forward direction, whereas there is conserva
of the polarization when it propagates in the reverse dir
tion. In the latter case complete mode conversion occurs o
in the reverse direction, while there is no mode conversion
the forward direction.



-

e
as

an

on
ex
a

-

ic

e-

id
en
uc
e

s
ef
s

t

f t
es

h
as-
uide
r

ion
-

etic
iza-

e

305Tech. Phys. 44 (3), March 1999 D. I. Sementsov and A. M. Shuty 
If the perturbation of the propagation constantDb1 is
neglected, thenD15D2, anduKu achieves its maximum val
ues when

D56@A~g1
21g2

2!2/41g1
2g2

22~g1
21g2

2!/2#1/2. ~11!

In the case of zero phase mismatch in one of the s
tions, the nonreciprocity level is greatest when the ph
mismatch in the other sectionD i56g i , which is the condi-
tion for 50% conversion efficiency (hmax50.5). When
uD i u.ug i u, the maximum attainable efficiency is less th
50%.

3. For a more complete investigation of a two-secti
mode converter we perform a numerical analysis of the
pression ~7! for the mode conversion efficiency using
waveguide structure with the parameters«xx

(0)54.5383,«yy
(0)

5«zz
(0)54.5371, «153.8, and «251, the linear magneto

optical parameter f 53.0731024, and the quadratic
magneto-optical parametersg4452.431024 and Dg527.3
3102s, which correspond to the magnetogyrotrop
waveguides forl51.15 mm that are used in practice.2 The
@111# crystallographic axis of the film is normal to the wav
guide surface and coincides with thex axis, and the@112̄#

and @ 1̄10# axes coincide with they and z axes. A cascade
unidirectional mode converter with an assigned wavegu
layer thickness was investigated in Ref. 5 for certain ori
tations of the magnetization in each section, which prod
the strongest mode-conversion nonreciprocity. Howev
waveguides with an arbitrary waveguide-layer thicknesL
are used in practice, and since the mode conversion
ciency depends significantly on waveguide-layer thickne
the dependence of the nonreciprocity parameter onL and the
possibility of achieving the optimum valuesK561 for films
of arbitrary thickness must be considered. Figure 2 shows
dependence of the nonreciprocity parameterK on the
waveguide-layer thicknessL for TE0→TM0 conversion and
various magnetization orientations:c1590° and u1520,
45° ~curves1 and2! andu1590° ~curves3–5!; c250 and
u2545° ~curves1–3! andu2555, 70°~curves4 and5!. The
section lengths were selected so that the largest value o
nonreciprocity parameter would be achieved in the thickn
range considered:d150.725, 0.347 cm~curves 1 and 2!,

FIG. 2. Dependence of the nonreciprocity parameterK on the waveguide-
layer thicknessL for TE0→TM0 conversion and various orientations of th
magnetization in a cascade unidirectional mode converter.
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d150.2 cm ~curves3–5!, d250.284 cm~curves1–3!, d2

50.355 , 0.567 cm~curves4 and5!. It can be seen that eac
orientation of the magnetization in the sections of the c
cade waveguide structure has corresponding waveg
thicknessesL6 , at which the nonreciprocity paramete
K'61 ~in the case of appropriate selection of the sect
lengths!. The thicknessL0, at which mode-conversion non
reciprocity is scarcely manifested, lies betweenL2 andL1 .
An analysis reveals that the inequalityuK(L)u,uK(L6)u
holds at thicknesses differing fromL6 . This is very impor-
tant from the practical standpoint, since an external magn
field can be used to adjust the orientation of the magnet

FIG. 3. Conversion efficiencies of modes propagating in the forwardh1 ~a!
and reverseh2 ~b! directions and value of the nonreciprocity parameterK
~c! as functions of the section lengths.
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tion in the sections in the case of a concrete waveguide-la
thickness to achieve the strongest possible manifestatio
mode-conversion nonreciprocity for specific values ofd1 and
d2.

Figure 3 presents the conversion efficiency of mod
propagating in the forward (h1 , a! and reverse (h2 , b!
directions and the value of the nonreciprocity parameterK on
the plane of the section lengthsd1 andd2. In the first section
the magnetization is oriented along the propagation direc
of the modes (c15u15p/2), and in the second section it
perpendicular to it (c250, u25p/4). The plots have been
drawn for the film thickness at whichK51, i.e., L5L1

'4.2 mm, is achieved for these orientations of the magn
zation in the sections. For the parameters of the waveg
structure chosen an increase in the length of the sect
leads to reversal of the sign ofK, and the nonreciprocity
parameter becomes equal toK521 at certain lengths
Therefore, at the exit from the waveguide the input mode
converted into an orthogonal mode in the case of propaga
in the reverse direction and does not change its polariza
in the case of propagation in the forward direction. Simi
plots constructed forL5L0'3.7 mm show that nonreciproc
ity is weakly manifested anduKu<0.2 for any values ofd1

andd2.
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It follows from the analysis presented that the operat
regimes of a given integrated-optical element can be c
trolled and an optimum degree of mode-conversion nonr
procity can be obtained by varying the orientation of t
magnetization in the sections of a cascade waveguide s
ture and adjusting the lengths of the sections. An extens
group of efficient integrated devices, such as modulat
valves, and isolators, for the near-IR range can be create
the basis of magnetogyrotropic cascade waveguides
pronounced nonreciprocal properties.
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Proton-exchanged optical waveguides in lithium niobate crystals exhibit a rich variety of
structures and phases. It is established that seven HxLi12xNbO3 crystalline phases with a lithium
niobate structure may form under various conditions of proton exchange and post-exchange
annealing. A method is proposed to determine the proton concentration in the various phases
identified. Relationships are established between the structural parameters, the proton
concentration, and the ordinary and extraordinary refractive indices of various HxLi12xNbO3

crystalline phases. The results can explain various optical phenomena observed in proton-
exchanged waveguides and permit prediction of the characteristics of light-guide structures.
© 1999 American Institute of Physics.@S1063-7842~99!00903-4#
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1. INTRODUCTION

Lithium niobate LiNbO3 is a ferroelectric widely used in
integrated optics and acoustoelectronics. One of the m
methods used to fabricate optical waveguides in these c
tals, apart from the diffusion of titanium from films, is proto
exchange.1 Rice and Jackel2,3 reported detailed studies o
HxLi12xNbO3 solid solutions produced by proton exchan
in powders and constructed an LiNbO3– HNbO3 phase dia-
gram. They established the existence of two rhombohe
phases and one monoclinic phase in this system. Rela
ships were obtained between the crystal-lattice parame
and the proton concentration in the unstraineda- and
b-HxLi12xNbO3 rhombohedral phases having the sa
structure as lithium niobate.2,3 In particular, a thermogravi-
metric analysis revealed thatx<0.12 for the a phase of
HxLi12xNbO3, whereas theb phase occurs in the concen
tration range 0.55<x<0.75. However, it should be note
that the results obtained for powders cannot be directly
plied to the strained solid solutions of the same composi
now being used in practical applications. In fact, the stres
created at the interface between the proton-exchanged
and the substrate as a result of lattice mismatch may sig
cantly modify the equilibrium phase diagram constructed
powders. Recent investigations of proton-exchang
waveguides in a crystal of lithium tantalate~LiTaO3), which
is isomorphous to lithium niobate, revealed rich structu
and phase diversity.4–6

Our previous investigations7–13 permitted the identifica-
tion of seven different crystalline phases of HxLi12xNbO3,
viz., a, k1 , k2 , b1 , b2 , b3 , andb4 , which can be formed
in proton-exchanged layers~Fig. 1!. Under certain conditions
of proton exchange and post-exchange annealing, one,
or even three different crystalline phases of HxLi12xNbO3,
may form as separate thin layers in proton-exchan
LiNbO3 optical waveguides.

Table I shows that an increase in the proton concen
tion in the proton-exchange melts leads to the followi
3071063-7842/99/44(3)/10/$15.00
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phase transitions:a→b1→b2→b3→b4 . All five phases
can be formed only inZ-cut LiNbO3, whereas only four
phases can occur inX-cut lithium niobate (a, b1 , b2 , and
b3), and only two (a and b1) can occur inY-cut crystals.
Waveguides containing thea phase have a graded refractiv
index profile and a small refractive-index increment for e
traordinary rays at the surfaceDne,0.03. This crystalline
phase most likely corresponds to the equilibriuma phase
identified by Rice and Jackel2,3 and can be formed by proto
exchange in a weakly acidic melt, for example in a benz
acid melt containing 2.5–3.5 mol % lithium benzoate at p
cess temperatures between 200 and 350 °C~Ref. 14!.

Optical waveguides containing the other three phas
viz., b1 , b2 , andb3 , which can be formed by direct low
temperature proton exchange, have a graded refractive-in
profile with Dne>0.09. However, waveguides containin
the b4 phase exhibit a complex refractive-index profile.
the range 0.12<Dne<0.15 the index profile is graded
whereas at lower values ofDne the refractive-index incre-
ment exhibits a steep drop.12,13

It should be specially stressed that proton-exchan
waveguides containing different crystalline phases may h
essentially identical refractive-index profiles, but other im
portant parameters, such as their electro-optic and nonlin
coefficients, optical losses, stability of the parameters,
some other parameters, may differ substantially. This
plains the appreciable differences in the properties
integrated-optics devices fabricated using waveguides ha
the identical index profiles, which led some researchers
conclude that proton exchange is not a reproducible meth
In fact, waveguides having identical index profiles may b
long to different crystalline phases and thus exhibit differe
physical properties.

Only the b1-HxLi12xNbO3 phase exists independent
at the surface of wafers whereas theb2 and b3 phases can
exist only together withb1 , which occurs as a separate lay
beneath the surface phase.10,12,15 The b4 phase can appea
© 1999 American Institute of Physics
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FIG. 1. Structural phase diagram of proton-exchanged HxLi12xNbO3 waveguide layers formed onZ- ~a! and X-cut ~b! samples: the arrows indicate th
direction of increasing proton concentration;h — direct exchange,T52002300 °C; d, 1 — annealing at 300 °C and 400 °C, respectively.
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only in conjunction with layers of theb3 and b1 phases
located in the bulk of the crystal.10,13

Post-exchange annealing can produce new phases,
k1 and k2 , which have low-temperature (k i

LT) and high-
temperature (k i

HT) modifications.9,10,13,15 The low-
temperature modifications are formed by annealing aT
,340 °C, whereas the high-temperature modifications
formed by annealing atT.400 °C. A characteristic featur
of the existence of these phases is that, apart fromk1

HT , they
occupy only part of the waveguide region: the phase wit
higher proton concentration is situated closer to the surfa
As a result of annealing, it is possible to have a situat
where a four-layer structure forms with ab1 phase which has
not disappeared completely from the surface andk2 , k1 ,
anda phases, which are distributed consecutively as sepa
graded-index layers. Further annealing at temperatures b
340 °C leads to the systematic disappearance of theb1 , k2

LT ,
iz.,

re

a
e.
n

te
ow

and k1
LT phases, and, ultimately, only thea phase remains

Thus, theb1 , k2
HT , andk1

HT phases disappear successive
during high-temperature annealing (T.400 °C).

Trigonal HxLi12xNbO3 phases are not the only phas
which can be formed in proton-exchanged waveguide lay

in LiNbO3. When proton exchange takes place on (014̄)-cut
LiNbO3 in melts of benzoic or pyrophosphoric acid or am
monium dihydrogen phosphate, a monoclinich phase is
formed.8,15–17

Experimental investigations of the refractive-index i
crementDne as a function of the proton concentration
proton-exchanged LiNbO3 optical waveguides have bee
carried out by many researchers using various method
analysis. The available published results are presente
Table II. Although most authors report a nonlinear relatio
ship betweenDne and the concentration, the numerical va
TABLE I. Proton exchange conditions for the formation of various HxLi12xNbO3 phases.

Phase LiNbO3 Benzoic acid1 lithium benzoate, wt. % KHSO4 solution Other proton
at surface cut (300 °C)~Refs. 11 and 14! in glycerol (220 °C) sources

a X, Y, Z .2.5
b1 X, Y, Z 122.5 021 g/l Stearic, palmitic,

oleic acid
b2 X, Z 0 224 g/l Myristic acid
b3 X, Z 8215 g/l Lauric acid
b4 Z .20 g/l Pyrophosphoric acid,

ammonium dihydrogen phosphate,
potassium bisulfate

k2
HT X, Y, Z ••• ••• ZnSO42K2SO42Na2SO42KHSO4

(CKHSO4
50.0420.07 mol/kg)

k1
HT X, Y, Z ••• ••• ZnSO42K2SO42Na2SO42KHSO4

(CKHSO4
50.0120.04 mol/kg)

h (01̄4) 0 .2 g/l Pyrophosphoric, sulfuric acid,

ammonium dihydrogen phosphate,
potassium bisulfate
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TABLE II. Data on proton concentrations in various HxLi12xNbO3 phases.

Cut Proton Annealing HxLi12xNbO3 Dne x Method References
source temperature, °C phase of determination

Z BA ••• b2 ••• 0.420.5 SIMS Ref. 18
275 b1 0.11 0.32

X BA ••• b2 0.12 0.85a SIMS Ref. 19
Z BA 400 from k2

HT to k1
HT ••• ,0.22 SIMS Ref. 20

Z BA ••• b2 ••• 0.3 SIMS Ref. 21
400 b1 0.26

k1
HT ,0.2

Z BA 275 b1 0.11 0.32 SIMS Ref. 22
400 k1

HT 0.047 0.14
Z, X BA 400 b2 0.11 0.6520.75 NAA Ref. 23

b1 0.105 0.6
k1

HT 0.07 0.4
k1

HT 0.02 0.15
Z, X BA ••• b2 ••• 0.6520.75 NAA Ref. 24
Z BA ••• b2 ••• 0.75 AAA Ref. 25
Z BA ••• b2 ••• 0.33 AAA Ref. 26
X BA11% LB 300 k2

LT 0.081 0.315 RBS Ref. 27
320 k1

LT 0.039 0.315
340 a or k1

LT 0.039 0.275
400 k1

HT 0.0035 0.020
Z BA 3002370 a 020.02 020.12 RBS Ref. 17

k1
LT1k1

HT 0.0220.075 0.1220.4
k2

LT1k2
HT 0.07520.105 0.420.55

b1 ;0.11 0.5520.65
b2 ;0.11 0.6520.8

Z PA ••• b4 0.132 0.68 RS Ref. 28
200 b4 or b3 0.124 0.68
260 b1 0.114 0.65
280 b1 0.113 0.64
300 b1 0.110 0.55
320 b1 0.104 0.55
340 k2

LT 0.099 0.51
360 k2

LT1k2
HT 0.092 0.41

Z PA ••• b4 0.148 0.75 RS Ref. 29
250 b3 or b1 0.12 0.66

Z PA ••• b4 .0.14 0.9 RBS Ref. 30
300 b3 or b1 ••• 0.5
300 b1 ••• 0.4

Note: * Only the lithium concentration was determined. BA — benzoic acid, LB — lithium benzoate, PA — pyrophosphoric acid, SIMS — second
mass spectroscopy, RBS — Rutherford backscattering spectroscopy, AAA — atomic absorption analysis, RS — Raman scattering, NAA — nuclear
analysis.
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ues obtained for the hydrogen concentration differ subs
tially in different publications, even for structures fabricat
under identical conditions. This is not surprising since th
investigations neglected the existence of different crystal
phases in proton-exchanged LiNbO3 waveguides. Quite
clearly, the matrix effect observed in all the instrumen
methods of analysis used differs for different phases, mak
it difficult to compare the amplitudes of the signals bei
analyzed with a standard and restricting the determinatio
the proton concentration.

In the present paper we propose a method for determ
ing the dependence ofDne on the proton concentration in th
various crystalline phases formed in proton-exchan
waveguides in lithium niobate. The method is based on a
lyzing the change in the area under the refractive-index cu
Dne(z) during annealing.

The methods of fabricating and investigating the proto
n-

e
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l
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d
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exchanged waveguides were described in detail in our pr
ous publications.8–13

2. RESULTS AND DISCUSSION

It is interesting to note that the area under the plot of
distribution of the extraordinary-refractive-index increme
does not remain constant during annealing. Various auth
~see Refs. 17 and 31–33! cited this change in area as ev
dence of a nonlinear relationship between the refracti
index increment and the proton concentration in proto
exchanged LiNbO3 waveguides.

The most significant change in area under theDne(z)
curve is observed for waveguides initially containing pr
dominantly theb2 andb4 phases. We know that theb2 , b3 ,
and b4 phases contain interstitial protons, which are ma
fested by the presence of a depolarized–O–H bond in the
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infrared spectra at 3240 cm21. During annealing, the proton
leave interstitial positions, which have little effect on th
refractive indices,20,21 and occupy positions in oxyge
planes, which are ‘‘active’’ in affecting the refractiv
index.20,21 As a result, the area under theDne(z) profile in-
creases substantially. Figure 2 gives the area under
extraordinary-refractive-index increment as a function of
nealing time for a proton-exchanged LiNbO3 waveguide ini-
tially containing theb4 phase at the surface.

Quite clearly, the relationships betweenDne and the hy-
drogen concentrationx differ for different crystalline phases
However, as we can see, it is possible to determine the
drogen concentration in all phases if we know the dep
denceDne(z) for at least one phase.

We make three assumptions, which in our view are fu
justified.

1. We assume that the refractive-index incrementDne in
each crystalline phase containing no interstitial hydrog
(a-, k1-, k2- and b1-HxLi12xNbO3) depends linearly on
the proton concentrationCH :

CH
i 5A~ i !•Dne

i 1E~ i ! or x5B~ i !•Dne
i 1D~ i !, ~1!

where A( i ), B( i ), E( i ), and D( i ) are constants for eac
i -HxLi12xNbO3 phase.

2. The second assumption is that the total quantity
hydrogenQ remains constant during annealing in a dry
mosphere. Then, the protons only undergo redistribu
over the depth of the waveguide layer. However, we n
that Zavadaet al.21 reported that the annealing of proto
exchanged waveguides in a moist atmosphere leads t
increase in the total hydrogen content in the surface laye
a result of gas-phase diffusion; however, our experime
were carried out in a dry atmosphere. It was observed
when samples containing HxLi12xNbO3 phases (b1 , k1 ,
k2 , or a) without interstitial hydrogen are annealed, the a

FIG. 2. Dependences of the area under theDne(z) profile and the refractive-
index increment at the surfaceDne

0 on the annealing time atT5340 °C.
Initial sample —Z-cut LiNbO3 , treatment in an ammonium dihydroge
phosphate melt at 220 °C for 3 h (b4-HxLi12xNbO3 phase at the surface!.
he
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under the infrared absorption peak near 3500 cm21 remains
constant, confirming the validity of the assumption. Thus,
can write

Q5SE
0

`

CH~z! dz5S(
i

N E
zi 21

zi
~A~ i !•Dne

i ~z!1E~ i !! dz,

~2!

wherei 51, . . . ,N denotes a crystalline phase without inte
stitial hydrogen (Nmax54) formed in proton-exchange
waveguides in the form of a separate layer,zi 21 andzi are
the coordinates of the upper and lower concentration bou
aries of thei phase, respectively (z050, and for thea phase,
zi5`), andS5const is the surface area of the sample.

Waveguides containing theb1 phase have a steppe
refractive-index profile~Fig. 3! and

Q5S•CH•h, ~3!

whereh is the waveguide depth.
We established experimentally that the area under

Dne(z) curve remains constant in all stages of anneal
when theb1 phase is present in the waveguide~inset to Fig.
2!. SinceQ5const, we can write

E
0

h

~B~b1!•Dne
b1~z!1D~b1!! dz

5B~b1!E
0

h

Dne
b1~z! dz1D~b1!•h5const, ~4!

which can be satisfied only ifE(b1)50 andD(b1)50.
Proton-exchanged LiNbO3 waveguides containing thea

phase have the lowest hydrogen concentration, and thus
weakest matrix effect is observed for these waveguides w
the proton concentration is determined by various instrum
tal methods of analysis~such as secondary-ion mass spe
trometry, Rutherford backscattering spectroscopy, and
on!. Most investigations indicate that in thea phase
x<0.12 is obtained forDne<0.025 ~Table II!, in good
agreement with Refs. 2 and 3. On the basis of this reason
we takeB(a)50.12/0.02554.8, and obviouslyD(a)50.

After determining the dependence ofDne on x for thea
phase, it is possible to determine the dependences ofDne on
x for all phases without interstitial photons by comparing t

FIG. 3. Transformation of the refractive-index profile during annealing o
b1-HxLi12xNbO3 waveguide.
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FIG. 4. Refractive-index profiles for
proton-exchanged LiNbO3 waveguides
with the k1

LT ~a! and k2
LT phases~b!

on the surface:S(k1
LT) and S(k2

LT) —
areas under the refractive-index profile
S(a) — areas under the refractive-inde
profiles for the same samples anneal
until the a phase appears at the surfac
th
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hat
areas under the experimentalDne(z) profile obtained for the
same sample in various stages of annealing. It was found
if a proton-exchanged LiNbO3 waveguide contained theb1

phase, long-term annealing atT<340 °C could bring it into
the a phase~Fig. 3!

B~b1!E
0

h

Dne
b1~z!dz5B~a!E

0

`

Dne
a~z! dz. ~5!

Studies of many samples showed that the area unde
Dne(z) profile for a waveguide containing theb1 phase was
1762% greater than that for the same sample annealed
conversion to thea phase took place. We thus obta
B(b1)54.15.

We established experimentally that the area under
Dne(z) profile for waveguides containing thek1

LT and k2
LT

phases varies during annealing and depends on
refractive-index increment at the surface of the struct
Dne

0 . We useS(k2
LT), S(k1

LT), andS(a) to denote the area
under theDne(z) curves for waveguides at whose surfac
the k2

LT , k1
LT and a phases form, respectively. Annealin

clearly causes the following phase transformatio
k2

LT→k1
LT→a. The experiments showed that the ratio of t

areas under theDne(z) profiles for the same sampl
K(k2

LT)5S(a)/S(k2
LT) depends on the depth of the initia

waveguide, whereasK(k1
LT)5S(a)/S(k1

LT) depends only on
the refractive-index increment at the surface of the sam
We also findK(k1

LT)50.9 at the upper boundary of thek1
LT

phase, whereDne
050.075, andK(k1

LT)51 at the lower
boundary (Dne

050.025).
3. The third assumption is that no concentration jum

occur at crystalline phase boundaries, i.e., at thea2k1
LT ,

k1
LT– , k2

LT– , andk2
LT2b1 phase boundaries. This assum
at

he

til

e
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e

s

:

e.

s
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tion is fully justified because noDne jumps occur at these
phase boundaries.10,12,13,15Making this assumption, we ca
determine the dependence ofDne on x in the k1

LT phase by
comparing the areas under theDne(z) curves for the same
sample annealed to states in which thek1

LT phase and then
the a phase form at the surface of the proton-exchang
LiNbO3 waveguide~Fig. 4a!. In this case, the material ba
ance may be written as follows:

FB~k1
LT!E

0

z1
Dn

e

k1
LT

~z! dz1D~k1
LT!•z1

1B~a!E
z1

`

Dne
a~z! dzG

k
1
LT/a

5FB~a!E
0

`

Dne
a~z! dzG

a

. ~6!

Herez1 is the coordinate of thea2k1
LT phase boundary~Fig.

5a! which, like the area under theDne(z) curve, can easily
be determined from the experimental refractive-index profi
Taking into account the experimentally established fact t

F E
0

`

Dne
a~z! dzG

a

5KF E
0

z1
Dn

e

k1
LT

~z! dz

1E
z1

`

Dne
a~z! dzG

k
1
LT/a

, ~7!

for a two-layerk1
LT/a structure, we obtain~Fig. 4a!
e

FIG. 5. Refractive-index profiles for
proton-exchanged LiNbO3 wave-
guides annealed at 400 °C: a — cas
where the LiNb3O8 phase is formed,
b — no LiNb3O8 phase is formed.
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~B~k1
LT!2K•B~a!!E

0

z1
Dn

e

k1
LT

~z! dz1B~a!

3~12K !E
z1

`

Dne
a~z! dz1D~k1

LT!z150. ~8!

It is widely known that optical waveguides containin
the k1

LT phase at the surface have a refractive-index pro
described by the Gaussian function

Dne5Dne
0 expS 2

z2

d2D . ~9!

Thus, the depth of thek1
LT2a phase boundary is define

as z15dAln(Dne
0/Dne

0(a)), where Dne
0(a)50.025 is the

refractive-index increment at the upper boundary of thea
phase. We then have

E
0

z1
Dne dz5

Ap

2
Dned erfAln~Dne

0/Dne
0~a!!, ~10!

E
z1

`

Dne dz5
Ap

2
Dne~12erfAln~Dne

0/Dne
0~a!!!. ~11!

Substituting Eqs.~9!, ~10!, and ~11! into Eq. ~8!, we
obtain

B~k1
LT!erfAln~Dne

0/Dne
0~a!!1D~k1

LT!
2

Dne
0Ap

3Aln~Dne
0/Dne

0~a!!5B~a!~~K21!

1erfAln~Dne
0/Dne

0~a!!!. ~12!

By solving the system of equations~12! for the experi-
mental profiles, we determined the constants for thek1

LT

phase:B(k1
LT)54.56 andD(k1

LT)50.003. When the con
stantsB(a), B(k1

LT), andD(k1
LT) are known, it is possible

to repeat the procedure for the same sample with a dete
nation ofDne(z) in the annealing stages when thek2

LT anda
phases form at the waveguide surface, respectively. U
the assumption put forward above thatB(k1

LT) Dne

1D(k1
LT)5B(k2

LT) Dne1D(k2
LT) at the upper boundary o

the k1
LT phase~or the lower boundary of thek2

LT phase!,
whereDne50.075~Refs. 9,12,13, and 15!, we can determine
the constantsB(k2

LT) andD(k2
LT) by numerically solving the

following material balance equation:

S E
0

z1
~B~k2

LT!•Dn
e

k2
LT

~z!1D~k2
LT!! dz

1E
z1

z2
~B~k1

LT!•Dn
e

k1
LT

~z!1D~k1
LT!! dz

1E
z2

`

B~a!•Dne
a~z! dzD

k
2
LT

5S E
0

`

B~a!•Dne
a~z! dzD

a

.

~13!

Here z1 and z2 are the coordinates of thek2
LT2k1

LT and
k1

LT2a phase boundaries, respectively~Fig. 4b!. These val-
ues are determined from the experimental refractive-in
le

i-

g

x

profiles under the conditionsDne(z1)50.075 andDne(z2)
50.025. A similar approach was used to determine the
drogen concentration in the high-temperature modificati
of the k1 andk2 phases:k1

HT andk2
HT . We note only some

specific features. In an earlier study34 we showed that when
proton-exchanged waveguides are annealed at tempera
above 400 °C, lithium oxide evaporates from the surface
the wafers, and, as a result, a lithium-oxide-deple
LiNb3O8 phase forms in the region of the original wavegui
whereDne,0.037 ~Fig. 5a!. Long-term annealing leads t
the appearance of LiNb3O8 at the surface of the wafer, caus
ing destruction of the surface.34 However in regions with
Dne.0.037 no LiNb3O8 forms even in samples annealed
T.400 °C~Fig. 5b!.34 This phase likewise does not form i
proton-exchanged LiNbO3 waveguides annealed at temper
tures below 340 °C. These proton-exchanged LiNb3

waveguides withDne,0.075 are homogeneous, and conta
only thek1

HT phase~Fig. 5b!. Note that unlikek1
LT , thek1

HT

phase has the lowest proton concentration; theref
D(k1

HT)50, and for the k1
HT phase we can write

x5B(k1
HT)•Dne .

The experiments show that the area under theDne(z)
profile begins to decrease abruptly as soon as the monoc
LiNb3O8 phase appears in the sample. However, for ca
where a waveguide initially containing theb1-HxLi12xNbO3

phase is annealed atT.400 °C to form a still single-phase
k1

HT-HxLi12xNbO3 waveguide, in whichDne.0.037 over
the entire region initially occupied by theb1 phase, we can
write the following material balance condition:

B~b1!•S~b1!5B~k1
HT!•S~k1

HT!, ~14!

where S(b1) and S(k1
HT) are the areas under theDne(z)

profiles for the same sample measured in the annea
stages when theb1 and k1

HT phases form at the waveguid
surface, respectively.

A similar procedure was used to determineB(k2
HT) and

D(k2
HT). Since the dependence ofDne on Dn0 for all the

phases is known,13,15 we can plotDn0 as a function ofx.
In this approach we assumed a linear relationship

tween the extraordinary-refractive-index increment and
proton concentration in the phases containing no interst
protons, viz.,a-, k1-, k2-, andb1-HxLi12xNbO3. This as-
sumption seems quite justified since all the protons are ‘‘
tically active.’’21 However, in the b2-, b3-, and
b4-HxLi12xNbO3 phases the protons occupy both optica
active positions in the oxygen planes and optically inact
interstitial positions. In this case, the dependence ofDne on
x is clearly nonlinear even within a single phase. Howev
since the range of concentrations in which the phases exi
narrow, using a linear dependence ofDne on x as a first
approximation does not lead to any serious errors.

Let us consider a waveguide which is formed in a be
zoic acid melt and thus contains theb2 phase on the surface
whereDne

050.11. Annealing at 330 °C for several minute
causes ab2→b1 phase transition and increasesDne

0 ~Refs.
35–37!. After a completeb2→b1 phase transition has take
place, further annealing causesDne

0 in the homogeneousb1

phase to begin to decrease, and for a waveguide withDne
0

50.011 there is a 30% increase in the area under theDne(z)
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FIG. 6. Transformation of the proton con
centration profile~a! and the refractive-
index profile~b! as a function of annealing
time for a b2 /b1 proton-exchanged
LiNbO3 waveguide.
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profile ~and thus in the waveguide depth since the refracti
index profile continues to remain stepped!. The successive
recording of rocking curves using precision polishing of t
initial b2 /b1 sample shows that theb2 phase occupies ap
proximately 70% of the total waveguide volume~the remain-
ing 30% is occupied by theb1 phase! ~Fig. 6!. A similar
result was obtained using optical measurements. In fact,
fairly deep (h>3 mm) two-layerb2 /b1 structure onX- and
Z-cut LiNbO3, not only extraordinarily polarized waveguid
modes but also ordinarily polarized modes are excited~TE
modes on theX-cut and TM modes on theZ-cut samples!
with neff'2.25, which is substantially lower than the ord
nary refractive index of the LiNbO3 substrate.38,39 Subse-
quently, similar modes inX-cut LiNbO3 fabricated in a ben-
zoic acid melt were also observed by Rickermanet al.40 It
was noted that these modes have a very high absorp
coefficient40 (a.2 mm21). The existence of ordinarily po
larized modes can easily be explained by the fact that
two-layer structure withDne(b1)5Dne(b2) the condition
n0(b2).n0(b1) is easily satisfied althoughn0(b2)
,n0(LiNbO3) and n0(b1),n0(LiNbO3).13,15 In this case,
the b1 phase layer acts as the substrate for the ordina

FIG. 7. Extraordinary- and ordinary-refractive-index profiles of a two-la
b2 /b1-HxLi12xNbO3 waveguide structure obtained using a KHSO4 solu-
tion in glycerol ~4 g/l! at T5215 °C for 80 h.
-

a

on

a

ly

polarized mode~Fig. 7!. The high optical losses are cause
by ‘‘leakage’’ of the mode into the substrate because of
small thickness of theb1 layer ~Fig. 7!.

Three TE modes are observed in a two-layerb2 /b1

waveguide on aZ-cut slab with a total thickness of 7mm.
The refractive-index profile reconstructed from the measu
effective refractive indices is stepped with a step depth
5 mm ~Fig. 7!, which amounts to'70% of the total wave-
guide depth. Thus, the optical measurements confirm
data on the depth of the layers obtained by precision pol
ing accompanied by the recording of rocking curves. W
now have at our disposal the information required to wr
the material balance equation:

x~b2!0.7h1x~b1!0.3h5x~b1!1.3h ~15!

or x(b2)51.43x(b1) for Dne
0(b2)50.11. It is quite clear

that x(b2)5x(b1) for Dne
050.125. We obtained two ex

treme points on the plot ofDne as a function ofx for theb2

phase. By drawing a straight line between them, we ob

r
FIG. 8. Extraordinary and ordinary refractive indices as a function of
proton concentration in various HxLi12xNbO3 phases.
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FIG. 9. Transformation of the proton
concentration profiles~a, c! and the
refractive-index profile~b, d! as a
function of annealing time for a
b4 /b3 /b1 proton-exchanged
LiNbO3 waveguide: a, b — first an-
neal, c, d — second anneal.
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an approximate dependence of the refractive index on t
proton concentration for theb2 phase~Fig. 8!.

A similar procedure was used to estimate the proton c
centration in theb4 andb3 phases. The spatial configuratio
of the phase layers was determined by precision polish
and recording the rocking curves after each polishing s
Polishing a waveguide withDne

050.15 fabricated in an am
monium dihydrogen phosphate melt and then recording
rocking curves showed that theb4 phase occupies approx
mately 60% of the total waveguide depth, theb3 phase oc-
cupies 20%, and the remaining 20% is filled with theb1

phase~Figs. 9a and 9b!. Polishing also shows that the regio
occupied by theb4 phase is almost homogeneous sinceDne

and the strains«339 do not change during polishing, as long
theb4 phase remains on the surface. The region occupied
the b1 phase is also homogeneous, but the refractive in
and, accordingly, the proton concentration vary in the reg
occupied by theb3 phase. As a first approximation, we a
sume that the functionsDne(z) andx(z) are linear in theb3

phase.
Annealing this waveguide until theb4 phase disappear

completely increases the waveguide thickness by 15%~Figs.
9a and 9b!. In this case, theb3 phase occupies approximate
80% of the total depth~Figs. 9a and 9b!. Thus, the materia
balance equation may be written as follows:
al

-

g
p.

e

by
x
n

x~b4!0.6h1
x~b4!1x~b1!

2
0.2h1x~b1!0.2h

51.15S x~b3!1x~b1!

2
0.8h1x~b1!0.2hD . ~16!

Further annealing until a single-phaseb1 waveguide is
formed with Dne

050.11 increases the waveguide thickne
by 40% compared with the initial waveguide~Figs. 9c and
9d!. The material balance equation has the form:

x~b4!0.6h1
x~b4!1x~b1!

2
0.2h1x~b1!0.2h51.4x~b1!h,

~17!

and for theb4 phase withDne50.15 we obtainx50.71.
From Eq.~16! we obtainx(b3)50.66 forDne50.145.

By drawing straight lines between these points, we o
tain an approximate dependence of the extraordinary ref
tive index on proton concentration for theb2 , b3 , andb4

phases, which contain interstitial protons~Fig. 8!. Knowing
the dependence ofDne on Dn0 ~Refs. 13 and 15!, we can
construct the dependences ofDn0 on x ~Fig. 8!.

A possible explanation for the phase diversity observ
may be that the coherent conjugation between the incip
proton-exchanged layers and the lithium niobate subst
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and the differences between their lattice parameters give
to an excess elastic energy compared with the equilibr
state, which splits the equilibriumb phase observed in
powders2,3 into four different phases, viz.,b1 , b2 , b3 , and
b4 ~Fig. 10!. The difference between the lattice paramet
of the equilibrium a-HxLi12xNbO3 phase and LiNbO3 is
extremely small; therefore, we can postulate that thea phase
created in proton-exchanged waveguides is the equilibriuma
phase studied in Refs. 2 and 3. In the concentration ra
corresponding to an (a1b) phase mixture in an equilibrium
unstrained system~in powders!, k1 and k2 phases having
various temperature modifications are formed in strain
waveguide layers~Fig. 10!.

In addition to the rhombohedral HxLi12xNbO3 phases,
we also estimated the proton concentration in the monocl
h phase, which forms on the surface of (014̄)-cut LiNbO3

treated in highly acidic melts, such as pyrophosphoric acid
ammonium dihydrogen phosphate. In the first stage of pro
exchange in these melts~when the waveguide thickness
less than 1.5mm), the rocking curves reveal only one add
tional peak, which corresponds to a homogeneous pro
exchanged layer containing only theh phase. As the proton
exchange time increases, the stresses at the layer/sub
interface begin to relax by forming a sublayer consisting
the b1 phase.16

In order to estimate the proton concentration, we p
duced a homogeneous waveguide containing only theh
phase (h51.4 mm). Annealing this structure at 220 °C fo
15 h causes a completeh→b1 phase transition, and in thi
case the balance equation is

x~h!h~h!5A~b1!S~b1!, ~18!

whereh(h) is the depth of the initial waveguide andS(b1)
is the area under theDne(z) curve for the sample annealed
the b1 phase.

Here we used such a low annealing temperature bec
when waveguides on (014̄)-cut slabs containing theh phase
were annealed at higher temperatures, for some as ye
known reasons, the crystallographic planes rota
appreciably.16

FIG. 10. Phase diagrams of equilibrium3 ~I! and strained~II ! HxLi12xNbO3

solid solutions.
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Experiments carried out using ten samples prepared
melts of ammonium dihydrogen phosphate and pyroph
phoric acid givex(h)50.6560.02. Note that this value is
lower than the hydrogen concentration in the rhombohed
b4 phase.

3. CONCLUSIONS

To conclude, we note that the proposed method of de
mining the proton concentration in the various HxLi12xNbO3

phases formed in proton-exchanged optical waveguide
lithium niobate crystals has been used for the first time
determine the concentration limits of the phases and to
tablish the concentration dependence of the refractive in
in the various crystalline phases. Knowledge of the structu
phase diagram of the waveguide layers permits prediction
the properties of integrated-optics devices based on pro
exchanged LiNbO3 waveguides.
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Linear intermode conversion of electromagnetic wave energy in a magnetically soft
gyrotropic material
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The excitation of axial radio-frequency~rf! magnetic induction by an axial rf current is observed
in a conductor with circular magnetic anisotropy when a weak magnetizing field is applied.
The conductor is an amorphous cobalt-based wire, which exhibits azimuthal magnetic anisotropy.
It serves as the central conductor in a coaxial line. The axial rf magnetic induction produces
an emf in an induction coil coaxial to the conductor. The induction coil is part of a matched
receiving circuit. The power conversion coefficient is as high as tens of percent. The
measurements demonstrate the high sensitivity of the conversion coefficient to an external field.
The theory of ferromagnetic resonance faithfully describes the results of the observations.
© 1999 American Institute of Physics.@S1063-7842~99!01003-X#
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1. INTRODUCTION

If a gyrotropic wire is the central conductor of a coax
line, the structure of the fields in the gap within the coax
line is a combination of the fields of quasi-TE and quasi-T
waves.1 In fact, a radio-frequency~rf! current passed throug
an anisotropic ferromagnetic wire magnetized by a long
dinal field can excite not only a circular rf magnetic field, b
also a commensurate axial field. For this to occur, the p
cessing magnetic moment vector of the sample must h
both a longitudinal component and a transverse compo
with respect to the wire axis. Then the axial component
the rf magnetic moment appears. It can be detected exp
mentally in the form of an emf induced in a coil woun
about the wire. Since the ratio between the fields of
waves depends on the mean direction of the precessing m
netic moment in the wire, the observed effect depends
external field.

This idea can be realized best when a conductor w
circular magnetic anisotropy is employed. Such conduc
include amorphous wires based on cobalt with a small ne
tive magnetostriction constant~see, for example, Ref. 2!.
Such a wire exhibits a magnetic moment component in fie
commensurate with the anisotropy field. In the present w
an amorphous ferromagnetic wire with circular anisotro
was the central conductor of a short-circuited coaxial li
The coefficient for the transmission of power from the c
axial line to an induction coil coaxial to the conductor w
measured as a function of the constant external magn
field applied along the wire.

It is significant that in weak magnetizing fields the me
sured conversion coefficient exhibits high sensitivity to t
field amplitude. This is a manifestation of ‘‘giant magne
impedance,’’ which has been widely investigated in conn
tion with problems in creating highly sensitive magnet
field sensors, magnetic recording devices, etc.3,4 Giant mag-
netic impedance is based on the high sensitivity of
3171063-7842/99/44(3)/6/$15.00
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impedance of a ferromagnetic conductor to the magnetiz
field because of the skin effect.

We believe that the effect observed can serve as
basis for creating a highly sensitive magnetic-field sens
The effect that we measured is caused by precession o
magnetic moment vector and is strictly linear with respect
the rf power supplied to the conductor. It differs fundame
tally from the Matteuci effect and its inverse, viz., th
Wiedemann effect, in which the magnetization of the sam
is reversed along a complete hysteresis loop,2 i.e., with a
fairly large amount of power supplied. These effects, wh
are displayed under the action of a longitudinal external v
able field in the former case and in the circular field of
flowing alternating current in the latter case, are nonlinea

This paper is composed according to the following pla
The results of measurements of the conversion coefficien
a function of the external constant magnetic field are p
sented first with a description of the basic scheme of
experimental setup. This is followed by a treatment empl
ing the theory of ferromagnetic resonance phenomena, w
yielded a formula for the conversion coefficient. The theo
satisfactorily describes the measurement results.

2. EXPERIMENTAL RESULTS

Figure 1 presents the system for measuring the coe
cient for the transmission of the power of electromagne
modes excited in coaxial line1 with gyrotropic conductor3
of length 6 mm and diameter 30mm to measuring coil5.
The wire was an amorphous ferromagnetic conductor w
the composition (Fe6Co94)72.5Si12.5B15 from Unitika Ltd.,
which was prepared by rapid cooling from a melt. The ma
netic properties of amorphous conductors based on Fe
Co are usually described within a model which presumes
an amorphous conductor has two regions, viz., a near-
region ~core! and a shell, with differently directed easy a
isotropy axes.5,6 For the amorphous Co-based conductor w
© 1999 American Institute of Physics
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FIG. 1. System for measuring the conve
sion coefficient:1 — coil of an electromag-
net; 2 — stabilized current source;3 —
amorphous wire;4, 6 — coaxial lines;5 —
measuring coil;9 — P4-37 complex trans-
mission coefficient meter combined with
generator7 and indicator8; 10 — measuring
cell.
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the
a negative magnetostriction constant considered in our c
the body of experimental data from different investigato
provides evidence that there is a region near the wire
that is uniformly magnetized along the axis, while the ma
netization is directed azimuthally in the outer shell. We sh
bear in mind this model in our treatment of ferromagnet
resonance phenomena in a wire.

The effect described was observed over the entire
quency range of the panoramic complex transmission co
cient meter9 used in the experiment from 0.5 to 1250 MH
A frequency of 50 MHz was chosen for the analysis of t
experimental data. Measuring coil5 with a length of 3 mm
and a diameter of 1 mm had 15 turns of copper wire. T
power of the signal in coaxial line2 excited by the measur
ing coil was displayed by the indicator of a P4-37 instr
ment. Measuring cell10 was placed in the uniform constan
magnetic field created by coil1. Coil 1 was powered by
stabilized current source2, by which we could vary the field
to within 1024 Oe. The direction of the constant magne
field, which amounted to 0.32 Oe at the site of the sensi
element, i.e., the wire, was determined preliminarily, and
wire was oriented along that direction. This was done so
the stray field could be compensated by the coil field. T
field in the coil could be varied in the range from2100 to
100 Oe. The reference power of the electromagnetic mo
excited in coaxial line1 did not exceed 10mW.

Figure 2 presents the results from measuring the tra
mission coefficientT510 logP/P0, whereP and P0 are the
powers of the recorded and reference signals, respectivel
a function of the external magnetic field applied along
wire. The field was varied smoothly from the maximu
value of one direction to the maximum value of the oppos
direction and then in the reverse order. The measurem
were performed for two values of the reference signal po
differing by 100 fold. The curves practically coincide, atte
ing to the linearity of the conversion of the current in t
wire into coil current. As the field is varied in the range fro
approximately21 to 1 Oe, the magnetization-reversal pr
cess has a reversible character, i.e., it is realized by rota
of the magnetic moment. When the field range is increase
single jump in the longitudinal magnetization takes pla
near 1.3 Oe. When a level of 8210 Oe is achieved, the
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system reaches saturation, i.e., the magnetic moment is
ented strictly along the sample axis.

3. MAGNETIC PERMEABILITY TENSOR

As was indicated above, the Unitika wire is a magne
cally soft amorphous object based on cobalt with a sm
negative magnetostriction constant, the structure of wh
near-surface layer is characterized by circular anisotropy
to the residual quenching stresses created during its prep
tion. The effective anisotropy field in this layer is creat
both by the circular anisotropy indicated and the anisotro
of the sample shape. When an axial magnetic fieldH is ap-
plied, the orientation of the magnetic momentM0 can be
determined by minimizing the free energyU with respect to
the angleQ formed byM0 and the easy axis~Fig. 3!. In the
case under consideration the free energy is represented i
form of the sum of the structural anisotropy energyUA , the
Zeeman energyUZ , and the demagnetizing field energ
UM . We write U, allowing a possible deviation of the eas
axis by an anglec from the direction normal to the wire
axis:

FIG. 2. Measured dependence of the power transmission coefficient on
strength of the external constant magnetic field:T1 — solid line (P0

510 mW!, T2 — dashed line (P050.1 mW!. The arrows point out the
sequence of variation of the field upon reversal of the magnetization.
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U5UA1UZ1UM5K1 sin2Q2M0H sin~Q1c!

1
1

2
M0NZ sin2~Q1c!.

HereK1 is the anisotropy constant, andNZ is the demagne-
tization factor. Setting]U/]Q equal to zero, we obtain th
equation for the equilibrium angleQe

sin 2Qe1
M0

2NZ

2K1
sin 2~Qe1c!5

M0H

K1
cos~Qe1c!.

~1!

We introduce the notationsHA5HK1NZM0 and HK

52K1 /M0. If c50, then sinQe5H/HA for H<HA and
sinQe51 for H>HA .

Let us estimate the influence of the form factorNZ on
the value of the equilibrium angleQe . For the wires which
we usedK1'125 erg/cm3, and the saturation magnetizatio
M0'500 G.2,3 With consideration of the ratio between th
length and diameter of the wiren5 l /d5200, the contribu-
tions of structural anisotropyHK and the demagnetizing fiel
to HA , which influence the equilibrium angle, are appro
mately identical:HK'NZM0'0.5 Oe.

At our frequencies of the variable magnetic fieldh the
thickness of the skin layerd, which is specified by the con
ductivity of the conductors56.731015 s21, but calculated
without consideration of its magnetic permeability, is co
parable to the radius of the wire. If we, nevertheless, ass
that the inequalityd!a holds, we can solve the problem o
the magnetic susceptibility tensor of the surface layer of
wire, treating it as a ferromagnetic field with uniaxial aniso
ropy lying in its plane. Such an approximation can be co
sidered well founded for magnetizing fields greater tha
certain strength, at which the magnetic permeability, rea
ing values of 103– 104, significantly reduces the thickness
the skin layer, and, moreover, just these conditions are
practical interest.

Now, in a first approximation we assume that the dem
netizing factors for an rf field are the same as for a thin fil
while the factors for a constant magnetizing field are
same as for an oblong-ellipsoidal wire. We can utilize t

FIG. 3. Coordinate axes considered in the film model:Z8 — easy axis
deflected by the anglec from the azimuthal direction in the wireZ9.
-
e

e
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-
a
-

of

-
,
e
e

method of effective magnetizing factors, for which it is no
convenient to direct theZ axis along the equilibrium magne
tization ~Fig. 3!.

Thus, a simple model can be considered. It is assum
that there is no domain structure in our short samples. In f
the experimental data provide evidence that the length of
samples is much shorter than the ‘‘critical’’ length need
for the formation of a domain structure.2,7 This length
amounts to several centimeters.

In the $X,Y,Z% coordinate frame considered the ma
netic susceptibility tensor has the general form1

x
↔

5U xx ixa 0

2 ixa xy 0

0 0 xz

U , ~2!

xx,y5
vMvx,y

v0
22v2

, xa5
vMv

v0
22v2

, ~3!

vx5vH1gN22M0 , vy5vH1gN11M0 , ~4!

vH5gH2gN33M02 iav, vM54pgM0 ,

v0
25vxvy . ~5!

The parametera specifies the dissipation, andg is the
gyromagnetic ratio. The effective demagnetizing factor te
sor can be represented in the formN↔5NF

↔ 1NA
↔ , whereN↔

F is
responsible for demagnetization across the skin layer andNA

↔
is responsible for the structural anisotropy and the shape
isotropy due to the finite width of the film~which is equal to
length of the wirel ). The corresponding anisotropy field is

HA85NA
↔

M0 . ~6!

In the $X,Y,Z% coordinate frame the components ofN↔
have the form

N11'4p, N2252~HA8 /M0!sin2 Qe ,

N335~HA8 /M0!cos2 Qe .

The value ofHA8 is close toHA , and we shall disregard
the difference between them. In our experiment the mea
ing coil picks up the variation of the induction of the axi
magnetic fieldby95my9z9hz9 with time, which is the re-
sponse to the rf magnetic field directed perpendicularly to
external constant field, i.e., along theZ9 axis in the
$X9,Y9,Z9% coordinate frame, which is associated with t
axes of the ellipsoidal wire. Going over to the axes of t
$X9,Y9,Z9% system according to the rules for the transform
tion of tensor components and neglecting the small qua
ties, we write out the final result in the form of the corr
sponding components of the magnetic permeability

my9z954pxy9z95
vMsinQecosQe

vAcos2 Qe2 iav2v2/vM

, ~7!

mz9z95114pxz9z9511
vMsin2 Qe

vAcos2 Qe2 iav2v2/vM

.

~8!
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HerevH5gH, vA5gHA , andv52p f . The ferromagnetic
resonance frequency is specified by the following expr
sion:

v0
25vMvA@12~vH /vA!2#. ~9!

The ‘‘natural’’ ferromagnetic resonance frequency~for
H50) ṽ05(vHvA)1/2>1.53109 rad/s. The hierarchy o
characteristic frequencies of the problem has the form

vM@ṽ0@vA>vH . ~10!

The circular frequency of the rf fieldv'33108 rad/s
significantly exceedsvA'2.23107 rad/s. Therefore, the
condition for ferromagnetic resonance at the frequencyv
corresponds to a fieldH0 slightly smaller than the anisotrop
field HA .

The inhomogeneity of the skin layer in the transve
direction strongly broadens the ferromagnetic resona
line.8 The linewidthDH5(16p/3)(AsvA /c2)1/2 amounts to
about 0.4 Oe (A5231026 erg/cm is the exchange-couplin
constant!. Therefore, the ferromagnetic resonance line
strongly broadened and, therefore, was not resolved in
measurements.

The componentmy9z9 (mzw in the cylindrical coordinate
frame attached to the wire! is responsible for the field con
version under investigation. It is proportional to the produ
cosQesinQe. Hence it follows thatmy9z9 vanishes when
H50 and whenH>HA . In fact, in the absence of the fiel
H, the vectorM0 is oriented along theZ9 axis, and the rf
field h does not excite precession. In the other limiting ca
where the magnetizing fieldH is great, the axial componen
of the variable magnetic momentmy9 is equal to 0, since
only mz9 andmx9 are excited.

The measured conversion coefficient is, in fact, vani
ingly small whenH50, but in fields exceedingHA it gradu-
ally decreases with increasingH rather than vanishes. In ad
dition, when the magnetization is reversed, hysteresis
observed in a range of fields exceeding61.5 Oe. These two
experimental findings provided a basis for introducing
effective anglec, which is a measure of the deviation of th
easy axis from the direction normal to the wire axis~Fig. 3!,
into the formulas describing magnetostatic equilibrium. T
nature of this angle can vary. Technological factors wh
cause the easy axis to have just such an orientation cann
ruled out. Another explanation can be based on feature
the magnetic structure of a conductor of the composit
under investigation, particularly on the existence of an in
core with longitudinal magnetization. The magnetic charg
appearing on the ends of the wire create a scattered fiel
which the magnetic moment of the shell acquires a direc
differing from the circular even in the absence of an exter
field. Of course, this is a qualitative explanation. A rigoro
treatment of the internal magnetic structure is associa
with considerable difficulties and is beyond the scope of t
paper. We note that to describe the measurement resu
was sufficient to introduce a small anglec equal to20.1
rad.

Both conversion schemes, viz., current in the wire in
current in the coil and current in the coil into current in t
s-
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wire, were realized in the experiment. The first schem
which was considered above, required a calculation of
magnetic permeabilitymzw . In the second scheme a calcul
tion of mwx is needed. In this case the initiating rf fieldh is
directed along the wire axisZ, and the rf magnetic momen
mw is the parameter sought. An analysis similar to the o
performed above reveals that

mwz5mzw . ~11!

This corresponds to the observation results.
Let us turn to the question of how the possible dom

structure on the surface of the wire would be manifested. T
method for describing ferromagnetic resonance in a multi
main sample takes into account the coupling of modes
neighboring domains, which is mediated by the demagne
ing fields appearing in the domain walls, and then avera
the magnetization over many domains.1 The ground state of
a multidomain system is characterized by the fact that
magnetization vectors of neighboring domainsM01 andM02,
which are initially antiparallel to theZ9 axis, acquire identi-
cal components along theY9 axis in the fieldH. Precession
in the fieldh5ey9h creates an rf magnetizationm. Averag-
ing of the rf componentmz9 over many domains would lea
to the disappearance ofhz9 and the emf induced by it. There
fore, our results together with the results presented in Re
provide evidence that the samples which we used are
short for the formation of a domain structure.

4. CONVERSION COEFFICIENT

In magnetizing fields that are weaker than the effect
anisotropy fieldHA the axial rf currenti z excites the mutu-
ally coupled fieldshw ,ez andhz ,ew . These fields excite an
emf in the coil coaxial to the wire. The magnitude of the e
is proportional to the component of the surface resista
tensor

~RS!zw5Rezzw5ReAvm̃/4p is sinqecosqe . ~12!

Here v is the circular frequency of the rf field, andzzw

5zy9z9 is the off-diagonal component of the surface impe
ance tensor.9 The value ofm̃ is specified using~7! by the
relation

mzw5my9z95m̃ sinqe cosqe ,

m̃5
vM

vAcos2 Qe2 iav2v2/vM

.

The experimentally realized active part of the syste
i.e., the segment of the ferromagnetic wire and the condu
short-circuiting the waveguide line, comprise a system wh
lacks azimuthal symmetry and requires a tedious descript
For simplicity, we consider a short-circuited coaxial wav
guide with a sample serving as the central conductor. A
obtaining the conversion coefficient, we see that this sim
fication is justified.

The conversion coefficient is proportional to the ratio
the energy absorbed by the wire in the required mode to
energy absorbed in the waveguide:10
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jzw5
c

4p
~Rs!zwI E

L
hw

2@ReZI2#21. ~13!

Here hw5hw(a) is the amplitude of the magnetic fiel
strength on the surface of a wire of radiusa. The integration
is carried out over the contourL of a cross section of the
wire. The integral in Eq.~13! equals 8pI 2/ac, whereI is the
amplitude of the rf current. The energy absorbed in
waveguide and the source is proportional to the real par
the impedance ReZ'R01ReZinp , where R0 is the resis-
tance of the coaxial transmission line,Zinp52 iZctan(kzl ) is
the input impedance of the short-circuited segment cont
ing the sample,Zc5(2/c)(kz /k0)ln(b/a) is the characteristic
impedance,kz is the longitudinal wave number,k05v/c,
and b is the radius of the outer coaxial conductor. For o
short wires tan(kzl )'kzl . Taking this into account, we write
the following expression for the conversion coefficient:

jzw5~Rs!zwk0@Z02a Re~ ikz!ln~b/a!#21. ~14!

The lowest mode is close to a TM mode. The followin
expression for its longitudinal wave number was derived
Ref. 11 under the conditions of a strong skin effect, i.
whend!a:

kz
25k0

2$11~11 i !d0Am̃ sin2qe@2a ln~b/a!#21%, ~15!

whered05c/A2psv. It was taken into account here that fo
large values ofm̃ the diagonal component of the magne
permeabilitymww5mz9z9'm̃ sin2qe.

Then we obtain the final expression for the convers
coefficient

jzw5Re@~12 i !Am̃ sinq cosq#

3$P1Re@~12 i !Am̃ sin2q#%21, ~16!

whereP5(a/ l )A8ps/v ln(b/a0) anda0 is the radius of the
central rod in the coaxial transmission line.

The conversion coefficient depends weakly on the g
metric configuration of the electrical circuit outside the wir
This dependence@} ln(b/a0)# reflects the dependence of th
characteristic impedance on the geometric dimensions w
are transverse to the wave vector.

5. COMPARISON OF THEORY AND EXPERIMENT

If the ratio of the energy of the field induced in th
measuring coil to the energy absorbed in the wire is c
strued as the conversion coefficient, then the theory give
quantity equal to tens of percent. In the present experim
the signal from a load in a secondary circuit, which depe
on the structure of that circuit, whose analysis is fairly co
plex, is recorded. However, we can take advantage of
fact that the structure of the secondary circuit does not
nificantly influence the relative dependence of the signal
magnetizing field. The relative dependence of the logarit
of the conversion coefficientjzw calculated from Eq.~16! on
external field is presented in Fig. 4@Tzw510 log(Cjzw),
e
of

n-

r

n
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-
.

ch

-
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nt
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-
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whereC is a fitting parameter#. This dependence correspond
well to the measured dependence ofT1.

At a zero value ofH the calculated conversion coeffi
cient vanishes. Although the measured value is very sm
~about255 dB!, it is still finite primarily because of distur-
bances from the primary circuit. The high-field portion of th
theoretical curve faithfully reproduces the change in
character of the dependence appearing when the magn
of the magnetizing field passes through the magnitude of
effective anisotropy field. For this reason, it was necessar
introduce the angle of deviation of the easy axis from
circular directionc.

Figure 4 presents only half of a magnetization-rever
cycle. The introduction ofc naturally permitted the descrip
tion of the hysteresis observed upon complete reversal of
magnetization~Fig. 2!. In fact, upon demagnetization a tran
sition to metastable states is unavoidable when the magn
moment vector passes through the easy axis. Inasmuch a
value ofc is primarily the result of the technological trea
ment of the sample, we shall regard it as a fitting parame

The dependence of the conversion coefficient on ex
nal field is very sharp at small fields. This can be of inter
from the standpoint of creating rf magnetic field sensors.

We express our thanks to I. Morozov and T. Furmano
for their great assistance in setting up and performing
experiment.
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A model is proposed for the ion-induced sputtering of a metal in the form of large clusters with
a number of atomsN>5. The model is based on simple physical assumptions and is
consistent with experiment. As an example, calculations are made of the relative cluster yield as
a function of the number of atoms in the cluster as a result of the bombardment of various
metals by singly charged 5 keV argon ions. A comparison is made with experimental data.
© 1999 American Institute of Physics.@S1063-7842~99!01103-4#
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1. INTRODUCTION

Studies of the sputtering products of a metal under
bombardment are interesting from both the fundamental
applied points of view. Applied aspects mainly involve tec
nological applications in microelectronics and in space a
fusion technologies. Fundamental aspects are associated
the development of the physical mechanisms for sputter
which reflect the dynamics of the evolution of collision ca
cades in irradiated targets having a specific internal struct
Sputtering has been the subject of numerous publicat
~see Refs. 1 and 2, for example!. Sputtering products consis
of various numbers of target atoms, although the vast ma
ity of these are usually isolated neutral atoms~see Refs. 3
and 4, for instance!. The theory of sputtering based on a
analysis of isolated target atoms is well-developed1,2 and re-
lies to a considerable extent on the so-called cascade spu
ing mechanism proposed by Sigmund.5 Mechanisms of sput-
tering in the form of two or more bound target atom
~clusters! are currently under discussion1,2 since they do not
satisfactorily describe the formation of large clusters with
number of atomsN>5. Hopes of performing calculation
‘‘from first principles’’ now rest on computer simulation us
ing molecular-dynamics methods~see the calculations re
ported in Ref. 6!, but this of course requires a good know
edge of the interatomic and ion–atom interaction potent
and the structure of the solid. In addition, these calculati
are technically highly complex, especially as the number
atoms in the cluster increases, and this necessitates ma
approximations which lead to insufficiently controllable r
sults.

In the present paper we consider a model of metal s
tering in the form of large clusters withN>5 based on
simple physical assumptions, which agrees with experim

2. MODEL

Let us consider a body formed of atoms, each situate
an oscillator well of depthd and having the natural fre
quencyv. In other words, we shall use a truncated oscilla
3231063-7842/99/44(3)/5/$15.00
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potential.1! The characteristic oscillation period isT52p/v.
Also, let the velocity of an incident ion be such that with
the time t!T the ion ~or a fast recoil atom! undergoes a
large number of collisions as it moves in the metal, and, a
result, the metal atoms acquire various momentaqi , wherei
labels the atom. The inequalityt!T allows us to formulate
this differently: the result of an ion passing through a syst
of oscillators reduces to the instantaneous and simultane
transfer of the momentumqi to each oscillator (i
51,2, . . . ,N), whereN is the number of oscillators. Moving
forward, we note that all theqi( i 51,2, . . . ,N) are assumed
to be independent and all directions equally probable.

This block of N atoms may move as an entity or ma
separate as a cluster if: 1! all the atoms have the same ave
age momentumk/N so that the total momentum of the clu
ter is k; 2! the kinetic energy of the block as a whole
sufficient to overcome the binding energy of the cluster w
the remaining metal; 3! the energy of the excited oscillator
is insufficient to break up the block.

It is easiest to use a quantum-mechanical approac
calculate the probability of these events, which correspon
the correlated detachment of a block of atoms. The w
function of a system ofN oscillators will be represented a
the product of theN wave functions of the oscillators. Th
arbitrary state of a three-dimensional isotropic oscillator h
ing the numberi ( i th atom! and the average momentumk/N
will be described by the wave function2!

expS i
k

N
r D unix ,niy ,niz&. ~1!

The latter can be characterized by the three quantum n
bersnix , niy , andniz , which are such that the energy of th
state can be expressed in terms of the principal quan
numberni5nix1niy1niz as follows:

«ni
5vS ni1

3

2D1
k2

2mN2
. ~2!
© 1999 American Institute of Physics



t

b

he

is
m

e

ue

m

al

to
is
il-
th

s-

e
ge

if

e

ffi-

324 Tech. Phys. 44 (3), March 1999 Matveev et al.
Before the momentumqi is imparted to an oscillator, i
is assumed to be in the ground stateu0,0,0&. If the momen-
tum qi is instantaneously imparted to the oscillator, the pro
ability of observing any of the degenerate states~1! having
the energy~2! has the form

wni
5 (

nix1niy1niz5ni

u^nix ,niy ,nizu

3expH i S qi2
k

ND r u0,0,0&u2, ~3!

where the summation is performed over all values ofnix ,
niy , andniz with the assigned sumnix1niy1niz5ni , andr
denotes the oscillator coordinates.

Fermi’s results7 are used to calculate the square of t
matrix element~3! and for summation~see also Ref. 8!.
Then, the probability of observing thei th oscillator (i th
atom! in any state with the principal quantum numberni and
the momentumk/N equals

wni
5

1

ni !
F 1

2a2 S qi2
k

ND 2G ni

expH 2
1

2a2 S qi2
k

ND 2J ,

~4!

wherea25mv andm is the oscillator~atomic! mass.
If we have a system of oscillators, each of which

excited as a result of the instantaneous transfer of the
mentum qi( i 51,2, . . . ,N) with the probability ~4! to any
state having the principal quantum numberni( i
51,2, . . . ,N) and the same momentumk/N, the probability
of observing a system ofN oscillators in any state having th
energy

En5vS n1N
3

2D1
k2

2mN
, ~5!

wheren5S i 51
N ni , moving as an entity with the momentum

k5N(k/N) has the form

WN
~n!5 (

n11n21 . . . 1nN5n
F 1

2a2 S q12
k

ND 2G n1

3F 1

2a2 S q22
k

ND 2G n2

3 . . . 3F 1

2a2 S qN2
k

ND 2G nN 1

n1!n2! . . . nN!

3expH 2
1

2a2 (
i 51

N S qi2
k

ND 2J , ~6!

where the summation is performed over all possible val
of n1 , n2 , . . . , nN under the conditionn11n21 . . . 1nN

5n, wheren has the meaning of the principal quantum nu
ber of a system ofN oscillators~in our case, a cluster ofN
atoms!. As a result, we have
-

o-

s

-

WN
~n!5

1

n! F 1

2a2 (
i 51

N S qi2
k

ND 2G n

3expH 2
1

2a2 (
i 51

N S qi2
k

ND 2J . ~7!

This is the probability of a cluster ofN atoms escaping
as an entity with the momentumk in the state of excitationn.
Equation~7! is then summed over all states of vibration
excitation of the cluster up to a certain numbern0, at which
the energy stored in the excited oscillators is sufficient
break up the cluster. A sufficient condition for this
n0'd/v, under which the oscillation energy of all the osc
lators is sufficient to eject a single atom from a well of dep
d. Thus, we need to calculate

WN~n0!5 (
n50

n0

WN
~n! ,

wheren0@1; therefore, we take the sum in the form

f ~x!5e2x(
n50

n0 1

n!
xn'e2x(

n50

`
1

n!
xnexpH 2

n

n0
J

5expH xFexpS 2
1

n0
D21G J 'expH 2

x

n0
J . ~8!

Thus,

WN~n0!5expH 2
1

n0

1

2a2 (
i 51

N S qi2
k

ND 2J . ~9!

The probability~9! should then be averaged over all po
sible values ofqi( i 51,2, . . . ,N). For the distribution ofqi

we naturally assume that allqi are independent, but that th
directions ofqi are equally probable, and we take the avera
over the angles of the vectorsqi

W̄N~n0!5E dVq1

4p E dVq2

4p
. . . E dVqN

4p
WN~n0!

5)
i 51

N F expH 2
b

n0
S qi2

k

ND 2J 2expH 2
b

n0
S qi1

k

ND 2J
4qi

k

N

b

n0

G ,

~10!

whereb51/(2a2).
The following calculations are simplified appreciably,

we assume that allqi have the same length, i.e.,uqi u5q. This
implies that, on the average, allqi have the same magnitud
but are randomly directed. Then we have

W̄N~n0!5F expH 2
b

n0
S q2

k

ND 2J 2expH 2
b

n0
S q1

k

ND 2J
4q

k

N

b

n0

G N

.

~11!

Formula~11! describes the probability of a cluster ofN
atoms escaping if the kinetic energy of the cluster is su
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cient to overcome the binding energy ofN atoms with the
remaining metal atoms. This binding energy is proportio
to the surface areaSN over which the block ofN atoms is in
contact with the remaining metal. We assume that it i
hemisphere with its center lying on the surface of the me
before sputtering. The radius of the hemisphere is cle
related to the number of atoms in the cluster:

RN5FN
3

2pdG1/3

, ~12!

whered is the number of atoms per unit volume.
Then, the binding energy of the cluster, which is prop

tional to SN , is given by

UN5sSN5s2pRN
2 5sS 3

2pdD 2/3

N2/35dN2/3, ~13!

whered has the meaning of the binding energy per atom
After overcoming the binding energy, a cluster whi

has acquired the momentumk before detachment~before
overcoming the binding energy! will move with the kinetic
energyTN given by

TN5
k2

2mN
2sSN . ~14!

Setting TN50, from Eq. ~14! we find the minimum
value ofk0N above which the cluster can overcome the bin
ing energy:

k0N5@2mNsSN#1/25@2md#1/2N5/65k01N
5/6, ~15!

wherek015(2md)
1
2 has the meaning of the minimum mo

mentum needed for the detachment of a single atom.
Note that having rewritten expression~15! in the form

k0N5k01N
n, ~16!

FIG. 1. Relative cluster yieldY as a function of the number of atomsN in
cluster for a tantalum target bombarded by singly charged 5 keV argon
s — theory, Eq.~19!, d — experiment3, curve — power law.3
l

a
l

ly

-

-

where the exponentn depends on the cluster shape, we c
study clusters of different shape~other than spherical, for
which n55/6) by varyingn.

Next, in order to obtain the probability of a cluster ofN
atoms being detached as an entity, we need to integrate
probability ~11! over all possible values ofk, i.e., with the
condition uku.k0N and k directed outward, which corre
sponds to a solid angle equal to 2p

W̄N~n0!5E
uku.k0N

W̄N~n0! d3k5E
k.k0N

`

2pk2 dk W̄N~n0!.

~17!

s:

FIG. 2. Relative cluster yieldY as a function of the number of atomsN in
cluster for an aluminum target bombarded by singly charged 5 keV ar
ions: s — theory, Eq.~19!, d — experiment3, curve — power law.3

FIG. 3. Relative cluster yieldY as a function of the number of atomsN in
cluster for a silver target bombarded by singly charged 5 keV argon io
s — theory, Eq.~19!, d — experiment3, curve — power law.3
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By integrating~17!, we can reduce the probability to
form in which the expression in the integrand has the me
ing of the spectral distribution of the clusters over their
netic energyTN , for which we rewrite Eq.~14! in the form

TN5
1

2mN
~k22k0N

2 !. ~18!

As a result of a replacement of variables in Eq.~17!, we
obtain the final expression for the probability of the deta
ment of a cluster ofN atoms

W̄N~n0!52pE
0

`

kmN dTN

3F expH 2
b

n0
S q2

k

ND 2J 2expH 2
b

n0
S q1

k

ND 2J
4q

k

N

b

n0

G N

,

~19!

where k5A2mNTN1(k0N)2, b/n05(2md)215(k01)
22,

and a lower limit is imposed on the values ofq by the con-
dition for cluster detachmentNq2/(2m)>(k0N)2/(2mN) or,

in accordance with Eq.~15!, q>k01/N
1
6.

Thus, we have calculated the probability of a clus
becoming detached as an entity~block! without the atoms
changing places with one another. If we also take this po
bility into account, it leads to the appearance of a small
rameter corresponding to overlap of the oscillator functio
centered at different points. Thus, we can neglect these
mutations.

3. COMPARISON WITH EXPERIMENTS

It should be noted that the procedure for integrating o
d3k in Eq. ~17! or overdTN in Eq. ~19! from the dimension-

FIG. 4. Relative cluster yieldY as a function of the number of atomsN in
cluster for a niobium target bombarded by singly charged 5 keV argon i
s — theory, Eq.~19!, d — experiment3, curve — power law.3
n-

-

r

i-
-
s
er-

r

less probability~11! less than unity gives an unnormalize
dimensional probability. However, this is unimportant b
cause the relative probabilities of the escape of clusters w
various numbers of atoms are usually measured experim
tally.

In addition, it should also be stressed that we have c
sidered the ejection of large clusters withN@1, which, ac-
cording to our model, are formed in the early stage of e
lution of a collision cascade. Whereas the entire evolut
period of a cascade must be taken into account to calcu
the total sputtering~including small clusters!, to make a
comparison with experiment, the probability~19! should first
be normalized to the probability of the detachment of a cl
ter with N55 ~more precisely, anyN>5 can be selected bu
N55 is more convenient for our purposes!

YN5
W̄N~n0!

W̄5~n0!
. ~20!

The experimental data should also be normalized si
larly. Then, if necessary we can convert to any conveni
arbitrary units. We obtained the calculated data plotted
Figs. 1–4 in just this way together with the experimen
results presented in Ref. 3. For the calculations we assu
that q is a variable parameter. Table I gives values of t
binding energyd ~eV! and the variable parameterq ~a.u.! for
various ion–target combinations.

Thus, as in Refs. 1 and 2, we conclude that the mec
nisms responsible for sputtering in the form of small (N
,5) and large (N.5) clusters differ substantially. Wherea
small clusters are formed either directly as a result of be
knocked out or as a result of the merging of isolated ato
~or smaller clusters! over the entire evolution time of the
collision cascade~usually >10212 s!, large clusters are
ejected as an entity in the early stages of evolution of
collision cascade (<10213 s!.

1!Nevertheless, we assume that all the levels are equidistant. Clearly,
equivalence is only impaired near the truncation boundary, and if the n
ber of bound levels in this potential is fairly high~and we shall assume tha
the number of levels is;102–103), the deviation from equidistance i
insignificant.

2!In order to avoid any misunderstanding, we stress that the function~1! is
not the state function of the continuous spectrum~truncated oscillator po-
tential! of an isolated oscillator but merely reflects the fact that any giv
oscillator, being in the bound stateunix ,niy ,niz&, moves as an entity with
the average momentumk/N together with the remaining (N21) oscilla-
tors. Here and everywhere below, we use the atomic unitsh5me5e51.

1Fundamental and Applied Aspects of Sputtering of Solids@Russ. trans.,
Mir, Moscow ~1989! 399 pp.#.

s:

TABLE I. Values9 of the binding energyd ~eV! and the variable paramete
q ~a.u.! for various ion–target combinations~5 keV Ar1 bombarding ions!.

Target Binding energyd, eV q, a.u.

Ag 2.96 200
Al 3.34 120
Nb 7.47 400
Ta 8.65 550
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Vavilov–Cherenkov effect in a chiral waveguide
K. A. Barsukov and A. A. Smirnova

St. Petersburg Electrical-Engineering University, 197376 St. Petersburg, Russia
~Submitted March 25, 1997!
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The Vavilov–Cherenkov radiation appearing in a circular regular ideal waveguide with a chiral
medium is considered. The features of the emission spectrum excited by a charge moving
along the waveguide axis are investigated. Expressions for the energy loss of a moving charge are
obtained. ©1999 American Institute of Physics.@S1063-7842~99!01203-9#
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The electrodynamics of chiral media have been activ
discussed in recent years~see, for example, Ref. 1, and th
literature cited therein!. Here, special interest has been not
in the application of chiral media in the microwave rang
For example, the features of the propagation of electrom
netic waves in waveguides with various configurations w
investigated in Refs. 2–4. One of the effective excitat
methods involves utilization of the Vavilov–Cherenko
effect.5 The features of this method for exciting waveguid
are explored below in the example of a circular wavegu
with a chiral medium.

Let us consider a regular waveguide with a circu
transverse section of radiusa, whose axis coincides with th
0z axis whose transverse section lies in thex0y plane. The
waveguide walls have infinite conductivity, and its volume
filled by a chiral medium, whose material equations can
written in the form1

D5«E2 ixH, B5mH1 ixE, ~1!

where« andm are the dielectric constant and the magne
permeability of the medium, andx is the chirality parameter

A point chargeq moves with a constant velocityv along
the waveguide axis, creating a charge density and a cur
density of the formr5qd(z2vt)d(x)d(y) and j5rv or, in
the time-Fourier representation,

rv5
q

2pv
expS 2 i

v

v
zD d~x!d~y!, jv5rvv. ~2!

A convenient technique for representing fields is to
troduce the potentials3 associated with field sources using t
equation

DC1,2v
1k2n1,2

2 C1,2v
54pA«/m i

3$21/n1,2v/vrv1k/cn1,2j vz%,

~3!

wherek5v/c, n1,25n6x, n5A«m, the subscript 1 refers
to the upper sign, and the subscript 2 refers to the lower s
The dependence of all the quantities onz in the form of the
factor exp(2i(v/v)z) is omitted here and below.
3281063-7842/99/44(3)/3/$15.00
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Then, due to the symmetry of the problemC1,2

5C1,2(r ), and the field vectors can be expressed in terms
the potentials by the following relations:6

Evr52
i

2

v

v
]

]r
~C1v /¸1

21C2v /¸2
2!,

Hvr5
1

2
A«/m

v

v
]

]r
~C1v /¸1

22C2v /¸2
2!,

Evw5
k

2

]

]r
~2n1C1v /¸1

21n2C2v /¸2
2!,

Hvw52
ik

2
A«/m

]

]r
~n1C1v /¸1

21n2C2v /¸2
2!,

Evz5~C1v1C2v!/2,

Hvz5 iA«/m~C1v1C2v!/2, ~4!

where¸1,25(v/v)s1,2, s1,25Ab2n1,2
2 21, andb5v/c.

We shall seek the solution of the problem in the form
the sum of the partial solution of the inhomogeneous sys
of equations~3! for an infinite chiral medium and the gener
solution of the homogeneous system~3!, assuming that
bn1.1, bn2.1, and

C1,2v
5 iq/pAm/«¸1,2/vn1,2

2 K0~¸1,2r !1a1,2J0~¸1,2r !.
~5!

The first term in~5! describes the field of a charge in a
infinite chiral medium and is found as in the case of ordina
achiral media~see, for example, Ref. 6!, and the coefficients
a1,2 are determined from the boundary conditions on
waveguide walls

Evw50, Evz50 at r 5a. ~6!

The corresponding substitution of~5! into ~6! permits
satisfaction of the conditions~6! and determination of the
unknown coefficientsa1,2 in the form

a1,25D1,2/D, ~7!

where
© 1999 American Institute of Physics
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D5J0~¸1a!J1~¸2a!n2 /¸21J0~¸2a!J1~¸1a!n1 /¸1 ,
~8!

D152 iq/pAm/«1/v@$¸1
2/n1K0~¸1a!

1¸2
2/n2K0~¸2a!%J1~¸2a!n2 /¸2

1$¸1K1~¸1a!2¸2K1~¸2a!%J0~¸2a!#,

D252 iq/pAm/«1/v@$¸1
2/n1K0~¸1a!

1¸2
2/n2K0~¸2a!%J1~¸2a!n1 /¸1

1$¸1K1~¸1a!1¸2K1~¸2a!%J0~¸1a!#. ~9!

The Vavilov–Cherenkov radiation in a chiral wav
guide, as in the ordinary case, has a discrete spectrum, w
can be determined from the conditionD50 or from ~8!:

¸1n2J0~¸1a!J1~¸2a!1¸2n1J0~¸2a!J1~¸1a!50. ~10!

The complete expression for the potentialsC1,2 is found
using inverse Fourier transformation:

FIG. 1.
o

e
a
e

i-
ich

C1,2~r ,z!5E
c
C1,2v

~r !exp~2 iv/v~z2vt !! dv, ~11!

where the integration contourc is chosen along the realv
axis with circumvention of the simple poles specified by t
zeros of the relation~10! and with the circumvention direc
tion dictated by the emission condition. It is also assum
that the insulator does not have dispersion. This assump
usually holds well in the radio-frequency region.

Performing this integration by substituting~5! into ~11!
and calculating the residues, we obtain

C1~r ,z!5(
m

FmS J0~¸2ma!

J0~¸1a!
21D ,

C2~r ,z!5(
m

FmS J0~¸1ma!

J0~¸2ma!
21D , ~12!

where

FIG. 2.
Fm5
q

a2«$J1~¸1ma!J1~¸2ma!~b2n1n221!/s1s22J0~¸1ma!J0~¸2ma!
s
r-
he
and the summation is carried out over allm, the numbers of
the roots of Eq.~10!.

The expression~12! together with~4! completely speci-
fies the field of a moving charge in a chiral waveguide. F
the case ofbn1.1, bn2,1, we must replacȩ 2 by ¸28
5 i¸2 ands2 by s285 is2 in Eqs.~5!–~12!.

As can be seen from~10!, in the general case a charg
moving in a waveguide excites hybrid waves, which c
separate into quasi-TE waves with a longitudinal compon
of the electric field proportional tox at small intensities and
into quasi-TM waves with a similar feature in the longitud
nal component of the magnetic field.
r

n
nt

At small values ofx ~10! can be expanded into a serie
in x for a quasi-TM field far from resonance with conside
ation of the proximity of the Cherenkov frequencies to t
achiral case, and with accuracy tox4 we have

vm5v0mS 12
b2~b2n211!

2s4
x2D , ~13!

where

v0m5
¹n0m

as
, s5Ab2n221, ~14!

andn0m is themth root of the equationj 0(n0m)50.
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Similarly, for the second group of modes~quasi-TM
modes! the relation~13! has the form

vm8 5v0m8 S 11
b2~b2n213!

2s4
x2D , ~15!

wherev0m8 5¹m0m /as andm0m is themth root of the equa-
tion J1(m0m)50.

The computer solution of Eq.~10! provides the depen
dence of the frequencies of the quasi-TM and quasi-
modes onx. For small values ofx the chiral effect will be
appreciable at the emission threshold whenbn51. As an
illustration, Figs. 1 and 2 present plots of the frequency
the Vavilov–Cherenkov radiation as a function of the chir
ity parameterx for the lowest quasi-TM and TE mode
respectively, n53, and s5131022 ~solid curve!, 1.14
31022 ~dashed curve!, and 1.2631022 ~dot-dashed curve!.

The energy losses of a charge per unit length of its

FIG. 3.
nd

as
e

m

E

f
-

-

jectory can be found most simply, as usual, from the dec
erating force exerted by the radiation field acting on t
charge:dW/dz5qEzuz5vt

r 50
. Two cases should also be distin

guished here. In the first, which is defined by the conditio
bn1.1 andbn2.1 and thus corresponds to two Cherenk
cones in an infinite chiral medium, the expression for t
losses has the form

dW

dz
52

q

2(m Fm

~J0~¸1ma!2J0~¸2ma!!2

J0~¸1ma!J0~¸2ma!
. ~16!

In the second case, wherebn1.1 andbn2,1 and only
one Cherenkov cone is generated in an infinite medium,
have

dW

dz
52

q

2(m Fm8
~J0~¸1ma!2J0~¸2m8 a!!2

J0~¸1ma!J0~¸2m8 a!
,

where

FIG. 4.
Fm8 5
q

a2«$J1~¸1ma!I 1~¸2m8 a!~b2n1n221!/s1s282J0~¸1ma!I 0~¸2m8 a!
, ~17!
ns.

dio
and¸1ma and¸2ma are roots of the equation

J0~¸1a!I 1~¸28a!n2 /¸281I 0~¸28a!J1~¸1a!n1 /¸150.

Figures 3 and 4 present the dependence ofa2dW/q2dz
on the chirality parameter of the lowest quasi-TM a
quasi-TE modes onx for n53 and s5131022 ~solid
curve!, 1.1431022 ~dashed curve!, and 1.2631022 ~dot-
dashed curve!. It is seen that upon passage to the achiral c
(x→0) the TE field vanishes, and only the TM mode r
mains.

In the limiting case ofx→0 formulas ~16! and ~17!
transform into the familiar expression for an achiral mediu7

qW

dz
5(

m

2q2

a2«J1
2~¸ma!

,

e
-

wherem is the number of the root of the equationJ0(¸ma)
50.
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Influence of nonparallelism of the surfaces of a piezoelectric layer on the frequency
band of an electroacoustic piezoelectric transducer

V. V. Petrov and S. A. Lapin

N. G. Chernyshevski� Saratov State University, 410071 Saratov, Russia
~Submitted May 19, 1997!
Zh. Tekh. Fiz.69, 72–73~March 1999!

The influence of nonparallelism of the surfaces of a piezoelectric transducer on its impedance
and frequency band is analyzed theoretically. The model of a wedge-shaped piezoelectric
layer taken for the analysis consists of a set ofn plane-parallel elements arranged in succession
along the length of the transducer with a gradual increase in the thickness of the
piezoelectric layer. The analysis performed demonstrates the possibility of significantly expanding
the band of working frequencies of a piezoelectric transducer when its electroacoustic
conversion efficiency is reduced. In some cases, however, a decrease in conversion efficiency
can be employed to optimize an acoustic device, for example, in creating a filter-type
piezoelectric transducer, where electromagnetic energy is converted into acoustic energy
successively from one cell of the filter to another. The proposed method for expanding the
frequency band can be useful, for example, in creating high-frequency acousto-optic
Bragg cells. ©1999 American Institute of Physics.@S1063-7842~99!01303-3#
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A method for expanding the frequency band of acous
optic ~AO! Bragg cells by employing a multielement tran
ducer with several variable parameters, viz., lattice spac
electrode length, and thickness of the piezoelectric layer,
discussed in Ref. 1. The derived frequency dependenc
the spacing in the multielement structure required for ‘‘e
act’’ autotuning of an acoustic beam to the Bragg angle in
assigned frequency range was described in that paper. U
such an approach the constraint on the AO interaction len
is removed, suggesting a possibility for significantly incre
ing the diffraction efficiency. It was theorized that the fr
quency band of a piezoelectric transducer could be matc
to the AO interaction band by varying the thickness of t
piezoelectric layer in addition to the spacing of the struct
along the length of the transducer. In this case the regio
maximum conversion efficiency of the piezoelectric cor
sponds to the portion of the lattice which provides for ex
tation of an acoustic beam in the direction corresponding
the Bragg condition. The present paper examines the in
ence of nonparallelism of the planar faces of a transduce
its working frequency band.

Figure 1 shows a model of the wedge-shaped transd
analyzed, which consists of piezoelectric layer1, which is
confined between metallic electrodes of finite thickness, v
superlayer2 of thicknessp and underlayer3 of thicknessg,
which is in acoustic contact with isotropic sound conduc
4. It is assumed that the lengthL of the transducer and it
width b ~in the direction perpendicular to the wedge-shap
cross section; not shown in the figure! significantly exceed
its thicknessh, so that the model can be considered on
dimensional, i.e., only the component of the electric fieldE
directed perpendicularly to the surface of the crystal may
taken into account. Such an assumption also permits tr
3311063-7842/99/44(3)/3/$15.00
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ment of the wedge-shaped transducer as a set ofn plane-
parallel elements, which are arranged in succession along
length L with a gradual increase in the thickness of the
ezoelectric layer from the minimum valueh1 to the maxi-
mum valueh2 and are connected electrically in parallel. Th
impedanceZ of such a transducer can be found as the rec
rocal of the sum of the complex conductancesYi of all n
elements

Z5
1

( i 51
n Yi

5
1

(
i 51

n
1

Zi

5
1

(
i 51

n
1

Ri1 jXi

5R1 jX, ~1!

whereR andX are the active and reactive components of
impedance of the transducer andZi is the complex imped-
ance of thei th element.

The question of finding the radiation impedance of
plane-parallel transducer was considered in Ref. 2. The
quency properties of the transducer are determined ma
by the active component of the conversion impedance. F
lowing the results of Ref. 2, we write the expression for t
-

FIG. 1. Geometry of a wedge-shaped transducer.
© 1999 American Institute of Physics
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dimensionless active radiation resistanceR/X for the i th el-
ement

Ri

Xi
5

4k2

bhi
Fai . ~2!
e
-
a

n
ce

f t
Hereb5(2p f /n2) is the propagation constant in the piez
electric,f is the frequency,n2 is the velocity of sound in the
piezoelectric,k is the electromechanical coupling coefficien
andFai is defined by the relation
Fai5

sin2S bhi

2 D FsinS bhi

2 D cos~aibhi !1
Z01

Z02
sin~abhi !cosS bhi

2 D G2

~Z02/Z04!Mi
21~Z04/Z02!Ni

2
, ~3!
zo-
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where

Mi5~Z03/Z02!Ai sin~bibhi !1Bi cos~bibhi !,

Ni5Ai cos~bibhi !2~Z02/Z03!Bi sin~bibhi !,

Ai5cos~bhi !cos~aibhi !2~Z01/Z02!

3sin~bhi !sin~aibhi !,

ai5~n2 /n1!~p/hi !,

Bi5sin~bhi !cos~aibhi !1~Z01/Z02!

3cos~bhi !sin~aibhi !,

bi5~n2 /n3!~g/hi !,

hi is the thickness of thei th element;n1 and n3 are the
velocities of sound in the superlayer and in the underlay
and Z01, Z02, Z03, and Z04 are the acoustic wave imped
ances of the superlayer, the piezoelectric, the underlayer,
the sound conductor.

The reactive component of the impedance of the tra
ducer is determined mainly by its capacitive reactan
Xi51/(vCi), wherev is the angular frequency,Ci is the

FIG. 2. Frequency dependence of the radiation for several values o
thickness drop along the wedge-shaped transducer:h150.5 ~1!, 0.4 ~2!, 0.3
~3!, and 0.2mm ~4! h250.5 ~1!, 0.6 ~2!, 0.7 ~3!, and 0.8mm ~4!.
r;

nd

s-
:

electric capacitance of thei th element. Here Ci

5«0« rSi /hi , where«0 and« r are the absolute permittivity
of free space and the relative dielectric constant of the pie
electric, andSi5bL/n is the area of thei th element of the
transducer. Thus, the expression for the active radiation
sistance of thei th element of the transducer can be written
the form

Ri5
4k2n2nhi

v2«0« rbL
Fai . ~4!

Using Eqs.~1!–~4!, we can calculate the dependence
the active component of the impedanceR of the transducer
on the frequencyf .

Figure 2 shows plots ofR( f ) calculated for a wedge
shaped~tapering! ZnO transducer with an Al superlayer an
underlayer on a Y3Al5O12 crystal for various values of the
ratio h1 /h2 . Curves1–4 correspond toh1 /h251, 0.66, 0.43,
and 0.25. The ratios of the thicknesses of the superlayer
superlayer to the thickness of the piezoelectric were set e
to p/h50.2 and g/h50.2, respectively. The following
physical constants of ZnO, Y3Al5O12, and Al, respectively,
were used in the calculations: speed of sound@103 m/s# —
6.1, 8.6, and 6.32; acoustic wave impedance@106 kg/m2

•s#
— 34.4, 39.2, and 17.1; dielectric constant and electrom
chanical coupling constant of ZnO — 8.84 and 0.28.

The plots presented demonstrate the possibility of s
nificantly expanding the frequency band of a transducer
using a wedge-shaped~tapering! piezoelectric layer. For ex-
ample, a comparison of curves1 and4 shows that if the ratio
between the thicknesses of the piezoelectric at the begin
and end of the transducerh1 /h250.25, the frequency band
at the 3 dB level increases from 0.8 to 8.4 GHz, i.e.,
roughly 10 fold. Expansion of the band leads to a decreas
the radiation resistance, which characterizes the conver
efficiency. However, in some cases, this circumstance ca
utilized to optimize an acoustic device. In particular, in t
problem discussed in Ref. 1, a multielement filter-type tra
ducer with variable parameters can be used to expand
frequency band of an acousto-optic Bragg detector. In suc
transducer the conversion of electromagnetic energy

he
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acoustic energy takes place successively, i.e., from elem
to element. In this case, the optimal conversion coefficien
one cell, which generally differs from its maximum valu3

and must be reduced artificially, must be realized to achi
the highest diffraction efficiency.

The proposed method for expanding the frequency b
can be used to develop high-frequency acousto-optic de
tors or for creating broad-band~about 8 Hz for the calcula
nt
f

e

d
c-

tion presented! delay lines, as well as other information
processing devices.

1V. V. Petrov, Pis’ma Zh. Tekh. Fiz.22~22!, 11 ~1996! @Tech. Phys. Lett.
22, 909 ~1996!#.
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Estimation of the concentration of complex negative ions resulting from radioactive
contamination of the troposphere

K. A. Boyarchuk

General Physics Institute, Russian Academy of Sciences, 117942 Moscow, Russia
~Submitted October 23, 1997; resubmitted August 21, 1998!
Zh. Tekh. Fiz.69, 74–76~March 1999!

A model of the formation of charged particles and of the negative ions of nitrogen and carbon
oxides is proposed, and the possible concentration of complex negative ions resulting
from radioactive contamination of the troposphere is estimated. ©1999 American Institute of
Physics.@S1063-7842~99!01403-8#
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Changes in the concentration of charged particles~ions
and electrons! occur in the atmosphere under the action
ionizing radiations, for example, cosmic rays, or in cases
radioactive contamination. In Refs. 1 and 2 we estimated
changes in the concentrations of elementary ions du
;1027 s, but the procedure used was not complete, since
influence of the principal atmospheric gases was not ta
into account. These variations in the composition of the
mosphere naturally depend on the initial concentrations
the atmospheric gases, i.e., the oxides of nitrogen and
bon, as well as water vapor. The purpose of the present w
was to simulate the variation of the concentrations of ions
the type NOx

2 and CO2
2 in the troposphere under the effec

of ionizing radiation.
As the radiation of radioactive elements~electromag-

netic radiation, viz.,g and x rays, or fluxes of fast particle
viz., a particles,b particles, protons, and neutrons! passes
through an air medium, it expends its energy on the ioni
tion and excitation of molecules, and the secondary electr
appearing as a result of such ionization have the main ef
on the medium. The energy of these electrons lies in
range from thermal energies to the energies of primary
particles org quanta. A large portion of the secondary ele
trons have an energy smaller than the ionization energy,
they are capable of exciting molecules and thereby facili
ing the dissociation of molecules or their ionization by oth
particles and electrons. The ionization of air molecu
clearly begins at an electron energy equal to the ioniza
energy of the principal components: N2 ~15.576 eV! and O2

~12.2 eV!. Dissociative ionization can occur as the energy
the ionizing particles increases. As a result, at the very
ginning of the ionization of air we have the following set
charged particles: N2

1 , N1, O2
1 , O1, and electrons. The

yield of a specific species of ions depends on the energ
the secondary electrons.3

Thus, positive ions and free electrons form in the atm
sphere under the action of radiation; the subsequent deve
ment of the electron-ion system depends on the composi
density, humidity, and temperature of the air and the cha
ter of the ionizing radiation. Electrons having an ener
close to that of a thermal electron are trapped by posi
ions, as well as by molecules and atoms having an elec
3341063-7842/99/44(3)/3/$15.00
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affinity.4 The negative ions thus formed then recombine w
the positive ions. An important role in the outcome of the
reactions is played by the detachment of electrons fr
negative ions during their collisions with excited a
molecules.5 Therefore, ultraviolet radiation from the sun o
other sources of excited molecules has an influence here

The negative ions of the oxides of nitrogen and carb
form along three main pathways:6,7

e1O3

O21O2
J→O3

2→NO2
2→NO3

2 , ~1!

e1O2→O2
2→O3

2→CO3
2→NO2

2→NO3
2 , ~2!

e1O2→O2
2→O4

2→CO4
2→NO3

2 . ~3!

The O4
2 ion can be regarded as the ionic compl

O2
2
•O2 @similarly, the CO4

2 ion can be regarded as the com
plex O2

2
•CO2 ~Ref. 8!#. The reactions leading to the forma

tion and dissociation of the O4
2 ion, i.e., O2

21O21M↔O2
2

•O21M, are more characteristic of the upper stratosphe
the rate of the reverse reaction (;1026cm3

•s21) being
higher than the rate of the forward three-particle reactio
(;10230cm6

•s21). Therefore, we shall consider a simplifie
model of the ionized troposphere, which takes into acco
only the first two pathways as the most significant.9

The reactions between electrons and ions listed in Ta
I are the most probable processes. We shall assume tha
collision of a fast electron with a neutral molecule results
the appearance of a secondary electron and either a mo
lar or a monatomic positive ion and that these processes
place with equal probabilities both on oxygen molecules a
on nitrogen molecules. LetW be the probability of the ap-
pearance of a molecular ion in each ionization act, and leQ
@cm23

•s21# be the rate of the generation of electrons. Dire
ionization with the formation of a molecular ion of nitroge
or oxygen takes place predominantly in the lower layers
the atmosphere; therefore, we shall estimate the probab
of the appearance of a molecular ion in an ionization ac
W50.75.3 The generation rates areAi5NiQW/NL for mo-
lecular ions andAi5NiQ(12W)/NL for monatomic ions,
where Ni is the concentration of the respective molecu
@cm23# and NL52.68731019 cm23 is the Loschmidt
number.
© 1999 American Institute of Physics
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TABLE I. Principal Ion-Molecule Reactions in the Lower Atmosphere.

Reaction No. Reaction an , cm3
•s21 Reference

1 e1O1→O 3.0310212 Ref. 1
2 e1N1→N 3.0310212 Ref. 1
3 e1O2

1→O1O 2.231027 Ref. 1
4 e1N2

1→N1N 2.931027 Ref. 1
5 e1NO1→N1O 4.131027 Ref. 1
6-1 e1O21X→O2

21X 2.5310230 @cm6
•s21# Ref. 1

6-2 e1O2→O21O 4.8310214 Ref. 1
7-1 e1O3→O3

2 ;10213 Ref. 4
7-2 e1O31O2→O3

21O2 10213 Ref. 4
8 A21B1→A1B* ;1026 Ref. 5
9 O21O2*→O31e 3.0310210 Ref. 6
10 O2

21O2*→O21O21e 2.0310210 Ref. 6
11 O11O2→O2

11O 4.0310211 Ref. 1
12 O11N2→NO11N 4.0310212 Ref. 1
13 N11O2→O2

11N 5.0310210 Ref. 1
14 N11O2→NO11O 5.0310210 Ref. 1
15 N2

11O2→O2
11N2 ;10211 Ref. 1

16 O21O21M→O3
21M ;1.1310230 (M5N2, O2) Ref. 4

17 O2
21O3→O3

21O2 6310210 Ref. 7
18-1 O2

21NO2→NO2
21O2 7310210 Ref. 3

18-2 O2
21N2O→NO2

21NO 2310214 Ref. 3
19 O3

21CO2→CO3
21O2 5.5310210 Ref. 3

20-1 O3
21NO→NO2

21O2→NO3
21O 8310210 Ref. 3

20-2 ;10211 Ref. 3
21-1 O3

21NO2→NO2
21O3→NO3

21O2 7310210 Ref. 3
21-2 2.8310210 Ref. 3
22 NO2

21O3→NO3
21O2 1.2310210 Ref. 3

23 NO2
21NO2→NO3

21NO 2310213 Ref. 7
24 CO3

21NO2→NO3
21CO2 2.0310210 Ref. 3
b
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The kinetic equations of the charged particles can
written, according to Refs. 1 and 2, in the following form

d@e#

dt
5Q2@e#S( ai

at@Ni
n#1( ai

rec@Ni
1#2( ai

det@Nm*
n# D ,

d@Nx
1# i

dt
5AiQ2( ai

rec@Ni
1#@Nj

2#2( ai
n@Ni

1#@Nj
n#,

d@Nx
2# i

dt
5( ai

at@e#@Ni
n#1( ai

n@Ni
2#@Nj

n#

2( ak
n@Nl

2#@Nm
n #2( ai

rec@Ni
1#@Nj

2#

2( ai
det@e#@Nm*

n#. ~4!

Here @Ni
6# are the concentrations of positive and negat

ions; @Ni
n# is the concentration of neutral molecules;@Ni* # is

the concentration of excited molecules; andaat, arec, adet, and
an are the rates of attachment, recombination, electron
tachment with the destruction of negative ions, and the in
action with neutral molecules, respectively. It is not difficu
to see that this system satisfies the conservation law of e
tric charge in the system:@e#1(@Ni

2#5(@Nj
1#.
e

e

e-
r-

c-

Let us consider the solution of this system for the case
Q5108 cm23

•s21 ~which corresponds to the shutdow
emission level from the ventilation tube of an atomic elect
power plant10!. We assume that@Nn#@@N6#. Figure 1 pre-
sents the result of the numerical solution of the system~4! by
the Runge–Kutta method in a time interval up to 0.1 s. W
set the natural concentrations of nitrates in the troposph
equal to the following values: O3 — 531011 cm23, NO —
109 cm23, NO2 — 231011 cm23, CO2 — 1010 cm23.3

Thus, on the basis of our simplified model, NO3
2 ions

should accumulate in the atmosphere under the action

FIG. 1. Temporal variation of the concentration of ionsN @cm23# ~1 —
O2

2 , 2 — O3
2 , 3 — NO2

2 , 4 — NO3
2 , 5 — CO3

2) for the case of the
natural concentration of nitrates in the troposphere (@NO#;109 cm23,
@NO2#;231011 cm23).
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ionizing radiation. It should be noted that the formation
complex ions based on NO3

2 in the earth’s troposphere ca
occur as a result of the oxidation of nitrogen when it rea
with CO2 and O2 @pathway~2!#. Generally speaking, carbo
dioxide plays a lesser role than oxygen in an air mediu
since a considerable number of O2

2 and O3
2 ions appears in

the atmosphere under the action of ionizing radiation and
formation of NOx

2 takes place mainly along pathway~1!.
Since the earth’s troposphere contains an enorm

number of water-vapor molecules (;1017 cm23), which
have an appreciable dipole momentpH2O51.87 D, the hy-
dration of elementary ions and the formation of ionic co
plexes of the type NO3

2
•(H2O)n are fairly fast processes, th

valuesn5223 being characteristic of the troposphere.3 At
the levels of ionization of the atmosphere considered,
concentration of elementary ions is small in comparison
the concentration of water-vapor molecules; therefore, it
be assumed to within sufficient accuracy that all nega
elementary ions are hydrated. Consequently, the res
of the calculation of the concentrations of NO3

2 and CO3
2

ions shown in Figs. 1 and 2 correspond to the concentra

of the ionic complexes of the types NO3
2
•(H2O)n and

CO3
2
•(H2O)n .

FIG. 2. Temporal variation of the concentration of ionsN @cm23# ~1 —
O2

2 , 2 — O3
2 , 3 — NO2

2 , 4 — NO3
2 , 5 — CO3

2) for the case of the
natural concentration of nitrates in the troposphere (@NO#;108 cm23,
@NO2#;231010 cm23).
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The proposed simplified model is sensitive to the init
concentrations of CO2 and NOx in the atmosphere. If the
concentration of the compounds NOx in air is an order of
magnitude smaller than their natural content and if the c
centration of CO2 is higher, the CO3

2
•(H2O)n ions begin to

dominate, and the formation of NO3
2
•(H2O)n slows. This

result is consistent with the calculation in Ref. 11, but t
production of the basic ions is slower in our model. Figure
presents the result of the numerical solution of the system~4!
for concentrations of nitrates an order of magnitude smal
NO — 108 cm23, NO2 — 231010 cm23. A slower decrease
in the concentration of ozone ions is also noticeable he
and the concentration of CO3

2 ions becomes comparable t
the concentration of NO3

2 ions. Hence it follows that unde
certain conditions this mechanism can have an influence
the total concentration of ozone in the atmosphere.
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Asymmetric passage of current through a laser-produced plasma plume
A. N. Panchenko and V. F. Tarasenko
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639055 Tomsk, Russia

S. I. Yakovlenko
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The observation of the asymmetric passage of current in a plasma interrupter under certain
conditions is reported. The effect can be attributed to different temperatures of the electrodes for
the laser production of plasma in the interrupter. ©1999 American Institute of Physics.
@S1063-7842~99!01503-2#
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1. The current cutoffs in a plasma of metal vapo
formed by laser radiation were investigated in Refs. 1–3,
it was shown that the stable cutoff of current with an amp
tude up to 10 kA is achieved under certain conditions,
cluding a periodic pulsed regime. The interest in the stu
and utilization of the conductivity decreases in plasmas c
ated by different methods is due to the employment
plasma current interrupters in the development of hi
power pulse generators and in inductive energy storage.4,5

This paper reports the observation of the asymme
passage of current pulses through a laser plasma wi
spark-gap current interrupter connected to it in parallel a
offers a qualitative interpretation of this effect.

2. The experimental setup is shown in Fig. 1. The la
plasma was created precisely as in Refs. 1–3. Two stain
steel electrodes2 and3 were placed in vacuum chamber1.
Potential electrode2 has a cylindrical depression containin
an aluminum insert at its base. The output of a XeCl la
~308 nm, 12 mJ! was focused through grounded electrode3
onto the aluminum insert. The laser radiation led to the f
mation of a plasma, which propagated systematically fr
electrode2 to electrode3.

Unlike the experiments in Refs. 1–3, where plasma c
rent cutoff was investigated, in the present work an air sp
gap~SG! with pointed electrodes was connected in paralle
the electrodes of the vacuum chamber. This allowed u
investigate the regime for switching the current from t
plasma interrupter to the spark gap upon breakdown of
latter due to an overvoltage pulse appearing when the
charge current through the laser plasma decreases.

When dischargerD was tripped, the voltage pulse from
capacitorC was fed to electrode2 and to the spark gap afte
the plasma short-circuited electrodes2 and 3. The residual
pressure in the vacuum chamber was;1025 Torr. The dis-
tance between electrodes2 and3 was 8.5 mm, and the ga
between the electrodes of air spark gapSG was 10 mm.
The total currentI and the current through the spark gapI 2

were recorded. The current through the plasma interru
~electrodes2 and 3! was calculated using the formul
I 15I 2I 2 .
3371063-7842/99/44(3)/3/$15.00
d
-
-
y
-
f
-

ic
a

d

r
ss

r

-

r-
rk
o
to

e
is-

er

3. The main results of the experiments performed are
follows. When the voltage was small or the spark gap w
large, no breakdown of air occurred in the spark gap dur
cutoff of the current and the formation of an overvolta
pulse. Under these conditions all the energy is dissipate
the plasma current interrupter, and the current and volt
oscillograms correspond to the regimes considered in R
1–3.

When the charging voltage of capacitorC was suffi-
ciently high (U0.8 kV) or the spark gap was diminished
breakdown took place, and up to 90% of the total curr
passed through the spark gap. In these regimes the disch
ing has an oscillatory character similar to oscillogram1 in
Fig. 2, and no current flows through the plasma of the plas
interrupter during the second half-period.

The most interesting result in the case of an oscillat
regime is that at certain values ofU0 ~in the present experi-
ments, atU058 kV, Fig. 2! the current in the plasma inter
rupter depends strongly on its direction of flow. It can ev
be stated that the effective conductivity of the laser plasm
strongly asymmetric with respect to that the direction. Asy
metric current oscillations through the plasma interrup
take place under a definite choice of conditions~the param-
eters of the discharge circuit, the width of spark gap,

FIG. 1. Diagram of the experimental setup:1 — vacuum chamber;2, 3 —
electrodes of the plasma current interrupter;4 — aluminum insert;5 —
quartz window;C — storage capacitor;L — inductance;SG — air spark
gap;U0 — charging voltage;R1 , R — resistances;D — controllable dis-
charger;I — total current;I 2 — current through the spark gap.
© 1999 American Institute of Physics
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FIG. 2. Oscillograms of the total curren
I ~1!, the current through the plasma in
terrupterI 1 ~2!, and the current through
the spark gapI 2 ~3!.
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laser output energy, the distance between electrodes2 and3,
U0 , etc.!. For example, all other conditions being equ
when the initial voltage was increased slightly~by ;1 kV),
asymmetric oscillations occurred over the course of one
two periods, and then the bulk of the current flowed eith
through the air gap or through the plasma. When the cha
in U0 was large, no nonmonotonic flow of current was o
served. On the other hand, whenU058 kV and the laser
output energy was varied by 10%, current could flo
through the spark gap only during the negative half-peri
of the total current and through the plasma interrupter o
during the positive half-periods.

4. We attribute the asymmetric conductivity of the las
plasma to the following circumstances. The asymmetry
the current appears mainly because of the different temp
tures of the left-hand~3! and right-hand~2! electrodes~Fig.
1!. When the polarity corresponds to the flow of electro
from the plasma into electrode3, a layer, in which a separa
tion of charges occurs, forms near that electrode. Ions
retarded by the external field, and an appreciable portion
the electrons can pass through the vacuum layer and r
electrode3. When the current changes direction, the exter
field squeezes out electrons, but cold electrode3 cannot en-
sure sufficient emission. Near the surface of electrode2,
which is heated by the laser pulse and is in contact with
denser hot plasma, such blocking of the electron current d
not occur.

Let us make some estimates. If we assume that ab
20% of the energy of a laser pulse~12 mJ! is expended on
ionization, 431015 electrons and ions are generated durin
pulse. Setting the length of the plasma plume approxima
,
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equal to the distance between the electrodes, i.e., 1 cm,
its diameter to a value of the order of half of the length, i.
d'5 mm, ~since the plasma expands from the depressio!,
we obtain an estimate of the electron densityNe'2
31016 cm23. Next, taking the electron temperatureTe

'5 eV, for the Debye radius we obtainr D5ATe/4pe2Ne

'1025 cm and for the field which ensures discontinuity
the plasma at the Debye radius we obtainED5Te /erD'4
3105 V/cm. Hence it follows for a voltageU'8 kV ~the
overvoltage pulse is usually significantly greater than
charging voltage1–3! that the external field can heat th
plasma over a thicknessa'U/ED'0.2 mm.

According to the familiar three-halves rule, such a vo
age and distance between the electrodes correspond to a
rent

J5
1

9p

1

a2
A2e

me

pd2

4
U3/2'900 A.

This is consistent with the observed value of the pe
current~Fig. 2!.

When the polarity from electrode3 is reversed, electrons
depart, and the passage of current through the near-elec
layer could be mediated by ions. However, according to
three-halves rule, the ion current should beAmi /me'200
times smaller (mi is the mass of aluminum!, whereas a re-
verse current, which is only 1.5 times smaller, is observ
experimentally for the conditions in Fig. 2. Apparently, th
observed current is also provided by some electron emis
from electrode3, which can be small if the plasma conce
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tration in the interrupter varies in response to variation of
laser output energy.

The time for formation of the blocking layer is fairl
short. It corresponds to the timet i for departure of the ions
from the electrode to a distancea under the action of the
field E;U/2a, i.e, t i'2aAmi /eU;5 ns. This means tha
the width of the layer follows the variation of the voltage o
the electrodes.

When U0.8 kV, the flow of current through the spar
gap does not depend on the polarity of the electrodes; th
fore, the conditions on the electrodes and their temperat
do not differ significantly. The differences in the amplitud
and form of the current forU058 kV ~Fig. 2! are caused by
the influence of the plasma interrupter, which is connecte
parallel to spark gap.

5. Thus, the observation of asymmetric current flow in
plasma interrupter under certain conditions has been repo
e

re-
es

in

ed

in this paper. This effect can be attributed to the differe
temperatures of the electrodes for the laser production
plasma in the interrupter.
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Employment of absorbing a-C:H films in reflective liquid-crystal light modulators
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The effectiveness of employinga-C:H films as light-blocking layers in reflective liquid-crystal
light modulators witha-Si:H anda-Si:C:H photosemiconductor layers is investigated.
The possibility of reducing the light flux penetrating into a photosemiconductor by 100 fold
using an a-C:H film with a thickness of 1mm and an extinction coefficient equal to
53104 cm21 at a wavelength of 632.8 nm is demonstrated. ©1999 American Institute of
Physics.@S1063-7842~99!01603-7#
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One complex technical problem in developing reflect
liquid-crystal light-controlled modulators is ensuring optic
separation between the writing and reading radiations.
dielectric and metallic mosaic mirrors used for this purpo
cannot really provide for complete reflection of the read
light. A light field in the visible wavelength range penetra
ing into the semiconductor layer adjoining the mirror is a
sorbed in it and has an effect on light modulation. This
duces the dynamic intensity range of the images record
the signal-to-noise ratio, and the sensitivity of a reflect
liquid-crystal modulator.1 More effective separation of th
writing and reading light fluxes can be attained when a la
which absorbs the reading radiation is inserted between
mirror and the photosemiconductor. The layer employed
this purpose in a liquid-crystal modulator with a CdS pho
semiconductor is a narrower-band CdTe semiconductor w
a thickness of 2mm, an extinction coefficient no less tha
105 cm21 at a wavelength of 525 nm, and a surface res
tance of about 1011 V ~Ref. 2!. At the same time, it has bee
reported that a ‘‘black’’ diamond-like carbon monolayer
thickness 1mm with transmission in the visible region of th
spectrum equal to less than 2% can be used to enhanc
contrast of a matrix display by depositing it on the are
between the matrix elements.3

The present work is the first investigation of the ef
ciency of the blocking of light at a wavelength of 632.8 n
from a-Si:H anda-Si:C:H photosemiconductor layers usin
an absorbing film of hydrogenated amorphous carb
(a-C:H).

Thea-C:H films were obtained using the chemical dep
sition of hydrocarbon vapors in a dc glow-discharge plasm
Previously performed investigations of the optical consta
of films obtained from various hydrocarbons showed that
films obtained by this method from acetylene vapor have
highest extinction coefficient at a wavelength of 632.8 nm4,5

Therefore, in this work we used the latter to obtain absorb
films. The films were deposited at ambient temperature
glass substrates with preliminarily deposited layers o
transparent conducting electrode based on indium and
oxides (In2SnO3) and the photosemiconductora-Si:H or
a-Si:C:H. The latter were obtained by chemical deposit
3401063-7842/99/44(3)/2/$15.00
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from silane vapor or a mixture of silane and methane in a
discharge.6

The optical constants of thea-C:H films depend on the
kinetics of the deposition process in the glow-discha
plasma, and their absorption coefficient can be raised
lowering the deposition rate.4,5 In this work the deposition
rate was varied by varying the acetylene pressure in
vacuum chamber in the range from 0.1 to 0.01 Pa or
acetylene concentration in an acetylene-argon mixture
constant interelectrode voltage of 900 V. A He-Ne laser w
used to measure light absorption at 632.8 nm. The thickn
of the a-C:H films was determined using an MII-4M micro
interferometer to within a relative measurement error l
than 10%. The extinction coefficient was calculated acco
ing to the Lambert–Beer law. The experimental values of
extinction coefficient (a) are plotted as a function of th
deposition rate (v) of a-C:H films on the surface of a
glass/In2SnO3 /a-Si:H ~or a-Si:C:H! structure in Fig. 1. As

FIG. 1. Dependence of the extinction coefficient (a) at 632.8 nm on the
deposition rate (v) of a-C:H films on glass substrates with layers of
transparent conducting In2SnO3 electrode and a photosemiconductor depo
ited on them.
© 1999 American Institute of Physics
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the rate was varied in the range from 1 to 5 Å/s, the value
a at 632.8 nm varied by an order of magnitude in the ran
from 23105 to 2.53104 cm21.

The efficiency of reducing the transmission (T) of an
a-Si:H layer using an absorbinga-C:H film as a function of
its thickness (d) is illustrated by Fig. 2. When the thicknes
of an a-C:H film with a553104 cm21 was increased to 1
mm, the transmission of the structure at 632.8 nm decrea
by more than two orders of magnitude relative to its init
value. A resistivity of the order of;101121012 V•cm is
characteristic ofa-C:H films with a<53104 cm21 at 632.8
nm. The use ofa-C:H films with a.53104 cm21 permits
more efficient weakening of the intensity of the impingin
light. For example, a film witha513105 cm21 obtained
with a deposition rate of 1 Å/s weakened the transmission
ana-Si:H layer by a factor of;500 already at a thickness o
;0.5mm. However, when an In2SnO3 /a-Si:H/a-C:H/Al
structure~a mosaic mirror! with such a film was employed in
a liquid-crystal modulator, we were unable to obtain spa
light modulation. As a comparison of the current-volta
characteristics of an In2SnO3 /a-SiH structure before and af
ter the deposition of ana-C:H film showed, this can be du

FIG. 2. Dependence of the relative transmission (T) of a thin-film
In2SnO3 /a-Si:H/a-C:H structure on the thickness (d) of an absorbing film
with a553104 cm21.
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to a significant increase in the value of the dark current an
loss of resolving power. The changes in absorption in
visible portion of the spectrum are accompanied by chan
in the electronic structure and the optical gap width ofa-C:H
films.7 It was established in that study that the increase in
extinction coefficient at 632.8 nm (a.53104 cm21) was
accompanied by a decrease in the optical gap width
;1 eV and a decrease in the resistivity ofa-C:H films to
values of the order of;107 V•cm.

It was shown as a result of the experiments perform
that the extinction coefficient ofa-C:H films at 632.8 nm can
be varied in the range from 23105 to 2.53104 cm21 by
varying their deposition rate from an acetylene or acetyle
argon dc glow-discharge plasma from 1 to 5 Å/s. A 100-fo
reduction in the intensity of the light passing through t
glass/In2SnO3 /a-Si:H structure used in liquid-crystal modu
lators can be obtained using a film of thickness 1mm with an
extinction coefficient;53104 cm21.

The employment of absorbinga-C:H films to block light
in the visible wavelength range froma-Si:H and a-Si:C:H
photosemiconductor layers is a new technical solution for
problem of optical separation between the writing and re
ing light and opens up prospects for developing new refl
tive light-controlled liquid-crystal modulators. At the sam
time, the achievement of high spatial resolution in liqui
crystal modulators based on the thin-film structures inve
gated along with optimization of the optical absorption a
thickness of the light-blockinga-C:H layer calls for optimi-
zation of its electrical properties and matching them to
properties of the photosemiconductor.

1A. A. Vasil’ev, D. Kasasent, I. N. Kompanets, and A. V. Parfenov,Spatial
Light Modulators@in Russian#, Radio i Svyaz’, Moscow~1987!, 320 pp.
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3B. Singh, S. McClelland, F. Tamset al., Appl. Phys. Lett.57, 2288
~1990!.

4E. A. Konshina and V. A. Tolmachev, Zh. Tekh. Fiz.65, 175 ~1995!
@Tech. Phys.40, 97 ~1995!#.

5V. A. Tolmachev and E. A. Konshina, Diamond Relat. Mater.5, 1397
~1996!.

6Amorphous Semiconductor Technologies and Devices, edited by Y. Ha-
makawa, North-Holland, Ohmsha–Amsterdam~1981!.

7E. A. Konshina, Fiz. Tverd. Tela~St. Petersburg! 37, 1120~1995! @Phys.
Solid State37, 610 ~1995!#.
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Pulsed method for measuring the capacitance of semiconductor structures using
a ballast capacitor

V. V. Monakhov and A. B. Utkin
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An easily implemented method for measuring the capacitance of semiconductor structures using
small-amplitude current pulses is described. It is shown that the accuracy of the method
described can be improved significantly when a ballast capacitor is employed and, in addition, a
calibration procedure is performed. The influence of the ballast capacitor on the
measurement process is analyzed in detail. ©1999 American Institute of Physics.
@S1063-7842~99!01703-1#
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Capacitance-voltage characteristics are widely emplo
in the investigation of semiconductors, and, therefore, p
fecting the experimental techniques for measuring them
crucial concern of researchers.1–3 This paper describes
method which permits improvement of the accuracy
capacitance-voltage measurements performed accordin
the two-pulse scheme4 in electrolyte-semiconductor~ES! and
electrolyte-insulator-semiconductor~EIS! systems and al-
lows measurement of the capacitance-voltage characteri
of metal-insulator-semiconductor~MIS! structures.

The method involves charging of the structure under
vestigation and a specially selected ballast capacitor c
nected to it in parallel by a small current followed by the
discharging by a current pulse of the same amplitude
duration, but of opposite polarity. When measurements
performed in systems with an electrolyte and probe pu
with durations less than 10ms are employed, we find that th
influence of the electrochemical processes can be negle
in most cases. Under such conditions the high-frequency
pedance of the interface is determined in the absence
dielectric layer on the surface by the capacitance of
space-charge layer of the semiconductorCsc and the imped-
ances of the surface states connected to it in parallel, eac
which consists of a capacitanceCss and a trapping resistanc
Rss connected in series. In measurements with selected d
tions of the cycling pulses and of the time intervals betwe
them, usually only one surface state, whose time cons
tss5CssRss is commensurate with the duration of the pro
current pulses, participates in space-charge relaxation.
semiconductor structure under investigation can be re
sented in the form of the equivalent circuit shown in Fig.
We shall assume that the resistances of the electrolyte an
the bulk of the semiconductor are negligibly small. We u
C0 to denote the combined capacitance of the cables,
ballast capacitance, and the high-frequency surface st
When a constant current pulse flows in the circuit, the eq
tion describing the variation of the surface potentialDVs is
written in the following form:

RssCh

dDVs

dt
~ t !1DVs~ t !S 11

Ch

Css
D5 j 0

RssCss1t

Css
, ~1!
3421063-7842/99/44(3)/3/$15.00
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wheret is the time measured from the onset of the pulse,j 0

is the amplitude of the probe current pulse, andCh5C0

1Csc.
After solving Eq. ~1! with the boundary condition

DVs(0)50, we obtain the expression forDVs(t) during
charging of the structure

DVs~ t !5
j 0

Ch1Css
~ t1t0~12exp~2t/t!!!. ~2!

Here t05tss(11Ch /Css), and t5tss/(11Css/Ch). After
completion of the current pulse, redistribution of the char
within the structure takes place during the timetp . In this
case the total currentj 50 and, therefore, in the interval be
tween the charging and discharging pulses

j 152 j 252Ch

dDVs

dt
,

DVs~ t !52RssCss

dDVs

dt
1

j 0tp2ChDVs

Css
. ~3!

The solution of this equation obtained with matching
the previously obtained result~2! at the pointt5tp is written
as

FIG. 1. Equivalent circuit of an electrolyte-semiconductor interface.
© 1999 American Institute of Physics
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DVs~ t !5
j 0tp

Cp1Css
1

j 0t0

Ch1Css
~12exp~2tp /t!!

3exp~2~ t2tp!/t!. ~4!

If the expression~4! is explored att2tp@t, DVs(t)
reaches its limiting valueU and ceases to depend on tim
~Fig. 1!, permitting determination of the total capacitance
the system

C5Ch1Css5C01~Csc1Css!5 j 0tp /U. ~5!

After a current pulse of the same duration and amplitu
but of opposite polarity, is supplied to the structure, the s
tem returns to its original state.

In order to find the capacitanceCsc1Css to a high accu-
racy from the measured value ofU, we propose performing
additional calibration measurements with replacement of
structures under investigation by standard capacitors. We
use a set of capacitors whose known ratings cover the in
esting range of variation of the capacitance of the struc
under investigation to construct a calibration plot ofU((C
1C0)21) with linear interpolation of the function on th
segments between points and extrapolation outside the
brated interval. Utilization of the curve obtained permits t
performance of measurements over a broader range of va
in comparison to the ordinary method4 and takes into accoun
the presence of the parasitic and ballast capacitancesC0 . In
addition, the use of a calibration curve makes it possible
compensate for the deviation ofU((C1C0)21) from a lin-
ear proportionality to a considerable extent. The latter de
tion appears both because of the nonlinearity of the amp
ing circuit and because of the penetration of synchron
pulsed disturbances from the commutating digital circu
For the reasons cited, the latter leads to displacement o
U((C1C0)21) curve along theU axis by a certain constan
amountU` , which corresponds to the measured pulsed v
age on the structure whenC5`. At large capacitances th
magnitude ofU` is always commensurate with or even e
ceeds the net increment ofU, which is shown in Fig. 1 for an
ideal system.

Let us consider the influence of the presence of the
pacitanceC0 on the accuracy of the capacitance-volta
measurements in greater detail. The presence of theRssCss

circuit increases the error in the value ofCsc obtained, since
part of the charge of the space-charge layer participate
charge exchange with the surface states with the time c
stantt5Rss/(1/Css11/(C0 /Csc)). It can be seen thatt in-
creases with the capacitance of the ballast capacitor. T
by increasingC0 we can slow the error-causing relaxatio
processes. However, as follows from formula~5!, this effect
will be accompanied by a decrease in the amplitude of
measured signal at fixed values ofj 0 and tp , which restricts
the maximum attainable value ofC0 associated with the fi-
nite number of data bits in the analog-to-digital conver
~ADC! used to input the signal. We note that increasingj 0 at
high frequencies is associated with considerable difficul
and can compensate the decrease in the signal with inc
ing C0 only to a certain limit.
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When there are no surface states or their influence
small, the main errors in the measuring process will be as
ciated with the presence of leakage currents. In this cas
leakage resistanceRe connected in parallel to the capacitan
Ch5Csc1C0 must be added to the equivalent circuit~Fig.
2!. Its influence on the measured value ofCsc is more sig-
nificant, the smaller isC0 . This is attributed to the funda
mental difference between the charging-discharging proc
of a system withReCh.tp @for which the functionU((C
1C0)21) presented above remains linear# and a system with
ReCh!th . The influence of the leakage currents can be
duced with consideration of the constraints indicated ab
by increasing the rating of the ballast capacitor. Another
vantage of employing a ballast capacitor is expansion of
dynamic range of the measured capacitances in compar
to the conventional method.4 The system used in Ref. 5 em
ploys a 12-bit ADC, which provides for digitizing over thre
and a half orders of magnitude with respect to the volta
while the capacitance of the structure can vary over six
ders of magnitude. Since the measured value ofU is in-
versely proportional toC5C01Csc1Css, at fixed values of
j 0 and tp it is possible to select the rating ofC0 so that the
maximum value of the voltage will not exceed the digitizin
range and will satisfy the small-signal conditionU!kT/q.
In this case the unavoidable loss of accuracy due to an
crease in the noise level relative to the net signal can
partially compensated by multiple repetition of the measu
ment cycle~from 100 to 1000 ADC measurements per poin!
followed by averaging. Such a method significantly lowe
the noise level and raises the accuracy by at least one o
of magnitude.

Thus, without calibration and the use of a ballast capa
tor, measurements ofC,100 pF are essentially impossib
for the reasons cited. In the system described in Ref. 5
charging and discharging pulse duration used equals 5ms,
the relaxation delay time is 5ms, the interval between pulse
is 20 ms, and the pulse repetition frequency is 2 kHz~500
ms!. The optimal rating of the ballast capacitor for the
parameters is 1 nF, which provides for the measuremen
surface capacitances in the range from 10212 to 1027 F.

FIG. 2. Equivalent circuit of ES, EIS, and MIS structures with leaka
currents in the absence of surface states.
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Influence of a forming process and electric fields on the insulator-conductor transition
in thin films of polyheteroarylenes
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The results of experiments on initiation of the high-conductivity state of a metal/polymer/metal
system by varying the boundary conditions with allowance for the possible influence of
diffusion of the electrode material into the polymer film are presented. It is established that forming
does not occur in poly~phthalidylidenebiphenylylene! and that the transition to the high-
conductivity state can occur without an external source of electric voltage. ©1999 American
Institute of Physics.@S1063-7842~99!01803-6#
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The anomalously high conductivity in undoped polyme
is generally observed in thin films. For this reason, gr
significance is attached to the conditions under which h
conductivity appears, since the choice of the model for
plaining this phenomenon depends on it. In particular,
Ref. 1 such a state was obtained in polyimide films of thic
ness 12mm by ‘‘soft breakdown,’’ which was regarded as
forming process. Traces of ‘‘breakdown’’ in the form of m
croscopic holes were discovered visually. Experime
showed that one result of such forming is a reversible swit
ing effect when the pressure is raised and lowered. It w
confirmed in Ref. 1 that the application of pressure to a po
mer film in the absence of an applied electric voltage d
not lead to the appearance of the ‘‘pressure sensor effe3

in this polymer. It was postulated that ‘‘soft breakdown’’
accompanied by the formation of compounds of carbon w
the metal, which constitute a high-conductivity phase n
the holes.

In Ref. 4 the transition to the high-conductivity state w
effected by another method~by varying the boundary condi
tions on the metal/polymer interfaces! and on another poly-
mer, viz., a polyheteroarylene. This method calls for the e
ployment of a metal which changes its state of aggrega
during the measurements as one of the electrodes, since
changes can create favorable conditions for soft-breakd
forming of the sample.2 In this context the purpose of th
present work was to investigate the influence of diffusion
the electrode material into the polymer film and the need
the presence of an electric field for the transition to the hi
conductivity state when the latter is initiated by varying t
boundary conditions. The plan of the experiments was
follows.

1! The role of diffusion of the electrode material in th
bulk of the polymer was investigated in experiments with
molten electrode. In this case the diffusion process should
facilitated by several factors: the state of aggregation of
of the electrodes, the applied electric field with an intens
up to 106 V/cm, and the relatively large current flowin
through the polymer film when the system passes into
high-conductivity state. According to the hypothesis und
3451063-7842/99/44(3)/3/$15.00
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discussion, a metallopolymer phase, which completely sp
fies the electrophysical properties of the system, particula
the temperature for the transition to the high-conductiv
state, should form during the first few cycles of transitio
between the low- and high-conductivity states. For this r
son, we performed measurements of the conductivity o
metal/polymer/metal system in heating-cooling cycles w
successive replacement of the low-melting electro
~Wood’s alloy or indium! by aluminum or copper electrode
on the same polymer film. It was theorized that if diffusio
of the electrode material plays a significant role in the tra
sition of the system from the low-conductivity state to t
high-conductivity state, the plot of the temperature dep
dence of the current flowing through the sample will ha
similar features at the transition temperatures after repla
ment of the electrodes.

2! The influence of the electric field on initiation of th
high-conductivity state in the polymer film was investigat
in heating-cooling cycles in a low-melting-metal/polyme
metal system without using an electric field to probe t
conductive state. In this case the transition to the hi
conductivity state can be detected by observing the dis
pearance of the noise at the input to the electrometric v
meter in analogy to the method used in Ref. 4.

The object of investigation was poly~phthalidylidene-
biphenylylene!,5 in which phenomena associated with th
generation of a high-conductivity state were previou
observed.6 Uniform films with thicknesses from 1 to 5mm
were obtained by centrifuging a solution of the polymer
cyclohexanone. The experimental cell was a metal/polym
metal sandwich. The lower electrode~the electrode on which
the polymer film was poured! was composed of copper o
vanadium. The upper electrode was composed of the foll
ing metals: Wood’s alloy, indium, copper, or aluminum. T
method used to measure the current in the experimental
cuit was similar to the one previously used in Ref. 4. T
difference pertains to the measurements performed with
the use of an external current source. In that case the VK2
electrometer was connected directly to the electrodes of
measuring cell. The measuring cell was placed in a hea
© 1999 American Institute of Physics
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FIG. 1. Temperature dependence of th
current through a poly~phtha-
lidylidenebiphenylylene! film: 1 — up-
per electrode composed of Wood’s alloy
2 — upper electrode composed of in
dium, 3 — upper electrode composed o
copper. The film thickness was 2mm,
the lower electrode was composed of v
nadium, the applied voltage was 5 V
and the heating rate was 8 deg/min.
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device, which allowed us to heat the cell to 250 °C with
controlled rate of variation of the temperature.

Figure 1 presents typical plots of the temperature dep
dence of the current through a film of thickness;2mm with
the successive use of Wood’s alloy, indium, copper, or a
minum as electrodes. It should be noted that similar res
were obtained for films of all the thicknesses indicate
therefore, here we present the most typical results for a th
ness of 2mm. At room temperature the polymer film has
conductivity equal to;10214 (V•cm)21, and the value of
the current flowing through the sample is essentially equa
the instrumental zero.

In the temperature range corresponding to the premel
of Wood’s alloy (40245 °C), a sharp increase in the curre
fluctuations in the measuring circuit was observed. Achie
ment of the melting point of Wood’s alloy led to an abru
decrease in the resistance of the sample to 0.125 V, attest-
ing to a transition of the polymer film to the high
conductivity state~curve1 in Fig. 1!.

Similar laws were observed in the course of theI (T)
curve in the case where an indium electrode was used
the exception of the temperature range, which was shi
into the region of the melting point of indium. In this cas
current fluctuations began to be observed near 140 °C,
the transition to the high-conductivity state took place at
melting point, i.e., at 156 °C~curve2 in Fig. 1!.

When the sample was cooled, an increase in the cur
fluctuations was observed near the crystallization temp
ture. A transition to the original low-conductivity state o
curred below the crystallization temperature with a delay
125 °C. This hysteresis can probably be attributed to
methodical features of the experiment.

At least 10 measurement cycles were performed. No
ferences in the character of the transitions from the lo
conductivity to the high-conductivity state as a function
the number of cycles were discovered. Thus, after the m
surements with the low-melting metals were performed,
total number of measurement cycles at the same site on
polymer film was no less than 20, apparently attesting to
n-
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weak influence of diffusion of the metals into the polymer
the shaping of the high-conductivity state.

The subsequent use of copper or aluminum electrod
which do not melt in the experimental temperature ran
selected, as the probe electrodes led to the complete d
pearance of any features in the flow of current over the en
temperature range measured~curve3 in Fig. 1!.

Let us consider the results of the second group of exp
ments. Figure 2 presents the temperature dependence o
amplitude of the electrical signal fed into electromet
which is connected directly to the polymer sample. The sa
metals, viz., Wood’s alloy and indium, were used in th
experiment.

A potential differenceU, which is probably caused by
the space-charge field and the contact potential differen
was detected on the electrodes at room temperature.
value of U increased with increasing temperature up to
temperature close to the melting point of the electrode. W
it was achieved, the potential difference dropped abruptly
the instrumental zero. In order to be convinced of the corr
interpretation of the variation of the recorded signal, cont
measurements of the conductance of the sample were
formed in several cases at a temperature exceeding the m
ing point of the electrode. All the control measuremen
showed that the samples were in the high-conductivity st
Thus, the following facts have been established.

1. The forming phenomenon characteristic of oth
polymers1 does not occur in thin films of poly~phtha-
lidylidenebiphenylylene!, i.e., the characteristics of the firs
measurement cycle on a freshly prepared film do not di
fundamentally from those of subsequent cycles.

2. No influence of modification of the polymer as a r
sult of the diffusion of metal into its bulk on the characte
istics of the insulator-conductor transition was discovered

3. The transition to the high-conductivity state can occ
without a source of electric voltage in a circuit supplyin
power to the polymer sample. The space-charge field of
polymer, whose nature is still unclear, is sufficient for th
transition.
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FIG. 2. Temperature dependence of th
contact potential difference between th
electrodesU: 1 — upper electrode com-
posed of Wood’s alloy,2 — upper elec-
trode composed of indium. The film
thickness was 2mm, the lower electrode
was composed of vanadium, and th
heating rate was 8 deg/min.
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The disparity between the results obtained and the
sults previously published in Ref. 1 is attributable to the f
that a thickness of about 125 mm is critical for polymer
films, i.e., the transition to the high-conductivity state occ
according to an electronic mechanism in samples wh
thickness is less than the values indicated, whereas it t
place according to an electronic-thermal mechanism
samples with larger thicknesses. Similar thickness c
straints were previously noted in such objects as amorph
oxides,7 chalcogenide glasses,8 and polymers.9 As a rule, an
increase in sample thickness has a significant influence
the forming mechanism and leads to definite degradation
film sample.

This work was supported by the Russian Fund for F
damental Research~Grant No. 96-02-19208!.
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