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Ytterbium vapor condensation on a liquid-helium cooled substrate in a hydrogen atmosphere is
used to obtain Yb–H films containing up to 55 at. % hydrogen. Various thermodynamic
and kinetic parameters of the transition of these films from the amorphous to the crystalline state
(a→c transition! are investigated along with the electrical conductivity of these states. It is
shown that the investigated properties of Yb–H films containing up to 40 at. % hydrogen are
essentially indistinguishable from those of pure Yb films in the temperature interval 4.2
2293 K. Increasing the hydrogen concentration to 55 at. % leads to an insignificant increase in
the electrical resistivity, the kinetic temperature, and the activation energy of thea→c
transition, and also to a decrease of the propagation speed of self-maintaining avalanche
~explosive! crystallization. Reasons for the observed influence of hydrogen on the properties of
Yb–H films are analyzed. The examined low-temperature Yb–H condensates can be
characterized as a ‘‘frozen’’ solid solution of hydrogen in ytterbium in the temperature interval
4.22293 K. Storing such films at room temperature leads to the formation of ionic
ytterbium dihydride YbH2. © 1999 American Institute of Physics.@S1063-7834~99!00102-1#
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The condensation of ytterbium vapors in a superh
vacuum onto a liquid-helium cooled substrate leads to
formation of amorphous films of this metal.1,2 Upon heating
the films to Ta→c513220 K, a transition from the amor
phous to the crystalline state (a→c transition! occurs. At
room temperature, no other phases besidesfcc Yb were de-
tected in the examined films.1

It is well known that all lanthanides, including ytte
bium, form hydrides easily. Pure samples of metals under
appropriate conditions hydrogenate at room temperatur
hydrogen at atmospheric pressure.3 In particular, ytterbium
forms a ionic orthorhombic hydride YbH2 by direct reaction
of pure ytterbium with hydrogen under ordina
conditions.3,4 In addition, two metastable hydrides of ytte
bium with fcc lattices are well known: YbH2.55, formed at
elevated temperatures and hydrogen pressures, and YbH2 as
the result of decomposition of YbH2.55 at T54732573 K
~Ref. 5!. Orthorhombic YbH2 has also been detected in th
films prepared by evaporating Yb in an ordinary vacuu
chamber at a pressurep'1.3331024 Pa at room
temperature.6

To date, amorphous hydrides have been obtained
various methods;7–9 however, we do not know of any in
stances in which they have been formed by low-tempera
condensation of pure metals in a residual hydrogen at
sphere.

The aim of the present paper is to determine whether
possible to form amorphous ytterbium hydride by conden
tion of ytterbium vapors in a hydrogen atmosphere ont
liquid-helium cooled substrate. If this is impossible, then
aim is to determine how hydrogen influences the electr
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conductivity of amorphous and crystalline Yb films at tem
peratures from 4.2 K to room temperature and how it infl
ences the thermodynamics and kinetics of thea→c transi-
tion.

1. EXPERIMENTAL TECHNIQUE

The only technique for obtaining amorphous films
pure monoatomic metals is vapor condensation in superh
vacuum onto a liquid-helium cooled substrate. In this p
cess, if the substrate is capable of absorbing the heat of
densation without noticeable heating, cooling rates as hig
1015K/s can be reached.10

The principle of the design of the device used to prep
and study pure metallic amorphous films in the present w
was first proposed by Shal’nikov.11 The main component o
the device is a glass ampoule@Fig. 1~a!#, in which evapora-
tion and condensation of the investigated metals takes pl
Leads1 of platinum wire ~diameter' 0.3 mm) were sol-
dered onto a flat polished substrate4, which is the floor of
the tumbler3. These served for electrical measurements
the metallic layer condensed on the substrate. In the lo
part of the ampoule, platinum leads9 were soldered to the
glass as mounts for the tungsten evaporators7 and to supply
them with electric current.

Before each measurement, the ampoule, cut along
line cc, is carefully washed with an alkali solution, with acid
and with a jet of water vapor. After drying the ampoule,
mask5 with cuts to produce one or two films~of a suitable
form for the measurements! is placed over the substrate an
evaporators with starting charges of the appropriate meta
© 1999 American Institute of Physics
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mounted. The mounted ampoule is soldered shut along
cut cc and through the glass adapter is connected to
vacuum setup for pumping. The ampoule, pumped down
pressure of approximately 1.3331024 Pa, is unsoldered by a
gas blow-torch along the linedd and is mounted in a cryosta
in preparation for the experiment. As liquid helium is pour
into the cryostat, the residual gas condenses mainly in the
of the ampoule~in the regiondd!, which is the first part to be
cooled. The pressure in the ampoule thereupon falls
' 10210Pa ~with the helium!. The design of the ampoul
and the technique of the experiment essentially prevent c
densation of the residual gas onto the substrate and wal
the ampoule in the region of the evaporators. Thus, evap
tion and condensation of the investigated metals take p
under conditions of superhigh vacuum which are difficult
achieve using other techniques. To obtain purer films, par
the charge is evaporated with the substrate enclosed
screen. A nickel screen is held in place on the substrate
permanent magnet lowered into the tumbler3. When the
magnet is removed, the screen falls to the bottom of

FIG. 1. Diagram of a functional ampoule for preparing and investigating
films a: 1 — platinum leads for the electrical measurements;2 — housing;
3 — tumbler;4 — polished substrate;5 — mask for obtaining films of the
required geometry;6 — divider screen;7 — tungsten evaporators;8 —
platinum wire mount for the divider screen;9 — platinum leads for mount-
ing the evaporators and supplying them with current.b — view of the mask
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ampoule, uncovering the substrate for film condensation
The technique we used to obtain low-temperatu

metal–hydrogen condensates is analogous to the techn
described above. The ampoule, after being pumped dow
p>1.3331024 Pa, is filled with gaseous hydrogen at atm
spheric pressure, hermetically sealed~soldered shut! and
mounted in the cryostat. As liquid helium is poured into t
cryostat, hydrogen condenses in the tail of the ampo
where the temperature is kept' 4.2 K during the entire pro-
cess of film preparation. The hydrogen pressure correspo
to the vapor pressure above solid hydrogen atT>4.2 K and
is ' 4.6731025 Pa. The mean temperature of the Yb–
films during their condensation onto the glass substrate
not exceed 4.5 K.

The ratio of the number of hydrogen atomsn8 to the
number of Yb atomsn in the films was estimated from th
relation12

n8

n
54.36531024

M

d
~M 8T!21/2

p

v
g, ~1!

whereM and M 8 are the molecular weights of Yb and H
respectively,d is the density of the Yb film,p is the hydro-
gen pressure~in Pa!, v is the ytterbium condensation rat
~cm/s!, g is the sticking coefficient~at a substrate tempera
ture of 4.5 Kg'0.02, Ref. 13!.

As was noted above, to obtain a film of the requir
geometry, a mask5 of stainless steel is placed over the su
strate4 ~looking down on the substrate! and is kept in place
on the substrate with the help of spring-loaded ‘‘feet’’ e
tending into the space between the tumbler3 and the housing
2 of the ampoule. Depending on the purpose of the meas
ment, the masks can have various shapes. Figure 1~b! shows
a mask used in the present work for measurements of
electrical resistance of the films by the four-probe meth
To study the films in the temperature range 4.22300 K, we
used the method of the inverted dewar14: the ampoule is
covered by a dewar and the substrate temperature is r
lated with the help of a heater wound around the housing
the ampoule. The temperature~in the interval 4.22293 K)
was measured with a platinum resistance thermometer
cated in the tumbler3.

2. EXPERIMENTAL RESULTS

We found that, for a hydrogen content in the Yb films u
to 40 at. %, their electrical parameters and the stability
rameters of the amorphous state were essentially indis
guishable from those of pure Yb films~see Table I!.

Table I displays averaged values of the parameters
15 pure Yb films~first row! and six Yb–H films~second
row!, of which two had hydrogen content' 17 at. % H; two
had hydrogen content,' 25 at. % H, and two had a hydro
gen content of 40 at. % H. The condensation rate of th
films varied from 0.07 to 0.24 nm/s, and their thickness
from 50 to 70 nm. The spread in the parameter values lis
in the table for individual samples was610%, which is
within the error limits for determining these parameters.
can be seen in the table, the transition from the amorphou
the crystalline state occurs roughly at the same kinetic te

e
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TABLE I. Averaged parameters of Yb and Yb–H films.

Composition
n8

n Ta→c , K
Dra→c

ra
, % ra , mV•cm ra→c , mV•cm r300, mV•cm U f , m/s E, kJ/mol

Yb – 13.5 86 125 17 23 9.0 3.460.4
Yb–H 0.2–0.7 14.5 85 127 19 26→` 8.3 3.460.4
Yb–H 1.2 18 72 140 36 31→` 5.4 4.460.4

Note: Herera , ra→c , andr300 are the resistivities of the films in the amorphous state, directly after thea→c transition, and atT>300 K, respectively;U f

is the propagation speed of the avalanche crystallization front;E is the activation energy of thea→c transition.
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peratureTa→c for Yb and Yb–H films, and the correspond
ing relative difference in the resistivity (Dra→c /ra5(ra

2ra→c)/ra) is 85–86%.
The ninth column gives values of the activation ener

of the passage of atoms through the interface of the am
phous and crystalline phases. They were determined by
‘‘ratio of angular coefficients’’ method15 from the isothermal
dependences ofr on time for different heating temperature
of the same sample.

The eighth column records the speed of the avalan
crystallization~AC! front of the Yb and Yb–H films. Ava-
lanche crystallization of the films was initiated atT54.2 K
by a local current pulse and propagated along the samp
a self-sustaining manner due to liberation of the latent h
of the transition. The nature of the avalanche crystallizat
and the technique for determining the speed of its propa
tion front were described in Refs. 16 and 17. Note that,
individual samples of both Yb and Yb–H, the speed of t
avalanche crystallization front varied from 7.5 to 10 m/s a
depended, in particular, on the amount of random impuri
~besides hydrogen! winding up the film upon condensation
The temperature dependences of the resistivities of the c
tallized Yb and Yb–H films, recorded in a heating regime
1–1.5 K/min, were essentially indistinguishable up to roo
temperature. The resistivities of both series of films play
into the reversible metallic dependencer(T) somewhere
around 200 K, which is evidence of a playout of relaxati
processes taking place in the Yb films at temperatures be
room temperature. Hydrogen was not observed to have
noticeable effect on the ytterbium films even against a ba
ground of lowra→c values~see Table I!. For comparison, we
note that the absolute increase ofr in vanadium, niobium,
and tantalum at room temperature lies between 0.7
1.2mV•cm/at. % H~Ref. 18!.

Increasing the hydrogen concentration in the Yb films
' 50 at. % has a noticeable effect on their electrical prop
ties and stability. The third row of the table presents res
for two Yb–H films of ' 93 nm thickness, prepared simu
taneously in the same ampoule with a condensation
' 0.04 nm/s and containing roughly about 55 at. % hyd
gen. As can be seen in the table, the resistivities increas
both the amorphous and the crystalline state~in comparison
with pure Yb films!, the kinetic temperature of crystallizatio
upon heating rises and the propagation speed of the
lanche crystallization front decreases. The heating curve
one of the Yb–H films containing' 55 at. % H, is shown in
Fig. 2, curve1. However, even here, the departure from t
behavior of pure Yb films is only quantitative, and there
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essentially no difference in the parameter values or the
havior upon heating~or avalanche crystallization! for Yb
films containing an increased quantity of impurity atoms~but
not hydrogen! ~see Fig. 2, curve2!. In our experiments a
small quantity of external impurities can wind up in the fil
due to inadequate preliminary cleaning of the start
charges of metal or of the substrate.

Abrupt qualitative changes in all the investigated Yb–
films take place when they are stored at room temperatur
the hydrogen atmosphere remaining in the ampoules a
film condensation. Thus, whereas the resistivity decreas
little due to a continuation of relaxation processes in films
pure Yb and films of Yb containing an increased quantity
random impurities~besides H! when stored at room tempera
ture, the resistivity of Yb–H films begins rapidly to grow an
during a few hours reaches values exceeding nomin
104 V•cm. This is no longer the resistivity of a metal, but
a semiconductor or insulator. The films acquire a blue co
and become translucent. For example, while the optical d
sity of pure Yb films of thickness' 70 nm tends to infinity,
the optical thickness of Yb–H films of thickness 93 nm
only ' 50. Sometimes when the ampoule is opened to

FIG. 2. Dependence of the reduced resistance of Yb–H films~1! and Yb
films ~2! on the temperature.
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the Yb–H films underwent spontaneous combustion. P
Yb films are ductile: the metal is easily smeared over
glass upon scraping the film with a sharp-edge. Yb–H fil
stored at room temperature are characterized by a high
gree of brittleness. In contrast to pure Yb, they react o
weakly with nitric acid, but react vigorously with sulfuri
acid.

3. DISCUSSION OF RESULTS

It is well known that amorphous films of pure meta
usually exhibit an insignificant resistance to crystal grow
but the addition of impurities frequently retards th
growth.19 Some hypotheses have been formulated attemp
to explain the stabilization mechanisms of the amorph
state of a metal upon the addition of a second com
nent.2,20,21In the opinion of Bennet, Polk, and Turnbull,20 to
realize crystallization the impurity atoms filling the pores
the amorphous structure of the metal must be displace
least one interatomic distance. Thus, crystal growth will
limited by the frequency of jumps of impurity atoms fro
one equilibrium site to another, which leads, for example
a higher degree of local order. The time constant of t
processt should be of the order of the time constant
diffusion or of viscous flow.21 Bennetet al.20 claim that the
value oft in this case must be much larger than for moti
of the interphase surface ‘‘amorphous solid – crystal’’
pure systems, which can proceed by much smaller ato
displacements~by a nondiffusion mechanism!.17 Their hy-
pothesis probably explains the high stabilizing power of su
large ~in comparison with hydrogen! implantation atoms as
O, N, C, and B~Refs. 21 and 22!, especially when they
interact strongly with the metal atoms.

Hydrogen is unique among the elements forming so
solutions of implantation type. Even if it is present in th
metal lattice in atomic form, its dimensions are similar
those of the lattice interstices even without mentioning
possibility of the existence of hydrogen in proton form in t
metal. In this regard, the diffusion coefficient of hydrogen
metals, as a rule, is extraordinarily large. For example
vanadium at room temperature, a hydrogen atom compl
15–20 orders more jumps per second than heavy inters
impurities such as oxygen and nitrogen at the sa
temperature.22 At low temperatures (,100 K) the diffusion
mobility of hydrogen in comparison with other implantatio
impurities is still higher since non-activation migration of i
atoms becomes possible~sub-barrier tunneling!.22–24 Indeed,
the similarity of the parametersTa→c and E for Yb and
Yb–H films and their small values are an indication of t
high mobility of hydrogen atoms. The latter manage to
distribute themselves over the ytterbium lattice even dur
the brief time of such a rapid process as avalanche cryst
zation. The observed decrease in the speed of the fron
avalanche crystallization in Yb–H amorphous films conta
ing a high concentration of hydrogen~see Table I! may be
due, according to the theory expounded in Ref. 17, to
increase in the activation energyE. On this basis, we con
clude that its weak interaction with ytterbium and the hi
diffusion mobility of hydrogen at low temperatures are t
re
e
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main reason for the weak stabilizing power of hydrogen
the amorphous system Yb–H.

Analyzing the weak effect of hydrogen on the electric
conductivity of amorphous and crystalline films of ytte
bium, it may be assumed that, at low temperatures~and dur-
ing condensation onto a cold substrate!, hydrogen does no
react chemically with ytterbium, but rather forms a solid s
lution with it. It is very difficult theoretically to explain a
change in the electrical resistivity as a result of implantat
of dissolved H atoms, especially for transition metals. On
one hand, an increase in the number of scattering center
a significant difference in the scattering potentials of H a
Yb atoms should lead to an increase inr with growth of the
hydrogen concentration. On the other hand, electrons
transfer from the implanted hydrogen atoms to an unfilled
shell of ytterbium. In this case,s2d scattering can be re
duced for significant hydrogen concentrations, which fac
tates a negative contribution to the resistivity. It seems t
the determining factor influencing the resistivity of Yb–
films is scattering of conduction electrons by structural d
fects, and not a change in the electron spectrum of ytterb
under the influence of hydrogen. Indeed, the size of the c
tallites in films of pure metals immediately after ana→c
transition is' 10 nm ~Ref. 2! and the defect density is ver
large~not even speaking of the amorphous state!. The defect
level in the structure of Yb–H films for hydrogen concentr
tion ,40 at. %, below room temperature, apparently diffe
only slightly from the defect level in pure Yb films, fo
which reason the resistivities of such films also differ on
slightly.

Hydrogen atoms can not only populate interstices of
metal lattice, but also accumulate near structural defe
thereby forming various ‘‘atmospheres,’’ and by recomb
ing into molecules also induce large strains in the crys
leading sometimes to the formation of macroscopic defect24

This can be the cause, in particular, of the marked influe
of hydrogen on the electrical resistivity and the stabil
characteristics of Yb–H films containing more than 50 at.
hydrogen.

The marked qualitative changes in the state of Yb
films when stored at room temperature are due to the em
gence of hydride conversion. It is well known that the rea
tion of ytterbium with hydrogen at atmospheric pressure a
room temperature only gives the dihydride YbH2 having an
orthorhombic lattice. Two metastable hydrides
ytterbium—YbH2.55 and YbH2—are also known. The highe
hydride of ytterbium YbH2.55, prepared in high-pressur
experiments,5 is a black powder having face-centered cub
structure. When heated toT54732573 K it decomposes
transforming to a face-centered cubic modification of YbH2,
which upon quenching is metastable at room temperat
Annealing of fcc YbH2 causes it to convert to the stab
orthorhombic form.

The orthorhombic YbH2 ionic hydride, consisting of
Yb21 ions and H, is also isostructural with the ionic hydrid
CaH2.3,5 Characteristic properties of our Yb–H films, store
at room temperatures—the almost complete absence of
ductivity, a small optical density, and high brittleness, typic
indicators of an ionic hydride, show that storage at roo
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temperature causes a phase transition to take place wh
the solid solution of hydrogen infcc ytterbium transforms
into the ionic hydride YbH2. In this phase transition almos
all the ytterbium conduction electrons are used up in
formation of hydride ions H2, forming ionic bonds with the
Yb21 ions.

A generally accepted picture of the nature and mec
nism of hydride conversions has still not been assemb
According to current hypotheses,25 it may be assumed tha
the conversion (Yb–H)→ YbH2 has a diffusion–
nondiffusion character. This means that hydrogen trans
to the growing hydride nucleus and its redistribution a
ordering in the implantation sublattice are realized via a d
fusion path. At the same time, small~on the order of inter-
atomic! displacements of the atoms of the metallic mat
taking place during the conversion have a cooperative c
acter and are apparently produced by a nondiffusion me
nism of martensite type.25 The blue color of ytterbium dihy-
dride in our experiments may be due to the presence o
centers,3–26 which indicates the presence of a metal exce
Preliminary x-ray studies confirm that, in addition to orth
rhombic YbH2, the films contain some quantity of unbonde
metal.

We found that a more complete conversion occurs
only with participation of hydrogen dissolved in the ytte
bium but also thanks to an additional influx of hydrogen in
the metal from inside the ampoule. This was demonstra
with the aid of the following additional experiment. Afte
obtaining Yb–H films containing' 35 at. %, followed by
their crystallization, the ampoule was opened up
T>80 K in a helium atmosphere. After multiple ‘‘washings
of the ampoule with gaseous helium1! the Yb–H films were
stored in a helium atmosphere at room temperature for 2
A rapid growth of the resistivity as well as characteris
changes in the color and transparency of the films testify
the formation in them of ytterbium dihydride. However, th
hydrogen dissolved in the films was insufficient, and th
preserved their metallic conductivity. What probably to
place here was a distribution of inclusions of the dihydr
YbH2 throughout thefcc Yb matrix. It seems that if the hy
drogen concentration in the film corresponds to the stoic
ometry of the dihydride, then the hydride conversion tak
place over the entire volume of the film without addition
influx of hydrogen from outside.

It is interesting to note that a pure Yb film immersed
a hydrogen atmosphere after being kept for two hours in
did not exhibit any noticeable signs of hydride formati
ein
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after 24 hours storage at room temperature in this atm
sphere. Probably, penetration of hydrogen into the sam
was hindered by the oxide film forming on its surface.

1!The ampoule was run through several cycles: pumping down top
>0.133 Pa followed by pumping helium into the ampoule at atmosph
pressure.
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15S. Mader and A. S. Nowick, Acta Metall.15, 2, 215 ~1967!.
16V. M. Kuz’menko and V. I. Mel’nikov, Zh. E´ ksp. Teor. Fiz.82, 3, 802

~1982! @Sov. Phys. JETP55, 474 ~1982!#.
17V. A. Shklovski� and V. M. Kuz’menko, Usp. Fiz. Nauk157, 2, 311

~1989! @Sov. Phys. Usp.32, 163 ~1989!#.
18E. Fromm and E. Gebhardt,Gase und Kohlenstoff in Metallen@Gases and

Carbon in Metals, in German# ~Springer-Verlag, Berlin, 1976; Moscow
1980!, 712 pp.

19V. M. Kuz’menko, B. G. Lazarev, V. I. Mel’nikov, and A. I. Sudovtsov
Ukr. Fiz. Zh.21, 6, 883 ~1976!.

20C. H. Bennet, D. E. Polk, and D. Turnbull, Acta Metall.19, 12, 1295
~1971!.

21K. Suzuki, H. Fujimori, and K. Hasimoto,Amorphous Metals~Moscow,
1987!, 328 pp.

22J. Völkl and G. Alefeld, inHydrogen in Metals, edited by G. Alefeld and
J. Völk, Vol. I, Ch. 12 ~Springer-Verlag, New York, 1978; Moscow
1981!, 478 pp.

23V. A. Gol’tsov, V. V. Latyshev, and L. I. Smirnov, inInteraction of
Hydrogen with Metals@in Russian#, edited by A. P. Zakharov~Moscow,
1987!, Ch. 4, 296 pp.

24P. V. Gel’d, R. A. Ryabov, and L. P. Mokhracheva,Hydrogen and the
Physical Properties of Metals and Alloys@in Russian#, ~Moscow, 1985!,
232 pp.

25V. A. Gol’tsov, in Interaction of Hydrogen with Metals@in Russian#,
edited by A. P. Zakharov~Moscow, 1987!, Ch. 9, 232 pp.

26C. A. Wert and R. M. Thomson,Physics of Solids, 2nd ed.~McGraw-Hill,
New York, 1970; Moscow, 1969!, 560 pp.

Translated by Paul F. Schippnick



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 2 FEBRUARY 1999
SEMICONDUCTORS, DIELECTRICS

Differences in the atomic environment of nonequivalent sites in SiC-polytype structures
A. E. Madison

St. Petersburg State Electrical Engineering University, 197376 St. Petersburg, Russia
~Submitted February 18, 1998; accepted for publication July 10, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 183–186~February 1999!

A general algorithm is proposed for calculating theQ series of SiC polytypes. The obtainedQ
series of the main SiC polytypes can be useful in calculating lattice sums, in particular
when using the Mellin transform of theQ series. By expanding theQ series in the Jacobi
parameter, one obtains sequences of coordination numbers for crystallographically nonequivalent
atomic sites in the main SiC polytypes. A nontrivial interrelationship is demonstrated
between these numerical sequences and the local symmetry of the nonequivalent sites. ©1999
American Institute of Physics.@S1063-7834~99!00202-6#
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DIFFERENCES IN THE ATOMIC ENVIRONMENT OF
NONEQUIVALENT SITES IN SIC-POLYTYPE STRUCTURES

SiC polytypes are of great practical significance as
class of promising semiconductor materials having a ra
of band gap widths.1–6 In addition, they have definite aca
demic interest as natural superlattices and as a models
proper study of polytypism.7–9 ZnS also crystallizes in analo
gous structures.

A characteristic of polytypes is the presence in th
structures of crystallographically nonequivalent sites diff
ing in the local symmetry of their immediate environme
and also the number and mutual arrangement of the atom
the distant coordination spheres. Their existence has a
ous effect, in particular, on the kinetics of impurity captu
during crystal growth,10,11 the multiplet structure of the im
purity states,12,13 and the optical, electrical, and some oth
properties of SiC polytypes.

All polytype structures differ from one another by th
stacking sequence of double Si–C layers along some
ferred direction~the c axis!. Structural characteristics of th
main polytypes of SiC and our notation for nonequivale
sites are depicted in Fig. 1. We find it necessary to dr
attention to the strict 1–1 correspondence of nonequiva
sites of atoms of different sublattices. In particular, for t
polytype 6H the ordering of nonequivalent site
(h,c1 ,c2 , . . . ) along thec axis in the silicon sublattice cor
responds to the ordering of nonequivalent si
(h,c2 ,c1 , . . . ) in thecarbon sublattice.

We investigated differences in the atomic environm
of nonequivalent sites using the method ofQ series. Besides
the fact that use ofQ series can substantially expedite t
task of calculating lattice sums, they are of independent
terest in crystallography. As a result of expanding them i
series in the Jacobi parameter, the coordination numbers
successive coordination spheres can be obtained withou
pecial effort.14–17

Such information is useful, for example, in the analy
1601063-7834/99/41(2)/4/$15.00
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of the stability of atomic clusters in the initial stages of cry
tal growth,16 the study of fine structures of impurity states13

and in some other problems.
Of all the SiC and ZnS polytypes, theQ series are

known only for the simplest structures—sphalerite a
würzite.16,17 With this fact in mind, the main task of the
present work was to determine theQ series of the basic
polytypes of silicon carbide, and also to determine the co
dination numbers for crystallographically nonequivale
atomic sites in the structures of the most important po
types.

To obtain theQ series of polytypes of SiC and ZnS w
used a general approach rigorously developed in Refs
and 18. First it is necessary to note the following fact. W
assume that theQ series is already known for a case
which the origin coincides with one of the sites of one of t
sublattices. If we then translate the origin to one of the ato
of the other sublattice, the fundamental picture of the atom
environment does not change and it is sufficient to replace
the Si atoms by C atoms and conversely. Thus, it suffice
consider theQ series by successively locating the origin
nonequivalent sites of just one of the sublattices. For the c
in which the origin coincides with one of the sites of th
other sublattice, theQ series can be obtained by a form
substitution of atoms, and it is necessary just to bear in m
the strict 1–1 correspondence of the nonequivalent site
the different sublattices. This conclusion is valid for almo
all the main polytypes of SiC and ZnS. As an exception
may cite the example of the quite rarely encountered po
type 21R-ZnS or (2311)3 in Zhdanov symbols.7 For it, theQ
series of the zinc sublattice in the (2311)3 structure are
equivalent to the series of the sulfur sublattice in the str
ture (3211)3, and the converse.

All Q series can be expressed in terms of JacobiQ
functions.16,19 After substantial simplifications thanks to th
use of some of their properties, and introducing thea, b and
w functions derived in the Appendix, we succeeded in sho
ing that theQ series of any nonequivalent site in the stru
© 1999 American Institute of Physics
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FIG. 1. Arrangement of atoms in the (1120̄) planes for the main
SiC polytypes using a hexagonal unit cell. For rhombohed
polytypes, only one-third of the unit cell is shown. In view of th
absence in the literature of common notation for crystallograp
cally nonequivalent sites, here we use our own notation. T
rhombohedral polytype 9R-ZnS is hardly ever encountered fo
silicon carbide, but it is one of the common polytypes of zi
sulfide.
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ture of any polytype can be obtained using relations of g
eral form. In particular, if we place the origin at one of th
nonequivalent sites in the silicon sublattice, then the rela
positions of all the remaining silicon atoms will be dete
mined by theQ series

QSi–Si~z!5a~z! (
kPA

wS 2

3
n2z,

k

nD
1b~z! (

kPB
wS 2

3
n2z,

k

nD , ~1!

and theQ series defining the relative positions of the carb
atoms can be obtained using

QSi–C~z!5a~z! (
kPA

wS 2

3
n2z,

k1
3

4

n
D

1b~z! (
kPB

wS 2

3
n2z,

k1
3

4

n
D . ~2!

In these equations,n is the number of layers per unit cell o
given polytype and the argumentk successively takes a
values of some set A, for the first sum, and from some se
for the second sum. Placing the origin now at one of
nonequivalent sites, we consider atoms in successive la
0<k<n21. If the atoms in thekth layer are located directly
above the atoms of the zeroth layer, then the correspon
value ofk is assigned to the set A and, in the opposite ca
to the set B. Using the ABC polytype notation,7 this proce-
dure becomes elementary. In deriving Eqs.~1! and ~2!, the
lattice constant of the hexagonal latticea was taken as the
unit of measurement of all the linear dimensions, the coo
-

e

,
e
rs

ng
e,

i-

nation tetrahedra were assumed to be ideal, and the rat
dimensions of the unit cell was also taken to be equal to
ideal valuec/a5n(A6/3) for all polytypes.

Utilizing the hexagonal arrangement of axes and
above-described method for analyzing the cubic polytypeC
~sphalerite!, we obtained theQ series for the Si sublattice
which, to within a scale factor, coincides with the series
the PZK lattice published in Ref. 16, where a cubic arran
ment of the coordinate axes was used. The carbon subla
corresponds to an analogous series found by translating
origin to one of the tetrhedral voids.16 After expanding theQ
series of the 2H –SiC structure~würzite! in powers of the
Jacobi parameter it is clear that our results also agree
the results of Ref. 17.

The coordination numbers of the most important S
polytypes for the first 43 coordination spheres are listed
Table I. The first column gives the square of the radius of
coordination sphere, expressed in units of the lattice cons
a. This number can be considered as an index of the coo
nation spherem, which can be fractional. The following col
umns give the number of atoms in itSm for the most impor-
tant polytypes, including the structures 2H and 3C. The last
column indicate the kind of atom~Si or C! of which this
spheres is composed.

The most widespread polytype of SiC is 6H. Like 2H, it
belongs to the space groupP63mc, but this structure has
three crystallographically nonequivalent sites—one hexa
nal and two cubic~see Fig. 1!. TheQ series for them can be
obtained from Eqs.~1! and ~2! if we set n56 in them. An
analysis of the coordination numbers given in the table
6H-SiC points up their nontrivial interrelationship with th
site ~hexagonal or cubic! at which the atom is found. In
particular, an atom at a hexagonal site has the same l
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symmetry of its first two coordination spheres as in wu¨rzite,
and the number of atoms in the far coordination spheres
incides exactly with the corresponding numbers for spha
ite ~i.e., the cubic modification!. The identity of the corre-
sponding Q series graphically illustrates the fact th
fundamentally different structures can have identicalQ se-
ries. For one of the two cubic sites, the sequence of coo
nation numbers differs not too greatly from the correspo

TABLE I. Sequences of coordination numbers for nonequivalent site
SiC polytypes.

3C 2H 4H 6H 15R

r 2 c h h c h c1 c2 h1 c1 h2 c2 c3

0 1 1 1 1 1 1 1 1 1 1 1 1 Si
3/8 4 4 4 4 4 4 4 4 4 4 4 4 C
1 12 12 12 12 12 12 12 12 12 12 12 12 S

1
1

24
– 1 – 1 – 1 – – 1 – 1 – C

1
3
8

12 9 12 9 12 9 12 12 9 12 9 12 C

2 6 6 6 6 6 6 6 6 6 6 6 6 Si

2
1

24
– 6 – 6 – 6 – – 6 – 6 – C

2
3
8

12 9 12 9 12 9 12 12 9 12 9 12 C

2
2
3

– 2 – 2 – 1 1 – 2 – 1 1 Si

3 24 18 24 18 24 21 21 24 18 24 21 21 S

3
3
8

16 9 15 9 16 9 16 16 9 15 9 15 C

3
2
3

– 12 – 12 – 6 6 – 12 – 6 6 Si

3
17
24

– 3 3 3 – 3 – – 3 3 3 3 C

4 12 6 12 6 12 9 9 12 6 12 9 9 Si

4
1

24
– 6 – 6 – 6 – – 6 – 6 – C

4
3
8

24 18 18 18 24 18 24 24 18 18 18 18 C

4
17
24

– 3 3 3 – 3 – – 3 3 3 3 C

5 24 12 24 12 24 18 18 24 12 24 18 18 S

5
1

24
– 7 – 7 – 6 – – 7 – 6 1 C

5
3
8

12 3 12 3 12 6 12 12 3 12 6 9 C

5
2
3

– 12 – 12 – 6 6 – 12 – 6 6 Si

5
17
24

– 6 6 6 – 6 – – 6 6 6 6 C

6 8 6 6 6 8 6 6 7 6 7 6 6 Si

6
1

24
– 6 – 6 – – – – 6 – – 6 C

6
1
3

– 6 6 6 – 6 6 3 6 3 6 6 Si

6
3
8

24 12 18 12 24 15 24 24 12 18 15 15 C

6
2
3

– 12 – 12 – 6 6 – 12 – 6 6 Si

7 48 24 36 24 48 30 30 42 24 42 30 30 S

7
1

24
– 1 1 1 – – – – – 1 1 1 C

7
1
3

– 6 6 6 – 6 6 3 6 3 6 6 Si

7
3
8

36 15 27 15 36 24 36 36 18 27 21 21 C

7
17
24

– 6 6 6 – 6 – – 6 6 6 6 C

8 6 – 6 – 6 3 3 6 – 6 3 3 Si

8
1

24
– 24 6 24 – 12 – – 18 6 18 12 C

8
1
3

– 12 12 12 – 12 12 6 12 6 12 12 S

8
3
8

12 9 9 9 12 12 12 12 12 9 9 9 C

8
17
24

– 3 3 3 – 3 – – 3 3 3 3 C

9 36 12 24 12 36 18 18 30 12 30 18 18 S

9
1

24
– 6 – 6 – – – – 6 – – 6 C

9
3
8

28 12 21 12 28 24 28 27 18 22 18 15 C

9
2
3

– 24 – 24 – 12 12 – 24 – 12 12 S

9
17
24

– 9 9 9 – 9 – 3 9 6 9 9 C

10 24 12 12 12 24 12 12 18 12 18 12 12 S
o-
r-

i-
-

ing sequence for sphalerite and, for the second cubic sit
differs not too greatly from the corresponding sequence
würzite. The first differences from the ideal sequences sh
up starting at the eighth coordination sphere, which cor
sponds to'267 nearest interatomic distances. Such res
are entirely unexpected at first glance.

The 4H-SiC structure has two nonequivalent sites: he
agonal and cubic~see Fig. 1!. The sequence of coordinatio
numbers for the hexagonal site differs only insignifican
from the corresponding sequence for sphalerite, and the
ferences appear starting from the tenth coordination sph
~3 nearest interatomic distances!. The analogous sequenc
for the cubic site coincides with the sequence of coordinat
numbers of wu¨rzite ~i.e., the hexagonal modification!.

The 15R-SiC structure has five nonequivalent sites: tw
hexagonal and three cubic~see Fig. 1!. The coordination
numbers for them are also listed in the table. The nontriv
interrelationship between the coordination numbers and
local symmetry of the site noted by us for the 6H and
4H-SiC structures also holds for the other two polytypes

In conclusion we note the following salient points.
general algorithm for calculating theQ series of SiC and
ZnS polytypes has been proposed. TheQ series have been
analyzed in detail for the most important SiC polytypes. T
sequences of coordination numbers so obtained for all
crystallographically nonequivalent atomic sites in the m
SiC polytypes allow us to conclude that there is a nontriv
interrelationship between these sequences and the local
metry of their immediate environment.

APPENDIX

In general, aQ series is defined as a holomorphic fun
tion of a complex variable

QL~z!5 (
rPL

qN~r !5(
m

Smqm,

whereq5eipz is the Jacobi parameter,N(r )5r 2 is the lat-
tice vector norm, andSm is the number of vectors in the
lattice L with norm equal tom. The expansion coefficient
of the Q series in powers of the parameterq give the coor-
dination numbers in the successively considered coord
tion spheres with radiusAm.

The structures of all SiC polytypes can be considered
a union of several primitive hexagonal sublatticesL0, shifted
relative to one other by the vectoru. In this case, for thekth
nonequivalent site, theQ series is defined as the sum of th
series of sublattices18

QL~z!5(
j 51

n

(
rPL0

qN~r1uj 2uk!.

All Q series can be expressed in terms of the JacobQ
functions.16,19 To avoid the alternative interpretations e
countered in the literature, we are forced to give spec
equations

f
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q3~j,z!5 (
m52`

1`

ei ~2mj1pm2z!, Im~z!.0;

q3~z!5q3~0,z!5 (
m52`

1`

qm2
;

q2~z!5ei
p
4 z q3S p

2
z,zD5 (

m52`

1`

qS m1
1
2D2

.

Developing the approach in Ref. 16, we deem it usefu
introduce the function

w~z,t!5eipzt2
q3~ptz,z!5 (

m52`

1`

q~m1t!2
.

It is easy to show that the parametert can always be selecte
from the interval 0<t<1/2. It is also clear that the standa
Jacobi functionsq2(z) andq3(z) are particular cases of th
functionw introduced above, specificallyq3(z)5w(z,0) and

q2(z)5w(z, 1
2). For the functionw it is possible to prove the

identity

(
j 51

k21

wS z,t1
j

kD5wS z

k2
,tkD ,

wherek is an arbitrary integer. The Jacobi functions are
terrelated by an entire labyrinth of useful relations,19 many of
which are special cases of the last equation. Making use o
it is possible to show that theQ series obtained by analys
of the polytype structures can be expressed in terms
combination of Jacobi functions, for which it is convenie
to introduce separate notations

a~z!5q2~z!q2~3z!1q3~z!q3~3z!,
o

-

it,

a
t

b~z!5
1

2Fq2~z!q2S z

3D1q3~z!q3S z

3D G2
1

2
a~z!.
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Effect of constant-energy surface anisotropy on the thermoelectric figure-of-merit of the
n -Bi2 „Te,Se,S…3 solid solutions
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A study is reported of the thermoelectric and galvanomagnetic properties ofn-Bi2Te32x2ySexSey

solid solutions for 0.12<x<0.36 and 0.12<y<0.21 within the 80–300 K temperature
region. The thermoelectric figure-of-meritZ has been found to correlate with the parameters of
the many-valley energy-band model including anisotropic carrier scattering. It is shown
that a decrease in the constant-energy surface anisotropy and scattering anisotropy results in a
growth of Z for optimum carrier concentrations in the solid solution. ©1999 American
Institute of Physics.@S1063-7834~99!00302-0#
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A number of problems of practical significance requ
finding ways of reaching temperatures below 150 K by th
moelectric methods. This makes development of mater
with a high figure-of-meritZ in this temperature region par
ticularly urgent. In this connection, there is considerable
terest to carry out a comprehensive analysis of the par
eters determiningZ

Z5m0~m/m0!3/2/kL , ~1!

where m is the effective density-of-states mass,m0 is the
carrier mobility with inclusion of degeneracy, andkL is the
lattice heat conductivity.

The quantities entering Eq.~1! are connected with the
constant-energy-surface parameters and carrier scatt
processes, enabling establishing the relation between
figure-of-merit, these parameters, and the scattering
cesses under variation of temperature, carrier concentra
and solid-solution composition.

The most comprehensive studies of the constant-ene
surface were performed forn-Bi2Te3, both in weak1–5 and
strong6,7 magnetic fields. Studies of Bi2Te3-basedn-type
solid solutions were performed on Bi2Te32xSex (x,0.1;
x.0.8) using the Shubnikov-de Haas effect,8 as well as by
the present authors onn-Bi22xSbxTe32ySey solid solutions
in weak magnetic fields for isotropic carrier scattering,9 and
on Bi22xInxTe3 for anisotropic scattering10. At the same time
the effect of changes in the constant-energy surface on
thermoelectric figure-of-meritZ has not been investigated u
to now.

1. GALVANOMAGNETIC EFFECTS

The n-Bi2 ~Te,Se,S!3 solid solutions have rhombohedr
symmetry with space groupR3̄m and exhibit a strong anisot
ropy in transport properties due to characteristics of the c
tal structure and the nature of their chemical bonds. T
constant-energy surface of these Bi2Te3-based solid solu-
tions is described by a many-valley band model, in which
resistivity, Hall effect, and magnetoresistance tensor com
1641063-7834/99/41(2)/6/$15.00
-
ls

-
-

ing
he
o-
n,

y-

he

s-
e

e
o-

nents (r i i , r i jk , and r i jkl , respectively! are related to the
parameters determining the shape of the constant-energ
lipsoidsu, v, w through1,3

r312

r123
5

~w1uv !~11u!

4uv
, ~2!

r11r1133

r123
2

5
11u2

4ub
21 , ~3!

r11r1122/r123
2 5

~3w1uw1uv13u2v !~11u!

16bu2

2
2v

a2~11u!
, ~4!

r11r1111/r123
2 5~w25uw13uv1u2v !~11u/16bu2! ,

~5!

wherea5r312/r123.
The u, v, w parameters are connected with the comp

nents of the inverse effective-mass tensora↔ by

u5a11/a22 , v5a33/a22 , v2w5a23/a22 . ~6!

The rotation angle of the major axes of the constant-ene
ellipsoids relative to the crystal axes is defined by

tan 2u52a23/~a222a33! . ~7!

The degeneracy parameterb can be written

b5
I 1

2

I 0I 2
,

I n5S e

mD n e2

3p2m
S 2m

p2 D 3/2
1

ua i j u1/2 E0

`

tn11«3/2
] f 0

]«
d« .

~8!

Figure 1 presents temperature dependences ofr312/r123

~curves1–9! and ofr11r1133/r123
2 ~curves10–17! measured

in weak magnetic fields on single-crystal samples of
n-type Bi2Te32xSex and Bi2Te32ySy solid solutions for
© 1999 American Institute of Physics
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x50.12, 0.3 andy50.12, 0.21. As follows from Eq.~2!, the
variation of r312/r123 with carrier concentration and tem
perature is determined only by that ofu, v, w and does not
depend on the actual scattering mechanism involved.
variation ofr312/r123 with carrier concentration indicates th
need to use the two-band energy-spectrum model,3,4 because
these ratios remain constant within a one-band model.

As seen from Eqs.~3!–~5!, the r i i r i jkl /r i jk
2 ratios are

determined not only by the quantitiesu, v, andw but by the
form of the relaxation timet as well and, therefore, th
variation of these ratios is affected by two factors, name
the influence of the second band and the carrier scatte
anisotropy. Because the~3!–~5! relations have identical tem
perature and concentration dependences, we shall consid
what follows only ther11r1133/r123

2 ratio.
It is known that the second band in the conduction ba

of Bi2Te3-based solid solutions fills at carrier concentratio

FIG. 1. Temperature dependences of the ratiosr312/r123 ~1–9! and
r11r1133/r123

2 ~10–17! for the Bi2Te32xSex and Bi2Te32ySy solid solutions.
n (1019 cm23): (x50.12) 1, 10 — 0.25; 2, 11 — 0.9; 3, 12 — 3; (x
50.3) 4, 13 — 0.35; 5, 14 — 1.5; (y50.12) 6 — 0.7; 7, 15 — 1.8; (y
50.21) 8, 16 — 0.5; 9, 17 — 2.6.
e

,
ng

r in

d
s

n'331018 cm23.3–5 Therefore the small increase in th
r11r1133/r123

2 ratios at lown ~curve10 in Fig. 1!, where the
existence of the additional band is still not felt, can be as
ciated with anisotropic carrier scattering in the main ba
Ther11r1133/r123

2 ratios increase with increasing carrier co
centration, which can be accounted for by the presence o
second additional band, as well as because of anisotrop
carrier scattering~curves11, 14, 16 in Fig. 1!. The difference
in the contributions due to these effects with further incre
of carrier concentration may affect the shape of the temp
ture dependence of ther11r1133/r123

2 ratio ~curves12, 15, 17
in Fig. 1!.

2. EFFECTIVE MASS AND MOBILITY IN THE ISOTROPIC-
SCATTERING MODEL

When analyzing the material parameters determining
thermoelectric figure-of-merit, one usually does not take i
account the specific features of the complex band struc
and of the scattering mechanisms. In such a model, the
rier scattering is isotropic and described by a scalar re
ation time depending only on energy by a power law relat

t5t0Er , ~9!

wheret0 is an energy-independent factor, andr is a scatter-
ing parameter; for the acoustic scattering mechanism tha
dominant in the materials of interest herer 520.5. The
constant-energy surface in this case is spherical, and it
responds to an average effective density-of-states m
m/m0. The specific features in the band structure and s
tering mechanisms can be included in calculations of
effective mass, (m/m0), concentration~n!, and mobility
(m0) through an effective scattering parameterr eff .

11 The
quantitiesm0 and m/m0 were derived from experimenta
data on electrical conductivitys and Seebeck coefficienta
for r eff using the relations12 for the carrier concentration an
mobility valid for a semiconductor in the extrinsic condu
tion region.

The carrier concentration needed for calculation ofm0

andm/m0 in anisotropic materials was determined from

n5A ~r eff ,h! B/r i jke , ~10!

whereh is the reduced Fermi level,A (r eff ,h) is the Hall
factor, andB is the anisotropy parameter:

B5@~r11r1133/r123
2 11!b~r eff ,h!#21 . ~11!

The Fermi levelh was calculated from the Seebeck c
efficient a derived in accordance with Ref. 13 for differen
values of r eff . Figure 2 presents the concentration depe
dence of the Seebeck coefficienta obtained for the solid
solutions under study at 300 and 77 K. For Bi2Te32x2ySexSy

measured fory50 and at 300 K,a follows the same depen
dence on carrier concentration withx varying from 0.12 to
0.36 ~points1–4!. For x50,y50.12 and 0.21 thea5 f (n)
dependence becomes smoother~points5 and6!. At 77 K, the
a5 f (n) dependence similarly is weaker fory50.12, 0.21
~points11, 12! and, in addition, forx50.12 ~points7!.

Figures 3 and 4 plot characteristic temperature dep
dences ofm0 and m/m0 for Bi2Te32xSex and Bi2Te32ySy .
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The carrier concentrationn was varied by introducing Te in
excess of the stoichiometric composition. The mobilitym0

and the slopesusu5dlnm0 /dlnT decreased with increasingn
andx in the solid solution because of the increasing num
of scattering centers. In the low-temperature region (8
,T,150 K! and for low carrier concentrationsn5(0.25
20.35)31019 cm23, usu decreases from 1.7 to 1.3 withx
increasing from 0.12 to 0.36. Fory50.12 and 0.21,usu de-
creases from 1.6 to 0.8, respectively. The decrease of
slope in Bi2Te32ySy compared to Bi2Te32xSex is due to the
S atoms producing substantially larger distortions than
when substituting for Te in the Bi2Te3 lattice.

As follows from the temperature dependence of the
fective massm/m0 ~curves1–10 in Fig. 4!, m/m0 increases

FIG. 2. Dependence of the Seebeck coefficienta on carrier concentration in
the Bi2Te32xSex and Bi2Te32ySy solid solutions measured at 300 K~1–6!
and 77 K~7–12!. x: 1, 7 — 0.12;2, 8 — 0.21;3, 9 — 0.3; 4, 10 — 0.36;
y: 5, 11 — 0.12;6, 12 — 0.21.

FIG. 3. Temperature dependence of mobilitym0 in the Bi2Te32xSex and
Bi2Te32ySy solid solutions.n (1019 cm23): (x50.12) 1 — 0.25; (x50.3)
2 — 0.35; 3 — 0.65; (x50.36) 4 — 0.35; 5 — 0.9; (y50.12) 6 — 0.4;
(y50.21) 7 — 1.8.
r
K

he

e

f-

with n in samples with the same content of the second co
ponent, which can be assigned to the influence of the sec
additional band characterized by a larger effective mass t
that in the main band~curves1, 2 and5, 6 in Fig. 4!. As x
andy increase,m/m0 increases in samples with close carri
concentrations~curves1, 4; 5, 2; 3, 8; and9!. Such changes
in m/m0 with solid-solution composition are in agreeme
with the gap widthEg , becauseEg increases with increasing
x andy in the solid solution14.

It should be pointed out that in the low-temperature d
main m/m0 decreases with decreasing temperature
x50.3 and 0.36. This dependence ofm/m0 on T for a carrier
concentrationn50.3531019 cm23 results in an increase o
the thermoelectric figure-of-meritZ ~curves12 and14 in Fig.
4!, particularly at low temperatures. This carrier concent
tion is optimum for the low-temperature region and is clo
to the concentration at which the second band in the cond
tion band of Bi2Te3-based solid solutions starts filling. Th
largest increase ofZ was observed in the Bi2Te32xSex solid
solution with x50.3 ~curve 12 in Fig. 4! for low tempera-
tures. Atx50.3, the decrease in mobility~curve2 in Fig. 3!
is compensated compared to thex50.12 case~curve 1 in

FIG. 4. Temperature dependences of the DOS effective massesm/m0 ~1–
10! and thermoelectric figure-of-meritZ ~11–17! in the Bi2Te32xSex and
Bi2Te32ySy solid solutions.n (1019 cm23): (x50.12) 1, 11 — 0.25; 2 —
0.8; (x50.21) 3 — 0.8; (x50.3) 4, 12 — 0.35;13 — 0.65; (x50.36) 5, 14
— 0.35;6, 15 — 0.9; (y50.12) 7 — 0.4; 8, 16 — 0.7; (y50.21) 9 — 0.7;
10, 17 — 1.8.
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Fig. 3! not only becausem/m0 increases withx but also
because of the additional growth ofm/m0 with decreasing
temperature which results from the increasing impuri
scattering contribution. Atx50.36 one also observes a hig
figure-of-merit at lowT ~curve14 in Fig. 4!. But the decrease
in mobility was not completely compensated by the incre
in effective mass~curve 4 in Fig. 3!. The decrease in the
lattice heat conductivity kL observed to occur in
Bi2Te32xSex with increasing concentration of Se atoms15 is
likewise not large enough to increaseZ. For higher carrier
concentrations atx50.36 ~curve 6 in Fig. 4! and y50.21
~curves9 and10 in Fig. 4!, wherem/m0 also grows at low
temperatures, the corresponding values of the figure-of-m
Z likewise decreased because of the decrease in mob
~curves14 and16 in Fig. 4!.

3. ANISOTROPIC SCATTERING

The anisotropy in the transport properties
Bi2Te3-based solid solutions, which is caused by that in
elastic vibrations of the crystal, requires taking into acco
the anisotropy in carrier scattering. Therefore the most
propriate model for the constant-energy surface is a ma
valley band approach, where the scattering is described
tensort↔ @with t0 in Eq. ~9! being replaced byt0i j ]. The
corresponding changes in the expressions for the galv
magnetic coefficients obtained without taking into acco
the scattering anisotropy reduce to substituting matrix pr
ucts (at) i j for the inverse effective-mass tensor compone
a i j .16,17

We use here the orientation of the Cartesian system r
tive to the crystal axes3,4,6,18 in which the Z or ~3! axis is
along the three-fold axisC, theX~1! axes are along the two
fold axes~binary directionŝ21̄1̄0&!, and theY~2! axes lie in
the mirror planes~bisector directionŝ101̄0&!.

Taking into account the Onsager principle, the expr
sions relating the components of tensora↔ for the aniso-
tropic and isotropic relaxation times can be written4

a118 5g1 , a228 5c2g21s2g3 , ~12!

a338 5s2g21c2g3 , ~13!

a238 5sc~g22g3!1~c22s2!g4 , ~14!

where

g15a1t11, g25a2t22, g35a3t33, g45a2t23,

c5cosu, s5sinu. ~15!

In view of Eq. ~6!, we obtain from Eqs.~12!–~14!

g2 /g15~c21s2v !/u12sc~v2w!1/2u , ~16!

g3 /g15~s21c2v22sc~v2w!1/2!/u , ~17!

g4 /g15@2sc~12v !1~c22s2!~v2w!1/2#/u . ~18!

As seen from Fig. 5, theg i /g j ratios calculated using
Eqs.~15!–~18! depend on carrier concentration. It should
noted that theg2 /g1 ratio increases more than tenfold as o
crosses over from a sample with a low carrier concentra
-

e

rit
ity

e
t
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y-
a

o-
t
-
s

a-

-

n

(n50.2531019 cm23), at which the second band in the co
duction band of the Bi2Te32xSex solid solutions has not ye
started filling ~curve 1 in Fig. 5!, to samples with higher
carrier concentrations (n.0.3531019 cm23). This is fol-
lowed by a growth ofg2 /g1 with increasing carrier concen
tration. At the highest carrier concentrations, similarly to t
r11r1133/r123

2 ratio ~curves12 and 17 in Fig. 1!, the g i /g j

ratios were observed to decrease compared to their value
lower carrier concentrations for Bi2Te32xSex and
Bi2Te32ySy ~curves2, 3 and 7, 8 in Fig. 5, respectively!.
This behavior ofg i /g j5 f (n) can be explained by a narrow
ing of the gap between the bands in the solid-solution c
duction band with increasing carrier concentration18 until
they finally overlap, which manifests itself in a change of t
g2 /g1 vs ndependence. Theg i /g ratios for Bi2Te32ySy are
larger than those for Bi2Te32xSex for comparable carrier
concentrations and Se and S contents in the solid solu
~curves4 and7 in Fig. 5!.

Because theg i /g j ratios depend both ona i /a j and
t i j /t i i , the concentration dependence ofg i /g j can be asso-
ciated not only with the constant-energy surface of the so
solutions under study becoming more anisotropic~curves4,

FIG. 5. Temperature dependences of the matrix-product ratiosg i /g j in the
Bi2Te32xSex and Bi2Te32ySy solid solutions.n (1019 cm23): g2 /g1 (x
50.12): 1 — 0.25; 2 — 1.5; 3 — 3; (x50.3) 4 — 0.35; 5 — 1; (y
50.12) 6 — 1.8; (y50.21) 7 — 0.4;8 — 2.6.g3 /g1 (x50.12):9 — 0.25;
10 — 1.5; (x50.3) 11 — 0.35; 12 — 1; (y50.12) 13 — 1.8; (y50.21)
14 — 0.4; 15 — 2.6. g4 /g1 (x50.12) 16 — 0.25; (x50.3) 17 — 0.35;
(y50.21) 18 — 0.4.
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5 and6, 7 in Fig. 5! but also with a change in the scatterin
anisotropy. The values of theg i /g j ratios were used to cal
culate the ratios of the inverse effective-mass and relaxat
time tensor components (a i /a j and t i j /t i i , respectively!.
Using galvanomagnetic coefficients, measured only in
weak magnetic field, to determine thet i j /t i i ratios is justi-
fied if one assumes that the room-temperature carrier sca
ing is close to isotropic, which is conceivable because of
anisotropy in phonon scattering being compensated by
of the phonon energy spectrum.2,16,17 At low temperatures
the impurity scattering contribution increases, and the ani
ropy in phonon scattering is no longer compensated, mak
it necessary to include anisotropic scattering. Thea↔ tensor
component ratios were calculated under the assumptio
a i /a j being temperature independent.

The temperature dependences oft i j /t i i ~Fig. 6! show
for low concentrations and temperatures that thet22/t11 and
t33/t11 ratios for Bi2Te32xSex ~curves1, 9 and4, 11 in Fig.
6! have close values, which suggests that scattering in
mirror plane is isotropic. Forx50.3, the scattering is nearl
isotropic in both two-fold and bisector directions~curve4 in

FIG. 6. Temperature dependences of the relaxation-time tensor comp
ratios t i j /t i i in the Bi2Te32xSex and Bi2Te32ySy solid solutions.n (1019

cm23): (t22 /t11) (x50.12) 1 — 0.25;2 — 0.6;3 — 1; (x50.3) 4 — 0.35;
5 — 1; (y50.12) 6 — 0.7; (y50.21) 7 — 0.4. (t33 /t11) (x50.12) 8 —
0.25;9 — 0.6;10 — 1; (x50.3) 11 — 0.35;12 — 1.5; (y50.12)13 — 0.7;
(y50.21) 14 — 2.6. (t23 /t11) (x50.12) 15 — 1.5; (x50.3) 16 — 1.5;
(y50.12) 17 — 0.7.
n-
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Fig. 4!. In Bi2Te32xSex (x50.12) and Bi2Te32ySy (y
50.21), the anisotropy int22/t11 at low carrier concentra-
tions is larger; note that forx50.12 ~curve1 in Fig. 6! the
relaxation time increases in the bisector directions, and
y50.21 ~curve7 in Fig. 6!, in the binary directions becaus
the scattering from Se and S atoms follows different patte
as this was pointed out when discussing the variation of
slopes of the temperature dependences of mobility. T
higher anisotropy in the scattering mechanism and
constant-energy surface may account also for the low figu
of-merit of the Bi2Te32ySy solid solution~curve7 in Fig. 4!.

The t i j /t i i ratios decrease with increasing carrier co
centration, and the relaxation time in the binary directio
increases~curves1–3 and4, and5, 7 and6 in Fig. 6!. As the
Se and S contents in the solid solution increase, the an
ropy in t also increases along the binary directions~curves1,
4 and 9, 12 in Fig. 6!. The t23/t11 ratios responsible for
impurity scattering4 are larger atx50.3 ~curve17 in Fig. 5!
than those forx5y50.12 ~curves16 and18 in Fig. 5!. The
t i j /t i i ratio decreases with increasing carrier concentrati
which implies an increase of the relaxation time also alo
the binary directions.

The a i /a j ratios derived from the data ong i /g j ~see
Table I! depend on carrier concentration in such a way t
the anisotropy in the constant-energy surface increases
carrier concentration and the content of Se and S atom
the solid solution. The values thus obtained are in agreem
with the available data4 on a i /a j in n-Bi2Te3.

Thus our study of the thermoelectric and galvanom
netic effects in Bi2Te32x2ySexSy solid solutions made within
the many-valley model showed the increase of the figure
merit at low temperatures to be the largest in Bi2Te32xSex

(x50.3), whose constant-energy surface and carrier sca
ing mechanisms are only weakly anisotropic. The optim
carrier concentrationn>0.3531019 cm23 corresponding to
the weakest anisotropy is close to complete filling of t
second band in the conduction band of the Bi2Te32xSex (x
50.3) solid solution.

ent

TABLE I. Ratios of the inverse effective-mass tensor componentsa i /a j for
the Bi2Te32xSex and Bi2Te32ySy solid solutions at 77 K.

Bi2Te32x2ySexSy

x y n, 1019 cm23 a2 /a1 a3 /a1

0.12 0 0.25 0.12 0.16
0.6 30.6 0.18
1 35.5 0.32
1.5 20.3 0.29
3 5.6 0.06

0.3 0 0.35 8 0.18
1 7 0.2
1.5 6.3 0.15

0 0.12 0.7 15.5 0.38
1.8 8.3 0.34

0 0.21 0.4 21.9 0.15
2.6 8.5 0.04
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Excitons in monoclinic zinc diphosphide. Longitudinal exciton and the mixed mode
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Exciton absorption spectra in high-qualityb2ZnP2 single crystals have been investigated at
T51.7 K for various directions of the wave vector and various polarization states of the radiation.
It has been unambiguously established that the additional high-energyA series, which in
some works has been called aD series and ascribed to ZnP2 crystals, of so-called ‘‘rhombic’’
symmetry,1,8,10,11is an intrinsic exciton of theb2ZnP2 series. A mixed mode has been
detected for the first time, and the energy of the longitudinal exciton has been determined. The
selection rules for the exciton transitions have been analyzed by a group-theoretical
approach, and the symmetry of thenS states of the single exciton has been established on the
basis of the experimental data —G2

2(z). © 1999 American Institute of Physics.
@S1063-7834~99!00402-5#
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Monoclinic zinc diphosphideb2ZnP2, with the space
groupP21 /c (C2h

5 ), a direct-bandgap, optically biaxial sem
conductor, in which dipole-forbidden electronic transitio
as well as electric dipole transitions (E1) are realized,1–4 is a
beautiful model material for studying Wannier–Mott exc
tons and associated effects of spatial dispersion in l
symmetry crystals. In addition, the exciton states in mo
clinic crystals should be influenced both by the anisotropy
the crystal field and by the dependence of the directions
the principal axes of the exciton polarizability and effecti
mass tensors on the direction of the wave vectors. But u
the present, exciton states inb2ZnP2 have been examine
insufficiently. This is due, first of all, to the incompletene
of the experimental data that has been obtained on h
quality single crystals for various directions of the wave ve
tor of the exciton, the lack of quantitative calculations of t
band structure, and also the absence of theoretical studi
exciton states in crystals whose symmetry is lower th
rhombic.5

For normal incidence of radiation on one of the princip
crystal-forming facesbc or the~100! plane ofb2ZnP2 crys-
tals ~and the overwhelming majority of studies have be
performed in this geometry! the two well-known hydrogen-
like exciton series are observed. The electric-dipolenSseries
of the singlet exciton, called theC series, is manifested in th
exciton reflection spectra for the radiation polarized para
to the crystallographicc axis (Eic) and has a pronounce
polariton character of its dispersion contours.1–4 Because of
the large oscillator strength of the exciton transition,1–3 it has
been possible to observe this series in the absorption sp
only in specially prepared thin samples.4 For Eib the relative
weak B series is observed in the absorption spectra. T
authors of Ref. 1 identify then51 line, the so-calledB line,
with the 1S state of the ortho-exciton, and the authors
Refs. 6 and 7 identify the entireB series with high-energy
components of the doublet lines forn>3 with transitions to
the nS ortho-states. The authors of Ref. 4 consider the li
1701063-7834/99/41(2)/9/$15.00
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with n>2 to be due to transitions to thenP states of the
exciton.

Sometimes an additional higher-energy series of abs
tion bands is observed simultaneously with theB series,
whose nature has also not been determined.4,8–10The authors
of Ref. 9 consider it to be the intrinsic exciton series that
observed for the polarizationEia while the authors of Refs
8, 10, and 11 treat it as an excitonD series belonging to ZnP2
crystals with rhombic symmetry.

Thus, a study of exciton spectra for various directions
the wave vector and various polarization states in hi
quality orientedb2ZnP2 single crystals is of urgent impor
tance, and the present paper1! represents an attempt to fill thi
gap.

1. CRYSTAL GROWTH, AND EXPERIMENT

Quantities ofb2ZnP2 were synthesized from the ingre
dients phosphorus and zinc of 99.999% purity in quartz a
poules evacuated top5231025 mm Hg in twelve-zone tu-
bular furnaces. Such furnaces make it easy to select
stably maintain the optimal temperature gradient along
ampoule axis. For total mass of the starting mixture equa
15 g ~with the mass of phosphorus 2 at. % larger than
stoichiometric amount! complete synthesis took roughl
100 h at temperatures in the zinc zone'1000 °C and in the
phosphorus zone'480 °C. After double cleaning by resub
limation in vacuum, the product was loaded into ampoules
526 g amounts to commence the growth phase. In ampo
of length'160 mm and inner diameter'18 mm, at a tem-
perature in the zone with the charge>960 °C and in the
growth zone>940 °C, complete mass transfer took pla
after 1002150 h, where the transfer rate was determin
mainly by the amount of surface of the charge. The crys
had well-developed, specular faces, as a rule of the ty
~100! and ~110!, and also (1̄01) and ~102!, with distance
between the~100! and (1̄00) faces from 1 to 6 mm. The
crystals were easily cleaved along the~110! planes. X-ray
© 1999 American Institute of Physics
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studies of the crystals using the method of powder diffract
in a DRON-3 diffractometer with filtered copper radiation12

revealed 100% phase composition
b2ZnP2 with lattice periods a50.88752(24) nm,
b50.72864(15) nm, andc50.75590(13) nm and mono
clinic angleb5102.407(20)°. Our data are in good agre
ment with the b2ZnP2 lattice parameters obtained o
single-crystal wafers in Ref. 13. Laue diffraction pattern
taken with the primary beam collinear with theb (Y) and
c (Z) axes and the crystallophysicalX axis (b3c) and show-
ing sharp reflections, revealed the presence of symmetry
ements belonging to the groupP21 /c. The twinning at the
microlevel in the~100! plane noted in Refs. 1, 10, and 1
was not observed. Using the thermal probe method it w
determined that the as-grown single crystals havep-type
conductivity.

In the present work we investigated the low-temperat
exciton absorption spectra ofb2ZnP2 for various propaga-
tion directions of the incident radiation in the cryst
s5q/uqu ~whereq is the wave vector of the electromagne
wave andk is the wave vector of the exciton! and polariza-
tionsE relative to the crystal and crystal axes. We use the
of crystal axes customary for the monoclinic system. In t
set14 the monoclinicC2 axis is parallel to the crystallophys
cal b axis, which is aligned with theY axis of the crystallo-
physical coordinate system, thec axis is aligned with theZ
axis, and thea axis makes an angleb5102.3° ~Refs. 12 and
13! with the c axis in the mirror planem (XZ).

The absorption spectra were measured by transmis
on an improved and automated DFS-12 spectrometer.15 In
the reported measurements, which had a spectral resolu
of 0.05 meV, the spectrometer error in determining the p
ton energies corresponding to wavelengths in vacuum, an
the conversion factor 1239.852 eV•nm, did not exceed
431025 eV. The cryosystem allows one to achieve fix
temperatures from 1.7 K on up with deviation from the p
scribed value not greater than 0.1 K.

2. SYMMETRY OF THE EXCITON STATES, AND SELECTION
RULES

According to Ref. 16, the absolute extrema2! of the
bands inb2ZnP2 can be located at the pointsG, A, R andD
of the Brillouin zone~BZ!. SinceE1 transitions toS-type
exciton states occur inb2ZnP2,1–4 but the group of the
crystal class contains an inversion, the wave functions of
bottom of the conduction band~CB! and the top of the va-
lence band~VB! have opposite parity if the correspondin
group of the wave vector also contains an inversion. T
valence band inb2ZnP2, is formed by the 3p states of
phosphorus,17 whereas the conduction band is most proba
formed by the 4s states of zinc. In Ref. 18 the parity of th
conduction-band wave functions was assumeda priori to be
negative. It is significant that the triply orbital-degenera
valence band formed by the 3p states of phosphorus in
monoclinicb2ZnP2 crystal is completely split by the aniso
tropic crystal field with symmetry 2/m (C2h), while the mag-
netic moments associated with the orbital motion are to fi
order equal to zero~the so-called ‘‘freezing’’ of orbital an-
n
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gular momenta by the crystal field19! and the relativistic in-
teraction is expected to be weak.3! Data on the transmission
spectra of thin crystals4 indicate, in all probability, that the
largest value of the crystal splitting of the valence band
b2ZnP2 is around 0.15 eV. In Refs. 6 and 7 on the basis
magneto-optical measurements of theB series it was also
concluded that the crystal splitting of the valence band
b2ZnP2 significantly exceeds the spin–orbit splitting.

Since the monoclinicC2 axis is aligned with theY axis,
for a correct group-theoretical analysis of the selection ru
it is necessary correspondingly to align the symmetry e
ments in the point group of the crystal class 2/m, specifically,
theC2 axis should be aligned with theY axis, not with theZ
axis as is customary in group theory. In this case, thez andy
coordinates change places in the basis functions of the
ducible representations. In the basis functions of the irred
ible spinor representations the projections of the total ang
momentumJ onto the quantization axis, which is now theY
axis, changes sign since in the new representation the m
sy852sz becomes the diagonal Pauli matrix. In the doub
group 2/m the one-dimensional spinor representationsG3

1

and G4
1 , and alsoG3

2 and G4
2 , belong to the case ‘‘b’’

according to their symmetry to time inversion;20 therefore
they are combined and in what follows denoted asG34

1 and
G34

2 .
Assuming that the extrema of the bands are found in

center of the BZ, i.e., atk50, four one-dimensional term
arise for thenS states of the exciton for the fully symmetri
envelope wave function:Ge3Gv3Genv5G34

1 3G34
2 3G1

1

52G1
212G2

2 . The group symmetry of the wave function i
the G and A points of the BZ does not allow degenera
states with integer spin except for the pointsR andD, where
a double degeneracy exists, associated with the sp
symmetry.21,22 The analytical part of the short-range e
change interaction leads to singlet and triplet excitons,
para- and ortho-excitons. The non-analytical part of the
change interaction with its long-range character taken i
account can lead to removal of degeneracy of the ortho-s
and to a dependence of the energy on the wave vector.22

E1 transitions to singletnS states of symmetryG1
2 are

allowed in the polarizationEibiY, and to states with sym
metryG2

2 in the polarizationEib,ciX or EiciZ according to
the orientation of the dipole momentPm(s) for the given
exciton band. Our data23, which were presented in detail be
low, unambiguously indicate thatPm(s) is aligned with thec
(Z) axis for the lowest exciton band inb2ZnP2. Conse-
quently, the singletnS states have symmetryG2

2 with basis
functions transforming inz. The three remaining symmetr
states 2G1

21G2
2 must belong to the ortho-exciton, and in th

case the basis functions of theG2
2 state most likely transform

in x. Optical transitions to the ortho-states for systems w
spherical symmetry are intercombinationally forbidden. T
prohibition can be relaxed by the spin–orbit interacti
and—this is especially important—in systems with a nonc
tral field, such as, probably, excitons in crystals with lo
symmetry. Transitions to ortho-states with symme
2G1

2(y)1G2
2(x) are forbidden in the electric quadrupo

and magnetic dipole approximations by parity (PP8521).



172 Phys. Solid State 41 (2), February 1999 Gorban’ et al.
FIG. 1. Absorption spectra of
b2ZnP2 crystals grown under dif-
ferent conditions.s'(100), Eib and
T51.7 K. Sample thicknessd, mm:
a — 0.1206,b — 0.0988,c — 0.453,
d — 0.205.
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For siPm(z) the long-range nature and the non-analyti
part of the exchange interaction5,24 lead to the appearance o
a longitudinal exciton, also with symmetryG2

2(z).
Let us consider other possible excited states of an e

ton. For nP states 12 terms arise:G34
1 3G34

2 3(G1
212G2

2)
56G1

116G2
1 . But for excitons with ‘‘p-like’’ envelope

wave functions the exchange interaction at zero can be
glected; therefore only three states are of interest:G2

2

3(G1
212G2

2)52G1
21G2

1 . These states do not have
simple analog, as is the case for crystals with axial symm
try, i.e., p0 and p6 , but are completely split by the aniso
tropic crystal field into states of the typePa2G1

1(xz), Pb

2G2
1(yz) andPc2G1

1(zz), where the coordinates indicate
in parentheses are the coordinates in which the wave fu
tions of the irreducible representations transform. Transiti
to thenP states are split in the quadrupole approximation
scalar and magnetic-dipole (M1) and electric quadrupole
(E2) transitions. However, the transition probabilities he
may be expected to be several orders of magnitude sm
than forE1 transitions tonP states.25,26Optical transitions to
nP exciton states ofb2ZnP2 have recently been observe
for two-photon absorption.18
l
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For nD exciton states 20 terms arise

G34
1 3G34

2 3~3G1
112G2

1!510G1
2110G2

2 ,

of which only five turn out to be of interest:G2
23(3G1

1

12G2
1)52G1

213G2
2 , transitions to which are symmetri

cally allowed in the dipole approximation.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 displays absorption spectra of fourb2ZnP2

samples grown under different conditions fors'(100) and
Eib. It is clear from Fig. 1~a! that in one of the samples
besides theB series not less than two groups from the set
narrow lines with half-widthH50.1020.16 meV are ob-
served in the low-energy region, which are due to excito
impurity ~EI! complexes.2,27 In the spectrum of the othe
sample@Fig. 1~b!# there are noticeably fewer EI lines, but i
the spectrum of the sample shown in Fig. 1~c! there is only
one very intense high-energy EI line at the photon ene
1.54732 eV. In the spectrum of the sample shown in Fig. 1~d!
the 1.54732 eV line is absent even for a sample thickn
d50.78 mm, whereas two very weak (a<1 cm21) and very
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high-energy lines are observed at 1.55065 eV a
1.55495 eV, obviously of a different EI nature. The inten
and rich narrow-line spectrum with its strongest line
1.54732 eV is observed in crystals grown with enhanc
rates of mass transport and is probably due to structural
fects, probably phosphorus vacancies or antistructural
fects. The presence of EI lines due to phosphorus vacan
was also indicated in Refs. 8 and 28.

It is significant that in high-quality samples on whic
further studies were performed, a weak (a<122 cm21) EI
line showed up at 1.54732 eV for sample thickness in
^100& directiond5122 mm or did not show up at all.

Figure 2~a! shows absorption spectra in two polariz
tions. ForEic in one of the high-quality samples of thickne
d50.076 mm, in which no narrow-line EI spectrum is o
served forEib, even for a thickness one order of magnitu
layer, 0.78 mm, continuous absorption due to theC series
starts up beyond theB line ~1.55775 eV!. On the long-
wavelength wing of the powerfulCn51 line several narrow
lines of the EI complexes are observed. Figure 2~b! shows
the absorption spectrum of anotherb2ZnP2 sample, of
thicknessd50.098 mm, having a relatively developed E
spectrum forEib @Fig. 1~b!#. In the allowed polarization

FIG. 2. Absorption spectra of twob2ZnP2 samples fors'(100) for Eib
~1! and Eic ~2!. T51.7 K. a — sampled ~Fig. 1! for d50.076 mm,b —
sampleb ~Fig. 1! d50.0988 mm. Because of the large thickness of t
samples the absorption coefficients for horizontal segments forEic do not
correspond to physical reality and are shown for comparison with the s
tra in the exciton-impurity~EI! region..
d
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e

~curve2!, the closely spaced EI lines overlap because of
giant oscillator strength29 and continuous absorption arise
already at'1.545 eV, which is significantly lower in energ
than theB line. In some crystals an EI-absorption line
observed at 1.5506 eV. The strong absorption at this line
low-quality crystals leads to another resonance in the refl
tion spectra, which the authors of Refs. 1, 8, 19, and
ascribe to the intrinsic exciton seriesA, ‘‘belonging’’ only to
the monoclinic modification of black ZnP2.

It should be noted that, with decrease of the uncontrol
impurities and/or structural defects, the lines of theB series
with n5225 become more intense while the doublet lin
with n>3 become sharper and a line withn56 appears.
With decrease of the intensity of the lines of the EI spectr
the total absorption coefficient of theB line decreases. Thu
the shape of theB line with asymmetric high-energy wing in
the impurity-laden samples becomes symmetric in the hi
quality samples, and its half-width narrows fro
H50.27 meV in an impurity-laden crystal@Fig. 1~a!# to
H50.18 meV in the high-quality crystal@Fig. 1~d!#. Conse-
quently, the asymmetric high-energy wing of theB line ob-
served by many authors in low-quality crystals is not due
intraband scattering of excitons by phonons as is suppose
Ref. 6, but is more likely caused by scattering of excit
polaritons by charged defects.31 The properties of theB line
will be considered in more detail in a subsequent work. H
we only note that in the hydrogenlike approximation for t
B series the following exciton Rydberg energies and se
convergence energies obtain:Ry545.87 meV and
E`51.60279 meV. In order to reduce to a minimum the d
tortion of the hydrogenlike trend caused by ‘‘corrections f
the central cell’’ and by the anisotropic part of th
Hamiltonian,6,18 we used photon energies for the lines wi
n53 andn54 in the calculations.

As was already noted in some works,4,8–11,32 another,
higher-energy series of bands with dominant line arou
1.575 eV has sometimes been observed in the absorp
spectra ofb2ZnP2 together with theB series. The authors o
Refs. 8 and 10 call it an excitonD series and ascribe it to
crystals with so-called ‘‘type-II rhombic symmetry,’’ and th
authors of Refs. 4 and 32 do not exclude the possibility of
impurity origin. The authors of Refs. 9 and 28 believe th
series to be the exciton series that is observed inb2ZnP2 for
Eia.

In someb2ZnP2 samples we also observed the ind
cated series. X-ray diffraction identification of the most d
veloped face in such samples showed that it has Miller in
ces~110!, i.e., in the given case we recorded the spectrum
s'(110) andE'c. To confirm this result, we performed
direct experimental check: from a single crystal with we
developed faces andd52.5 mm in the^100& direction, in
whose absorption spectrum fors'(100) andEib, i.e., in the
traditional geometry only theB series is observed, we
cleaved off a wafer parallel to the~110! plane. Figure 3
shows its spectrum, in which, in addition to theB series, a
more intense high-energy series is observed. Then51 line
of this series is located at 1.57531 eV and has a half-wi
H50.43 meV at a sample thickness of 0.062 mm. It is s
nificant that the given line series decreases in intensity w

c-
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FIG. 3. Absorption spectrum of ab2ZnP2 crystal fors'(110),E'c, andT51.7 K. d50.30 mm.1 — ordinate axis scaled in cm21, 2 — in cm21/2. Arrows
pointing up indicate the band-gap energyEg and salient points in the continuous spectrum.
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the sample plane is rotated about thec axis, upon which the
refracted beam approaches the normal to the~100! plane and,
conversely, increases if the refracted beam approaches
normal to the~010! plane. In the geometry withs'(010) and
Eib,ciX theA spectrum4! in its overall form is almost indis-
tinguishable from the spectrum fors'(110) andE'c, but is
more intense and its series of lines is insignificantly shif
toward higher energies. The half-width of theAn51 line
H50.64 meV is greater, as is its short-wavelength asym
try.

Table I gives the energies of the lines of theA spectrum
for s'(110) andE'c and their values calculated in the h
drogenlike approximation. TheA series follows the hydro-
genlike trend with noticeable deviation for then51 line, and
insignificant deviation for then52 line. The deviation of the
n51,2 lines can be explained by the corrections for the c
tral cell, i.e., deviation of the potential from a Coulomb p
tential for an electron in the field of a hole. It is interesting
note that the positive value of the correction4 either indicates
the existence of a repulsive part of the non-Coulomb pot
tial for the exciton ground state or is mainly due to anoth

TABLE I. Energies of the lines of theA spectrum in the geometrys'(110)
andE'c, their values calculated in the hydrogenlike approximation, and
corresponding discrepancies.

Eexp EH DE5Eexp2EH

n ~eV! ~eV! ~eV!

1 1.57531 1.56705 0.00826
2 1.59409 1.59359 0.00050
3 1.59850 1.59850 0
4 1.60022 1.60022 0
5 1.60107 1.60102 0.00005
the
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e-
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interaction, e.g., an exchange interaction. The Rydberg
ergyRy535.38 meV of theA series fors'(110) differs con-
siderably from the Rydberg energy for theB series, but the
convergence energy of theA seriesE`51.60243 eV is very
close to its value for theB series. This leads us to the thoug
that theA series probably arises from the same pair of ba
as theB series. The properties of theA series will be consid-
ered in detail in a subsequent work.

As was noted in Ref. 9, theA series forEia has been
successfully observed either on cleaved wafers or, m
rarely, on naturally grown wafers containing thea and c
axes. Now it is obvious that the authors of Ref. 9 observ
the A spectrum in the geometrys'(110) andE'c, and not
Eia, sinceb2ZnP2 crystals do not have~010! faces, rather
they cleave along~110! planes.

In the absorption spectrum fors'(110) andE'c, in
addition to the discreteA and B series in the region of the
continuum of the band-to-band transitions, a distinct sali
point at \v51.6064 eV and a more intense step
1.6170 eV are observed~Fig. 3!. These features are observe
46.15 meV and 56.75 meV above the energy of theCn51

transverse exciton~see below!. The indicated energies coin
cide with the energies of theLO phonons\V546.12 meV
and \V556.79 meV found in Ref. 10, and an
\V556.54 meV, found in Ref. 33. Consequently, the o
served features can be tentatively associated with indi
transitions to then51 band of the singlet exciton with emis
sion of LO phonons.

Thus, the experimental results obtained on high-qua
b2ZnP2 crystals are at variance with the classification
exciton spectra observed in Refs. 1, 8, and 10 as belongin
monoclinic and various types of so-called ‘‘rhombic’’ crys
tals of black ZnP2. All the spectra belong to the monoclini

e
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FIG. 4. Absorption spectrum of a
b2ZnP2 crystal for s'(001) for two po-
larizations:1 — Eib, 2 — Eia ~shifted
upward by 50 cm21). Curve 3 is the
b2ZnP2 reflection spectrum fors'(100)
andEic. The arrows indicate the energie
of the transverse exciton and longitudina
exciton for the given geometry.T51.7 K,
d50.386 mm.
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modification ofb2ZnP2. The presence of a large quantity
uncontrolled impurities and/or structural defects not only
ters the lattice constants, but also distorts the exciton s
trum in a substantial way because of scattering~capture! of
excitons by defects and also because of a shift and broa
ing of exciton states by screening effects as well as lo
fields of charged impurities and ionization in them of sta
with high n @Fig. 1~a!#.

It is significant that for the polarizationEic for s'(110)
and s'(010), as in the cases'(100), there is a powerfu
absorption of the dipole-allowedC series.

Figure 4 shows the spectrum ofb2ZnP2 for s'(001)
and Eib. In this spectrum two series of lines are again o
served. One of them is theB series, whose line intensities fo
n>2 are roughly the same as fors'(100) andEib. The
second, of much lower intensity, with then851 line at
1.56906 eV has a comparatively large half-wid
(H>2 meV! and asymmetric lineshape with a high-ener
tail. An important feature of this series is the significant a
nonlinear shift that it undergoes attendant to rotations of
sample planeab ~001! about theb (C2) axis by some angle
i relative to the incident radiation. As the direction of th
refracted beam approaches thec axis, i.e., the angle betwee
s and c decreases from its initial valuew0512.3°, it shifts
toward lower energies and the intensity of the given se
grows. As the angle of incidence increases toi'32°, the
n851 line shifts to the photon energy 1.5649 eV, and
half-width narrows to 1 meV while preserving its origin
asymmetry. When the~001! plane is rotated in the opposit
direction, i.e., as the anglew0 increases, the series shif
toward higher energies and its intensity falls. For this se
Ry8537.65 meV andE`51.60230 eV, i.e., they are close t
the values obtained for theA series. Note that the intensit
and position of the lines of theB spectrum remain essentiall
unchanged as the sample is rotated.
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For Eia ~Fig. 4! ands'(001), beyond theB line a wide
and attenuated absorption band is observed in the regio
the dispersion contour of the exciton reflection of theCn51

exciton, having a shape characteristic ofn51 dipole exci-
tons. It is followed by a window of transparency, beyo
which absorption to the statesn>2 arises, transitioning into
the continuum. These data indicate that fors'(001) there is
a small projection of the dipole moment of the transiti
matrix element onto the vectorE. It is interesting to note tha
around 1.575 eV interference of the birefringence can a
when the vectorE is not parallel to one of the two vectors:a
andb.

Figure 5 shows the spectrum ofb2ZnP2 for the radia-
tion incident on the plane of the cut normal toc, i.e., in the
geometrysiciZ for Eib andEib3ciX. For EiX two series
of lines are observed: theB series and a new, less intens
high-energy series with dominant linen851 at 1.56481 eV.
In different samples its position can shift by up to'0.1 meV
toward either higher or lower energies, which is probab
due to internal strains in the samples. Table II lists the l
energies for this series. The series follows a hydrogen
trend. A noticeable deviation toward higher energies is
served only for the linen851. For the given series, forEiX
Ry8542.38 meV andE`51.60263 eV.

Two series are also observed forEib: a B series and a
higher-energy series, one withn951 at 1.56491 eV, which is
shifted byDE50.1 meV toward higher energies in compa
son with the series forEiX. This difference can vary from
sample to sample and even become zero under certain
ditions, e.g., forT'100 K, which is obviously due to the
biaxialilty of the crystal. The absorption coefficients of th
lines n, n9>2 of the B series and the additional series a
roughly the same. Table III lists the line energies of th
series. The series closely follows a hydrogenlike trend
noticeable deviation toward higher energies is observed o
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FIG. 5. Absorption spectrum ofb2ZnP2 for ra-
diation incident on the cleavage plane normal
the c (z) axis for two polarizations:a — Eib
3ciX, b — EibiY, and several angles of inci
dence:i : 1 — 0°, 2 — 5°, 3 — 15°. T51.7 K,
d50.168 mm. Curves2 and3 are shifted upward.
Insets show the geometry of the experiment.
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for the line n951. For this series we also hav
Ry9542.38 meV andE`51.60263 eV. It is significant that in
the geometrysiciZ for EiX and Eib the strong absorption
due to dipole-allowed exciton transitions is not observed

Thus, analyzing the polarization properties of the a
sorption spectra for various directions of propagation
b2ZnP2, we arrive at the conclusion thatE1 transitions to
exciton states occur in the case when the vectorE has a
component along thec axis. Consequently, the specific d
pole momentPm for the lowest exciton band is aligned wit
the crystallographic axisc or Z.

It is well known5,34 that only along a principal direction
of the exciton polarizability tensork ~for the total fieldE)
for which the dipole momentPm(s) is nonzero are longitu-
dinal polarization waves excited havingEis and frequency

TABLE II. Energies of the mixed mode forsic and EiX, EnT(H)
X , their

values calculated in the hydrogenlike approximation for the directionsiX,
and the corresponding discrepancies.

n8 Eexp ~eV! ET(H)
X ~eV! DE5Eexp2EH ~eV!

1 1.56481 1.56025 0.00456
2 1.59218 1.59204 0.00014
3 1.59792 1.59792 0
4 1.59998 1.59998 0
5 1.60095 1.60093 0.00002
-

vL determined by the dispersion law of the longitudin
wave detu« i j (v,k)u50, which is equivalent to excitation of a
longitudinal Schro¨dinger exciton with energyEL . The lon-
gitudinal wave of exciton polarization does not interact w
a transverse electromagnetic wave; for this reason the
called ‘‘mixed mode’’ is a characteristic indicator of the e
istence of a longitudinal exciton.26,35

For normal incidence of radiation withEiX onto the
plane of theb, b3c or XY cut of ab2ZnP2 crystal, the line
of the additional series at 1.56481 eV, which we shall call
CL

X line, is observed in the ordinary ray upon a small rotati
of the sample about theb (C2) axis5! and grows considerably
in intensity even for a small increase in the angle of in
dencei from zero@curves2 and3 in Fig. 5~a!#. Lines of the
series withn8>2 also grow substantially under these con

TABLE III. Energies of the lines for the additional series forsic andEib,
their values calculated in the hydrogenlike approximation, and the co
sponding discrepancies.

n9 Eexp ~eV! EH ~eV! DE5Eexp2EH ~eV!

1 1.56491 1.56025 0.00466
2 1.59221 1.59203 0.00018
3 1.59792 1.59792 0
4 1.59998 1.59998 0
5 1.60097 1.60093 0.00004
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tions, whereby the lineCL
X shifts toward lower energies. Thi

shift is in accord with the theoretical predictions in Ref. 5
Thus, for sic and EiX we have all the indicators of a

mixed mode in theX direction at the frequency of the long
tudinal excitonEL51.56481 eV. The series withn8>2 for
EiX should be considered as the series of the mixed mod
hydrogenlike states of the longitudinal exciton with the c
responding states of the transverse excitonEnT for siX.
Since the magnitude of the longitudinal splitting of the ex
ton is proportional to the oscillator strength of the transiti
DELT>2pk0ET /^«0& and the oscillator strength falls off a
n23 for the nS states, for highn the splittingDELT can be
neglected. Therefore the energies of the states,En8 , of the
mixed mode approachEnT with growth of n8. Because
DLT}n23, mixing of longitudinal and transverse states of t
exciton grows dramatically for the higher terms of the seri
which is the cause of the above-noted faster increase o
linesn8>2 in comparison with then851 line. Thus, theEn8
values calculated in the hydrogenlike approximation
n853 andn854 of the mixed mode are very close to th
EnT

X values of theC series of the transverse exciton in theX
direction.

For sic andEib the 1.56491 eV line, which we denote a
CL

Y , is also observed in the extraordinary ray for a sm
rotation of the sample plane~the XY plane! about the direc-
tion b3c ~theX direction! and increases noticeably in inten
sity with growth of the angle of incidencei from zero@curve
2 in Fig. 5~b!#. The intensity of the lines withn9>2 also
undergoes substantial growth. But with increase of the in
dence anglei the CL

Y line and the terms of the series wit
n9>2 are shifted toward higher energies. With further
crease ofi above 10° theCL

X line also clearly exhibits a
low-energy component, which is shifted toward lower en
gies@curve3 in Fig. 5~b!#. Thus, it appears that in the give
case two spectra are manifested. One of these is the m
mode of a longitudinal and a transverse exciton, in
^010&ibiY direction, ET

Y , and the other, shifted towar
higher energies, is probably theA spectrum.

Consequently, the above-obtained Rydberg ener
Ry542.38 meV are the Rydberg constant for the excit
and E` is the width of the band gapEg51.60263 eV. The
energy of then851 line, found in the hydrogenlike approx
mation, corresponds to the energy of the transverse exc
ET

X5(1.5602560.00015) eV without allowance for the co
rections for the central cell or the nonspherical part of
Hamiltonian.6 The value ofET

X obtained coincides with the
value ET51.5603 eV ~Ref. 2! and is close to the value
ET51.5606 eV~Refs. 1 and 3!, both of which were found by
fitting the theoretical exciton reflection spectrum to the e
perimental spectrum with allowance for spatial dispersion

In crystals of the monoclinic system the dielectric tens
« i j (v) is equivalent to two real tensors« i j (v)5« i j8 (v)
1 i« i j9 (v). The existence of a longitudinal exciton in theZ
direction indicates34 that in b2ZnP2 the principal axes of
the tensors« i j8 (v) and « i j9 (v) coincide not only in theY
direction, but also in theZ and X directions. Consequently
frequency dispersion of the axes is absent inb2ZnP2, in any
case, at low temperatures.

Monoclinic crystals are conveniently distinguished
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the fact that their symmetry does not allow excitation ofE1
excitons with the same polarization, since each exciton b
in correspondence with a splitp-valence band has its ow
specific dipole moment of exciton polarizationPm(s). We
found that inb2ZnP2 for the lowest exciton bandPm(s) is
aligned with thec axis (Z axis!, the direction in which the
mixed mode of the hydrogenlike states is observed. This
cumstance allowed us to determine with high accuracy
only the energy of the longitudinal excitonEL

X andEL
Y , but

also important parameters inb2ZnP2 such asEg and Ry ,
and also the energiesEnT for the singlet exciton without
resorting to a study of superthin crystal wafers.

If we assume that the extrema of the bands are not
cated at the center of the Brillouin zone, but at some ot
point whose wave-vector symmetry group does not con
an inversion,16 then it is hard to explain to presence of exc
ton spectra, especially theB series, for all directions of the
wave vector. We thank V. Ya. Markiv for doing the x-ra
analysis of theb2ZnP2 and V. A. Gubanov for fruitful dis-
cussions.
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1!The results of this work were reported in part at the Eleventh and Twe
Republic School–Seminars on Spectroscopy of Molecules and Crys
Khar’kov ~May 1993!, Nezhin~July 1995!, and the Sixteenth Pekar Inter
national Conference on the Theory of Semiconductors, Odessa~October
1994!.

2!The term ‘absolute extremum’ means: in all three directionskx ,ky ,kz .
3!Spin–orbit splitting of the2P1/22

2P3/2 states in the phosphorus atom
3.13 meV, and of the3P023P1 states in the zinc atom is 23.5 meV. Con
sequently, in ZnP2 spin–orbit splitting of the valence band can be expec
to beDso'8.5 meV.

4!The vectorb3c makes an angle of 12.3° with the crystallographica axis,
wherefore this additional series has acquired the designationA series.9,23,28

5!If the surface of refractive indices ofb2ZnP2 is determined by the prin-
cipal values«a , «b , and«c , also obtained at helium temperatures from
analysis of the magneto-optical data on theB series in Ref. 6.
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29É. I. Rashba and G. I. Gurgenishvili, Fiz. Tverd. Tela~Leningrad! 4, 1029

~1962! @Sov. Phys. Solid State4, 759 ~1962!#.
30O. Arimoto, S. Okamoto, and K. Nakamura, J. Phys. Soc. Jpn.59, 10,

3490 ~1990!.
31V. N. Ermakov, V. M. Nitsovich, and N. V. Tkach, Ukr. Fiz. Zh.22, 4,

653 ~1977!.
32I. S. Gorban’, V. V. Lugovski�, A. P. Makovetski�, I. I. Tychina, and A. V.

Fedotovski�, Fiz. Tekh. Poluprovodn.8, 436 ~1974! @Sov. Phys. Semi-
cond.8, 283 ~1974!#.

33I. M. Dmitruk, M. M. Bilyi, I. S. Gorban, and Z. Z. Yanchuk, inProceed-
ings of the Fifteenth International Conference on Raman Spectrosc
~August 11–16, Pittsburgh, USA! Chichester–N.Y., Brisbane–Toronto
Singapore~1996!, p. 874.

34V. M. Agranovich and V. L. Ginzburg,Crystal Optics with Spatial Dis-
persion, and Excitons~Springer-Verlag, New York, 1984; Nauka, Mos
cow, 1979# 432 pp.

35F. Gross and B. S. Razbirin, Fiz. Tverd. Tela~Leningrad! 4, 1, 207~1962!
@Sov. Phys. Solid State4, 146 ~1962!#.

Translated by Paul F. Schippnick



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 2 FEBRUARY 1999
Unusual temperature dependences of the photoconductivity and recombination
luminescence of amorphous molecular semiconductors doped with ionic dyes

N. A. Davidenko, A. A. Ishchenko, A. K. Kadashchuk, N. G. Kuvshinski ,
N. I. Ostapenko, and Yu. A. Skryshevski 

T. G. Shevchenko Kiev State University, 252033 Kiev, Ukraine
~Submitted April 17, 1998; resubmitted July 22, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 203–209~February 1999!

A nonexponential increase in photoconductivity with increasing temperature is discovered for
poly~N-epoxypropylcarbazole! ~PEPK! films doped with polymethine dyes. It is
postulated that traps for nonequilibrium charge carriers form in these films during irradiation and
are destroyed as the temperature is raised. Such traps are manifested by broadening of the
high-temperature shoulder on the thermally stimulated luminescence~TSL! curves following the
preliminary irradiation of PEPK films doped with polymethine and xanthene ionic dyes in
the visible or UV range at 250–320 K and by the appearance of a new narrow TSL maximum near
the preliminary irradiation temperature. These TSL features disappear after prolonged
storage of the films in the dark or heating to higher temperatures. ©1999 American Institute of
Physics.@S1063-7834~99!00502-X#
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Films of photoconductive amorphous molecular sem
conductors~AMS’s! are employed as optical recording m
dia in electrography and holography,1 as well as in elements
of electroluminescent displays.2 The internal photoeffect in
such AMS’s is sensitized by introducing special additio
which absorb visible light and act as centers for the pho
generation of charge carriers. The photophysical proper
of AMS’s based on poly~N-vinylcarbazole! ~PVK! and
poly~N-epoxypropylcarbazole! ~PEPK! doped with organic
electron acceptors@for example, 2,4,7-trinitro-9-fluorenon
~TNF!# or intramolecular charge-transfer compoun
~ICTC’s! have been studied most thoroughly.3,4 In AMS’s
with TNF the carrier photogeneration centers are interm
lecular charge-transfer~CT! complexes formed between ca
bazole ring systems and TNF molecules, and in AMS’s w
ICTC’s they are molecules of the ICTC. The mechanism
the photogeneration of charge carriers consists of two st
After a photon is absorbed in a photogeneration cente
Coulomb-bound electron-hole pair forms, in which the ho
is localized on a carbazole ring system and the electro
localized on a molecule of TNF or the ICTC. In the seco
photogeneration step the charge carriers in the electron-
pair either separate or recombine. One characteristic fea
of the AMS’s under discussion is the exponential dep
dence of the photogeneration quantum yieldh of carriers on
the square root of the external electric field intensityE and
the temperatureT in the rangesE513107223108 V/m
and T52902340 K. The value ofh is determined experi-
mentally from measurements of the steady-state direct p
tocurrent j during uniform bulk carrier photogeneration. I
this case the dependence ofh on E andT can be represente
by the analytic expression

j ;h;exp$2~WOPH2bE1/2!/kTeff%, ~1!

whereWOPH is the activation energy for photoconduction,b
is a constant close to the Poole–Frenkel const
1791063-7834/99/41(2)/6/$15.00
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Teff
215T212T0

21 , and T0 is the temperature at which th
plots of logj(T21) measured for different values ofE and
extrapolated to largeT intersect.

The dependences of the type~1! for AMS’s based on
PEPK with CT complexes and ICTC’s could be consider
universal, since they remain unchanged even in the pres
of traps for charge carriers formed when dopants are in
duced. For example, it was shown in Ref. 5 that the int
duction of molecules of an ICTC into PEPK leads to broa
ening of the energy spectrum of localized states which t
photogenerated charge carriers. Displacement of the t
perature dependence of the thermally stimulated recomb
tion luminescence~TSL! of the AMS toward higherT is then
observed, andj and the photogeneration quantum yield
carriers decrease, but the functional dependence ofj (E,T) of
the type~1! remains unchanged.

From a practical standpoint, ionic dyes can be more
fective photosensitizers of the internal photoeffect in AMS
since they have a high absorption coefficient due to the h
degree of charge transfer in the ground and excited states
are successfully employed as photosensitizers of redox r
tions involving electrons.6 Such dyes include the polyme
thine dyes, whose photophysical properties have been t
oughly studied.7 However, the presence of stable ions with
the dyes can induce significant changes in the local elec
fields in the bulk of an AMS and cause the appearance
new electronic states. This is evidenced by the unusual t
perature dependences of the photoconductivity and TSL
films of AMS’s based on carbazole-containing polyme
doped with ionic dyes, which are the object of investigati
in the present work.

1. SAMPLES AND EXPERIMENTAL METHOD

The cationic polymethine dye 1,3,3,18,38,
38-hexamethylindocarbocyanine~HIC!, the xanthene dye
© 1999 American Institute of Physics
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Rhodamine 6G ~R6G!, the intramolecular charge
transfer compound 9-~4-methoxyphenylmethylene!-2,5,7-
trinitrofluorene-4-carboxylic acid~ICTC1!, and TNF were
used in the experiments. The concentration of the dopan
PEPK was varied in the range 0215 mole %. The structura
formulas of PEPK and HIC are presented in the inset in F
1. The samples for the experiments were prepared eithe
the form of structures with a free surface~quartz substrate
AMS film! or in the form of sandwich structures~quartz
substrate/SnO2/AMS film/Al !. The AMS films were prepared
by pouring solutions of the original components in dichlor
ethane onto the substrates and drying in a heated desic
at 175 °C. The thickness of the AMS films in the sandwic
structure samples was 122 mm. The aluminum electrode
were deposited on the AMS films by thermal sputtering in
vacuum chamber.

The value ofj was measured in the sandwich-structu
samples in the photoresistance regime with the positive
larity of the electric voltage on the Al electrode using a st
age oscillograph during irradiation on the SnO2 electrode
side by monochromatic light with a wavelengthl.500 nm
in the absorption region of the photogeneration centers
outside the absorption region of PEPK. The electric fi
intensity and the temperature were varied in these exp
ments in the rangesE523107223108 V/m and T5290
2345 K. The TSL measurements were performed by an
tomated system, in which the integrated intensityI TL was
recorded by a photomultiplier, which operated in the phot
counting mode and was placed in direct proximity to t
cryostat window. The temperature of the sample investiga
was varied in the range 4.22330 K according to a linear law

FIG. 1. Plots ofj (T) in a sample of Al-PEPK10.5 mole % HIC-SnO2 upon
irradiation by light with a wavelengthl5540 nm and an intensity equal t
1.5 W/m2 for external electric field intensitiesE51.83107 V/m ~1!, 2.7
3107 V/m ~2!, 4.53107 V/m ~3!, 6.43107 V/m ~4!, and 8.23107 V/m ~5!.
The thickness of the AMS film was 1.1mm. The inset shows the structura
formulas of the PEPK~I! and HIC ~II ! molecules.
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at the rate of 0.1 K/s. For the measurements of the dep
dence ofI TL on T, the cooled sample was irradiated in th
cryostat by light with eitherl5365 nm ~in the absorption
region of PEPK! or l.500 nm, the sample was held in th
dark until the isothermal recombination luminescence
cayed, and linear heating of the sample was started.
irradiation time was 60 s and corresponded to the satura
of I TL from the irradiation dose. A DRSh-500M mercur
lamp with a set of light filters served as the light source.

2. RESULTS

Photoconduction of the doped AMS’s was observed
all the sandwich-structure samples investigated upon irra
tion by light in the absorption region of the photogenerati
centers. The behavior ofj (E,T) for the samples with PEP
K:TNF and PEPK:ICTC1 can be represented by the anal
cal expression ~1! with b5(4.270.1)31025 eV
•(V/m)21/2 and T05490715 K, which correlate well with
the known literature data.3,4,8,9 The behavior ofj (E,T) for
the samples with PEPK:HIC films differs significantly from
~1!. Figure 1 presents plots ofj (T) in log j vs T21 coordi-
nates measured for various values ofE. The plots forE.3
3107 V/m are significantly nonlinear, and the dependence
j on T becomes stronger asE is increased. Figure 2 presen
plots of j (E) in log j vs E1/2 coordinates measured at variou
values ofT. Although these plots can be approximated
straight lines, the slope of these straight lines increases
increasingT. In Fig. 3 curve1 is a plot of b(T), whereb
was calculated as the quantity (D log j/DE1/2)•kT from the
results of measurements of the slope of the correspon
plot of log j(E1/2) in Fig. 2. Curve2 in Fig. 3 is a plot of
b(T) calculated by the same method, but from the results
measurements ofj (E,T) in samples with PEPK:TNF films
Curve 3 in Fig. 3 is a plot of b(T) calculated as
(D log j/DE1/2)•kTeff as a function of T in PEPK:TNF
samples.

Figure 4 presents the TSL curves after irradiation of
samples atT55 K. Curves1–4 were obtained with sample
which were held in the dark at room temperature for mo

FIG. 2. Plots ofj (E) in a sample of Al-PEPK10.5 mole % HIC-SnO2 upon
irradiation by light with a wavelengthl5540 nm and an intensity equal to
1.5 W/m2 for temperatures equal to 295 K~curve1!, 305 K ~2!, 313 K ~3!,
323 K ~4!, 330 K ~5!, and 337 K~6!. The thickness of the AMS film was 1.1
mm.



h

S
o
ht
n
in

L
at

r

at

C

at
r-

les
at
.

t

e

in

181Phys. Solid State 41 (2), February 1999 Davidenko et al.
than 48 h. Curves18–48 were obtained with samples whic
were irradiated by light withl5365 nm for 60 s at
Tirr5300 K before being cooled. It can be seen that the T
of the PEPK and PEPK:TNF films exhibit little sensitivity t
irradiation at room temperature. After irradiation by UV lig
at room temperature, the TSL curves of PEPK:ICTC1 a
PEPK:HIC films exhibit a high-temperature TSL shoulder
the temperature range 2002300 K.

FIG. 3. Plots ofb(T) in samples of Al-PEPK10.5 mole % HIC-SnO2
~curve 1! and Al-PEPK11 mole % TNF-SnO2 ~2, 3! upon irradiation by
light with a wavelengthl5540 nm.

FIG. 4. TSL curves of samples of PEPK~1, 18), PEPK10.1 mole % TNF
~2, 28), PEPK10.1 mole % ICTC1~3, 38), and PEPK10.5 mole % HIC~4,
48) with the excitation of TSL by light with a wavelengthl5365 nm for 60
s at T55 K. To obtain curves18–48 the samples were irradiated by ligh
with l5365 nm for 60 s atTirr5300 K before cooling.
L

d
If a sample of PEPK:HIC is irradiated by light with

l5365 nm orl.500 nm atTirr5290 K and rapidly cooled
to T55 K ~with a cooling rate equal to 5210 K/s!, and then
the sample is irradiated by light to excite the TSL, the TS
curve displays an additional narrow band with a maximum
Tmax25Tirr77 K. This new TSL band appears for 250,Tirr

,320 K, the intensity of the TSL maximum atTmax2 in-
creases with decreasingTirr and reaches its highest value fo
Tirr5250 K, and the equalityTmax25Tirr77 K does not de-
pend on the wavelength of the light or the temperature
which the TSL was excited~Fig. 5!.

Another special feature of the TSL of the PEPK:HI
samples is that in the temperature range 2502320 K we can
obtain not just one additional TSL maximum nearTirr , but
two or even three new maxima near the temperatures
which additional irradiation of the sample is carried out du
ing cooling to the TSL excitation temperature~inset in Fig.
5!.

Figure 6 presents the TSL curves of PEPK:HIC samp
with various concentrations of HIC, which were irradiated
Tirr5290 K before cooling prior to the excitation of TSL

FIG. 5. TSL curves of a sample of PEPK10.1 mole % HIC for the excita-
tion of TSL by light with a wavelengthl5546 nm at 5 K~curve1!, 50 K
~2!, 150 K ~3!, 200 K ~4!, and 250 K~5! after preliminary irradiation by
light with l5365 nm for 60 s atTirr5250 K. Inset: TSL curves of the sam
sample for the excitation of TSL by light withl5546 nm atT55 K
following preliminary irradiation by light withl5365 nm for 60 s atTirr

5280 K (18), 250 K (28), 280 K and 250 K (38).

FIG. 6. TSL curves of PEPK:HIC samples with a concentration of HIC
PEPK equal to 0.1 mole %~curve 1!, 0.5 mole %~2!, and 5 mole %~3!
following excitation by light with a wavelengthl5546 nm at 5 K.
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One special feature of these TSL curves is that the inten
of the TSL maximum atTmax2 decreases more rapidly as th
dye concentration is increased than does the intensity of
TSL maximum atTmax1.

Similar TSL features were discovered for the AMS
based on PEPK doped by HIC with different anions (BF4

2 ,
Cl2) and R6G, as well as on PEPK10.1 mole % ICTC1
~Fig. 7!. The activation energy for thermal release of carri
from trapsWTL was determined for these samples over
entire temperature range investigated by fractional hea
with the measurement ofI TL . It was found that, regardless o
the parameters of the preliminary irradiation at high tempe
tures, the value ofWTL is linearly dependent onT and this
dependence does not change nearTirr . Near Tirr5250 we
obtainedWTL50.8270.01 eV, and this value is close to th
value of the activation energy for theb relaxation of PEPK
previously measured by an independent method.10

3. DISCUSSION OF RESULTS

Several assumptions can be made to analyze the unu
j (T,E) curves for PEPK:HIC and their deviations from th
analytical representation by expression~1!.

1! Since in the carrier photogeneration model~1!, which
was used in Refs. 3 and 4 to explain the dependence ofh and
j on E andT, the coefficientb5(q3/p««0)1/2, whereq is the
charge of an electron and« is the dielectric constant of th
sample, the increase inb with increasing temperature~Fig.
3! can associated with a decrease in«. It follows from the
results in Fig. 3 that as the temperature is raised from 29
to 330 K, the value of« should decrease by a factor of 3 an
approach«51 in this case. However, it is known that th
implantation of polar additions in the form of ionic dyes
AMS’s can lead to an increase in«. In addition, we found
experimentally that the changes in the refractive index of
PEPK:HIC films in this temperature range do not exceed
and there is no basis to allow for the variation of«.

2! In the carrier photogeneration model in Refs. 3 an
the activation energy for photogenerationWOPH in ~1! is
equivalent to the energy of the Coulomb interaction betw
charges for an initial distancer 0 in photogenerated electron
hole pairs. Then the deviation from linearity of the plots
j (T) in log j vs T21 coordinates~Fig. 1! could be attributed

FIG. 7. TSL curves of a sample of PEPK10.1 mole % ICTC1 following the
excitation of TSL by light withl.500 nm atT55 K, storage for more than
48 h in the dark~curve1!, preliminary irradiation by light with a wavelength
l.500 nm atTirr5290 K ~2!, 250 K ~3!, and rapid cooling~at the rate of
5210 K/s! to T55 K.
ty

he

s
e
g

-

ual

K

e

4

n

f

to a decrease inWOPH with increasingT due to an increase in
r 0. In fact, electron-hole pairs are photogenerated in P
K:HIC films according to the scheme

Cz1~An2..r dye..HIC1!→
hn

~Cz1..r 0 ..An2!1HIC
.
, ~2!

where Cz represents a carbazole moiety of PEPK near a
togeneration center consisting of a photoactive HIC1 dye
cation and an An2 anion at a distancer dye from it, hn is the
energy of the photon absorbed by HIC1, HIC

.
is an electro-

neutral radical of the dye cation formed after the transition
a positive charge from HIC1 to Cz, and (Cz1..r 0 ..An2) is
an electron-hole pair formed by the cation radical of t
PEPK carbazole moiety and the dye anion. Then it could
presumed that an increase inr 0 with increasing temperature
occurs because of an increase in the molecular diffusion
An2. However, in this case, the distancesr dye and r 0 after
heating and cooling of the AMS should have differed fro
the values before heating, and repeated measurements o
j (T,E) curves should have revealed an increase inj after
heating and the measurement ofj at high values ofT fol-
lowed by cooling. Such effects were not observed in o
experiments, and the values ofj did not depend on prelimi-
nary heating and cooling of the samples in the presenc
absence of an electric field.

3! The decrease inWOPH with increasing temperature
might have been attributed to an increase inr 0 due to alter-
ation of the conditions for transfer of the energy releas
from a hole photogeneration center to the environment
follows from scheme~2! that after photogeneration, a ho
hole interacts mainly with the carbazole moieties of PEPK
is presumed that the same process occurs following the p
togeneration of holes in PEPK with TNF or ICTC1. How
ever, the relation~1! holds in PEPK with TNF or ICTC1.

4! It can be presumed that in~1! the parameterT0 in-
creases with increasing temperature. However, in the ca
photogeneration model in AMS’s in Ref. 4 the parameterT0

reflects features of the transport of a mobile charge car
among localized states upon the dissociation of electron-h
pairs. At low dopant concentrations in PEPK the dissociat
of photogenerated electron-hole pairs occurs as a resu
transitions of holes between carbazole moieties of PE
and the electrons can be considered quasistationary in
dissociation step. Therefore, the value ofT0 depends weakly
on the type of photogeneration center,4 and there are no ap
parent reasons for its variation in PEPK with ionic dyes.

5! The unusual increase inj with increasingT ~Fig. 1!
might have been attributed to an increase in the photogen
tion quantum yield of electron-hole pairs with increasingT.
However, the temperature dependence of the initial conc
tration of electron-hole pairs should not influence the dep
dence ofj on E ~Fig. 2! or of b on T ~Fig. 3!, in contradiction
to our results.

It can be postulated that the deviation of the behavior
j (T,E) from the analytical representation~1! is a result of a
decrease in the influence of the charged traps on the ste
the dissociation of electron-hole pairs. In fact, in AMS’s wi
ionic dyes there are many stable ions capable of creating
local energy levels not present in undoped PEPK, and rele



tr
s
ri-

he
l-

tio
us
tin
tio
P
ls
a
e

th
re
s,

n

to
h
as
h

ad
ed
f

fe
a
ur

fte

su
b
n
a

le
te

g
yp
ng
ea
ra

e
y
is
r
at
te
a
TS
at

ng

the
is
of
dia-
the
ce
or
to

dye
ince

urs

ced
rier
s of
y in
lts

n-
of

1.
ar-
-
of

able

re-

aps
em-

is
with
self-

re-

in-
nic

ized
in

of
to

con-
t of
mer

ems
le

183Phys. Solid State 41 (2), February 1999 Davidenko et al.
from these traps should be facilitated by an external elec
field. The hypothesis that there are new charged trap
PEPK:HIC is confirmed by the results of the TSL expe
ments.

Let us turn to Fig. 4. The increase in the intensity of t
high-temperature TSL shoulder of the PEPK:HIC films fo
lowing irradiation at room temperature and the preserva
of this high-temperature TSL shoulder following vario
TSL excitation procedures at low temperatures and hea
to room temperature provide evidence that the concentra
of the deeper carrier-trapping levels increases in the PE
films with a dye after light irradiation. These trapping leve
can be populated by photogenerated charges at both high
low temperatures. The release of charge carriers from th
levels has an activation character. It can be theorized
these new localized states are located near electrons p
ously photogenerated at room temperature. In other word
a PEPK sample contains long-lived electrons~for example,
anions of cationic dyes or electrons of long-lived electro
hole pairs in PEPK films with an ICTC!, the photogeneration
of charge carriers is followed by self-trapping of the pho
generated electrons, which form trapping centers. The
pothesis that trapped electrons have such an effect is b
on the fact that no increase in the intensity of the hig
temperature TSL shoulder is observed in PEPK without
ditions, for example, in PEPK:TNF. In these AMS’s trapp
charges do not manage to accumulate in large numbers
lowing irradiation at room temperature due to the short li
times of the electron-hole pairs. However, such an incre
in the intensity of the high-temperature TSL shoulder occ
in PEPK:ICTC1~curves3 and38 in Fig. 4!, where electron-
hole pairs with lifetimes as long as several hours form a
irradiation at room temperature.11–13

As the temperature is increased, trapped carriers are
leased from the charged traps, and the concentration of
traps also decreases because of an increase in the mo
the localized charges and a decrease in the concentratio
trapped electrons. The latter is confirmed by the fact th
after the TSL is recorded~curve 48 in Fig. 4!, the original
TSL curve~curve4 in Fig. 4! can be recovered, if the samp
is stored in the dark at room temperature for 24 h or hea
to a temperature close to the glass-transition point.

However, the charged traps appearing after the photo
neration and self-trapping of electrons are not the only t
of traps which form upon the irradiation of PEPK containi
ionic dyes and whose concentration decreases with incr
ing temperature. Let us turn to Fig. 5. If the sample is ir
diated in the range 250,T,320 K by light which causes the
photogeneration of charge carriers, a certain fraction of th
charges will be trapped for a long time and released onl
the temperature at which the sample was irradiated. Th
evidenced by the experimental observation that afte
sample is irradiated at a temperature in the range indic
and held in the dark at the same temperature for several
of minutes or even hours and then the sample is cooled
subjected to heating, a narrow maximum appears on the
curve at the temperature at which the sample was irradi
~see, for example, curve5 in Fig. 5!. In addition, irradiation
nearTmax2 does not lead to the formation of empty trappi
ic
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sites for newly photogenerated charge carriers, and
‘‘memory’’ of such irradiation is lost after the sample
heated toT.Tirr . The conclusion that the accumulation
charges in the traps occurs only in response to such irra
tion and that new unfilled traps do not form is based on
fact that the intensity of the recombination luminescen
nearTirr on the TSL curves does not depend on whether
not the sample was light-irradiated after it was cooled
lower temperatures~a comparison of curve5 and curves1–4
in Fig. 5 reveals that the values ofI TL at T5250 K are
identical for all the curves!. It is important to note that the
trapping of photogenerated carriers takes place near
monomers and not near aggregates of dye molecules, s
the concentration quenching of the TSL intensity occ
sooner nearTmax2 than nearTmax1 ~Fig. 6!.

The release of trapped carriers from such photoindu
traps is not associated with overcoming the potential bar
created by the difference between the ionization potential
the recombination center and the PEPK carbazole moiet
which the hole is located. The latter follows from the resu
of the TSL measurements in PEPK10.1 mole % ICTC1
~Fig. 7!, where the activation energy for TSL nearTmax2

equals 0.8270.01 eV, while the difference between the io
ization potentials of ICTC1 and the carbazole ring systems
PEPK equals 0.3870.01 eV according to the data in Ref. 1

Thus, two types of traps for photogenerated charge c
riers appear in PEPK:HIC after light irradiation. The follow
ing features are characteristic of the photoinduced traps
the first type.

1! In PEPK these traps appear in the presence of st
localized ions~for example, An2) and are manifested by
broadening of the high-temperature TSL shoulder after p
liminary irradiation of the samples at high temperatures~near
room temperature! followed by the excitation of TSL at low
temperatures.

2! Self-trapped electronic states similar to charged tr
appear after the photogeneration of electrons at high t
peratures and the trapping of those electrons.

3! The lifetime of these self-trapped electronic states
equal to the lifetime of trapped electrons and decreases
increasing temperature. To increase the concentration of
trapped electronic states, the sample must be irradiated
peatedly at high temperatures.

The following features are characteristic of the photo
duced traps of the second type appearing in PEPK with io
dyes.

1! These traps appear in the presence of stable local
anions (An2) of dye monomers and are not detected
PEPK with other additions~ICTC’s, TNF! that do not con-
tain such ions.

2! These traps appear during the photogeneration
charge carriers and exist only in the filled state. We refer
a trap of the second type as a photoinduced charged
former and assume that it forms as a result of alignmen
the PEPK carbazole ring systems appearing in predi
states near a stable ion~for example, near An2) upon the
photogeneration of a hole in these carbazole ring syst
from a photogeneration center~upon the passage of a ho
from HIC1 to Cz!.
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3! The formation of a trap of this type, the trapping of
charge carrier in it, its annihilation, and release of the cha
carrier occur at the same temperature, and the activation
ergy of these processes is close to the activation energy fb
relaxation. At the same temperature the rate of annihila
of this trap is far smaller than the rate of its generation
cause PEPK already has predimer states, which trans
into dimer states at different temperatures~there is a spread
of formation energies of dimers in the carbazole moietie!.
The dimer states are hole traps. Photogenerated holes
find their way into predimer states located near An2, and in
the electrostatic field of An2 they can promote the conve
sion of the predimer states into dimer states by aligning
carbazole ring systems (b relaxation!. A filled dimeric hole
trap thus appears, and the energy deficiency for its forma
at a given temperature is offset by polarization of the m
dium by the trapped hole and the electrostatic interaction
the hole with An2. If the temperature is raised, the ho
leaves the trap, but dissociation of the dimer then occurs
result of a loss of alignment of the carbazole ring syste
and a predimer state, which is now empty, forms from
dimer state. However, because of the energy spread o
dimer states at these higher temperatures, PEPK con
other predimer states, which can also transform into fil
dimeric trap states when photogenerated holes enter th
Therefore, for each temperature there are specific phot
duced charged conformers, which are manifested by the
pearance of narrow high-temperature TSL maxima near
irradiation temperatures~see the inset in Fig. 5!.

4! Such traps are manifested in the TSL by the appe
ance of a new narrow TSL maximum near the ligh
e
n-

n
-

rm

an

e

n
-

of

a
s,
e
he
ins
d
m.
n-
p-
e

r-

irradiation temperature of the sample, and the amplitude
this maximum and its position on the temperature scale
not depend on the subsequent excitation of TSL.

Thus, the unusualj (T,E) and TSL curves for PEPK
with anionic dyes can be attributed to the influence of pho
induced traps of two types, which are destroyed as the t
perature is raised. These traps are characteristic of AM
containing stable ions.
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Erbium electroluminescence excitation in amorphous hydrogenated silicon under
thermally stimulated deep-center tunneling ionization

O. B. Gusev, M. S. Bresler, B. P. Zakharchenya, A. N. Kuznetsov, P. E. Pak,
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A study of the electroluminescence of erbium-doped, amorphous hydrogenated silicon,a–Si:H
^Er&, is reported. It has been found that the electroluminescence intensity at the wavelength
l51.54mm corresponding to the4I 13/2→4I 15/2 intra-4f shell transition in Er passes through a
maximum near room temperature. The unusual temperature and field dependences of the
electroluminescence indicate electric-field induced multi-phonon tunneling emission of electrons
from deep centers. The electroluminescence of Er31 ions is due to their becoming excited
as conduction-band electrons are captured by neutral dangling bonds (D0 centers!, which form
when erbium is incorporated into the amorphous matrix. This Auger process transforms
the center from its neutral state,D0, to a negatively charged state,D2, and the energy released
in the capture is transferred by Coulomb interaction into the erbium-ion 4f shell. The
steady-state current through the electroluminescent structure is supported by the reverse process
of multi-phonon tunneling-electron emission from theD2 center to the conduction band.
The proposed theoretical model is in a good agreement with experimental data. ©1999 American
Institute of Physics.@S1063-7834~99!00602-4#
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The recent intensive studies of erbium luminescence
semiconducting matrices1 are stimulated by the fact that th
erbium-luminescence wavelength of 1.54mm corresponding
to the intra-4f transition of the Er31 ion from the first ex-
cited state4I 13/2 to the ground state4I 15/2 falls into the mini-
mum in optical fiber absorption.

Recent investigations announced observation of effic
photoluminescence2–4 ~PL! and electroluminescence5 ~EL!
of erbium ions in amorphous hydrogenated silicon (a-Si:H
^Er&). The interest in this semiconducting matrix is initiate
by both the simple and inexpensive method of erbium inc
poration used presently, i.e., magnetron sputtering of me
lic erbium in a SiH4 ambient, and the comparatively wea
temperature quenching of the erbium photoluminescen
which makes it a promising material for developing ligh
emitting diodes capable of operating at room temperatur

It was suggested5 that erbium ions ina–Si:Ĥ Er& are
excited by an Auger process, in which a conduction-ba
electron is captured by a dangling-bond–type neutral de
D0 to form theD2 state. The transition energy is transferr
through Coulomb interaction to the erbium-ion inner 4f shell
and promotes the ion from the ground state,4I 15/2, to the first
excited state,4I 13/2. The efficiency of this process resul
from the similar energies of theD01e→ D2 and the4I 15/2

→4I 13/2 transitions. To sustain stationary electrolumine
cence, there should exist a reverse process transferring
defects from theD2 to D0 state.

The object of this work is to show that this process is
multi-phonon tunneling ionization ofD2 centers in an elec
tric field. This ionization accounts for the high field
dependent electron concentration in the conduction b
and, accordingly, for the shape of theI–V characteristic and
1851063-7834/99/41(2)/7/$15.00
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the field and temperature dependences of the erbium e
troluminescence.

1. EXPERIMENTAL RESULTS

The structures used to study the electroluminescence
in Ref. 5, werea–Si:Ĥ Er& films with thicknessd'1 mm
and diameter 1 mm deposited on 300-mm thick n-type
single-crystal silicon substrates. The electric contacts to
film and the substrate were prepared by aluminum dep
tion. The EL studies were performed under puls
excitation-current stabilization at 100 Hz with a slope of 1
for both forward- and reverse-biased substrates. The em
light was collected by a lens system from the back side of
silicon substrate and analyzed by a double-grating spectr
eter with a cooled germanium photodetector. A typicalI–V
characteristic of the structure studied is displayed in Fig
~the inset shows schematically the electroluminescent st
ture!. A forward-biased structure~with the upper aluminum
contact positive, and then-type single-crystal substrate
negative! produced at room temperature only free-excit
EL (l'1.16mm! from the single-crystal silicon substrat
~Fig. 2a!. Under reverse bias one observed erbiuml
'1.54mm! and defect-induced luminescence (l'1.34mm!
~Fig. 2b!.

The erbium luminescence intensity grows rapidly w
temperature within the interval from 200 K to room tempe
ture ~see the temperature dependence of the signal inten
at the wavelength of 1.54mm displayed for several excita
tion currents in Fig. 3!. All curves in Fig. 3 exhibit a maxi-
mum in the erbium luminescence. Note that erbium PL o
tained on the same structures is temperature-indepen
© 1999 American Institute of Physics
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FIG. 1. I–V characteristic of ana–Si:Ĥ Er&-based elec-
troluminescent structure.T5300 K. The inset shows a
schematic diagram of the structure.
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from the nitrogen to room temperature. The erbium EL
tensity depends practically linearly on excitation curre
~Fig. 4!.

Figure 5 presents oscillographic traces of the volta
across a reverse-biased structure. One readily sees a vo
peak at the leading edge of the pulse. The peak amplit
increases, and the characteristic decay time decreases
increasing current through the structure. The relative he
of the peak decreases with decreasing temperature. Pa
currents approximately in excess of 30 mA through the str
ture results in an irreversible disappearance of erbium
~while the broad luminescence band due to defects persi!.
The spikes on the oscillographic traces of the reverse vol
applied to the structure also disappear.

2. DISCUSSION OF RESULTS

The electroluminescent samples studied by us are
a–Si:Ĥ Er&/n1 –c–Si/Al structures. The Schottky barrie
height f at the metal/semiconductor interface should
equal to the difference between the work function of t
metal,A, and the electron affinity of the semiconductor,x,
i.e., f5A2x. BecauseA~Al ! and x(a-Si:H! practically
-
t
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ith

ht
ing
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L
s
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coincide,6 the value off should not exceed 0.1–0.2 eV. A
the same time the values off measured both ina–Si:H and
c–Si are considerably in excess of the value calculated fr
f5A2x, and are reported to be;0.720.8 eV.6 This dis-
crepancy was assigned6 to the existence of surface state
with a concentration of;1013 cm22, and it is these state
that are responsible for the interface barrier. The built
Schottky-barrier field is, in order of magnitude,;23104

V/cm, and it is,0.1mm in size~Fig. 6b!.
The 1.54mm erbium EL was observed starting with cu

rents '3 mA ~the corresponding voltage on the rever
branchV'10 V!. For the 1-mm diameter of the diode stru
ture, the current densityj V5431021 A/cm2, which is con-
siderably in excess of the saturation current density cha
teristic of the reverse branch of an aluminum-cont
Schottky diode, which may be considered equal toj 0

5102721026 A/cm2. No special study was made of th
nonlinearity of theI–V characteristic fromj 0 to j V . Because
j V@ j 0, it can be assumed that the Schottky barrier form
at the Al/a–Si:Ĥ Er& interface is no longer rectifying, and
that the applied electric field is approximately the sa
throughout the thickness of thea–Si:Ĥ Er& layer. In the con-
FIG. 2. EL spectra of ana–Si:Ĥ Er&-based structure under~a! forward and~b! reverse bias.T5300 K.
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ditions of effective erbium luminescence, this average fiel
;23105 V/cm.

The band diagrams of the electroluminescent structu
studied are shown schematically in Fig. 6a for no bias
plied, and in Fig. 7a and 7b for the cases of forward a
reverse bias, respectively. Figure 7b presents also a diag
illustrating erbium ion excitation. When the structure is fo
ward biased, the holes transfer into the crystalline-silic
substrate through the layer of amorphous silicon~Fig. 7a!,
and one observes free-exciton luminescence from then-type
substrate~Fig. 2a!. An EL spectrum of the same structure b
under reverse bias~Fig. 7b! is displayed in Fig. 2b. We
readily see in this case the 1.54-mm erbium luminescence
corresponding to the transition from the first excited st
4I 13/2 to the ground state4I 15/2 in the inner 4f shell of the
Er31 ion. Besides the erbium luminescence, one obse
also a broad band due to the defect-induced luminescen

PL studies ofa-Si:H^Er& showed7 that erbium ions in an
amorphous matrix are excited primarily through the Aug
process by which conduction-band electrons transfer toD0

centers (D01e→D2), and that the energy released in th
transition is expended through Coulomb interaction in ex
ing the erbium ion from the ground,4I 15/2, to the first ex-
cited, 4I 13/2, state. It appears natural to assume that erb
excitation in EL occurs by the same process. As will be s

FIG. 3. Erbium EL intensity at 1.54mm vs temperature measured unde
reverse bias. Current~mA!: ~1! 5, ~2! 10, ~3! 15, ~4! 20.

FIG. 4. Erbium EL intensity at 1.54mm vs current.T5300 K.
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later on, this assumption permits one to explain the totality
experimental data, as well as to reconstruct the band diag
of a–Si:Ĥ Er& presented in Fig. 6a.

When reverse biased, the conduction-band electr
moving in the amorphous layer can be trapped byD0 centers
~Fig. 7b!, as a result of which the center transfers to theD2

state (e1D0→D2). The trapping of free electrons byD0

centers can be either a radiative~defect-induced lumines
cence! or nonradiative process. This can be either a mu
phonon capture or an Auger process involving energy tra
fer to the 4f shell of erbium ions by the Coulomb interactio
between the electron trapped by aD0 center and a 4f elec-
tron of a ground-state erbium ion. The defect-assisted Au

FIG. 5. Oscillographic traces of voltage across a reverse-biased elect
minescent structure.~a! I 520 mA, ~b! I 510 mA.

FIG. 6. Energy band diagram ofa–Si:Ĥ Er& under zero bias.~a! U is the
correlation energy,~b! Schottky barrier at the Al/a–Si:Ĥ Er& interface at
equilibrium.
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excitation~DRAE process7! is an efficient process due to it
nearly resonant character. The energy of thee1D0→D2

transition is close to that of the intra-4f Er31 ion transition
from the ground,4I 15/2, to the first excited,4I 15/2, state. The
excess energy is transferred to local phonons.

Consider these processes in more detail within the p
posed energy-band diagram~Fig. 6a!. It is known that incor-
poration of erbium and oxygen into crystalline silicon crea
deep donors with an energy of 150–200 meV. Erbium d
ing of amorphous silicon, which contains large amounts
oxygen, can be also expected to produce donor states
picted in Fig. 6a by levelEd , because impurity donor an
acceptor states in amorphous silicon form basically in
same way as this occurs in crystalline silicon. Th
viewpoint8 is borne out by the results of a Mo¨ssbauer study
which showed the optically active erbium center in am
phous silicon to be actually an erbium-oxygen complex si
lar to the one observed in crystalline silicon.

It is also well known that doping amorphous silicon r
sults in formation of dangling bonds,9 which in an n-type
semiconductor can be in two charge states,D0 andD2. The
dangling silicon bonds in amorphous hydrogenated silic
containing 10% and even more hydrogen are known to
dergo passivation. As this was shown in an EPR study10 of

FIG. 7. Energy band diagrams of an electroluminescent structure~a! under
forward bias,~b! under reverse bias.
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the dangling-bond concentration, however, doping am
phous hydrogenated silicon with an impurity whose conc
tration is several orders of magnitude lower than that of
drogen creates dangling bonds which are not hydro
passivated.

We believe that because the dangling bonds appearin
our case are primarily due to erbium doping, their conc
trationND is approximately equal to the donor concentrati
N. As a result of the nearly complete compensation ofD2

centers by donors, the Fermi levelz in this case lies in be-
tween the donor levelEd and theD2 center level~Fig. 6a!.
Thus we have an analog of a classical intrinsic semicond
tor, in which the part of the valence band is played by t
D2 center level, and the donor levelEd acts as a conduction
band. Then the concentration of neutral donorsN is equal to
that of neutral dangling bonds (D0 centers!.

We assume that, in an electric field, the electron conc
tration in the conduction bandn and the changes in the con
centrations of charged centers,dND25ND22ND2

0 , and of
neutral centers,dND05ND02ND0

0 , are much smaller than th
equilibrium valuesND2

0 andND0
0 , i.e.,

ND2
0 ,ND0

0
@dND2 ,dND0 ,n . ~1!

Because the mechanism of erbium excitation in EL is
D01e→D2 Auger process involving energy transfer to th
inner 4f shell, observation of EL under steady-state con
tions requires operation of the reverse process ofD2-center
ionization (D2→D01e).

A study of electric-field–induced deep-center ionizati
in crystalline matrices showed that the probability of mul
phonon deep-center tunneling ionization in an electric fieldE
can be written11

e~E!5eT expS E2

Ec
2D , ~2!

Ec5~3m* \/t2
3q2!1/2 , ~2a!

whereeT is the thermal-ionization probability,Ec is a char-
acteristic electric field,m* is the carrier effective mass,q is
the electronic charge, andt2 is the defect tunneling time:11

t25t11
\

2kT
, t15

1

2v
ln

«T

«opt2«T
. ~2b!

Herev is the local-vibration frequency, and«T and«opt are
the thermal and optical ionization energies of theD2 center,
respectively.

We use Eq.~2! to consider the static interaction of ele
trons in the conduction band and at deep centers~at donors
andD centers! in an amorphous matrix. We shall assume th
interaction to occur only through ionization of electrons in
the band and their reverse capture by donors andD centers.
This scenario can be described by the following coup
equations

nND0

ND2

5Nce
2

«2

kT 1 S E
Ec1

D 2

, ~3!
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nN1

N0
5Nce

2
Ed

kT 1 S E
Ec2

D 2

, ~4!

n1ND25N1 , ~5!

N5N01N1 , ~6!

ND5ND21ND0 , ~7!

wheren is the electron concentration,N0 andN1 are, respec-
tively, the concentrations of neutral and ionized donors,ND2

and ND0 are the concentrations ofD centers in different
charge states,Nc is the effective density of states at th
conduction-band edge, and«2 is the D2-center ionization
energy.

Equations~3! and~4! describe the charge exchange ofD
centers (D01e→D2) and donors (N11e→N0), which in
zero field require energy expenditures«2 and Ed , respec-
tively. Eq. ~5! is the charge neutrality condition, and Eqs.~6!
and ~7! give the total concentration of the donors andD
centers.

The first term in the exponent in Eq.~5! relates to the
D2-center ionization with an ionization energy«2 , which
occurs in a zero electric field. In an electric fieldE'V/d,
whereV is the applied voltage andd is the thickness of the
a–Si:Ĥ Er& layer, multi-phonon tunneling ionization take
place, and it accounts for the second term in the expon
(E/Ec1)2, whereEc1 is a characteristic field determined b
theD-center tunneling timet2. Ec2 is the characteristic time
for deep centers with energyEd . Taking into account tha
N'ND , Eqs. ~3!–~7! yield for equilibrium values in zero
electric field

n05Nc expS 2
«21Ed

2kT D[Nc expS 2
z

kTD , ~8!

N1
0 'ND2

0 'N , ~9!

ND0
0 'ND expS 2

«22z

kT D . ~10!

The Fermi-level positionz corresponding to the solutio
of Eqs. ~8!–~10! is shown in Fig. 6a. AssumingN5ND

'1019 cm23 in zero electric field, which corresponds to th
erbium concentration, we obtain from Eqs.~8!–~10! for the
concentration of neutralD0 centersND0

0 '1016 cm23 for
«22z50.2 eV, the value derived from the temperature d
pendence of EL in Fig. 3 for the equilibrium electron co
centration in the bandn0'109 cm23.

Consider now the case of a strong electric field assum
the changes in concentrationsdND0 and dN0 to be much
smaller than the equilibrium valuesND0

0 and N0
0. Equations

~3!–~7! yield

n5Nce
2

z
kT 1 S E

Ec
D 2

[n0eS E
Ec

D 2

, ~11!

where n05Nc exp (2z/kT). We have assumed here for th
sake of simplicity that the characteristic fieldsEc1 and Ec2

are approximately equal. This can be substantiated by
fact that t2 turns out quite frequently to be the same f
different defects in the same semiconducting matrix.11
t,

-

g

he

Thus, according to Eq.~11!, the dependence of the cu
rent flowing through the structure on electric field at a giv
temperature~i.e., the reverse branch of theI–V characteris-
tic, Fig. 1! should be determined primarily by the expone
tial growth of the electron concentration in the conducti
band caused by multi-phonon tunneling ionization.

Electron capture from the conduction band by theD0

centers can take place in three channels:7 by radiative cap-
ture, by the Auger excitation of erbium ions, or through
nonradiative multi-phonon process

c5cR1cA1cmp ,

wherecR , cA , and cmp are the coefficients of radiative re
combination, Auger process, and multi-phonon nonradia
capture by aD0 center, respectively. The erbium lumine
cence intensity will be determined not by the total probab
ity of electron capture by aD0 center but rather by that of th
Auger process, which yields, taking into account conditi
~1!, the following expression for the electroluminescence
tensity I L :

I L5cAn0ND0
0 expS E2

Ec
2D t

t r
, ~12!

wheret andt r are the total and radiative erbium lifetimes
excited state, respectively.

Because the electric-field dependences of both the
rent and the erbium luminescence intensity are dominated
the exponential in Eqs.~11! and~12!, these dependences a
practically the same, and the luminescence intensity, in
agreement with experiment, depends linearly on current~Fig.
4!. To test the theory, one should, however, confirm the
pendence of erbium luminescence intensity on electric fi
following from Eq. ~12!. Figure 8 plots the dependence
the log erbium EL intensity against the square of the elec
field applied to the amorphous silicon layer. For voltag
V,12 V, the electric-field dependence of lnIL is determined
apparently by the combined action of delocalization of sh
low tail states and the donor-state Poole-Frenkel effect.
the voltage is increased, the lnIL}E2 dependence is seen t
be met starting fromV'15 V, which provides support for
the theory@Eq. ~12!# and permits one to determine the cha
acteristic electric fieldEc . Assuming the field to be uniform

FIG. 8. Log erbium EL intensity at 1.54mm plotted against the square o
electric field applied across the amorphous silicon layer.
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throughout the thickness of the amorphous layer ('1 mm!,
one obtainsEc'1.63105 V/cm. This yields an estimate fo
the tunneling timet2;3310214 s. This figure agrees in or
der of magnitude with the data obtained for other defects
in other semiconductors.11

The temperature dependence of erbium EL intensityI L

at 1.54mm displayed in Fig. 3 was measured with dc cu
rent. To facilitate comparison with experimental data, o
can conveniently expressI L through the current densit
j 5qmnE and make use of the relation

ND0
0

5NDexpS 2
«22z

kT D . ~13!

Then for the temperature dependence of erbium EL inten
in the dc current regime we can write

I L5cANDexpS 2
«22z

kT D j

qmEj

t

t r
, ~14!

whereEj , the electric field applied to the structure at curre
j , is only weakly temperature dependent,q is the electronic
charge, andm is the electron mobility. A comparison of Eq
~14! with the data in Fig. 3 shows that the«2 level lies;0.2
eV below the Fermi level. By our model, the donor levelEd

is 0.2 eV above the Fermi level. Thus the donor level, as
be readily seen from Fig. 6a, is located;0.4 eV below the
conduction-band bottomEc . One could attempt to reconcil
the above results also with the band-structure model in wh
z coincides withEd (N.ND), but then one would have to
assume the deep-donor energy to be still larger (Ed'0.5
eV!. Therefore we preferred the model displayed in Fig.

Let us discuss now the relation connecting the tempe
ture dependences of EL intensityI L ~Fig. 3! and of the volt-
age across the sampleV5E /d ~Fig. 9! measured in the dc
current regime. As seen from these figures, theV (T) relation
passes through a maximum in the temperature region w
one observes an increase of EL with temperature. This c
can be described readily in terms of our model. Indeed,
pressing the electric field~the voltage at the sample! through
current density yields

E5EcAln
j

qmn0E
, ~15!

FIG. 9. VoltageV across the structure vs temperature for currents~mA!: ~1!
5, ~2! 10, ~3! 15, and~4! 20.
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where one can make an approximate substitution ofE for Ec

within the agrument of the logarithm. Then for the tempe
ture dependence of fieldE, which is determined by the
ln n0;z/T relation and the temperature dependence of
characteristic fieldEc ~2! we obtain

E;
x1/2

~x1x0!3/2
, ~16!

where x[1/T and x0[2t1k/\. Accordingly, the tempera-
ture dependence of the EL intensityI L is given by

I L;
1

E
exp~2uz2«2ux! . ~17!

Figure 10 plots the temperature dependences
V5E /d and I L calculated using Eqs.~16! and ~17!. We set
here«22z50.2 eV andt151.5310214 s. We readily see
that the relations we have obtained are in semiquantita
agreement with experimental data. One can expect that
t1;\ /2kT the characteristic fieldsEc1 and Ec2 should be
close, as this was assumed above.

At low temperatures and in a strong field, deep cent
are ionized by tunneling, without participation of phonon
In agreement with Ref. 12, the probability of such tunnelin
assisted ionization through a triangular potential barrier
pends on the field as

eE;expS 2
a«3/2

E D ,

wherea is a constant, and« is the energy reckoned from th
top of the triangular barrier. Due to this tunneling effect, t
electron concentration in the conduction band at low te
peratures will depend only on the applied field asn}exp
(2a«3/2/E). Figure 11 presents several points calculated
ing the data in Fig. 3 for the low-temperature domain, wh
the EL intensity is temperature independent. We see
ln (IL) is indeed well fit by a linear dependence on 1/E. This
provides support for the above interpretation of experimen
data on the EL behavior at low temperatures.

The D2-center ionization probabilitye depends expo-
nentially on electric field for both high and low temperature
Therefore a voltage pulse with a steep leading edge fed

FIG. 10. Theoretical temperature dependences of~1! erbium EL intensity
and ~2! voltage across the structure in the dc current regime.
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the structure initiates a transient process, in which the v
age across it decreases~because the free-electron concent
tion in the amorphous layer grows with time;e21). The
time in which steady state sets in decreases with increa
voltage applied to the structure, and this accounts for
voltage pulse shape at the sample~Fig. 5!.

The proposed model of erbium excitation also provid
explanation for the irreversible quenching of erbium lum
nescence observed to occur when too high currents
passed through a structure. The corresponding high vol
favors aluminum ion diffusion from the contact into the bu
of the amorphous layer. Such phenomena were observed13 in
fields;105 V/cm, which is close to the voltages used in th
work. Aluminum acts as an acceptor in silicon, which resu
in compensation of theD2 centers~and their transformation
into D0 centers!. In these conditions, ionization ofD2 cen-
ters no longer takes place~the fields employed are not hig
enough to ionize theD0 centers!, the Auger-assisted erbium
excitation becomes impossible, and the erbium luminesce
dies out.

Thus we have studied the electroluminescence of am
phous hydrogenated erbium-doped silicon within the 77–
K temperature region. It was found that the erbium lumin
cence intensity increases with temperature, to pass throu
maximum close to room temperature.

The process underlying the mechanism of erbium-
Auger excitation is electron capture from the conduct

FIG. 11. Log erbium EL intensity vs electric field 1/E for T5100 K.
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band by D0 centers, with subsequent energy transfer
Coulomb interaction to the erbium-ion 4f electrons. The
steady state is sustained by multi-phonon tunneling ion
tion of electrons from negatively charged dangling bon
(D2 centers! and donors created as a result of erbium do
ing.

The proposed theoretical model of erbium ion EL
structures based on erbium-doped amorphous hydrogen
silicon provides an adequate quantitative description of
the experimental results obtained.
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UV absorption of RbAg 4I5-RE „Sm, Yb … thin-film systems

A. L. Despotuli and L. A. Matveeva
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UV spectra of samples prepared by vacuum deposition of Sm and Yb thin films on 100–200-nm
thick films of the RbAg4I5 solid electrolyte~SE! at 300–350 K contain strong absorption
bands peaking at about 4.3 and 5.0 eV. After deposition of;5 nm of Sm, the ionic conductivity
s of the samples decreases froms0 to '0.9s0, and the SE lattice parameter, from 11.24
to '11.15 Å, with the x-ray reflection halfwidth increasing from 0.5 to 0.8°. Further growth of
Sm concentration in the samples changes the x-ray diffraction pattern, the absorption at
4.3 and 5.0 eV increases, a new absorption edge forms at 3.8 eV, ands decreases down to
;1022 s0. It is conjectured that the strong UV absorption bands in heavily defected silver halides
of the RbAg4I5-Sm~Yb! system is genetically related to the 4d10→4d95s electronic
transitions in free Ag1 ions. © 1999 American Institute of Physics.@S1063-7834~99!00702-9#
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1. The RbAg4I5 superionic conductor,1–3 a solid electro-
lyte ~SE!, is a classical object of investigation in solid-sta
ionics.4 Because of its record-high Ag1 conductivity, this
compound finds application in technology. The influence
impurities on the properties of RbAg4I5 have been reported
in a number of publications. Some of them5,6 dealt with the
problems of superionic conduction and the stability
RbAg4I5, which still have not lost their importance. It wa
proposed to prepare crystalline structures with high conc
trations of impurity centers and specific properties by d
solving appropriate metals in Ag1 conduction channels in
RbAg4I5.7 The possibility of dissolving rare-earth~RE! met-
als in RbAg4I5 was first demonstrated in Refs. 7–9. T
samples to be studied were produced by vacuum depos
of thin (;5 nm! Sm films on RbAg4I5 films at 293–350 K.
The optical absorption of samples within the spectral inter
hn51.624.1 eV and their ionic conductivitys ('0.9s0)
were explained as due to the formation of RbAg4I5–Sm dop-
ants with a concentration of optically active centers (F cen-
ters! ;331020 cm23. By Ref. 9, high Sm contents in th
RbAg4I5–Sm system favor precipitation of a nonstoichi
metric phase withs!s0 and an absorption edge within th
3.6–3.8-eV interval. No data are available on UV absorpt
of RbAg4I5 from 4.1 to 6 eV. Preliminary experiments re
vealed strong absorption bands in UV spectra
RbAg4I5–RE ~Sm, Yb! film systems.10 It was conjectured
that point defects (F centers! breakpd valence-band hybrid-
ization in the RbAg4I5–RE silver halides, thus producin
conditions favoring electronic excitations, which are simi
to those in Ag1 centers of alkali halide crystals and respo
sible for the strong UV absorption bands. This work repo
experimental data on UV absorption in RbAg4I5–RE ~Sm,
Yb! silver halides. The first x-ray diffraction measuremen
of these objects are presented.

2. Sample preparation in a vacuum of 231026 Torr and
determination of the optical absorption ands in the
RbAg4I5–RE ~Sm, Yb! system are described alsewher9
1921063-7834/99/41(2)/5/$15.00
f

f

n-
-

on

l

n

f

r
-
s

s

X-ray characterization of RbAg4I5 films with thickness
l'1002200 nm and of RbAg4I5–Sm samples (l'100
2200 nm,l Sm;5215 nm by weight! was performed at 293
K with Cr Ka radiation. The x-ray diffraction patterns wer
obtained in the Bragg–Brentano arrangement in'3 h. The
~110!, ~221!, and~311! reflections in RbAg4I5 films became
strong enough already atl'100 nm. Other SE reflection
were also substantially above the background atl;200 nm.
The intensity ratios of the main SE reflections were in agr
ment with literature data11.

3. Figure 1~spectra1, 1a, and2! presents a typical UV
behavior of the optical densityD (hn)5 log(Jquartz/JSE) in
the starting RbAg4I5 films ~quartz substrate,l 1'100 nm,
l 2'200 nm, identical deposition cycles! with respect to a
quartz reference. TheD (hn) spectra of the films exhibit
features at about 4.3 and 5.0 eV, which cannot be associ
with those of the RbAg4I5 band diagram constructed12 using
XPS data. The amplitude of the changes inD (hn) in the
region of 4.3 and 5.0 eV increases withl , i.e., it is deter-
mined by the bulk properties of the material, and is;1/10 of
the fundamental absorption.

Vacuum deposition of Sm on RbAg4I5 films gives rise to
a decrease of the SE fundamental absorption and to for
tion of strong absorption bands in the 4.3- and 5.0-eV
gions. A strong absorption tail decaying from 6 eV towa
smaller hn also becomes evident. Pairs of RbAg4I5 films
with l 1' l 2 and D1(hn)'D2(hn) were used to detect th
UV bands. The relative optical density of such a pa
Dr(hn)5 log (J1 /J2), was determined both before and aft
RE deposition on one of the SE films. The change in
relative optical density,DDr(hn), at the maxima of the UV
bands of RbAg4I5-Sm may be as high as;1/5 of the funda-
mental absorption of RbAg4I5.

Figure 2 shows aDr (hn) spectrum of a RbAg4I5-Sm
sample withs'0.9s0, the lattice parameter 11.1560.005
Å, and an x-ray reflection halfwidth'0.8°. The correspond
ing values for the pristine RbAg4I5 film ares0, 11.24 Å, and
© 1999 American Institute of Physics
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FIG. 1. D (hn) spectra of the RbAg4I5–Sm
samples obtained at 293 K.1 — Pristine
RbAg4I5 film with l'100 nm. The vertical
scale is raised by 0.5 with respect to expe
mental data; 1a - Part of spectrum 1 drawn on
original scale; 2 — RbAg4I5 film with
l'200 nm. The vertical scale is raised by 0
with respect to experimental data;3 — Low-s
phase: Sm layer withl Sm'15 nm deposited on
RbAg4I5 ~spectra1 and 1a) at 350 K; 4 —
Sample~spectrum3! after 5 h storage in dry
air.
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0.5°. The relative intensity of the~221! and ~110! or ~221!
and ~311! reflections in RbAg4I5–Sm is approximately 1.5
that of the original RbAg4I5 film. The ~221! reflection is
superimposed on the strong~111! b –AgI reflection. This
suggests a possibility of separating AgI in the course of
dissolution in SE~see Ref. 9!. As follows from D (hn), s,
and x-ray diffraction measurements, RbAg4I5–RE samples
recover in dry air to the original RbAg4I5 in a few days~this
phenomenon is discussed in Ref. 9!.

Figure 3 displays aD (hn) spectrum of RbAg4I5–Yb in
the region hn51.624.1 eV, which is similar to that of
RbAg4I5–Sm ~see Fig. 1 in Ref. 9! and contains a strong
absorption band with a maximum at 2.4 eV in the SE tra
mission region~coloring!. A DDr (hn) UV spectrum of the
same RbAg4I5–Yb sample with the 4.3- and 5.0-eV bands
shown in Fig. 4. The above spectra demonstrate a decrea
the SE fundamental absorption. The phenomena under s
do not depend on the RE atomic number. This provides
of the necessary conditions justifying assignment of
2.4-eV band to theF centers. When stored in dry air, th

FIG. 2. DDr (hn) spectrum of RbAg4I5:Sm and RbAg4I5 films (l 1,2'200
nm! obtained at 293 K. A Sm layer withl Sm'5 nm was deposited on
RbAg4I5 at 350 K.
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strong UV absorption bands of SE-RE samples become
shifted by;0.05 eV, which can be associated with an i
crease of the lattice parameter.

Figures 5 and 6 showD (hn) andDDr (hn) spectra of a
sample with a higher Sm content. TheD (hn) spectrum ex-
hibits two absorption edges at 3.3 eV (RbAg4I5) and 3.6 eV
@a low-s phase coexisting with RbAg4I5:Sm ~Ref. 9!#.The
DDr (hn) spectrum contains a feature at the 3.6-eV abso
tion edge, strong absorption bands at 4.3 and 5.0 eV, a
strong-absorption tail declining from 6 eV toward small
hn. The variation of the optical density in two-phase samp
reaches;1/4 of the fundamental absorption in RbAg4I5. The
recovery of the original optical-density spectra in su
samples takes more time than that in RbAg4I5:RE.

Spectra3 and 4 in Fig. 1 were measured on a samp
obtained by depositing on the starting RbAg4I5 film ~spectra

FIG. 3. D (hn) spectra of RbAg4I5-Yb ~293 K!: 1 — Pristine RbAg4I5 film
with l'160 nm; 2 — An Yb layer with l Yb'4 nm was deposited on
RbAg4I5 ~spectrum1! at 350 K;3 — Sample~spectrum2! after 43 h storage
in dry air.
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1 and1a! a sufficiently thick Sm film~see Ref. 9!. After its
removal from the vacuum, measurements revealeds
;1022 s0, only one absorption edge at 3.8 eV, and UV a
sorption bands at 4.3 and 5.0 eV. The change in the op
density at the band maxima is as high as;1/3 of the funda-
mental absorption of RbAg4I5. The x-ray diffraction of the
samples with the 3.8-eV edge has a different pattern than
of RbAg4I5. There is no strong~110! reflection, there ap-
pears a reflection withd57.14 Å which could be assigned t
~210! Rb2AgI3 ~see Ref. 11!, but one does not observe th
stronger ~510!, ~121!, ~221! and ~411! reflections of
Rb2AgI3. One can see also reflections withd53.72 and 3.36
Å, which correspond to the~221! and ~311! reflections in
RbAg4I5:Sm. The phase withs;1022 s0 exists apparently
within a certain RE concentration interval. Figure 1 show
shift of the absorption edge of the phase to the 3.6-eV reg
after 5 h of sample storage in air. At the same time a we
feature at 3.3 eV corresponding to the absorption edge
RbAg4I5:Sm appears in theD (hn) spectrum. After four
days of sample storage in dry air, theD (hn) spectrum re-
veals the presence of;30% RbAg4I5:Sm ~the lattice param-

FIG. 4. DDr (hn) spectra of RbAg4I5-Yb and RbAg4I5 ( l 1,2'160 nm! at
293 K. An Yb layer withl Yb'4 nm was deposited on one of the RbAg4I5

films: 1 — After Yb deposition;2 — After 43 h storage in dry air.
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eter 11.14 Å,s;1022 s0), with the d57.14-Å reflection
being replaced by a diffuse one withd57.35 Å, which can-
not be assigned to RbAg4I5, Rb2AgI3, or AgI. There appears
also a weak diffuse reflection withd57.92 Å, which can be
related to the~110! reflection of RbAg4I5:Sm. After five
days,s increases to 731022 s0, and the lattice paramete
to 11.16 Å. Thed57.35-Å reflection becomes weak to su
sequently disappear. By contrast, the~110! reflection of
RbAg4I5:Sm grows in intensity. As follows from theD (hn)
data, the absorption edge of the low-s phase persists in the
spectrum after eight days of the experiment, when the lat
parameter of RbAg4I5:Sm increases to 11.19 Å, ands, to
0.5s0. The 2.4-eV absorption band does not appear in
D (hn) spectrum as the fraction of RbAg4I5:Sm in the
sample increases. At the same time the high values
D (hn), at a level of'0.220.3 of the jump at the absorptio
edge, persist in the SE transmission region. It can there
be conjectured that the structural transformations
RbAg4I5:Sm samples are accompanied by the formation

FIG. 5. D (hn) spectra of RbAg4I5:Sm ~293 K!: 1 — Pristine RbAg4I5 film
with l'220 nm;2 — Two-phase sample, with a Sm layer withl Sm'8 nm
deposited on RbAg4I5 at 350 K; 3 — Two-phase sample after 10 days o
storage in dry air.
FIG. 6. DDr (hn) spectra of the two-phase
sample ~Fig. 5! and of a RbAg4I5 film with
l'220 nm at 293 K:1 — Starting two-phase
sample;2 — After 10 days of storage in dry air;
3 — After 30 days of storage in dry air.
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aggregates of point defects includingF centers.
Some types of solid-state current sources and elec

chemical devices contain a RbAg4I5 /Ag interface. Therefore
in conclusion to this Section, we stress different stability
the dopants RbAg4I5:Ag ~see, e.g., Ref. 13! and RbAg4I5:RE
with respect to decomposition into AgI and Rb2AgI3. We
deposited in vacuum Ag films of the same weight thickne
l Ag'2 nm, on RbAg4I5 films with l 15100 nm and
l 25200 nm. This resulted in an irreversible appearance
Dr (hn) spectra of a weak AgI exciton-absorption band
3.0 eV, which signaled precipitation of this compound in t
sample withl 1. While for l Ag;5 nm, AgI was found to be
present in both samples, in the thinner one withl 1 its con-
centration reached already;50%. The data obtained sho
that the changes in the SE free energy involved in forma
of the RbAg4I5:Ag and RbAg4I5:RE dopants have opposit
signs.

4. The optical activity revealed in RbAg4I5 in the 2.9–
3.0-eV interval was assigned to the 4d10→4d95s electronic
transitions in Ag1 ions.14–16 In actual fact it was due to the
AgI excitons. It was shown that AgI is nearly always prese
in RbAg4I5 samples.17–19

The strong UV absorption bands in the RbAg4I5–RE
systems are close in energy to the quadrupole transit
4d10→4d9s (1S021D2 , 3D1,2,3) in free Ag1 ions ~4.9–5.8
eV!. One could also draw an analogy with the weak abso
tion bands (A, . . . ,D) of silver-doped alkali halide crystals
In this case the tail of the strong UV absorption
RbAg4I5–RE could be related to theF,G, . . . bands in
silver-doped alkali halides. In alkali halides, Ag1 ions in
Ag1 (Hal2)6 octahedral clusters can become o
centrosymmetric, and the forbiddenness on optical excita
of the 4d10 electrons can be partially lifted under dynamic
static asymmetry of the centers.20–28One of possible reason
for an asymmetry is a structural defect in the nearest e
ronment of the Ag1 ion.22,26 As the radii of the host-lattice
ions and the lattice constant increase, the absorption an
minescence of the Ag1 ions in alkali halide crystals underg
a red shift. For instance, theD absorption band in NaC
~lattice constant 5.6 Å! peaks near 6.4 eV, while in KI~7.1
Å! the band maximum is at 5.5 eV.22 As already pointed out
the red shift of the strong UV absorption bands in SE:
may be associated with an increase in the lattice parame

No reliable data on selective optical excitation ofd10

electrons in CuHal and AgHal are presently available.29 Ac-
cording to Ref. 30, the valence-band wave functions of th
compounds evolve from mixing of the Halp functions and of
thed functions of the metal. At the same time XPS data se
to suggest pd hybridization of the valence band i
AgHal,29,31–33 and strong dynamicpd hybridization13,34 in
AgCl, AgBr, and RbAg4I5. The increase of fundamental ab
sorption in AgHal is assigned to valence-bandpd
hybridization.35 As seen from Fig. 1, fundamental absorpti
in RbAg4I5 increases within the 3.3–6-eV interval.

The energy levels of the Ag1 centers in alkali-halide
crystals were calculated in molecular approximation,23 with
inclusion of covalent bonding of the 4d10, 4d95s, and
4d95p configurations of Ag1 ions withp electrons of the six
nearest-neighbor Hal2 ions ~see also Refs. 27 and 28!. The
o-
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16 Ag1 ions in the RbAg4I5 unit cell are distributed among
56 crystallographic sites of three types, where these ions
tetrahedrally coordinated with I2.3 Point defects in
RbAg4I5:Sm distort the band states.10 It is therefore
conjectured11 that valence-band pd hybridization in
RbAg4I5–RE silver halides can be distorted with formatio
of Ag1 centers, which include anF center. The molecular-
like orbitals of such centers are assumed to be responsibl
the observed strong UV absorption bands.

The possible impurity nature of the features at 4.3 a
5.0 eV in the starting RbAg4I5 films is a subject of future
investigations. Note that XPS spectra of RbAg4I5 films ob-
tained under total external reflection and carrying inform
tion on the composition of the;5-nm surface layer have
recently been obtained on the RFA PVO spectrometer
IPTM RAN.36 The surface layer of the samples was found
contain'1% altogether of impurities, specifically of Fe, C
and Br.

The authors owe their thanks to V. V. Aristov for su
port and to V. K. Egorov for XPS measurements on the R
PVO spectrometer.
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Luminescent properties of crystalline lithium triborate LiB 3O5
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A study of the luminescence characteristics of crystalline lithium triborate LiB3O5 ~LBO! is
reported. Investigation of the excitation and photoluminescence spectra of nominally pure, oriented
LBO crystals within broad spectral~1.2–10.5 eV! and temperature~8–500 K! regions,
complemented by optical spectroscopy at the long-wavelength fundamental-absorption edge, has
revealed that the broad-band LBO luminescence in the 3.5–4.5-eV region is efficiently
excited by photons having energies above 7.5 eV in recombination processes and under
corpuscular or x-ray irradiation. The totality of the experimental data obtained permitted a
conclusion that the LBO luminescence has an intrinsic nature and that it originates from
radiative decay of relaxed electronic excitations. ©1999 American Institute of Physics.
@S1063-7834~99!00802-3#
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Many wide-gap insulators are characterized by stro
electron-phonon coupling, which accounts for a substan
part of lattice relaxation and provides favorable conditio
for self-trapping of electronic excitations~EE!. One discrimi-
nates between two main channels of self-trapped exc
~STE! formation, namely, via a recombination process or
direct excitation of the resonant exciton with its subsequ
relaxation. In cubic alkali-halide crystals, both mechanis
can initiate formation of STEs of the same type.1 In lower-
symmetry crystals@e.g., BeO,2 Al2O3, YAlO3, Y3Al5O12

~Ref. 3!# STEs of two types differing in properties are o
served to coexist. The fundamental reasons for this lie
different patterns of relaxation that the lattice undergoes
the cases of charged~recombination! and electrically neutra
EEs in low-symmetry crystals, where charge self-trapp
occurring in the first stage of STE formation in the recom
nation process perturbs substantially the Coulomb field
the crystal, as contrasted to the relaxation of a resonant
citon. The complex crystal structure of many low-symme
insulators suggests existence of a large number of lattice
laxation paths, which in some cases results in stabilizatio
various final states4 and makes it difficult to establish th
nature of the relaxation processes in these compounds.

There is presently a considerable interest in the inve
gation of the dynamics of electronic excitations in nonline
crystalline borates of some alkali metals@b-BaB2O4 ~BBO!,
LiB3O5 ~LBO!, CsB3O5 ~CBO!, and Li2B4O7), which enjoy
broad application in present-day nonlinear and integrated
tics as converting and waveguide optical media. Some c
tals of this group@b-BaB2O4 ~Ref. 5!, Li2B4O7 ~Ref. 6!#
exhibit a fairly strong short-wavelength intrinsic lumine
1971063-7834/99/41(2)/5/$15.00
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cence, which is assigned to radiative annihilation of se
trapped EEs or radiative decay of relaxed EEs at lattice
fects. The luminescence of these crystals has a numbe
common features, and it is efficiently excited both by ph
tons at the long-wavelength fundamental-absorption e
~LWAE! and in recombination processes. LBO crystals ha
been overlooked in this respect until recently, and filling
this gap would be of considerable interest from the sta
point of establishing common features in the dynamics
EEs and of the luminescence in crystals of this group a
their relation with those observed in more thoroughly stud
wide-gap insulators.

Lithium triborate LiB3O5 has a complex orthorhombi
cell containing four formula units, with space groupPn21a
and lattice parametersa58.46 Å,b55.13 Å, andc57.38 Å.
Two of the three inequivalent boron atoms have a pla
threefold-coordinated bond structure similar to that of B2O3.
The third boron atom has a tetrahedral, fourfold-coordina
bond structure. There are five inequivalent oxygens. T
crystal structure represents a boron-oxygen framework c
taining lithium atoms in open voids.7 The LBO transmission
band extends from 159 to 3500 nm.8

We detected earlier9 UV luminescence of LBO crystals
which can be excited by both x-ray photons and an elect
beam with an energyEe50.15 MeV. Subsequent investiga
tion revealed some features, in particular, a comp
luminescence-band profile, and participation of the m
point defects in its excitation by recombination, which is
be contrasted with the absence of a clearly pronounced r
tion with the existence in the LBO lattice of an
activator.10,11 This gave grounds for the conjecture of th
© 1999 American Institute of Physics
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LBO luminescence being of intrinsic origin.12 Proving this
would require, however, a comprehensive study of the e
tation and photoluminescence of LBO, as well as of
LWAE.

This work was aimed at a study of the excitation a
photoluminescence spectra of nominally pure LiB3O5 crys-
tals within broad spectral and temperature regions, com
mented by optical spectroscopy of LBO at the LWAE.

1. EXPERIMENTAL TECHNIQUES

LiB3O5 crystals were grown by crystallization from
Li2O—B2O3—MoO3 melt with the seed in the upper pos
tion. The starting materials of OSCh grade, up to 400 cm3 in
volume, were placed in a platinum crucible, so that the c
tent of LiB3O5 in the system was 30–35 wt%. After homo
enization and a pause at 850–900 °C, the melt was co
down to the saturation temperature, and the seed crystal
brought in contact with the surface. The single crystals w
grown with @010# orientation at a cooling rate of 0.1–0.
K/h. A typical LBO crystal grown for 15–20 days varie
from 70 to 120 g in weight.

We used a set of 10 nominally pure LBO crystals
optical quality in the form of polished plane-parallel plat
measuring 1031031.5 mm, with the plane perpendicular
the X or Z crystallographic axes. For brevity, they are d
noted by LBO'X and LBO'Z, respectively.

The luminescence measurements were performed o
experimental setup including a VMR-2 vacuum monoch
mator with a 600-l/mm spherical grating, a high collectin
power MDR-2 monochromator with a 1200-l/mm gratin
FÉU-106 and FE´ U-142 PM tubes operating in the photo
counting mode, a VMF-25 hydrogen lamp as a source
VUV light, an evacuated optical chamber with a LiF windo
provided with a low-inertia cryostat having interchangea
units for operation within a broad temperature range from
to 600 K, and an oil-free pumping system. The luminesce
emitted in studies of excitation spectra was passed throu
UFS-2 filter. The x-ray luminescence was excited with
BSV-2 tube (Ua530 kV, I a510 mA, Cu anticathode!. The
output formatted in the CAMAC standard was interfaced t
computer providing control of the various assemblies a
data acquisition and processing.

2. RESULTS OF EXPERIMENT

Measurements of LBO optical-absorption~OA! spectra
showed the monotonic exponential growth of optical abso
tion in unirradiated crystals to start above 7.5 eV~Fig. 1!,
with no OA bands observed within the LBO transmissi
region. It was found that the real position of LWAE depen
both on temperature and on the crystallographic orienta
of the sample. For instance, the LWAE position in
LBO'Z crystals was shifted by about 150 meV towa
shorter wavelengths compared to that for LBO'X crystals
~Fig. 1!. A change in crystal temperature from room tem
perature to 80 K shifts the LWAE toward shorter wav
lengths in all cases by about 100 meV~Fig. 1!. Irradiation of
LBO by a 150-keV electron beam creates lattice defects
several types. Low-temperature defects responsible for o
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cal absorption in the transmission region of the crystal w
studied in Ref. 13. Our study reports on detection of hig
temperature LBO lattice defects, which persist above 650
and manifest themselves in OA spectra close to the LW
~Fig. 2!. The nature of the high-temperature defects rema
unclear. For our present work it is essential that no photo
minescence is observed under optical excitation within
OA band of either low- or high-temperature LBO defects

FIG. 1. Excitation spectra of~1,2! luminescence and~3,4! optical absorption
of ~a! LBO'X sample and~b! LBO'Z sample obtained at~1,3! 290 K and
~2,4! 80 K.

FIG. 2. Optical absorption spectra of LBO obtained at 300 K:1 — before
irradiation, 2 — after irradiation by a 150-keV electron beam,3 — after
annealing the irradiated sample in air at 650 K.
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By contrast, excitation of unirradiated LBO by photo
with energies above 7.5 eV gives rise to the appearanc
broad-band photoluminescence~PL! within the 2.5–4.5-eV
region~Fig. 3!. The excitation spectrum of this luminescen
is a strong band peaking near 7.9–8.0 eV. The lo
wavelength edge of the excitation spectrum rises steepl
the 7.5–8.0-eV region to its maximum, followed by
smooth falloff to a constant level of 20–25% of the ma
mum value, to remain afterwards practically unchang
within the 9.5–10.5-eV spectral interval~Fig. 1!. As seen
from Fig. 1, the profile of the excitation band depends b
on temperature and on the crystallographic orientation of
sample. For instance, at 80 K the excitation-band profi
measured for LBO'X and LBO'Z crystals coincide fairly
well to form a band peaking at 8.0 eV with a FWHM o
about 0.8 eV, whereas at 290 K they are noticeably broa
Also, in LBO'Z crystals the broadening by about 200 me
occurs at the short-wavelength falloff of the excitation ba
with its long-wavelength decay remaining practically u
changed, while the situation in LBO'X crystals is different,
namely, a similar broadening of the excitation band ta
place only at the long-wavelength decline~Fig. 1!.

Most of the PL spectrum is confined to a Gaussia
shaped band with a FWHM of 1.2 eV peaking at 4.0 eV~Fig.
3!. The LBO luminescence band has the same shape w
excited at different points within the 7.7–10.5-eV spect
region. Figure 3 shows also an x-ray-excited LBO lumin
cence spectrum, which is seen to be close in shape to th
spectrum.

It should be pointed out that the luminescence spect
contains features in the form of weak shoulders super
posed on the main band profile~Fig. 3!. These features vary
in intensity and position from one sample to another, dep
on the temperature regime used and other experimental
ditions. For example, cooling to 77 K gives rise to a notic
able luminescence in the 2.5–4.5-eV region, which appe
without any external irradiation and coincides in its ma
characteristics with the PL spectrum. Following a few hou
maintenance in vacuum in the dark, the spontaneous lu
nescence in LBO dies out completely. Note that heating

FIG. 3. Luminescence spectra of LBO obtained at 290 K under excita
with ~1! photons with energyEex57.7 eV and~2! x-ray photons.
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unirradiated sample within the 80–200 K interval at a ra
faster than 5 K/s likewise initiates spontaneous emiss
whose intensity depends on the heating rate and can bec
higher than that of the PL by one to two orders of magnitu
No such luminescence was observed to occur above 20
Interestingly, in unirradiated samples this results in gene
tion of carriers, their localization at higher-temperature tra
ping centers, and subsequent thermally stimulated lumin
cence~TSL! near the well-known TSL peak at 240 K~Fig.
4!. Such thermally induced light flashes are characteristic
many pyroelectric crystals, in particular, of lithium
tetraborate.6 Investigation of the nature of this luminescen
would require an independent study involving an analysis
lattice dynamics. We shall focus out attention here on
main part of the PL spectrum, which is not affected by t
above nonisothermal phenomena.

To remove these effects in measurements of the t
perature dependence of the PL, we used heating and coo
rates below 0.05 K/s. PL spectra measured at 8 and 8
coincide in shape with that obtained at room temperat
~Fig. 3!. The PL intensity measured at 77 K exceeds ty
cally that taken at room temperature two times. Figure
displays the temperature dependence of the PL intensit
the 8–400 K range, which follows Mott’s law with
Ea5290 meV andv52.43105 s21. The luminescence is
thermally quenched above 240 K. With allowance made
the temperature-induced shift of the PL excitation band,
temperature dependence of PL was found to be the sam
different energies of exciting photons.

The temperature dependence of the x-ray induced lu
nescence follows a somewhat different pattern. It does
typically exhibit thermally induced light emission. Abov
240 K, it undergoes temperature quenching coinciding w
that for the PL, whereas when cooled from 240 to 80 K,
PL intensity drops 20–25 times~Fig. 5!. The reason for this
lies in carrier localization at the electronic, B21, and hole,
O2, trapping centers having characteristic carrier delocali
tion temperatures of 130 and 240 K, respectively.

n
FIG. 4. ~1! Luminescence of an unirradiated sample heated in vacuum
rate of 5 K/s and~2! thermostimulated luminescence of LBO irradiated b
x-rays at 77 K.
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3. DISCUSSION OF RESULTS

The experimental data obtained reveal primarily a lar
as high as 4 eV, Stokes shift of LBO photoluminescence
a correlation between the sharp increase of the crystal op
density for photon energies in excess of 7.5 eV and the p
file of the long-wavelength edge of the PL excitation sp
trum ~Fig. 1!. The increase in OA above the 7.5-eV phot
energy should be assigned to fundamental absorption
LBO. Indeed, despite the fact that the exact value ofEg for
LBO is still a subject of controversy, both experimental a
theoretical estimates ofEg from the absorption edge yiel
values from 7.75 to 7.80 eV.8,14,15 At the same time LBO
band-structure calculations suggestEg57.37 eV in theG-G
direction.16 This is not contradicted by LBO reflectanc
spectrum studies done for the 6–12-eV region and by
corresponding calculations17,18, by which the energy of the
4a2 orbital assigned to the lower conduction band is 7.3 e

In this connection, experimental data~Fig. 1! permit a
conclusion that the longest-wavelength fundamen
absorption peak of LBO crystals lies above 7.7 or 7.9 e
depending on the sample crystallographic orientation. Thi
in full agreement with the value of 7.78 eV obtained earli8

for nonoriented LBO samples and accepted as an estima
Eg . It should be pointed out that optical absorption of LB
grows steeply in the immediate vicinity of the gap edg
which differs essentially from the situation observed in oth
borates~BBO, CBO!, where interband transitions at the e
tremal points are forbidden by symmetry considerations
fundamental optical absorption becomes observable at e
gies slightly in excess ofEg .8 A more careful analysis of the
fundamental-absorption edge at different temperatures~Fig.
1! indicates that it can be fitted well by a Lorentzian. T
optical density at the maximum of this absorption band c
be approximately estimated as 104 cm21, which is a fairly
large value. Such properties can imply the presence at
LBO absorption edge of exciton-like electronic excitation
which probably overlap with interband transitions.

At the same time, in contrast to alkali-halide crystals a
some binary oxides@for instance, BeO~Ref. 19!#, the inves-

FIG. 5. Temperature dependences of~1! photoluminescence of unirradiate
LBO samples atEex57.7 eV and~2! x-ray luminescence. Points - exper
mental data, lines - assumed theoretical relations.
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tigation of the LBO near the liquid-helium temperature pe
formed in this work did not reveal any luminescence near
absorption edge that could be assigned to these states.
pattern is typical of some simple oxides~for example, MgO
and Al2O3) and can be realized apparently in BBO~Ref. 5!
and Li2B4O7 ~Ref. 20!. This interpretation is supported b
the shape of the LBO luminescence excitation spectrum
the fundamental absorption region of the crystal, which
typical of crystals producing excitonic-like luminescence,
well as by its characteristic temperature dependence,
large emission band width, and a considerable Stokes s
In this connection, LBO luminescence can be associated w
radiative annihilation of relaxed exciton-like electronic exc
tations, as is the case with BBO~Ref. 5! and Li2B4O7 ~Ref.
20!, or with the emission of relaxed excitons localized
small-scale structural distortions21. Additional arguments
could come from studies of the electronic structure of LB
and simulation of the optical characteristics of borates.

The numerous LBO band-structure8,14,16,22and cluster15

calculations, as well as XPS data obtained for this crysta8,23

indicate unambiguously that the valence-band structure
LBO derives primarily from anionic states. Boron ions co
tribute comparatively little to the valence- and conductio
band states, whereas lithium-ion states do not participat
the electronic structure of the LBO valence band at all.
this connection, the electronic states of LBO are domina
by localized boron-oxygen bonds. The calculations sugg
also that the LBO bands have a small dispersion inK space
and that the valence band, in particular, has minig
throughout the wave-vector variation range. As a result,
carrier effective mass is fairly large and is estimated as 0
0.89, and 0.69me for the conduction-band directionsG-X,
G-S, andG-Z, respectively.16

An analysis of possible electronic transitions from t
upper valence to the lower conduction band showed them
be dominated by the electronic structure of the boron-oxy
groups, and this situation is typical of the LBO, CBO, a
BBO crystals. A recent LAPW band-structure calculation22

made for all crystals in this group showed their valence-ba
top to derive primarily from the oxygen orbitals, with boro
ions contributing practically nothing. Note that the lowes
energy electronic transition in LBO occurs to the sta
evolving from the trigonally hybridized orbitals of the boro
and oxygen ions forming the bottom of the conduction ba
By contrast, in the other borates~CBO and BBO! the
conduction-band bottom derives from the cation states,
transitions from valence-band states due to oxygen ion
purely cationic states at the conduction band-bottom hav
comparatively low probability. Stronger transitions are se
at about 1 eV above the absorption edge, where mi
boron-oxygen orbitals of the CBO and BBO crystals beco
involved in formation of the final state of the interband tra
sition.

Taking into account all the above-mentioned consid
ations, namely, that the excitation spectrum lies within
fundamental absorption region and is characterized b
higher efficiency at the long-wavelength edge, therm
stimulation of recombination processes, and the tempera
dependences of x-ray and photoluminescence, one may
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clude that the LBO luminescence is an intrinsic proc
originating from radiative annihilation of relaxed excito
like electronic excitations, which can form either directly
in recombination involving the main lattice defects.

Thus the present studies of the photoluminescence
photoexcitation of LBO crystals give us grounds to assoc
the broad-band photoluminescence peaking at 3.75–3.8
with the intrinsic luminescence of LBO, which originate
from radiative annihilation of relaxed exciton-like electron
excitations. Viewed from the standpoint of possible appli
tions, this luminescence can be used in nondestructive tes
of optical components made of LBO and subject to hea
laser-radiation loads.
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Luminescence-spectral properties and structure of optical centers in Eu- and Ce–Eu-
containing quartz gel-glasses
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Eu- and Ce–Eu-containing quartz glasses obtained by a direct sol–gel-glass transition are
investigated. It is discovered that the conversion of a xerogel into a glass leads to lowering of the
symmetry of the Eu31 optical centers from hexagonal to orthorhombic and a many-fold
increase in the efficiency of the excitation of their luminescence through the charge-transfer band.
In the co-activated glasses, the distortion of these centers is enhanced, and compound
Ce41-Eu31 centers appear, in which the Eu~III ! oxo complexes are characterized by cubic
symmetry and by sensitization of the luminescence of the Eu31 ions by photoreduced (Ce41)2

ions. Crystal-field theory shows that the coordination number of the cation in such oxo
complexes is equal to 8. It is established that similar structural formations exist in annealed
xerogels, but they are manifested spectroscopically only upon low-temperature shortening of the
interatomic distances, as a result of which the sensitization indicated becomes possible.
© 1999 American Institute of Physics.@S1063-7834~99!00902-8#
-
u
if

la

o
e

ce
c-

gh
n
o

e
ar
c
4
ion
et
t

th
c

l-

it

-
l

la-

ical
the
the
lev-
i-
It was shown in Ref. 1 that the co-activation of Sm
containing quartz gel-glasses by cerium produces compo
centers, whose luminescence-spectral characteristics d
radically from those of the centers in the monoactivated g
and which include Sm31 and Ce41 ions joined by an oxygen
bridge. The Sm31 ions in such centers are characterized
average by a local environment of higher symmetry and
fective sensitization of their luminescence by photoredu
(Ce41)2 ions. A significant influence of cerium on the stru
ture of neodymium optical centers was also discovered
similar glasses.2 These findings prompted a more thorou
investigation of the influence of cerium on the structure a
properties of compound optical centers in lanthanides
similar matrices.

In the present work we made an attempt to obtain n
data on the structure of such compound centers in qu
gel-glasses by employing Eu31 ions as a spectroscopi
probe, in which the position of the energy levels of thef
configuration and the intensity of whose intraconfigurat
transitions can be calculated unequivocally using the m
ods of crystal-field theory. A parallel attempt was made
ascertain the most efficient channels for excitation of
luminescence of these ions in cerium-monoactivated and
activated glasses.

I. THEORY

As is generally known, in calculations of the matrix e
ements of the potential energyV of the 4f subshell of lan-
2021063-7834/99/41(2)/6/$15.00
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thanide ions in a ligand field, it is convenient to expand
into a series in irreducible tensor operators:3,4

V5(
t,p

BtpDp
t , ~1!

where

Btp5(
j

zje
2

Rj
t11

Cp
t ~Q jF j !, ~2!

Dp
t 5(

i
r i

tCp
t ~q iw i !, Cp

t 5S 4p

2t11D 1/2

Yp
t ; ~3!

zje is the charge of thej th ligand with the spherical coordi
natesRj , Q j , and F j ; r i , q i , and w i are the spherica
coordinates of thei th electron in the unfilled 4f subshell;
andYp

t is a spherical function. If we regard theBtpr t̄ ~where
r t̄5*0

`r tR2(r )r 2 dr) as parameters which describe the re
tive energetic positions of the individualf orbitals and are
subject to experimental determination, such a semiempir
crystal-field theory permits successful interpretation of
splitting of the energy levels and intensities of the lines in
spectra of lanthanides caused by transitions between sub
els of the 4f subshell. The relative intensities of the ind
vidual components corresponding to transitions from the5D0

state of Eu31 to the7F j state are described by the formula
© 1999 American Institute of Physics
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I rel~JM!;F(
t,p

BtpS 1 t J

q p M
D G 2

, ~4!

whereq50 for thep component and61 for thes compo-
nent of the electric-dipole transition, andt takes the values 1
3, 5, and 7. In this equation, the odd crystal-field parame
Btp are related to the parametersAtp in the expansion of the
potential in operator equivalents in Stevens formalism5 by
the expressionBtp5t tpAtp , for which the values of the co
efficientst tp can be found in Ref. 3. In particular, the valu
of t40 andt60 for the fourth- and sixth-order parameters a
equal to 8 and 16, respectively.

II. MATERIALS AND EXPERIMENTAL METHOD

The glasses were synthesized according to a kno
modification of the sol-gel method, which provides bu
samples of fairly high optical quality.6 The samples were
activated by impregnating the porous xerogels with wa
ethanol solutions of the chloride salts of the respective l
thanides with various concentrationsC. All the reagents
were of grades no poorer than ‘‘chemically pure.’’ Befo
the measurements, the xerogels were annealed in air for
at a temperature preceding the onset of the pore-closing
cess (T51100 °C). The glass transition was effected in
at T51200 °C for 2 h followed by unaccelerated cooling
When it was necessary to alter the charge state of the
vators, the glasses were subjected to annealing in a hydr
atmosphere atT5900 °C for 3 h.

A Beckman UV5270 spectrophotometer was used
analyze the extinction spectra. An unactivated quartz g
glass of identical thickness as the sample being meas
was placed in the reference channel. The luminescence
luminescence excitation spectra were recorded on an SD
spectrofluorometer and were corrected7 and represented in
the form of plots of the wavelength dependence of the nu
ber of photons in a unit wavelength rangedn/dl. For the
purpose of improving the resolution of individual comp
nents, the luminescence spectra were recorded with coo
of the samples to 77 K. To minimize luminescence quen
ing, samples with a thickness which ensures an optical d
sity less than 0.2 were used to record the luminescence
citation spectra.

III. RESULTS

Figure 1 slows the attenuation spectra of Eu- and C
Eu-containing quartz gel-glasses in the visible and ultravio
regions. It can be seen that the spectrum of the monoa
vated glass withCEuCl3

@wt %# displays weak narrow band
at 395 ~the 7F0→5L6 transition of Eu31 ions!, 460 ~the
7F0→5D2 transition!, and 530 nm~the7F0→5D1 transition!
and a broad intense band at 230 nm~curve1!. Thermal treat-
ment of this glass in hydrogen leads to appreciable weak
ing of the broad band and the appearance of a ‘‘shoulder
300 nm, whose long-wavelength ‘‘wing’’ stretches to 45
nm ~curve 2!. The spectrum of the co-activated glass w
2CCeCl3

5CEuCl3
51 wt % is distinguished from the spectru

of the monoactivated glass by reduction of the relative int
rs
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sity of the band at 395 nm and the presence of an inte
broad band at 250 nm~curve3!. As a result of the therma
treatment of this glass in hydrogen, this band is transform
into a relatively weak band at 320 nm, and the sho
wavelength band observed for the monoactivated glass
comes noticeable~curve4!.

Figure 2 shows the luminescence and luminescence
citation spectra of the Eu-containing xerogel and quartz g
glass withCEuCl3

53 wt %. It is seen that the luminescenc
spectrum of the xerogel with excitation at the waveleng
lexc5395 nm ~curve 1! consists of a series of poorly re
solved narrow bands, the most intense of which lies at 6
nm ~the 5D0→7F2 transition!. When lexc5320 nm, the
narrow-band luminescence spectrum of the xerogel chan
only slightly ~for this reason it is not shown in Fig. 2!, but a
poorly resolved, intense broad band appears at 380
~curve 2!. The luminescence excitation spectrum of the x
rogel recorded atl rec5615 nm consists of narrow band
which correspond tof 2 f transitions of the Eu31 ions, and a
broad band at 270 nm~curve3!. The luminescence spectrum

FIG. 1. Attenuation spectra of Eu- and Ce–Eu-containing quartz g
glasses. CCeCl3

~wt. %!: 0 ~1, 2!; 0.5 ~3, 4!. CEuCl3
~wt. %!: 1 ~3, 4!; 3 ~1, 2!.

2, 4 — samples annealed in hydrogen.T5298 K.

FIG. 2. Luminescence and luminescence excitation spectra of a
containing xerogel~1–3! and quartz gel-glass~4, 5!. CEuCl3

53 wt %. lexc

~nm!: 320 ~2!, 395 ~1, 4!. l rec5615 nm ~3, 5!. The intensity of band2 is
given relative to the band at 615 nm.T ~K!: 77 ~1, 2, 4!; 298 ~3, 5!.
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of the glass withlexc5395 nm~curve4! exhibits weakening
of the relative intensity of the5D0→7F4 band (l
;700 nm) and slight enhancement of the splitting of t
bands assigned to5D0→7F1 (l;590 nm) and5D0→7F2 .
The displacement oflexc toward shorter wavelengths i
weakly manifested on the narrow-band spectrum and is
companied by the appearance of ultraviolet luminescen
which is far less intense than for the xerogel. The lumin
cence excitation spectrum of the glass atl rec5615 nm
~curve5! is distinguished from the analogous spectrum of
xerogel by an appreciable blue shift and a considera
greater relative intensity of the band at 270 nm, as well
roughly identical intensities for the7F0→5L6 and 7F0

→5D2 bands. Scanningl rec over the5D0→7F j bands leads
to slight redistribution of the intensity in this spectrum
When CEuCl3

is diminished to 0.3 wt %, no fundament
changes occur in the spectra considered.

Figure 3 shows the luminescence and luminescence
citation spectra of the Cu–Eu-containing quartz gel-glass
xerogel with 2CCeCl3

5CEuCl3
51 wt %. The narrow-band lu-

minescence spectrum of the co-activated glass withlexc

5395 nm~curve1! is distinguished from the correspondin
spectrum of the monoactivated glass considered above
significant weakening of the5D0→7F1 and5D0→7F4 bands
and enhancement of the splitting of the5D0→7F2 band. The
displacement oflexc toward shorter wavelengths leads
radical alteration of this spectrum. In particular, whenlexc

5320 nm~curve2!, we observe many-fold enhancement
the 5D0→7F1 band and strong splitting of the5D0→7F2

band into two components of comparable intensity, the5D0

→7F0 band (l;580 nm) being almost completely absent.
is noteworthy that the relative intensity of the5D0→7F1

band decreases by a factor of almost 2 whenT is raised from
77 to 298 K. Whenlexc is scanned in the range 300–380 n
the general form of the narrow-band spectrum is preserv
but the ratio between the relative intensities of the transiti

FIG. 3. Luminescence and luminescence excitation spectra of a Ce
containing quartz gel-glass~1–4! and xerogel ~5!. 2CCeCl3

5CEuCl3
51 wt %. lexc ~nm!: 320 ~2, 5!; 395 ~1!. l rec ~nm!: 591 ~4!; 615 ~3!. T ~K!:
77 ~1, 2, 5!; 298 ~3, 4!.
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to the 7F j states and the number of splitting components
the 5D0→7F2 band vary. We note, however, that the add
tional components appearing aslexc is varied have signifi-
cantly smaller intensities than the principal componen
When lexc,280 nm, the narrow-band luminescence sp
trum begins to approximate the spectrum obtained forlexc

5395 nm. Whenl rec5615 nm, the luminescence excitatio
spectrum of the glass~curve3! mimics the spectrum depicte
in Fig. 2 by curve5, but whenl rec5591 nm, an intense
broad band with a maximum at 320 nm appears~curve 4!.
The narrow-band luminescence spectrum of the co-activa
xerogel recorded withlexc5320 nm at T5298 K differs
somewhat from the analogous spectrum of the Eu-contain
xerogel, but atT577 K ~curve 5! it begins to approximate
curve2.

Figure 4 shows the luminescence spectra of Eu- and C
Eu-containing glasses annealed in hydrogen. It can be s
that the spectrum for the monoactivated glass displays a
tional broad overlapping bands at 480 and 600 nm wh
lexc5320 nm~curve1!. In this case the main features of th
narrow-band spectrum are similar to those observed be
annealing. The variation oflexc in the range 300–400 nm i
accompanied by redistribution of the intensity and weak d
placement of the broad bands, but it is scarcely reflecte
the relative intensities and the spectral positions of the n
row bands. The narrow-band luminescence of the Eu31 ions
is not detected at all in the spectrum of the co-activated g
at lexc5320 nm, and only a broad band at 470 nm is o
served~curve2!.

IV. DISCUSSION

The narrow-band excitation spectra shown in Fig. 1
typical of the f 2 f transitions of Eu31 ions. The monotonic
increase ink with decreasingl on curve1 is associated with
light scattering due to the microscopic inhomogeneity of
glass caused by the incompatibility of the highly coordina
europium-oxygen polyhedrons with the SiO2 structural
framework, and the intense band at 230 nm is most proba
caused by absorption in the band assigned to charge tra
~CT! from the ligands to Eu31 ions. The decrease in th
intensity of this band with simultaneous broadening and
appearance of a ‘‘shoulder’’ at 300 nm as a result of
annealing of the Eu-containing glass in hydrogen~curve 2!
can be associated with the formation of stable Eu21 ions in
the glass. As has been reported,8 the absorption spectra of th

u-

FIG. 4. Luminescence spectra of Eu- and Ce–Eu-containing quartz
glasses annealed in hydrogen.CCeCl3

~wt. %!: 0 ~1!; 0.5 ~2!. CEuCl3
~wt. %!:

1 ~2!; 3 ~1!. lexc5320 nm.T5298 K.
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latter in fused quartz glass are characterized by the pres
of two broad bands at 250 and 300 nm. The appearanc
the intense band at 250 nm in the spectrum of the
activated glass~curve 3! is caused by charge transfer fro
the ligands to Ce41 ions.6 The transformation of this ban
for the analogous glass annealed in hydrogen into a w
band at 320 nm~curve4! is associated with a decrease in t
concentration of tetravalent cerium as a result of its reduc
to trivalent cerium, which absorbs at that wavelength.6

Using the approach described in the theoretical part
the narrow-band luminescence spectrum of the monoa
vated xerogel shown in Fig. 2~curve1!, we can easily show
that its optical centers are characterized by a hexag
structure, which most probably hasC3h or D3h symmetry.
The transformation of this spectrum into curve4 upon con-
version of the xerogel into a glass attests to the appearan
an appreciable rhombic (C2v) distortion. In view of the weak
dependence of the luminescence and luminescence excit
spectra onlexc andl rec, the fraction of other types of center
is small. On the basis of the results in Ref. 9, the inte
broad luminescence band of the activated xerogel at 380
~curve2! can be assigned to CT complexes formed betw
the ligands~oxygen atoms and hydroxyl ions! and the acti-
vator. The dramatic weakening of this band upon convers
to the glass and the many-fold enhancement of the ban
260 nm in the excitation spectrum of its narrow-band lum
nescence~compare curves5 and 3! attest to an increase i
the efficiency of energy transfer from the excited CT state
Eu31 ions. In addition, the blue shift~by roughly
1500 cm21) of the position of the CT absorption band in th
glass points to a decrease in the polarization of oxygen
europium.4 Evidently, in such a case the rate of emissi
from the excited CT state begins to fall below the rate
return of an electron to the ligand from the ground state
the rare-earth ion, causing more efficient excitation of
latter. The quantum efficiency of such intracenter sensit
tion of the luminescence can be determined by compa
the intensities in the absorption and excitation spectra of
narrow-band luminescence according to the formula

h5~kf fdnct /dl!/~kctdnf f /dl!, ~5!

where the subscriptsf f andct indicate that the values of th
parameters being determined are taken at values ofl corre-
sponding tof 2 f transitions and the CT band, respective
Using curve5 and the spectrum obtained by subtracting
extrapolated light-scattering spectrum from the spectrum
scribed by curve1 in Fig. 1, we find that the value of th
parameter sought lies in the range 4–8%.

An analysis of Fig. 3 with consideration of the increa
in the relative intensity and splitting of the ‘‘hypersensitive
5D0→7F2 transition ~curve 1! shows that enhancement o
the distortion of the europium optical centers occurs in
co-activated glass and that there are additional centers
new type~curve2!, which are efficiently excited in a broa
band at 320 nm~curve 4!. The significant intensification o
the electric-dipole transitions of the Eu31 ions in the addi-
tional centers asT is raised in the range 77–298 K attests
the fairly large contribution of the dynamic part of the p
tential of the local field to their probability and, as a cons
ce
of
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quence, to the high symmetry of such centers. On the b
of the number of very intense lines and the higher resolut
of the 5D0→7F1 transition in comparison to the5D0→7F2

electric-dipole transition, we can assume that the center
the new type are characterized by cubic symmetry. As
know,3,4 in the case of a cubic field the7F2 level splits into
two sublevels, one of which is triply degenerate, while t
other is doubly degenerate. For the coordination numberNc

56 the lower sublevel is a triplet with the componen
B2(u22&) andE(u61&), and forNc58 it is a doublet with
the componentsA1(u0&) and B1(u21&). With consideration
of the odd parametersBtp it is not difficult to infer from
formula ~4! that two components with a 3:2 intensity ratio
the u0& andu61& states, respectively, will be observed in th
5D0→7F2 transition when there is weak distortion of th
cubic structure (O→C4 ,C4v).

The situation just described for the5D0→7F2 transition
in a cubic field is illustrated for both values ofNc in Fig. 5,
where the numbers next to the arrows indicate the rela
intensities of the transitions. It can be seen that the lo
wavelength band will be more intense~by a factor of 1.5!
when Nc56 and that the short-wavelength band will b
more intense~also by a factor of 1.5! whenNc58. A com-
parison of the areas under the experimentally observed c
ponents of this transition~in the range 600–640 nm! for the
co-activated glass atlexc5320 nm~curve 2 in Fig. 3! with
the transition intensities in Fig. 5 shows that the experim
tal data correspond to the case where the value ofNc for the
Eu31 ions equals 8. However, if we take into account t
inhomogeneous broadening and the fact that the experim
tal peak intensity of the long-wavelength component
roughly 1.4 times higher, we cannot rule out the existence
centers withNc56.

For an unequivocal choice in favor of one of the valu
of Nc , we utilize the results in Ref. 10, in which it wa
shown that Eu31 ions with a six-ligand environment ofOh

symmetry exhibit splitting of the5D0→7F4 band into two
groups of components, which are caused byA1g , T1g , and
Eg Stark sublevels of similar energy~the first group! and a
T2g sublevel ~the second group!. In the case of an eight
ligand environment of the same symmetry, there is splitt
into three groups, which are caused byT2g andEg ~the first
group!, T1g ~the second group!, and A1g ~the third group!
sublevels. Preference should be given to optical centers

FIG. 5. Calculated intensity distribution of the components of the5D0

→7F2 transition of Eu31 ions in a field of cubic symmetry for six- and
eight-ligand environments.
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Nc58 already on the basis of this feature, since the lumin
cence spectrum of the co-activated glass displays three c
ponents atl;680, 699, and 714 nm for this band~curve2 in
Fig. 3!. However, since the short-wavelength component
be assigned to the5D0→7F3 transition, we calculated the
values of the total splitting of the7F4 level for Nc56 and 8.
An intermediate calculation of the fourth- and sixth-ord
parameters yielded the following values (cm21):

A405512, A60531, B4054096, B605496 for Nc56,

A4052512, A60582, B40524096,

B6051312 for Nc58.

We note that the values ofA40 were obtained from experi
mental data on the splitting of the7F2 level and then the
values ofA60 were calculated using a cluster model.3,10

It was ultimately found that the total splitting amounts
700 cm21 for Nc56 and 780 cm21 for Nc58. While the
magnitude of the splitting between the long-wavelength a
middle components equals 300 cm21, the splitting between
the long-wavelength and short-wavelength component
>700 cm21. Since the former value is several times le
than the expected value, we can state that the sh
wavelength component does, in fact, belong to the5D0

→7F4 band and that, therefore,Nc58.
The intense broad band with a maximum at 320 nm

the luminescence excitation spectrum of the cubic Eu31 cen-
ters considered~curve4 in Fig. 3! can be associated, accor
ing to the luminescence spectra of the glasses therm
treated in hydrogen, with excitation transfer from Ce31 ions.
In fact, the narrow-band luminescence with a maximum
590 nm is totally absent for such glasses, whereas only
luminescence of Ce~III ! ~Refs. 1 and 6! is observed for the
co-activated glass~curve2 in Fig. 4! and the luminescence o
Eu31 ions with a maximum at 615 nm and the broad-ba
luminescence of Eu~II ! ~Ref. 8! are observed for the mono
activated glass~curve1 in Fig. 4!. The luminescence excita
tion spectrum under consideration can clearly be attribu
precisely, as in the case of the Ce–Sm-containing glas
Ref. 11, to the formation of compound centers, in whi
Ce41 ions and ions of the co-activator are joined by an ox
gen bridge, and excitations are transferred to the latter f
metastable photoreduced (Ce41)2 ions. As we know,12 the
ionic radius of tetravalent cerium is;0.8 Å, and, in accor-
dance with the geometric criterion in the Ref. 13, such io
can form cerium-containing polyhedrons withNc57 and,
possibly, 6. In the latter case, according to a consequen14

of the Pauling electrostatic valence rule, they can perform
role of buffer elements, which promote the entry of high
coordinate lanthanide ions into the silicon-oxygen fram
work and thereby the formation of such compound cent
Since the minimum percentage of Eu31 ions entering these
centers cannot be less than the product of the quantum
ciency of the sensitization of their luminescence by (Ce41)2

ions and CCeCl3
/CEuCl3

, we can attempt to estimate it usin
Eq. ~5! and curves3 and4 in Figs. 1 and 3, respectively. Fo
this purpose the parameters with the subscriptf f in this
equation should be taken atl5530 nm, and the paramete
s-
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with the subscript ct should be taken at 390 nm.l
.320 nm. A simple calculation shows that the percenta
amounts to;3% when 2CCeCl3

5CEuCl3
51 wt %.

Finally, it should be noted that the conclusion drawn
Ref. 1 regarding the formation of compound Ce41-Ln31

centers in the pore-closure stage is not entirely correct
fact, such structural formations also exist in thermally trea
xerogels, as is evidenced by the appearance of a simila
between the narrow-band luminescence spectra of the g
and xerogel cooled to 77 K atlexc5320 nm~curves2 and5
in Fig. 3!. It can be assumed that the absence of the sen
zation described due to the large interatomic distances in
intermediate matrix atT5298 K prevents the appearance
spectroscopic manifestations of these centers. The shorte
of these distances, which occurs both whenT is lowered and
when the xerogel transforms into a glass, makes such se
tization possible and permits the confident detection of th
centers.

Thus, the predominant europium-containing species
quartz gel-glasses doped by impregnation and sintering in
are rhombically distorted oxo complexes of Eu~III !. This
structure is essentially independent of the concentration
the europium salt introduced when the latter varies in
range 0.3–3 wt %. When Eu-containing glasses are
activated by cerium, compound Ce41-Eu31 centers also
form, in which Eu~III ! is characterized predominantly by cu
bic symmetry with a coordination number of the cation eq
to 8 and effective sensitization of the luminescence by p
toreduced metastable (Ce41)2 ions. The presence of Ce31

ions not appearing in compound centers along with the C41

ions in the co-activated glass raises the degree of distor
of the Eu~III ! centers, but does not lead to radical alterati
of their structure and sensitization of their luminescen
Fairly efficient excitation of the luminescence of simple E
centers through a band assigned to charge transfer from
ligands to the Eu31 ions takes place in both the monoac
vated and co-activated glasses.

This work was supported by the Belarus Republic
Fund for Fundamental Research~Grant No. F97-116!.
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Temperature dependence of the second-order elastic constants of cubic crystals
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A simplified phenomenological theory of the temperature dependence of the second-order elastic
constants of crystals is considered. The temperature dependences of the second-order
elastic constants are calculated for a series of cubic crystals with various types of predominant
chemical bonding. Satisfactory agreement between the calculation results and experimental
data is obtained. ©1999 American Institute of Physics.@S1063-7834~99!01002-3#
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The normal behavior of the second-order elastic c
stants as a function of temperature for most crystals inclu
a decrease with increasing temperature according to a li
law and a weak~or vanishing! dependence at low tempera
tures. Knowledge of these dependences is important not
from the standpoint of basic science, but also for pract
problems involving crystals. The existing theories regard
the behavior ofCi j (T) were devised on the basis of the D
bye theory with allowance for anharmonicity in the vibr
tions of atoms in real lattices, and the temperature dep
dence of the number of phonons was included to obtai
correct description ofCi j (T) over a broad temperatur
range.1–9 However, the final expressions thus obtained
too cumbersome for analysis, and the behavior ofCi j (T) is
usually considered in a low- or high-temperature range
this paper we consider a modification of a simplified ph
nomenological theory based on a conception of finite stra
~and elastic anharmonicity!, which appear in a solid during
thermal expansion and the propagation of small-amplit
bulk acoustic waves under such conditions. We note th
similar method for taking into account finite strains duri
thermal expansion was used in Ref. 10 to analyze the t
perature dependence of the resonant frequencies of q
resonators. Since the temperature dependences of the p
electric and dielectric constants are not considered in
case, the results obtained can be applied to centrosymm
crystals or to nonpiezoactive directions in acentric crysta

1. CALCULATION OF THE TEMPERATURE DEPENDENCES
OF THE SECOND-ORDER ELASTIC CONSTANTS OF
CUBIC CRYSTALS

Let a crystal be subjected to the effects of a tempera
change. For a mechanically free sample (t̄KL50), the static
strains appearing as a result of thermal expansion can
described using the relation

h̄PQ5SPQKL
T t̄KL1aPQDT5aPQDT, ~1!

whereaPQ is the thermal expansion tensor andSPQKL
T is the

elastic compliance tensor. The corresponding equation
state for the dynamic variables has the form
2081063-7834/99/41(2)/5/$15.00
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t̃AB5@CABKL
S 1CABKLPQ

S h̄PQ#h̃KL

5@CABKL
S 1CABKLPQ

S aPQDT#h̃KL , ~2!

whereCABKL
S and CABKLPQ

S are the second- and third-orde
elastic constants, respectively, andt̃AB and h̃KL are the dy-
namic elastic stresses and strains. The form of the Gre
Christoffel tensor for the case of the propagation of sm
amplitude elastic waves in a crystal under the action o
finite static strain has been presented, for example, in R
11. Under given boundary conditions the Green–Christo
tensor can be represented with consideration of~2! in the
form

GBC~ t̄ !5C̄FC~CABFD
S 1CABFDPQ

S aPQDT!NAND . ~3!

In ~3! C̄FC is the Green finite-static-strain tensor

C̄FC5dFC12h̄FC5dFC12aFCDT. ~4!

Substituting~4! into ~3! and assuming thatDCi j (T);DT,
we can obtain a simplified expression for the Gree
Christoffel tensor, retaining only the terms which do not d
pend on external effects and are proportional to the fi
power ofDT:

GBC~DT!5C̄FC~CABFD
S 1CABFDPQ

S aPQDT!NAND

5~dFC12aFCDT!~CABFD
S

1CABFDPQ
S aPQDT!NAND

'~CABCD
S 12CABFD

S aFCDT

1CABCDPQ
S aPQDT!NAND

5@CABCD
S 1~2CABPD

S dCQ

1CABCDPQ
S !aPQDT#NAND . ~5!

Using ~5! we can describe the propagation of bu
acoustic waves in theNA direction under the conditions of
uniform static strain caused by a temperature change.

Let us consider, for example, the propagation of acou
waves in cubic crystals of 432,m3m symmetry along the
@100# direction. If it is taken into account that the therm
© 1999 American Institute of Physics
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expansion tensor for cubic crystals is isotropic, i.e.,a11

5a225a335a, the Green–Christoffel tensor~5! takes the
form

F G11 0 0

0 G22 0

0 0 G22
G , ~6!

where

G115C111~2C111C11112C112!aDT,

G225C441~2C441C14412C155!aDT. ~7!

The form of the tensor~6! for the direction under consider
ation coincides with its representation in the unperturb
state. This, of course, is a consequence of the Curie sym
try principle, since an isotropic influence~a temperature
change! does not alter the symmetry of the medium. A lo
gitudinal and a degenerate shear wave can clearly propa
in the direction under consideration:

l15G115C111~2C111C11112C112!aDT, l1
05C11,

l25l35G225C441~2C441C14412C155!aDT,

l2
05l3

05C44. ~8!

The temperature velocity control coefficients of bulk aco
tic waves, which are determined experimentally by t
slopes of the relative velocity changes as a function of te
perature, are given by the expressions

av1
5

1

2C11
~2C111C11112C112!a,

av2
5av3

5
1

2C44
~2C441C14412C155!a. ~9!

Using ~8! and ~9!, we can obtain the explicit form of the
temperature dependences of the elastic constantsC11 and
C44:

dC11

dT
5~2C111C11112C112!a,

dC44

dT
5~2C441C14412C155!a. ~10!

In order to find the corresponding relation forC12, we must
consider the propagation of acoustic waves in the@110# di-
rection, for which the Green–Christoffel tensor~5! has the
form

F G11 G12 0

G12 G11 0

0 0 G33
G , ~11!

where

G115
1

2
~C111C44!1

1

2
~2C1112C441C111

12C1121C14412C155!aDT,
d
e-

ate

-
e
-

G125
1

2
~C121C44!1

1

2
~2C1212C441C123

12C1121C14412C155!aDT,

G335C441~2C441C14412C155!aDT. ~12!

Three waves with different eigenvalues propagate in this
rection:

l45G111G12, l55G112G12, l65G33,

l4
05

1

2
~C111C1212C44!.

l5
05

1

2
~C112C12!, l6

05C44. ~13!

Here l4 corresponds to a pure longitudinal wave,l5 to a
shear wave withUi@11̄0# polarization, andl6 to a pure
shear wave withUi@001# polarization. The control coeffi-
cients have the form

av4
5

1

4l4~0!
@2l4~0!1C1111C123

14C11212C14414C155#a,

av5
5

1

4l5~0!
@2l5~0!1C1112C123#a,

av6
5

1

4l6~0!
@2l6~0!1C14412C155#a. ~14!

To express the temperature dependenceC12(T), we repre-
sentl1 andl5 in the form

l15C11* 5C111~2C111C11112C112!aDT,

2l55C11* 2C12* 5C112C121~2C1122C12

1C1112C123!aDT. ~15!

Subtracting the second of the relations~15! from the first, we
obtain

dC12

dT
5~2C121C12312C112!a. ~16!

The relation~16! together with~10! gives the temperature
dependences of all the independent elastic constants of c
crystals. Analyzing the form of these relations, we can st
that the contribution of the linear elastic constants is rela
to the strain appearing in the material under the effect
thermal expansion and is usually positive. The contributio
associated with the nonlinear elastic constants determine
change in the interatomic interaction due to anharmonic
and when the temperature is increased, these contribut
are usually negative and exceed the positive linear contr
tion, so that the normal temperature dependences of the
tic constants are negative in crystals. Of course, the app
bility of Eqs. ~10! and~16! is confined to the linear portion
of theCi j (T) curves. Moreover, since most measurements
third-order elastic constants are performed at a fixed te
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perature~as a rule, at room temperature!, there is a real pos
sibility of correctly comparing theoretical and experimen
data only for that temperature point.

The relations~10! and ~16! differ somewhat from the
analogous expressions proposed in Ref. 8, which were
tained under the assumption that in a cubic crystal the ‘‘c
rect’’ temperature coefficients must include the effect of
isotropic phonon pressurePph, which appears as a result o
the phonon-lattice interaction:

dC11

dT
5~C111C11112C112!a,

dC12

dT
5~C1113C121C12312C112!a,

dC44

dT
5~2C111C1213C441C14412C166!a. ~17!

It would be interesting to compare the results of calc
lations using the relations~10! and~16! and the relations~17!
with experimental data on the temperature dependence o
elastic constants. In addition, taking into account Shriva
va’s arguments,8 we also performed calculations using form
of ~10! and ~16! that were modified to take into account th
phonon pressure and were obtained in the following man
If it is assumed that the isotropic phonon pressurePph acts
on a cubic crystal lattice from within, then, in accordan
with Ref. 12, the effective elastic constants altered by suc
pressure will have the form

C118 5C112Pph,

C128 5C121Pph,

C448 5C442Pph. ~18!

Differentiating ~18! with respect to temperature, using th
explicit forms of ~10! and ~16!, and taking into account, ac
cording to Ref. 8, that

dPph

dT
5a~C1112C12!, ~19!

we obtain analogs of~10! and ~16! modified to take into
account the phonon pressure in the form

dC11

dT
5a~C1122C1212C112!,

dC12

dT
5a~C1114C121C12312C112!,

dC44

dT
5a~2C442C1122C121C14412C155!. ~20!

For analysis and comparison, we selected a series of c
crystals with various types of predominant chemical bo
ing, which was larger than the group in Ref. 8. The resu
are presented in Table I. Data from Refs. 25–27 were use
compare the calculated dependences of the second-o
elastic constants onT with experiment within three models
1! the relations~10! and ~16! ~without consideration of the
phonon pressure!; 2! the relations~20! ~with consideration of
l
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the phonon pressure!; 3! the model from Ref. 8 with consid
eration of the phonon pressure@the relation~17!#.

2. DISCUSSION OF RESULTS

As can be seen from Table I, for crystals having fluor
structure (CaF2 and BaF2) and the garnet Y3Al3O12, the re-
sults obtained using the relations~20! ~with allowance for the
effect of the phonon pressure! are closest to the experiment
values. The differences with respect to all the temperat
coefficients do not exceed 15%, which can be regarded
good agreement. At the same time, the differences betw
the results obtained from the relations~17! and experiment
for this group of crystals can reach 50%~the values of
]C44/]T for Y3Al5O12).

Considerably poorer agreement is observed for diam
within all the models considered. A possible explanation
this can be provided by the sparsity and disjointedness of
experimental data on this crystal~both the experimental tem
perature dependences and the data used in the calcula!.
For example, in Ref. 18, the third-order elastic consta
were obtained in the following manner: the microscopic a
harmonicity parameters were calculated from experime
dependences of optical phonon frequencies on uniaxial c
pression using Keating’s theory,19 and then the third-orde
elastic constants were calculated.

The poor agreement with experiment for semiconduc
Si crystals can easily be understood, if it is realized that
calculations included only the lattice elastic nonlineari
while the electron-phonon interaction plays a considera
more appreciable role in these crystals, as was shown in
20.

The fit between the experimental and calculated res
for the group of ionic crystals should be regarded as ba
satisfactory. None of the models has any advantage here.
important, however, that models 2 and 3 predict the posi
character of the temperature dependence ofC12 for many
crystals in which this anomalous dependence has been
served experimentally~NaCl, KCl, KI, KBr, RbCl, and
RbBr!. On the other hand, the differences in the experimen
data on the temperature coefficients ofCl,m obtained by dif-
ferent investigators can be so large that values of the t
perature coefficient ofC12 having different signs were mea
sured for the same crystal~LiF, NaF! or the differences in the
absolute value of the temperature coefficient ofC12 can be as
high as hundreds of percent~KBr, NaCl!. In addition, the
data on the second- and third-order elastic constants w
were obtained by different investigators for the same crys
and used in the calculations also differ significantly. The
circumstances leave a great deal of freedom in interpre
the correctness of particular relations. We note that the
ferences in the original data can, most likely, be attributed
two factors: 1! systematic errors in the experiments; 2! vary-
ing and uncontrolled quality of the samples. The latter fac
is especially significant for alkali halide crystal, in which th
inelasticity caused by the structural nonideality~dislocations!
can make a significant contribution to the irreproducibility
lead to errors in the experiments cited.

One exception among the crystals with predomin
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TABLE I. Temperature coefficients of the elastic constants of crystals of cubic symmetry~in 107Pa•K21).

No. Crystal

]C11

]T

]C12

]T

]C44

]T

Model
Data for

calculations
Exp.
dataCalc. Exp. Calc. Exp. Calc. Exp.

1 2 3 4 5 6 7 8 9 10 11

1 BaF2 21.98 22.00 21.52 21.27 20.49 20.72 1! Ref. 13 Ref. 25
22.32 21.18 20.83 2!
22.15 21.26 20.54 3!

2 CaF2 23.16 23.18 21.81 21.27 20.85 21.22 1! Ref. 14 Ref. 25
23.58 21.39 21.28 2!
23.46 21.45 21.01 3!

3 Y3Al5O12 22.46 23.00 20.92 20.56 20.42 20.81 1! Refs. 15 and 16 Ref. 25
22.84 20.54 20.80 2!
22.69 20.61 20.50 3!

4 C 20.87 21.51 20.41 20.71 20.53 20.72 1! Refs. 17 and 18 Ref. 26
Diamond 21.01 20.27 20.67 2!

20.97 20.29 20.56 3!
5 Si 20.32 20.87 20.19 20.48 20.10 20.33 1! Ref. 20 Ref. 25

(n-type! 20.38 20.13 20.17 2!
20.35 20.14 20.11 3!

6 Si 20.32 21.26 20.20 20.16 20.10 20.44 1! Ref. 20 Ref. 25
20.38 20.13 20.17 2!
20.35 20.14 20.11 3!

7 AgCl 24.29 26.06 21.11 21.27 20.16 20.27 1! Ref. 17 Ref. 25
24.69 20.72 20.56 2!
24.47 20.83 20.21 3!

8 CsCl 22.52 21.54 21.07 20.84 21.08 21.04 1! Ref. 21 Ref. 25
22.79 20.80 21.36 2!
22.70 20.85 21.18 3!

9 CsI 21.84 21.08 20.96 20.52 20.75 20.82 1! Ref. 21 Ref. 25
22.04 20.76 20.95 2!
21.97 20.79 20.81 3!

10 LiF 25.95 27.39 21.01 0.05 21.16 21.77 1! Ref. 22 Ref. 25
26.67 29.56 20.28 23.06 21.89 22.17 2! Ref. 27
26.38 20.43 21.22 3!

11 LiCl 24.76 23.82 21.22 21.14 21.16 20.65 1! Ref. 8 Ref. 27
25.15 20.83 21.55 2!
24.96 20.92 21.16 3!

12 LiBr 23.01 22.86 20.27 20.27 20.22 20.67 1! Ref. 21 Ref. 27
23.31 0.03 20.52 2!
23.19 20.03 20.25 3!

13 NaF 26.05 26.21 20.70 0.44 20.41 20.59 1! Ref. 8 Ref. 25
26.51 25.35 20.24 20.37 20.87 20.57 2! Ref. 27
26.35 20.32 20.55 3!

14 NaCl 23.42 23.93 20.25 0.22 20.34 20.35 1! Ref. 23 Ref. 25
23.71 23.50 0.05 0.98 20.64 20.15 2! Ref. 27
23.61 20.01 20.43 3!

15 NaBr 23.08 23.43 20.34 20.50 20.31 20.25 1! Ref. 8 Ref. 25
23.33 20.10 20.55 2!
23.24 20.14 20.38 3!

16 NaI 22.56 22.57 20.31 20.14 20.33 20.20 1! Ref. 8 Ref. 27
22.77 20.11 20.53 2!
22.69 20.15 20.38 3!

17 KF 23.72 24.19 20.25 20.10 20.18 20.19 1! Ref. 8 Ref. 27
24.01 0.04 20.47 2!
23.92 20.01 20.29 3!

18 KCl 23.09 23.38 20.10 0.39 20.07 20.13 1! Ref. 17 Ref. 25
23.33 23.30 0.14 0.24 20.32 20.12 2! Ref. 27
23.27 0.11 20.20 3!

19 KBr 22.45 22.94 20.08 0.43 20.66 20.12 1! Ref. 16 Ref. 25
22.65 22.76 0.12 0.12 20.86 20.11 2! Ref. 27
22.60 0.10 20.77 3!

20 KI 21.86 22.56 0.02 0.42 20.08 20.08 1! Ref. 8 Ref. 25
22.00 0.16 20.22 2!
21.96 0.14 20.15 3!

21 RbCl 22.09 22.90 0.03 0.25 20.05 20.16 1! Ref. 8 Ref. 27
22.26 0.19 20.21 2!
22.21 0.17 20.13 3!
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TABLE 1. ~Continued.!

No. Crystal

]C11

]T

]C12

]T

]C44

]T

Model
Data for

calculations
Exp.
dataCalc. Exp. Calc. Exp. Calc. Exp.

1 2 3 4 5 6 7 8 9 10 11
22 RbI 21.76 22.25 20.05 0.001 20.06 20.05 1! Ref. 16 Ref. 27

21.89 0.08 20.18 2!
21.86 0.06 20.13 3!

23 MgO 25.04 26.76 20.08 0.95 21.00 21.54 1! Ref. 24 Ref. 25
25.58 0.46 21.54 2!
25.37 0.35 21.05 3!
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ionic bonding is the results for the MgO crystal, where t
agreement for both the magnitude and sign of the temp
ture coefficients can be considered good. The best serie
results is provided again by model 2@see~20!#, and a sig-
nificant difference (;60%) is observed only for the absolu
value of the temperature coefficient ofC12. From the experi-
mental standpoint, a magnesium-oxide crystal has consi
able mechanical strength in comparison to most alkali ha
crystals, which can play a decisive role in the correctness
reproducibility of the results on the second- and third-or
elastic constants when experiments with the application
pressure are performed.

We note that the approach developed in the present w
can be used to determine the temperature dependence o
elastic constants of crystals of lower symmetry.

This work was performed with partial financial suppo
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Employment of curvilinear coordinates in ab initio calculations of insulators using
pseudopotentials
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L. V. Kirenski� Institute of Physics, Russian Academy of Sciences, Siberian Branch, 660036 Krasnoyarsk,
Russia
~Submitted March 26, 1998; resubmitted August 19, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 241–246~February 1999!

The standardab initio scheme for calculating the structure of crystals using nonlocal
pseudopotentials is modified for use in curvilinear coordinates. A method for solving the Poisson
equation for the Coulomb potential in a curved space in thek representation is found. It is
shown in the example of calculations for crystals of insulators having an NaCl structure that the
employment of a curved space permits a very significant decrease in the required size of
the basis set. ©1999 American Institute of Physics.@S1063-7834~99!01102-8#
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In the last decade, technological developments an
heightened interest in the description of complex mic
scopic and macroscopic structures have led to a need foab
initio calculations of complex structures with tens, hundre
and thousands of atoms in the unit cell. The inclusion
dynamics in such calculations1–4 using molecular dynamics
which was proposed in Ref. 5, as well as determination
the response of systems to various disturbances~calculations
of phonon spectra etc.!, call for the availability of simpleab
initio calculation schemes, which can easily be modified
application to the tasks required. Unfortunately, the exist
methods either were too complicated for modification~the
methods based on solving the Schro¨dinger equation for MT
spheres, viz., the LMTO method and the full-potent
method! or required large amounts of machine resources~in
particular, the pseudopotential method for describing ato
with large pseudopotentials required the use of a basis
consisting of more than 1000 plane waves even for sim
structures consisting of several atoms!.

Some new effective calculation methods have appea
in the last 5–7 years. The use of ultrasoft pseudopotent
which was proposed in Ref. 6, significantly reduced the
ficiencies of the classical pseudopotential method at the
pense of only slight complication of the calculation schem

Another new promising method, which was proposed
Ref. 7, is a hybrid of the LMTO method and the pseudop
tential method and permits avoiding many deficiencies
both methods.

At the same time, a new approach to the solution of
Kohn–Sham equations within a pseudopotential scheme
proposed within Car–Parinello molecular dynamics in Re
1 and 2~as well as Refs. 3 and 4!. This approach was base
on replacement of the basis functions in the form of
ordinary plane wavesuk&[ (1/AV) eik•r by curved plane
waves of the formuk)[ (1/AV) u]j(r )/]r u1/2eik•j(r ). It is
easy to show that such waves form an orthonormalized b
set and that the matrix elements of the Hamiltonian in t
basis set transform into matrix elements that can be ca
lated in a basis set of ordinary plane waves, but in a spe
2131063-7834/99/41(2)/6/$15.00
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curved space that can be described by the mutually one
one mappingj5j(r ).

This paper proposes a modification of the approach
cited, which does not employ molecular dynamics, since
a small number of basis functions the latter formalism do
not have any advantages over the classical direct method
diagonalization of the Hamiltonian.

I. CALCULATION SCHEME

The standard calculation scheme for the pseudopote
method described in Ref. 8 was used in the calculation a
rithm. Norm-conserving pseudopotentials, which were cal
lated and tabulated in Ref. 9, served as the pseudopoten
The exchange-correlation effects were taken into acco
within the density functional formalism@the local-density ap-
proximation~LDA !# using the approximation from Refs. 1
and 11.

All the physical quantities~wave functions, local and
nonlocal parts of the potentials, Hamiltonians, and elect
density! were calculated using basis functions of the fo
xk(r )[uk)5 (1/AV )u]j(r )/]r u1/2eik•j(r ), which, like ordi-
nary plane waves, are orthonormalized:1

~kuk8!5
1

VE E E Vd3r S U]j~r !

]r Uei ~k82k!j~r !D
5

1

VE E E Vd3j ~ei ~k82k!j!5dk,k8 .

Here u ]j(r )/]r u5gi j
21/2, where the metric tenso

gi j 5(]r k/]j i) ]r k/]j j .
Going over from the spacer to the spacej in the calcu-

lation of the matrix elements of the Hamiltonian, as well
the potentials and the electron density, in the basis set u
consideration, we can easily see that the expressions for t
become the same as in the case of plane waves, but in
spacej, with the exception of the forms of the Laplacian
the kinetic energy operator.

The Kohn–Sham equations in reciprocal space have
form
© 1999 American Institute of Physics
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FIG. 1. Dependence of the binding energ
E on the unit-cell volumeV and on the
number of plane waves and curved plan
waves for MgO.
,

n
-

et

ial

o-
art

en-

on

rgy

ef.
Hn~g,g8!xn~g8!5«nxn~g!,

wherexn is an eigenvector~wave function!, which can be
expanded for eachn in the basis setxk1g

n (r ) according to the
formula

xn~j~r !!5
1

AV
(

g
xk

n~g!U]j~r !

]r U
1
2
ei ~k1g!j~r !, ~1!

and«n is an eigenvalue of the Schro¨dinger equation with the
wave function k and the spin s in zone n. In ~1!
n5$k,s,n%, k is the wave vector in the first Brillouin zone
g is the reciprocal lattice vector, andn is the number of the
zone.

The matrix elements of the Hamiltonia
H52 (\2/2m) d2/dr2 1V̂ in this basis set have the follow
ing form:

^quHuq8&5^quT1Vnluq8&

1
1

VE E E Vd3j ~Vl~j~r !!ei ~q82q!j!,

^quTuq8&5
1

VE E E Vd3j S S \2

2m
@~qi2 iAi !

3gi j ~qj81 iA j !# Dei ~q82q!jD , ~2!
where ^quTuq8& describes the Laplacian in the basis s

(1/AV) u ]j(r )/]r u1/2eik•j(r )
~see Ref. 1! and wheregi j de-

notes the tensor which is the inverse of the metric tensorgi j ,
and the scale potentialAi5(1/2)]/]j8logu ]r/]j u appears
upon differentiation of the basis function. The total potent
can be divided into a nonlocal part^quVnluq8& and a local
potential Vl(q2q8)[*Vd3r (Vl(j(r ))ei (q82q)j(r )). The lo-
cal potential can be divided, in turn, into the Coulomb p
tential, the exchange-correlation potential, and the local p
of the pseudopotential:

Vl~j~r !![VCoul~j~r !!1Vxc~r~j~r !!!1Vl
ps~j~r !!.

The matrix elements of the exchange-correlation pot
tial and the local part of the pseudopotential (kuV(j(r ))uk8)
were calculated by Fourier transformation from the values
the uniform gridj(r ).

The exchange-correlation potentialVxc in the local-
density approximation and the exchange-correlation ene
Fxc5*Vd3r («xc(r)r(j(r ))), where «xc(r), i.e., the
exchange-correlation energy density, were taken from R
10:

Vxc~j~r !!5
]Fxc

]r~r !
, ~3!

Vxc~g!5
1

VE E E Vd3r ~Vxc~j~r !!e2 igj~r !!, ~4!
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Vl
ps~g!5

1

VE E E Vd3r ~Vl
ps~j~r !!e2 igj~r !!. ~5!

The matrix elements of the nonlocal part of the pseud
potential have the form

FIG. 2. Best mappingj5j(r ) (N5339) for MgO.
-

~kuVnluk8!5 (
i ,l ,m

~k~j~r !!uYlm~r !&Vlm~r !

3^Ylm~r !uk8~j~r !!!e2 iRi
0
~k2k8!. ~6!

The electron density is expressed in the following ma
ner

r~j~r !!5(
n

Qnln* ~j~r !!xn~j~r !!, ~7!

r~g!5 (
n,g8

Qnxk1g8
n* xk1g1g8

n . ~8!

Here and belowQn is the occupation function of leveln.
The calculation of the Coulomb potential in the basis s

(1/AV) u ]j(r )/]r u1/2eik•j(r ) is a nontrivial problem, since
while in ‘‘flat’’ space the Laplacian in thek representation
has the form of a diagonal matrix (k1g)2dg,g8 , in the
curved spacej(r ) the Laplacian has off-diagonal compo
nents@see the right-hand side of~2!#. The system of Poisson
equations is written in the form

(
k9

~kuDuk9!~k9uVCouluk8!524p~kur~j~r !!uk8!

[24pr~k2k8!. ~9!

The matrix of the Laplacian in any complete basis set ha
minimum eigenvalue«0 equal to 0, which corresponds to th
r
FIG. 3. Distribution of the electron density fo
MgO in j(r ).
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FIG. 4. Distribution of u ]j(r )/]r u
for MgO in j(r ).
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solution-constantC(j(r ))5const from the degenerate su
space of eigenvectors in the spacer . Choosingk8[ k̃81g
50 allows the lowest eigenvector of the Laplacian«0 to
describe the vectorC. However, while the exclusion of thi
eigenvalue is trivial for a diagonal matrix, this is not the ca
for an off-diagonal matrix. To solve the system of equatio
we utilize the orthogonality of the solution soug
VCoul(j(r )) and a vector from the degenerate subspace

C~j~r !!5(
g

C~g!U]j~r !

]r Ueigj~r !.

This is a consequence of the electroneutrality of
crystal

E E E Vd3r ~VCoul~j~r !!1Vpseudo~j~r !!!50

and the choice of the normalization

E E E Vd3r ~VCoul~j~r !!!50, ~10!

whence follows the orthogonality ofVCoul and the constan
C. Next, choosingk850 in ~9! to obtain the minimum ei-
genvalue of the Laplacian and orthogonalizing the vecto
the right-hand side relative toC(g)(r'C), we can use the
algorithms for solving a degenerate system of equations w
a right-hand side that is orthogonal to a degenerate eigen
tor ~which has a unique solution! and go over from solving
the system~9! to solving the system~11!:
e
,

e

f

th
c-

(
k9

~ku~D2«0!uk9!~k9uVCouluk850!

524p~kur~j~r !!uk850![24pr~k20!. ~11!

In these calculations, because of the incompleteness of
basis set, we have«0'331024, which can serve as an in
direct quality factor of the basis set associated with the m
ping j(r ).

Although the relation~10! is satisfied, the curved spac
imposes the following conditions:

VCoul~g50!Þ0, Vloc~g50!Þ0.

The total binding energy of a crystal has the form

E/N5EMad/N1
bZ

V
2

1

2(g
VCoul~g!r~g!1VCoul~g50!

1Vps~g50!1E E E Vd3r ~~«xc~r!

2mxc~r!!r~r !!1
1

N(
n

Qn«n, ~12!

where EMad is the Madelung electrostatic energy,Z is the
total charge of the unit cell,«F is the Fermi energy, which
can be determined from the conditionZ5 1/N («n,«F

Qn,
andbZ/V is the non-Coulomb part of the pseudopotentia12

in the limit q→0:

bZ

V
5 lim

q→0
S (

s
Ve

s~q!1
4pZe2

q2 D . ~13!
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TABLE I. Equilibrium parameters.

Crystal

Unit-cell parameter, Å Bulk modulus, Mbar

Cartesian curvilinear exp. Cartesian curvilinear exp.

MgO 3.74 4.18 4.21 Ref. 13 1.61 1.32 1.53 Ref. 1
BaO 4.03 5.19 5.54 Ref. 14 8.46 0.45 0.74 Ref. 1
NaCl 5.00 5.49 5.63 Ref. 15 0.530 0.238 0.245 Ref.
PbS 5.76 5.77 5.92 Ref. 16 0.96 0.763 0.62 Ref.
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We note that the fictitious term associated with the sp
deformation energy1–4 was not used in the Hamiltonian.

The mappingj(r ) was chosen on the basis of the a
sumption of a correlation betweenu]j(r )/]r u and the elec-
tron density and with the goal of describingj(r ) by a small
number of parameters.

On the basis of these considerations the mapping
chosen in the form of the additive sum of the contribution
each atom in the lattice, where each contribution is descri
by a Gaussian function of two parameters, viz.,a andb:

r5j2(
i

~j2ji
0!a ie

2b i ~j2ji
0
!2

.

Here b i characterizes the space-curving radius of action
the respective ion with the coordinateji

0 , anda i describes
the amplitude of the perturbation of space caused by that

The total energyE5E(a i ,b i) was minimized by direct
minimization using a quasi-Newtonian minimizatio
method.

II. RESULTS

The results obtained are presented in Figs. 1–4 an
Tables I and II.

Figure 1 shows the dependence of the binding energE
of a MgO crystal on the unit-cell volumeV and on the num-
ber of basis functions for both the case of plane wavesXg

[$a i ,b i%[0) and the case of curved plane waves (Xg

Þ0). It can be seen that the introduction of a curved sp
for any basis set is equivalent to a very significant increas
the number of basis functions in ‘‘flat’’ space. The very slo
convergence of the binding energy with increasing size
the basis set in the standard approach can also be seen
figure also shows the experimental value of the equilibri
unit-cell volumeV0 and the binding energy from Ref. 17.

Figure 2 shows the best mappingj5j(r ) ~for N5339)
for a MgO crystal in the~001! plane. The figure exhibits
thickening of the coordinate grid~along with an increase in
the amplitude multiplieru ]j(r )/]r u1/2 of the basis functions!
in the vicinity of the O ions, where the electron dens
reaches a maximum, and thinning of the coordinate grid
the vicinity of Mg ions. The curvature parameters for t
crystals investigated are listed in Table II.

Figure 3 shows the distribution of the electron dens
~the coordinateZ) in the ~001! plane~the coordinatesX,Y)
for MgO in the spacej(r ) within the range of nearest neigh
bors.

Figure 4 shows the distribution of the transition Jacob
u ]j(r )/]r u ~the coordinateZ) in the analogous coordinate
e

-

as
f
d

f

n.

in

e
in

f
The

n

n

X,Y in the same space. A correlation can be seen betw
the electron density and the Jacobian. This correlation ca
significant smoothing of the electron density in the spa
j(r ), which leads to a decrease in the effective size of
Hamiltonian inj(r ) and permits a sharp decrease in the n
essary size of the basis set in this space.

Table I lists the equilibrium unit-cell parameters and t
values of the bulk modulus in the crystals investigated wh
flat and curved spaces are used, as well as the experim
values. This table reveals significant underestimation of
unit-cell parameter and an error in the bulk modulus un
the ordinary approach for all the crystals studied and con
erably better agreement with experiment when curved co
dinates are used.

Table II lists the curvature parametersa i andb i and the
corresponding size of the basis set for all the crystals inv
tigated. It can be seen that in these crystals the anions
described by positive values ofa i ~which corresponds to
‘‘thickening’’ of the space at sites of larger electron densit!,
while the cations are described by negative values~which
correspond to thinning!.

Thus, this method seems promising within the pseu
potential approach, since it permits significant~by 10- or
more-fold! reduction in the size of the basis set. In additio
the calculation algorithm inj space differs only slightly from
the standard algorithm. The data obtained reveal signific
lowering of the energy in the calculations with a curved ba
set, which is a consequence of the inaccurate descriptio
pseudowave functions by plane waves near atoms, where
pseudopotential is most significant and where ‘‘crushing’’
the grid cells owing to the curving of space permits a mo
exact description of the behavior of the pseudowave fu
tions. Significantly better agreement with experiment c
also be seen in the determination of the equilibrium unit-c
parameters.

Additional research aimed at more rapid determinat
of the optimal characteristics of the curved space would
desirable.

TABLE II. Curvature parameters.

Crystal a i b i Basis set size

MgO 0.500/20.503 0.991/0.688 339
BaO 0.476/20.191 0.332/0.937 609
NaCl 0.172/20.352 0.110/0.177 609
PbS 0.101/20.220 0.992/0.497 339
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17M. J. Mehl, R. J. Hemley, and L. L. Boyer, Phys. Rev. B33, 8685~1986!.

Translated by P. Shelnitz



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 2 FEBRUARY 1999
DEFECTS, DISLOCATIONS, PHYSICS OF STRENGTH

Local order parameters at a dipolar Gd 312O22 center in CsSrCl 3 and paramagnetic
resonance

V. A. Vazhenin,* ) M. Yu. Artemov, and V. B. Guseva

Institute of Physics and Applied Mathematics, Ural University, 620083 Ekaterinburg, Russia
~Submitted June 22, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 247–251~February 1999!

The angular dependence of the EPR spectrum of a tetragonal~in the paramagnetic phase!
Gd31 – O22 center with large initial splitting is used to determine the rotation angles of the
neighboring chlorine octahedron, which are related to the components of rotation modes,
in the vicinity of room temperature. Aspects of the anomalous broadening of the EPR lines near
structural transformations are discussed. ©1999 American Institute of Physics.
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1. In Refs. 1–6 electron paramagnetic resonance~EPR!
was used to investigate and establish the sequence

Oh
1→@00c#

D4h
5 →@0wc#

D2h
17→@w2w1c#

C2h
2 ~1!

of first-order structural transitions in CsSrCl3, which occur as
a result of the condensation ofM3 andR25 rotational modes.
The probes used in those studies were Gd31 ions, which
replace Sr21 ions within a chlorine octahedron and are co
pensated either nonlocally~centers of type1! or by a neigh-
boring strontium vacancy~centers of type2!. The choice of
the rotation angle of the principal axes of the fourth-ra
fine-structure tensor as the rotation angle of an octahed
during a structural transition~the sixth-rank parameters ar
determined with a large error, and the second-rank par
eters contain contributions from the deformation of the oc
hedron caused by its rotation! showed that the values of th
angles for centers of type2 with CAic or CAiw, where CA
denotes the compensation axis, and for centers of type1 are
close and agree well with the estimates from x-ray structu
investigations, while the presence of a compensator~center
2! in the rotation plane sharply diminishes the local rotat
of the octahedron.5,6

Similar reduction of the local rotation angle was o
served in SrTiO3 at Fe31 centers associated with an oxyge
vacancy @w(T)5(1.5960.05)w loc(T) ~Ref. 17!# with the
one difference that the oxygen vacancy was located at a
ripheral site in a neighboring octahedron, while the Sr21

vacancy in CsSrCl3 is located at the center of a neighborin
octahedron and cannot participate in the rotation of the o
hedron containing the paramagnetic ion.

The CsSrCl3 crystals investigated exhibit a tetragon
spectrum with large initial splitting~a spectrum of type3!,
which should be assigned to a Gd31 center with compensa
tion by an O22 ion in a chlorine position of a neighborin
octahedron.4 A comparison of the rotation of an octahedro
containing a center of type3 near structural transitions with
the behavior of Fe31 –V0 centers in strontium titanate i
2191063-7834/99/41(2)/5/$15.00
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complicated by the rapidly growing width of the line fo
center3 ~Fig. 1!. The treatment of the data in Fig. 1 gives th
dependence 1/T151025T5 Hz for the spin-lattice relaxation
rate.

Unlike center3, the signals of centers1 and2 scarcely
broaden in the temperature range of interest~their width is
;0.5 mT!, and atT,200 K they undergo noticeable satur
tion at a microwave power of the order of a few milliwatt

2. As has already been noted, near the structural tra
formations of CsSrCl3, it is difficult to obtain information on
local distortions from the ESR spectrum of the centers
type 3 because of the large linewidth. However, sufficien
resolved angular dependences of the EPR spectrum, w
are suitable for estimating the local rotation angles of
octahedron, can be obtained already in the vicinity of ro
temperature~Figs. 2 and 3!.

Samples that are essentially monodomain relative toc
were used for the measurements. They were selected
crystals grown by A. E. Usachev and maintain their dom
structure after being in the cubic phase. In the second
third low-symmetry phases there are three nonequiva
centers of type3 with Ci symmetry. In analogy to the center
of type 2 ~Ref. 6!, we use the following notations:

center 3i — ziciCA, yiw1 , xiw2 ;

center 3'1 — ziCAiw2 , yic, xiw1 ;

center 3'2 — ziCAiw1 , yic, xiw2 , ~2!

wherex, y, andz are the axes of the local coordinate syste
The ESR spectrum of each of these centers in an arbit
orientation of the magnetic field is split into eight spec
differing with respect to the relationship between the signs
three order parameters.

It was shown in Refs. 5 and 6 that the determination
the local rotation angles of an octahedron requires a thoro
analysis of the measured rotation angles of the principal a
of various fine-structure tensor operators, whose combi
© 1999 American Institute of Physics
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FIG. 1. Temperature dependence of the linewidth assigned to the 5↔6
transition of a center of type3 for Bic'CA ~points 1; the signal investi-
gated overlaps another signal in the range 2502300 K! and for u569.5°
~points2; splitting of the signal, which is concealed in the linewidth, occu
in the range 3102380 K!. The arrows indicate the temperatures of t
structural transitions, andu is the angle betweenB and the compensation
axis.

FIG. 2. Angular dependence of the resonant positions of the 5↔6 transition

of centers of type3' (T5298 K, the azimuthal anglew̄590°, and the
minima on the plots are atu50° in the cubic phase!.
action leads to low-symmetry effects~particularly, to dispar-
ity between the positions of the extrema of the angular
pendences of different EPR transitions!8 and renders the an
gular dependences uninformative~in the sense of direc
determination of the degree of rotation of the octahedron!.

Unlike the second center, a center of type3 is essentially
axial (b20 dominates4!. This axis is rigidly associated with
the neighboring octahedron, and the principal axes of
fourth- and sixth-rank fine-structure tensors should also
determined mainly by the orientation of the chlorine octah
dron. For this reason, we can hope to determine the degre
rotation of the principal axis of the center~the compensation
axis! in a plane perpendicular to the rotation axis of the o
tahedron by measuring the shift of the angular dependenc
the EPR spectrum, as in Ref. 7, with neglect of the effects
the other order parameters.

Examples of measurements of the local rotation ang
of an octahedron associated withw1 and w2 for centers of
type 3' are presented in Figs. 2 and 3, where the arro
show the doubled shift~the doubled local rotation angle o
the octahedron! of the angular dependence. As in Refs. 2 a
9, the behavior of the squares of the rotation angles t
measured (b20;w2) far from the structural transformation
is linear with respect to temperature~Fig. 4!. These depen-
dences cannot be assigned tow1 andw2 on the basis of the
existing experimental data. This question was resolved
eliciting the results in Ref. 4, where it was concluded thatw1

andw2 are approximately equal near the third structural tra
sition on the basis of the temperature dependences of
positions of the EPR transitions of centers1 and2. Assuming
that the temperature dependence ofw1 andw2 near the struc-

FIG. 3. Angular dependence of the resonant positions of the 5↔6 transition

of centers of type3' at T5313 K (w̄590°, and the horizontal plot belong
to a center which exhibits an azimuthal dependence!.
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tural transitions is qualitatively the same as in Fig. 4,
obtain the predicted equality. The figure also shows plots
the local rotation angle due to the order parameterc for 3'
centers, which were also determined from the shift of
angular dependence, but for a different orientation of
monodomain sample.

Since the rotation angles of the octahedron at center1 in
the first and second low-symmetry phases correlate well w
the order parameters in the pure crystal,5,6 and since the low-
symmetry effects are weak, it is reasonable to expect tha
angular dependences in Fig. 5 can serve as a source fo
timating the value ofc at room temperature (;8°, see Table
I!. Figure 5 clearly shows the disparity between the positi
of the extrema of the angular dependences of centers f
two domains with the same orientationc due to the contri-
butions of other order parameters. The estimates ofw1 and
w2 obtained at a previously cubic center in a different geo
etry are also listed in Table I.

The results of the measurements of the shift of the
gular dependences~of local rotation angles of the octahe
dron! caused by the condensation ofw1 andw2 at a3i center
~the rotation due toc at this center cannot be measur
because of its axiality! are presented in Table I and in Fig.
The temperature dependences obtained have apprec
larger errors than in the case of3' primarily because of the
low intensity of the EPR signals of these centers.

The weakness of the transitions of center3i is associated
with the unusual~in comparison to the centers of type2!
intensity ratio of3i and3', which is clearly visible in Fig. 7
~similar results were obtained for other transitions!. It might

FIG. 4. Temperature dependence of the local rotation angles of the oc
dron for centers of type3' ~no measurements were performed near
transition, and the dependence shown is schematic!.
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be theorized~Fig. 7! that the concentration of3i centers in
the dominant domain is appreciably lower than the conc
tration of3' centers. However, the observation, as expec
of equal intensities of the differently oriented centers of ty
3 in the cubic phase and the very low probability of alte
ation of their orientations in the low-temperature phas
forces us to reject such an hypothesis. The scarcely obs
able effect can be attributed to the difference between
transition probabilities, i.e., the perturbations due to str
tural transitions which cause the inequivalence of3i and3'
are exceedingly small. The estimation ofDb20(c,w1 ,w2)
and consequently ofDb22(c,w1 ,w2) at room temperature
from the data in Fig. 7 yields a value of;100 MHz. The
mixing of the states due to such parameters and, there
the changes in the transition probabilities will amount to
more than a few percent.

Incidentally, the value ofDb20(c) for the third center,
unlike the values for centers1 and 2,5,6 is negative. The
positive sign of this parameter for centers1 and2 leads to the
conclusion that the defect-containing chlorine octahedron
compressed along the rotation axis during the first ph
transition. The opposite sign ofDb20(c) for center3 is prob-
ably an indication of elongation of the neighboring octah

e-

FIG. 5. Angular dependence of the resonant positions of the 5↔6 transition
of a center of type1 at room temperature. The magnetic fieldB rotates in the

'c plane of the dominant domain, and the two signals atw̄50° correspond
to centers in domains withw1iB andw2iB.

TABLE I. Values of the local rotation angles of the neighboring chlori
octahedron at room temperature~in degrees!.

Rotation
angles Center3'1 Center3'2 Center3i Center1i

c 1.9 2.1 2 8
w1 1.4 2 1.8 4.5
w2 2 2.9 2.2 6.5
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dron, although the presence of the compensator ion in it
ders the performance of a superposition analysis extrem
difficult.5,6

The reason for the unusual intensity ratio of the3i and
3' spectra can be the small difference between the l

FIG. 6. Temperature behavior of the local rotation angles of the octahe
for centers of type3'.

FIG. 7. EPR spectrum of centers of types2 ~the 2↔3 transition! and3 ~the
5↔6 transition! for CAiB at room temperature.a — Bic for the dominant
domain,b — B'c for the dominant domain.
n-
ly

e-

widths, as well as the fact that the line shape for center3i is
somewhat closer to a Lorentzian than is the3' line shape.

Thus, the presence of a charge-compensating defec~an
O22 ion! in the first coordination sphere of the paramagne
Gd31 ion leads to a decrease~by a factor of 2 – 4) in the
rotation angles of the neighboring octahedron caused st
tural transitions, apparently without imparting additional fe
tures to the temperature behavior of these rotations.

3. The centers of types1 and 2 do not exhibit special
features in the behavior of the linewidths upon phase tra
tions, as was previously noted in Refs. 2 and 6. Measurem
of the temperature dependence of the linewidth of cente3
for both Bic'CA and polar angles of the magnetic fie
differing from 90° ~Fig. 1! likewise did not reveal any fea
tures in the vicinity of the phase transformations.

The anomalous increase in the inhomogeneous width
the EPR lines near structural transformations has been in
tigated most thoroughly in crystals of SrTiO3

(Fe312VO),7,10 KTaO3 (Fe31 –VO, Fe31),11,12 and
Pb5Ge3O11 (Gd31),13 which undergo a second-order pha
transition. In particular, in these studies the spin-Hamilton
parameter, whose fluctuations contribute to the broaden
of a line near a phase transition, was determined by mea
ing the angular dependence of the anomalous linewidth
was presumed11–13 or theorized10 that the static fluctuations
indicated appear as a result of the interaction of the param
netic ions with lattice defects through a soft mode. A sign
cant increase in the linewidth in the vicinity of a structur
transition was observed in triglycine sulfate (Cr31)14 and
(CH3NH21CH2COO2)3•CaCl2 (Mn21),15 where the effect
was attributed to an anomalous increase in the spin-spin
laxation rate.

The critical broadening of EPR lines in crystals wi
first-order structural transitions has been discovered
BaTiO3 with Mn21,16 PbTiO3 with Fe31,17 RbCaF3 with
Gd31 – O22,18 CH3NH3Al ~SO4)2•12H2O with Cr31,19

CH3NH3Ga~SO4)2•12H2O and CH3NH3Al ~SeO4)2•12H2O
with Cr31,20 NH4Al ~SO4)2•12H2O with Cr31,21 and
Pb3(PO4)2 with Mn21 and Gd31.22 In some cases, becaus
of the constancy of the line shape in the temperature ra
investigated19,22or the absence of an appreciable angular
pendence of the anomalous linewidth,18,22it can be presumed
that the effect is caused by features in the behavior of
relaxation rate.

In the case of nonferroelectric first-order structural tra
sitions the magnitude of the inhomogeneous broadening
lines in the EPR spectrum of the high-temperature phase
to modulation of the order parameter should depend on
relation between the original widthDB and the magnitude o
the jump in the EPR spectrumdB. WhendB.DB, because
of the small probability of the formation of configurations
the paramagnetic center having spectra differing sligh
from that of the most probable configuration, the inhomog
neous broadening of the lines should be very small. Suc
situation is probably realized in the spectra of an isola
Gd31 ion and of Gd31 – VSr in CsSrCl3 (DB;0.5 mT, and
dB;2 mT!. On the other hand, whenDB@dB ~for
Gd31 – O22 in CsSrCl3 near the transitionDB.3 mT, and
dB,1 mT! the broadening of the lines should also not

on
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large, since the anomalous width is proportional todB in this
case.

We express our sincerest thanks to A. E. Usachev for
single crystals provided.
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Features of slip-band formation during the plastic straining of layered crystals
G. A. Malygin
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The effects of the narrowing and branching of screw slip bands during the plastic straining of
nonuniformly doped or nonuniformly irradiated~layered! crystals are discussed
theoretically on the basis of the equations of dislocation kinetics. Band formation is treated as a
process involving the self-organization of dislocations in a dislocation ensemble at the
mesoscopic level. The distributions of the densities of mobile and immobile dislocations, as well
as of the local plastic strain rate, in a slip band propagating in a layered crystal are
obtained. It is found that the narrowing of bands is due to the lower rate of broadening of the
bands in stiff layers than in soft layers, which have not been hardened by doping or
irradiation, and that branching is due the low local strain rate in stiff layers compared with the
strain rate per slip band assigned by the straining machine. In the latter case the nucleation
of new bands or the branching of existing bands is required to restore the balance between these
rates. © 1999 American Institute of Physics.@S1063-7834~99!01302-7#
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It has been discovered during the plastic straining
layered~nonuniformly doped1–3 or nonuniformly irradiated4!
single crystals that the formation of slip lines and bands
them is sensitive to the stiffness of the layers. For exam
in LiF crystals which have regions~layers! with an increased
concentration of Mg21 or have been x irradiated, the passa
of screw slip bands from ‘‘soft’’~undoped and unirradiated!
into ‘‘stiff’’ ~stiffened! layers is accompanied by a conside
able ~five- to sixfold! increase in the density of screw di
locations3 and the formation of unstrained dislocation-fr
regions within the bands.3,4 Such ‘‘splitting’’ of the bands
into individual narrower slip bands attests to the increa
localization of strain in the stiff layers in comparison to t
soft layers. The reverse passage of the screw bands
hardened to unhardened regions is accompanied by res
tion of the disperse character of the distribution of dislo
tions in them. Strain localization and delocalization ha
been revealed by selective etching.2–4

It was also discovered in Refs. 2–4 that the penetra
of screw bands into stiff layers does not always lead to sp
ting ~branching! of a band into individual, narrower band
and that it can be accompanied by narrowing of the ba
alone. Band narrowing is construed as a general unifo
decrease in the width of a band upon its penetration int
hardened layer, as well as a small gradual decrease in
width of the band as this penetration proceeds. As for e
slip bands, their propagation from unhardened into harde
regions is not accompanied by the effects just describe3,4

This finding indicates that strain localization and delocali
tion are associated with the mobility of screw dislocations
the direction transverse to the dislocation slip plane and w
the ability of screw dislocations to undergo multiplication
double cross slip, whose parameters depend strongly on
doping level and irradiation dose of the crystal.5,6

Since the formation of slip bands is a result of the se
organization of dislocations, which takes place in a dislo
2241063-7834/99/41(2)/6/$15.00
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tion ensemble at the mesoscopic level,7 it is clear that the
observed features of the formation of slip bands in laye
crystals should be explicable within a kinetic~synergetic!
approach to these phenomena. This paper is intende
solve this problem. The first section presents the kine
equations for the densities of mobile and immobile dislo
tions needed for this purpose and their corresponding s
tions. The narrowing of slip bands as they propagate from
unhardened layer into a hardened layer is considered,
quantitative characteristics of this process are obtained in
second section. The branching of bands upon passage
soft into stiff regions is discussed in the third section of th
paper.

I. EQUATIONS DESCRIBING THE EVOLUTION
OF THE DISLOCATION DENSITY

The equations describing the evolution of the density
mobile @rm(x,y,t)# and immobile@r i(x,y,t)# dislocations,
which characterize the formation of slip bands elongating
the direction of thex axis and broadening in the direction o
the y axis, have the form7

tm

]rm

]t
5~Rx

~m!!2
]2rm

]x2
1~Ry

~m!!2
]2rm

]y2
1nlm1rm2br i ,

~1a!

r i~x,y,t !5~Rx
~ i !Ry

~ i !!21E
x

`

e2
ux2x8u

Rx
~ i ! dx8

3E
y

`

e2
uy2y8u

Ry
~ i ! rm~x8,y8,t ! dy8. ~1b!

Here t is the time;tm5lm /u and lm are, respectively, the
characteristic times and the distance between acts of disl
tion multiplication by a mechanism involving the doub
cross slip of screw dislocations;u is the dislocation velocity;
© 1999 American Institute of Physics
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n is the density of dislocation sources of the Frank–Re
type; andb is the relative immobilization coefficient of dis
locations in dipoles. The parametersRx,y

(m) and Rx,y
( i ) specify

the characteristic scales of the self-organization of mo
and immobile dislocations as a band elongates and broad
They depend on the kinetic coefficients determining the r
of the dislocation multiplication, immobilization, and diffu
sion processes.7 Doping and irradiation of a crystal strongl
influence the kinetic coefficients5,6 and, consequently, the pa
rametersRx,y

(m) and Rx,y
( i ) and the relationship between them

which, in turn, have an influence on the formation of s
bands.

Equation~3! has a linear character and allows a sepa
tion of variables. We are interested in solutions of this eq
tion of the traveling autowave type, i.e., slip bands wh
elongate in thex direction and broaden in they direction:

rm~Zx ,Zy!5rm0@12exp~Zx1Zy!#, Zx1Zy,0,

rm~Zx ,Zy!50, Zx1Zy.0; ~2a!

r i~Zx ,Zy!5r i0@12M exp~Zx1Zy!#,

r i~Zx ,Zy!50, Zx1Zy. ln M 21; ~2b!

Zx5gxX2Sxt, Zy5gyY2Syt,

M5
axay

~ax2gx!~ay2gy!
. ~2c!

HereX5x/Rx
(m) , Y5y/Ry

(m) , andt5t/tm . Substituting~2a!
into ~1!, we can find the conditions for the existence of su
solutions:

Sx1Sy5
baxay

~ax2gx!~ay2gy!
2~11gx

21gy
2!,

gx,ax , gy,ay , Sx1Sy.b21, ~3a!

where

ax5Rx
~m!/Rx

~ i ! , ay5Ry
~m!/Ry

~ i ! ,

rm05
nlm

b21
, r0i5

d i

dai
rm0 , ~3b!

rm0 and r i0 are the stationary densities of the mobile a
immobile dislocations, andd i and dai are the dislocation
immobilization and screw-dipole annihilation coefficien
respectively.7 In order for the process involving the sel
organization of dislocations and the formation of spatia
inhomogeneous dislocation structures to appear, the pa
eters of Eq.~1! must satisfy the conditionsax,1, ay,1, and
b.1.7 The density of immobile dislocationsr i was obtained
by integrating~1b!.

The parametersgx,y andSx,y of the solution~2! are re-
lated by ~3a! and depend on the boundary conditions. T
latter include the balance of plastic strains

«5N~mxgx1mygy!w/ l 0 ~4a!

and the balance of the plastic strain rates in the crystal f
single slip

«̇052N~mxġx1myġy!Dw/ l 0 . ~4b!
d
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HereN is the number of active slip bands in the crystal;mx

and my are orientational factors;gx5blmrm0 and gy

5bhr̄m0 are the degrees of shear in the slip band,7 b is the
Burgers vector,h̄ is the mean distance for emergence of t
screw segment in the transverse slip plane,w is the band
width, l 0 is the length of the crystal,«̇0 is the plastic strain
rate assigned by the straining machine,ġx,y are the plastic
strain rates associated with the dislocation motion in
original slip plane and in the transverse slip plane, resp
tively; andDw is the width of the slip band edge. Because
strain hardening, the values ofġx,y are highest on the dislo
cation band edge:

ġx5Ux~]gx /]x!, gx5blmrm~Zx ,Zy!,

ġy5Uy~]gy /]y!, gx5bh̄rm~Zx ,Zy!. ~5a!

Here

Ux5
Sx

gx
S Rx

~m!

lm
D u, Uy5

Sy

gy
S Ry

~m!

lm
D u ~5b!

are the components of the slip band edge velocity accord
to ~2!. The derivatives in~5a! are found whenZx1Zy50. As
a result, we obtain the relation for determiningSx andSy

mxSx1mySy

h̄

lm
5

«̇0l 0

2NġDw
, ġ5brm0u. ~6!

An additional boundary condition is the condition of conse
vation of the planar character of the plastic flow front

Uy

Ux
5

Sy

Sx

gx

gy
S Ry

~m!

Rx
~m!D 5tanw, tanw5Ry

~m!/Rx
~m! , ~7!

wherew is the angle between the front surface and the cr
tallographic slip plane. The anglew specifies the value of the
apparent strain noncrystallographicness coefficient at the
soscopic level and is a measure of the gradual narrowing
slip band as it propagates. It follows from~7! that Sy /Sx

5gy /gx . In view of the lack of other boundary condition
we can set gx5gy5g. Consequently, Sx5Sy5S

'«̇0l 0/2NġmxDw, sinceh̄!lm . Thus, all the unknown pa
rameters of the solution~2! have been found, and their rela
tionship to the kinetic coefficients of the original equatio
~1! and the plastic strain rate«̇0 assigned by the loading
machine has been established.

Another solution of Eq.~1! which interests us describe
the broadening of a slip band with a strain front oscillating
the y direction:

rm~X,Y,t!5rm0@12exp~Zx1Zy!#@11A cos~pY2qt!#,

rm~x,Y,t!50, Zx1Zy.0, ~8!

whereA is a constant. Substituting~8! into ~1!, we can find
the conditions for the existence of this type of solution:

Sx1Sy5
baxay

~ax2gx!~ay2gy!
212gx

22gy
2 ,
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q5
bayp

ay
21p2

, p2511
bay

2

ay
21p2

,

Sx1Sy5p21
baxay~ay2gy!

~ax2gx!@~ay2gy!21p2#
212gx

22gy
2 ,

q5
baxayp

~ax2gx!@~ay2gy!21p2#
22pgy . ~9!

To determine the six unknownsgx,y , Sx,y , p, and q, the
relations ~9! should be supplemented by the condition f
synchronism of the stationary coordinatesZy and (pY
2qt), i.e.,Sy /gy5q/p. According to~8!, it implies equality
to the rates of stable (Uy) and unstable (Uq) broadening of a
slip band in the transverse direction:

Uy5
Sy

gy
S Ry

~m!

lm
D u, Uq5

q

pS Ry
~m!

lm
D u. ~10!

An analysis of~9! and~10! reveals that the solution~8! exists
for gy,0, Sy,0. This means that the absolute value of t
stationary coordinateZy should be taken in~8!. The constant
A is found from the boundary conditions~Sec. 3!.

Thus, as in the preceding case, all the parameters o
solution ~8! can be determined, and their relationship to t
kinetic coefficients and the strain rate«̇0 can be established
The solutions~2! and ~8! will be used below to analyze
respectively, the narrowing and branching of screw s
bands during the plastic straining of layered crystals.

II. EFFECT OF SLIP-BAND NARROWING

Let us consider the propagation of a slip band in a l
ered crystal~Fig. 1a! from unhardened layer 1 of thicknes
L1 into hardened layer 2 of thicknessL2 . The balance equa
tions of the plastic strains and the plastic strain rates i
layered crystal have the form

«05«15«2 , «1,25N1,2~mxgx
~1,2!1mygy

~1,2!!w1,2/ l 0 , ~11a!

«̇05 «̇15 «̇2 , «̇1,252N1,2~mxġx
~1,2!1myġy

~1,2!!Dw1,2/ l 0 .
~11b!

Hereġy
(1,2)!ġx

(1,2) andġx
(1,2)'ġ1,25brm0

(1,2)u1,2 are the plastic
strain rates on the slip band edges in unhardened and h
ened regions~6!, andN1,2 are the numbers of slip bands
each of these regions. In the case under considerationN1

5N25N, and the case ofN2.N1 signifies band branching
and is discussed in Sec. 3. According to~11!, the constantsg
andScan be found independently of one another for soft a
stiff layers.

As a result, writing the expressions for the stationa
coordinatesZx and Zy ~2! in layers 1 and 2 in dimensiona
form, we have

Zx
~1,2!5~x2x0

~2!2Ux
~1,2!t !/Lx

~1,2! ,

Zy
~1,2!5~y2Uy

~1,2!t !/Ly
~1,2! ,

Lx
~1,2!5g1,2

21~Rx
~m!!1,2, Ly

~1,2!5g1,2
21~Ry

~m!!1,2. ~12!
he
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The subscripts 1 and 2 refer to soft and stiff layers, resp
tively. We henceforth assume that the thickness of the lay
L1,2@Lx,y

(1,2) . Since irradiation and doping significantly re
duce the propagation lengths and velocities of screw di
cations between multiplication acts,5,6 in ~2!, ~10!, and ~11!
we have

rm0
~2!.rm0

~1! , r i0
~2!.r i0

~1! , Lx,y
~2!,Lx,y

~1! ,

Ux,y
~2!,Ux,y

~1! , ġ2,ġ1 , M2.M1 . ~13!

The constantx0
(2) in ~12! can be found from the balanc

condition of the dislocation flows on the boundary betwe
the soft and stiff layers

rm
~1!u11lx1

~m!u1

]rm
~1!

]x
Ux5I 1

5v21rm
~2!u21lx2

~m!u2

]rm
~2!

]x
U

x5I 1

.

~14a!

Herelx1
(m) andlx2

(m) are the characteristic diffusion lengths
dislocations in thex direction,7 andv is the ‘‘transparency’’
of the boundary to dislocations. The velocitiesu1,2 and the
dislocation density gradients are greatest on the edges o
broadening slip bands; therefore, in~1! the derivatives
should be taken atZy

(1,2)50 and the timet15L1 /Ux
(1) . As a

result, we obtain

x0
~2!5L12Ux

~2!t12Lx
~2! ln C2 ,

C25S 11v12

lx1
~m!

Lx
~1!

ġ1

ġ2
D Y S 11v12

lx2
~m!

Lx
~2!D . ~14b!

FIG. 1. Form of a slip band in a layered crystal~a! and density distribution
of mobile ~1! and immobile~2! dislocations~b! in unhardened~1, 3! layers.
The dashed lines mark the boundaries of the layers.
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The constantsx0
(3) and C3 , which reconcile the dislocation

flows as a slip band propagates from a stiff layer into a s
layer can be found in a similar manner (t25L2 /Ux

(2)):

x0
~3!5L22Ux

~1!t22Lx
~1! ln C3 ,

C35S 11v23

ġ2

ġ1
~1!

lx2
~m!

Lx
~2!D Y S 11v23

lx1
~m!

Lx
~1!D . ~14c!

SinceC2.1, C3,1, andUy
(2),Uy

(1) , the penetration of a
band from an unhardened region into a hardened regio
accompanied by its narrowingDy12, and passage from th
hardened layer into an unhardened layer is accompanie
the broadening of the bandDy23, where

Dy12~x,t !'~Uy
~2!2Uy

~1!!t2~x2L !tanw22Ly
~2! ln C2 ,

Dy23~x,t !'~Uy
~1!2Uy

~2!!t1~x2L !tanw22Ly
~1! ln C3 . ~15!

As can be seen from these expressions, the narrowin
the band in the stiff layer consists of three components.
first is a time-dependent component, which is associated
a slow rate of broadening of the band in the stiff layer, t
second component is due to the gradual narrowing of
band at it penetrates into this layer, and, finally, there i
constant component associated with the balance of flow
the boundary between the layers~14!. Sincelx1

(m)/Lx
(1)'1,

lx2
(m)/Lx

(2)!1, v12'0.1, andv23'1 in ~14b! and ~14c!, the
contribution of the constant component to the narrowing
the band is associated with the difference between the l
plastic strain rates in the hardened and unhardened laye
the crystal:ġ2!ġ1 .

Figure 1a shows the form of the cross section of a s
band propagating in a layered crystal, which was construc
according to~2! in y/Dy vs x/L coordinates, whereDy
5Uy

(1)Dt is the increment of the band width during the tim
Dt5L/Ux

(1) of its passage through the first~soft! layer, and
L5L15L25L3'1 is the thickness of the layers. When th
layers have the parameters

L/Lx
~1!55, L/Lx

~2!520, Ux
~2!/Ux

~1!50.5,

Uy
~2!/Uy

~1!50.8, tanw15431024, tanw251023,

t/Dt55, M1510, M25100, C25103, and C3'1,

a general gradual decrease in the band width is observed
penetrates into the depth of the stiff layer with subsequ
broadening upon passage into soft layer 3. As a consequ
of the scale chosen (Dy'1 mm, L51 mm) the gradual nar
rowing of the slip band in layer 2 in Fig. 1a is more prom
nent than in the experiment.2–4 According to the condition of
balance of the values of the plastic strains of the layers~11a!
and the result obtained above, the width of the slip ba
should be smaller in the stiff layer than in a soft layer, i.
w25(g1 /g2)w1,w1 , sinceg2 /g1.1.5,7

Figure 1b displays the density distribution of mob
~curve 1! and immobile ~curve 2! dislocations along the
middle of a slip band (y/Dy530) for r i0

(1)/rm0
(1)55,

rm0
(2)/rmo

(1)54, andr i0
(2)/rm0

(1)520. The increased concentratio
ft
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of mobile and immobile dislocations in layer 2 is associa
with the higher rates of dislocation multiplication and dipo
formation in doped and irradiated crystals.5,6

Figures 2a and 3a present the distributions of the de
ties of mobile and immobile dislocations across the width
a slip band in unhardened (x/L50.5) and hardened (x/L
51.5) layers , respectively. As we see, mobile dislocatio
predominate on the band edges, and immobile dipoles
dominate in the remainder. Since their density is high, th
greatly harden the crystal, and, as a result, the plastic st
rate is small in a large part of the band. It is high on the ba
edges in layers of thicknessDw1 and Dw2 , respectively,
without dipole hardening, ensuring a finite plastic strain r
in all the layers of an inhomogeneously hardened crystal
given level of applied stresses, in accordance with the c
dition ~11!.

The distributions of the local plastic strain rates in t
soft and stiff layers corresponding to the dislocation densi
in Figs. 2a and 3a are shown in Figs. 2b and 3b. The ca
lation was performed in accordance with the Arrhenius
pression for the plastic strain rateġ5brmu, where u
5u0exp(2H(s* )/kT), T is the temperature,k is the Boltz-
mann constant,u0 is the preexponential factor,H(s* )
5H0@12(s* /sc)

1/2#2 is the activation energy,H0 and sc

'8s f are the total activation energy and stress for overco
ing barriers of the point type,6 s* 5s2s f2sd2sm , s* is

FIG. 2. Distribution of the densities of mobile~1! and immobile~2! dislo-
cations~a! and the local plastic strain rate~b! across the width of a slip band
in an unhardened layer.
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the effective stress,sd53mbhr i is the hardening due to th
interaction of dislocations with dipoles,5,8 sm5ambrm

1/2 is
the hardening due to the interaction of dislocations with o
another, anda is the interdislocation interaction constant.
accordance with the mixing rule in Ref. 4, the applied str
wass5L1s1 /(L11L2)1L2s2 /(L11L2), wheres1,25s*
1s f

(1,2)1sd
(1,2)1sm

(1,2) are the flow stresses of the respecti
layers.

The strain rates were calculated using the following v
ues of the parameters for layered LiF crystals:5 H051 eV,
T5293 K, s55 MPa, s f

(1)51 MPa, s f
(2)52 MPa, L1

5L2 , m54.33104 MPa, n50.75, b50.3 nm, a50.2,
rm051011 m22, and ġm5brm0u05105 s21. As can be
seen from Figs. 2b and 3b, the plastic strain rate reach
maximum on the edges of a broadening band. When the b
propagates into a stiff layer, the strain rate decreases ap
ciably.

III. BRANCHING OF SLIP BANDS

In order to elucidate the cause of the branching of s
bands as they penetrate into a stiff layer, we utilize the
sults obtained in the preceding section.

FIG. 3. Distribution of the densities of mobile~1! and immobile~2! dislo-
cations~a! and local plastic strain rate~b! across the width of the slip band
in a stiff layer.
e
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Figure 3b presents the distribution of the local plas
strain rateġ ~curve 1! across the width of a band in a sti
layer with consideration of the hardening of the band due
the interaction of the mobile dislocations with dipoles a
with one another. Horizontal straight lines2 and3 show the
value of the plastic strain rate assigned by the straining
chine per slip band«̇0/2N(Dwl0) in the case of bilatera
broadening, whereN is the total number of slip bands in th
crystal at a given moment in time. Two possible situatio
are shown. In the first case~line 2! the number of bandsN1

is sufficiently high for the local plastic strain rates in ea
slip band~more precisely, on the edge of each slip band! to
correspond roughly to the strain rate assigned by the load
machine per slip band«̇0/2N1(Dw1,2/ l 0) in both the soft
~Fig. 2b! and stiff layers.

In the second case~line 3! the number of bandsN2

,N1 is insufficiently high to ensure correspondence betwe
the local strain rate in the stiff layerġ2 and the strain rate
assigned by the straining machine«̇0/2N2(Dw2 / l 0). For this
correspondence to be achieved, either the nucleation of
slip bands or the branching of existing bands is requir
These processes provide additional sites on the slip b
edges for the development of plastic strains and ther
lower the partial rate«̇0/2N2(Dw2l 0) to the level of the local
plastic strain rate on the band edges.

Let us now examine the quantitative aspects of the qu
tion using the solution~8!. Taking into account the balanc
of the plastic strain rates in a layered crystal~11! and the
relations~5!, we obtain an equation of type~6!. With allow-
ance for the fact thath̄1 /lm

(1)!1 ~Ref. 7!, we find from it the
unknown constant for this solution

A'
«̇0

2mxSx
~2!N2ġ2~Dw2 / l 0!

21. ~16!

SinceSx
(2) is of the order ofay

22.1, for a small number of
slip bandsN2 , a plastic strain rateġ2 , which is low because
of the hardening, and a width of the slip band edgesDw2 the
value ofA in a stiff layer can be greater than unity.

As an example, Fig. 4a shows the character of the d
sity distribution of mobile dislocations across the width of
slip band~only half of it is shown! according to~8! for A
52 and two successive timest154Dt and t255Dt. It is
seen that the band consists of narrow discrete slip band
which the dislocation density increases with time~curves1
and2!. Another important circumstance demonstrated by
solution~8! is the appearance of nuclei of discrete slip ban
s1 ands2 on the leading edge of the broadening slip band
renders the mechanism of the branching of a band as it p
etrates into a stiff layer obvious. More specifically, from t
synergetic standpoint9 it involves the successive discontinu
ous growth of the band by forming nuclei of new slip ban
in front of it. Such discontinuous formation~‘‘launching’’ !
of discrete slip bands has been detected, for example, in
case of high-speed motion-picture photography of surfa
of plastically strained copper crystals following hardening
a neutron flux.10 As follows from ~8!, it is a consequence o
the transverse instability of the dislocation flow.
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It should be noted that the branching of strain bands
also been observed under the conditions of unstable inho
geneous straining during the propagation of Lu¨ders bands11

and Portevin–Le Chatelier bands.12 In the latter case, in ac
cordance with the condition~16!, an increase in the strai
rate«̇0 leads to the appearance of new Portevin–Le Chate
bands, rather than an increase in the plastic strain rate i
already existing strain band.

Figure 4b shows the distribution of the local plas
strain rateġ5brmu(rm ,r i) in a branching slip band in a

FIG. 4. Distribution of the density of mobile dislocations~a! and the local
plastic strain rate~b! in a branching slip band at the timest1 ~curve1! and
t2.t1 ~curve2!.
s
o-

er
an

stiff layer at the timet1 ~Fig. 4a! with consideration of the
strain hardening of the band due to the interaction of
moving dislocations with dislocation dipoles and with o
another. It can be seen that the strain rate is highest on
edges of the discrete slip bands and in the band nucleus1

and is lowest in the middle of the band because of harden
The presence of additional active edges on discrete
bands provides for the necessary balance between the s
rate assigned by the loading machine and the plastic st
rate of the crystal.

Thus, the results of the present work show that the f
mation of slip bands and the features of their formation
inhomogeneously hardened~layered! crystals are associate
with the self-organization of dislocations in a dislocation e
semble of a plastically strained crystal. A synergetic a
proach to plastic straining based on the equations of dislo
tion kinetics permits consideration of the influence of t
structural factors and straining conditions on the format
of various dislocation and strain structures in crystals.

We thank B. I. Smirnov and O. V. Klyavin for stimulat
ing discussions of the questions considered in this work.
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Recrystallization of pure and strontium-doped KCl crystals
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The kinetics of microstructure transformations are studied during annealing of deformed single
crystals of KCl and KCl:0.05wt %Sr21 at temperatures of (0.3520.55)Tm ~whereTm is
the melting temperature! and during storage at room temperature. The effect of deformation rates
ranging from 0.01 mm/min to 0.1 mm/min at a deformation temperatureTd50.5Tm on the
crystal structure and on the recrystallization kinetics is noted. It is found experimentally that the
incubation period for static recrystallization in single-crystal KCl:0.05wt %Sr21 is shortened
and recrystallization takes place at room temperature after deformation in this temperature range.
Here, during the new recrystallization grains have a twinned orientation with respect to the
initial single crystal during the first stage and to the subgrains of the deformed crystal. As the
annealing temperature is raised, the stage in which twins grow in KCl:0.05wt %Sr21

crystals is shortened and it is displaced by recrystallization through migration of high-angle grain
boundaries of the common type. Deformation conditions which ensure prolonged~at least
three months! stability of the post-deformation hardening of single crystals are found
experimentally for Sr21-doped deformed single crystals. ©1999 American Institute of Physics.
@S1063-7834~99!01402-1#
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The recrystallization of alkali halide crystals has bee
topic of research for the last two decades. Interest in
phenomenon in the alkali halide crystals arises mainly fr
the need for high mechanical strength and stability in
mechanical properties when these materials are used in
optics. At various times studies have been made of the st
ture and kinetics of dynamic1 and static recrystallization afte
deformation of pure and doped alkali halide crystals,2,3 as
well as of the recrystallization processes following a reve
ible B1⇔B2 phase transition under pressure.4 The observed
multiplicity of recrystallization paths and studies of the ge
eral features of and differences in the structure of alkali
lide crystals during recrystallization following deformatio
under various conditions require further investigation. As
fore, the important practical question of whether it is po
sible to retain hardening after deformation for a long tim
remains to be solved.

In this paper we examine the evolution of the structu
of the deformation at 0.5Tm of single-crystal KCl and
KCl:0.05wt %Sr21 when held in air at room temperatur
(0.3Tm) with isothermal annealing in a furnace at tempe
tures of (0.3520.55)Tm , as well as the effect of post
deformation annealing on the evolution of the structure d
ing subsequent storage.

1. MATERIALS AND TECHNIQUES

In these studies we have used KCl:0.05wt %Sr21 and
KCl crystals grown by the Czochralski method from OSC
~high purity! grade material. Strontium was introduced in
the batch in the form of SrCl2. Despite the different form of
the chemical formulas, KCl and SrCl2 recrystallize in a fcc
2301063-7834/99/41(2)/6/$15.00
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structure with lattice parametersa56.293 and 6.977 Å, re-
spectively ~according to data from the JCDPS card inde
cards No. 4-587 and 6-537!. Adding divalent valent cations
of the type Ca21, Mg21, and Mn21 causes substantial hard
ening of alkali halide crystals.2 But then the brittleness of the
alkali halide materials increases and their transparency is
creased. In this series of additives, strontium (Sr21) is
unique, since its presence in KCl at a few hundredths o
percent leads to a substantial enhancement in the hard
while retaining acceptable plasticity and a transparency at
level of undoped single crystals.

The recrystallized samples were deformed in
‘‘Instron’’ test machine in an oven atTd5250 °C in air. The
temperature fluctuations at the sample during the tests w
less than 5 °C. The range of rates of deformation«̇ was 0.01
mm/min to 0.1 mm/min. The 33337 mm3 samples for me-
chanical testing under compression~about 60 pieces, in all!
were cleaved along the$100% cleavage planes. The grai
structure was revealed using a 70% water solution of eth
ene glycol or a 1:1 mixture of ethyl alcohol with a saturat
water solution of KCl. The volume fraction of recrystallize
grains was determined by the linear Rosival method.5 The
error in the measurements was calculated using rela
d5ADt, whereAD is the root mean square deviation andt is
the normalized deviation for a given confidenceP in the
results.5

Pole figures were obtained from an automated text
diffractometer by the Schultz~slope! method. Monochroma-
tized Mo Ka radiation was used, the maximum angle of i
clination was 65°, and the angular step size wasDq5Dw
55°. The characteristic size of the illuminated spot on t
sample surface was (325)3(8216) mm2. The size and
© 1999 American Institute of Physics
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location of the spot on the sample depends, accordingly
the anglesq andw. A Soller slits were used to collimate th
incident and diffracted beam. Each pole figure reflects
intensity levels in fractions of the maximum recorded ov
the entire pole figure with a correction for the backgrou
and defocussing. The texture was monitored using pole
ures for 8 single crystals in the initial state and 18 samp
after deformation and/or annealing.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The KCl and KCl:Sr21 samples were deformed at a tem
perature of 250 °C or about 0.5Tm . A reasonable choice o
Td for the studies of static recrystallization was limited b
low by the brittleness of the samples, especially the do
ones. At higher~above 0.57Tm) homologous deformation
temperatures, dynamic recovery and dynamic recrystall
tion of the alkali halide crystals are possible.1

The deformation curves for the pure and strontiu
doped KCl crystals have the customary form for fcc crysta
A regular increase in the yield stress and in the harden
coefficient is observed owing to doping and to an eleva
deformation rate.

Figure 1a shows a typical structure of a deformed K
crystal and Fig. 1b shows the size distribution of subgrain
a crystal of this sort. The average size of the subgrain
KCl:0.05wt %Sr21 crystals was half that in the undoped KC
crystals under the same deformation conditions. Figure
and b show pole figures for $220% samples of
KCl:0.05wt %Sr21, undeformed and deformed at a rate
0.1 mm/min to 70%. Recording the texture using pole figu
is an ‘‘indicator’’ in the sense of revealing its nonuniformit
since a scan is taken from different parts of the surface u
rotation, the nonuniformity shows up as an asymmetry i
pole figure. A comparison of the pole figure for the$200%
undeformed single crystal~Fig. 2a! with that for the de-
formed sample~Fig. 2b! indicates that, during precipitation
the samples retained the orientation of the original sin
crystal $001%^100&, although with substantial scatter and
more nonuniform texture. Since high-angle boundaries in
deformed samples cannot be revealed by optical microsc
techniques, a combination of x-ray and metallographic d
allows us to speak, specifically, of subgrains among wh
the disorientation builds up gradually from point to point
the samples obtained by hot deformation of single cry
KCl. As the results of the present and earlier3 work show, the
formation of the structure is qualitatively the same for all t
KCl samples at deformation temperatures of (0.420.5)Tm ,
but as the deformation temperature is raised to 0.5Tm , some
enhancement in the uniformity of the structure can be no
after deformation and coarsening of the subgrains by roug
25% ~for the samples deformed at«̇50.1 mm/min!.

As Fig. 3 shows, the subgrains in deformed crystals
pure KCl coarsen with increasing storage time at room te
perature. The relatively small changes observed in the p
figures and the absence of recrystallization grains sug
that coalescence is the mechanism for growth of the s
grains. Here more rapid coalescence of the subgrains is
served in crystals that have been deformed at a higher
n
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The form of the size distribution of the grains during stora
is essentially the same as that immediately after deformat
but the peak gradually is shifted to larger sizes.

The structure of Sr1-doped KCl crystals changes differ
ently during storage after deformation to«570%. Their de-
formed matrix, with an average subgrain size of 8 and 4mm
for crystals precipitated at rates of 0.01 and 0.1 mm/m
respectively, remains quite stable with time. At the sam
time, new faceted grains appear against the background
the deformed matrix and their growth kinetics can be eva
ated from the data in Figs. 4 and 5. Judging from the opti
contrast in the slice, these grains are separated from the
formed matrix by high-angle boundaries. In crystals d
formed at a higher rate, the volume occupied by grains
this type is greater for the same storage time following d
formation~Fig. 4!. In a slice parallel to the$100% plane in the
original crystal, the boundaries of the new grains leave tra
in the ^110&, ^210&, and^310& directions~Fig. 6!. In a pole
figure for a crystal deformed to 70%~Fig. 7!, there are re-
gions of high intensity with twinned, relative to$001%^100&,
and close, to those~within 5°!, orientations of the type$221%,

FIG. 1. KCl sample,Td5250 °C,«570%, «̇50.1 mm/min:~a! structure of
a deformed crystal, 4003; ~b! grain size distribution.
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$335%, and $332%. The twinning system is typical for fcc
lattices: the plane and direction of twinning are$111% and
^112&, respectively. Experimental data indicate that after
moval of a load, in KCl:0.05wt %Sr21 crystals deformed a
0.5Tm to 70% recrystallization takes place at room tempe
ture, with the first stage involving the nucleation and grow
of grains of twins of subgrains with a$100%^001& orientation
in the deformed crystals. For longer storage times, the s
of twin growth is followed by a second stage of prima
recrystallization, which is characterized by the migration
segments of the former twin boundaries into the deform
matrix. In a pole figure these changes show up as increa
spread in the texture and the appearance of new orienta
that are not twinned with respect to the$001%^100& orienta-
tions. Some twins existed and continued to grow as twins
eight months of storage following deformation.

FIG. 2. $220% pole figures of a KCl:0.05wt %Sr21 crystal: ~1! $001%^100&,
~2! $110%^001&, ~3! twins with respect to$001%^100&: ~a! undeformed
sample,~b! «̇50.1 mm/min,Td5250 °C,«570%.
-

-

ge

f
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ns

r

It is clear from Table I that adding 0.05wt %Sr21 en-
hances the hardness of undeformed single crystal KCl
roughly 50%. But further deformation under these conditio
leads to an enhancement in the hardness by 13-15% in
and Sr-doped KCl crystals. The scatter in the values of

FIG. 3. Average subgrain size in KCl crystals withTd5250 °C and«570%
as a function of the time stored at room temperature:~1! «̇50.1 mm/min;
~2! «̇50.01 mm/min. Here and in Fig. 4 the vertical lines denote the ra
of probable measurement error forP50.9.

FIG. 4. Volume fraction of twins as a function of the time stored at roo
temperature in KCl:0.05wt %Sr21 crystals deformed atTd5250 °C
(«570%!: ~1! «̇50.1 mm/min;~2! «̇50.01 mm/min.
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microhardness,DH after precipitation is larger in the dope
crystals. For the samples in the initial state, this indicator
the crystal nonuniformity was essentially the same. In
pure crystals stored for three weeks, caused by the increm
in microhardness caused by deformation fell by a factor
two. In the doped crystals that had been deformed to 7
the increment in hardness gained by deformation was alm
completely lost during the same time.

Here the considerably greater stability in the struct
and properties of KCl:0.05wt %Sr21 crystals deformed to
62% should be noted. As can be seen from Table I, th
microhardness hardly changed when they were stored
three months after deformation. Over that time, unlike dop

FIG. 5. Average size of grains of twinned, with respect to$001%^100&,
orientations as a function of the storage time following deformat

(Td5250 °C, «570%!, KCl:0.05wt %Sr21: ~1! «̇50.1 mm/min; ~2! «̇
50.01 mm/min.

FIG. 6. Structure of a KCl:0.05wt %Sr21 crystal after deformation

(Td5250 °C, «570%, «̇50.1 mm/min! and subsequent storage at roo
temperature for 21 days, 2003.
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crystals deformed to«>70%, no recrystallized grains wer
observed to appear throughout the entire sample volume.
grees of deformation,«560265%, apparently can be re
garded as ‘‘critical’’ for pure and lightly doped alkali halid
crystals in the sense that the structure and texture of
deformed single crystals are able to stabilize over time. T
mechanical properties are also stable then and are clos
the corresponding values for polycrystals~Table I!.

The changes in the structure of hot-deformed sin
crystals produced by annealing in a furnace at temperat
Tan50.3520.55Tm were also studied. As can be seen fro
Table II, differences exist in the recrystallization of pure a
Sr-doped KCl crystals, as well as of crystals that have b
deformed at different rates, both during storage and a
furnace annealing. Recrystallization by nucleation a
growth of grains with orientations twinned with respect
$100%^001& is observed mainly for short annealing times,
the initial stages of the process in Sr-doped crystals wh

FIG. 7. $200% pole figures of KCl:0.05wt %Sr21 crystals after deformation

(Td5250 °C, «570%, «̇50.1 mm/min! and subsequent storage at roo
temperature for 14 days:~1! $001%^100&, ~2! $110%^001&, ~3! twins with
respect to$001%^100&.

TABLE I. Microhardness of crystalline KCl and KCl:0.05wt %Sr21.

Degree of Deformation
deformation, temperature, Time* Hardness

Material «,% Td , °C t, days H, MPa

KCl Without deformation 11762
KCl:Sr21 Without deformation 17363
KCl 70 250 0 13565
KCl:Sr21 70 250 0 193612
KCl:Sr21 62 250 0 195612
KCl 70 250 21 12565
KCl:Sr21 70 250 21 17564
KCl:Sr21 62 250 30 19565
KCl 70 250 52 12063
KCl:Sr21 70 250 60 17563
KCl:Sr21 62 250 90 19567

*Storage time~at 0.3Tm) after deformation.
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have been deformed to«570%. As the annealing time i
increased, the volume fraction of recrystallized material (a)
in these samples increases, mainly as a result of grains
grow by migration of high-angle boundaries of the comm
type. In pure KCl crystals deformed at a rate of 0.1 mm/m
during furnace annealing recrystallization proceeds from
very beginning through migration of high-angle segments
grain boundaries of the common type.

For post-deformation annealing lasting longer than
min at the temperatures indicated in Table II and Fig.
collective recrystallization was observed along with prima
recrystallization. In this stage, new grains with high-an
boundaries of the common type ‘‘ate up’’ the grains of t
orientations twinned with respect to$100%^001& in the Sr21

doped crystals. The structure of the pure and doped si

TABLE II. Structural parameters of crystalline KCl and KCl:0.05wt %Sr21,
subjected to post-deformation annealing.

«̇, Td , Tan , tan , a, a8, d, d8,

Material mm/min °C °C min % % mm mm Notes

KCl 0.1 250 200 10 <3 <1 150
KCl 0.1 250 200 90 90 0 450 120°

junctions
KCl : Sr 0.1 250 200 10 0 ,10 100
KCl : Sr 0.1 250 200 90 100 0 100 120°

junctions
KCl 0.01 250 200 10 ,1 3 25* 250
KCl 0.01 250 200 90 60 40 400 400
KCl : Sr 0.01 250 200 10 0 5 12* 80
KCl : Sr 0.01 250 200 90 50 0 200

*Coalescence of subgrains of the deformed matrix is observed; the8’’
refers toa andd of grains which are twinned with respect to$100%^001&.

FIG. 8. Volume fraction of recrystallized material as a function of po

deformation annealing time,Tan5300 °C (Td5250 °C, «570%, «̇50.1
mm/min!: ~1! KCl:0.05wt %Sr21; ~2! KCl.
at
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crystals that had been deformed at a rate of 0.1 mm/
consisted of equiaxial recrystallized grains after 90 min
annealing. Here it is clear~Table II! that at the end of pri-
mary recrystallization, in the stage of collective recrysta
zation the grains are finer in the doped than in the pure c
tals. Table II and Fig. 8 imply that for the same anneali
conditions, the volume fraction of recrystallized material
higher in crystals that have been deformed at a higher ra

As the annealing temperature is raised, the difference
the recrystallization kinetics of pure and Sr-doped KCl cry
tals deformed at a rate of 0.1 mm/min become less not
able. It is clear from the data of Table II and Fig. 8 that t
volume fraction of recrystallized material during anneali
of doped crystals can be even higher than in the pure c
tals; this may be related to the influence of the additive
the structure of the principal material. The questions of
state of strontium in the solid solution and how it interac
with the structural defects require further study.

In our experiments the samples cooled in the furna
after deformation behaved qualitatively the same way dur
subsequent post-deformation annealing. It was, noted, h
ever, that, during storage at room temperature, the incuba
period of slowly cooled KCl:Sr21 crystals is a factor of three
smaller than for quenched crystals. This fact indicates
existence of a significant effect owing to recovery proces
during comparatively slow post-deformation cooling of t
samples on the subsequent recrystallization of potass
chloride deformed at 0.5Tm . Evidently, these same process
can be related to the observed reduction in the incuba
period for recrystallization of undoped KCl crystals whenTd

is raised from 0.4Tm ~Ref. 3! to 0.5Tm ~the present work!.
It has been reported2 that storage for half a year after ho

deformation led to a reduction in the apparent activation
ergy for the migration of boundaries in pure and strontiu
doped (531023% Sr21) deformed NaCl single crystals b
factors of 2 and 20, respectively. The experimental result
the present paper provide an explanation for this behavio
pure and doped alkali halide crystals. The high-angle bou
aries of twins grown during post-deformation storage p
vide a site for nucleation, thereby easing the recrystallizat
of lightly doped alkali halide crystals during subsequent a
nealing, while the rather homogeneous subgrains~in terms of
the density of defects!, with their orientation close to the
deformed matrix, which grow during storage of pure d
formed single crystals do not provide such a powerful stim
lus to recrystallization.

Relatively low-temperature annealing, in turn, does n
stablize the structure: in KCl:0.05wt %Sr21 crystals annealed
at 100 °C for 15 min, recrystallization continues during su
sequent storage at room temperature. In samples deform
«̇50.1 mm/min atTd5250 °C, the volume fraction of re
crystallized material after annealing in this regime w
a515%; with subsequent storage for two days,a rose to
30%, while without additional annealinga was less than 2%
two days after deformation~Fig. 4!. Here it is predominantly
straight twinning boundaries that move toward the deform
matrix, but in the recrystallized region grains can be se
whose form is typical of recrystallization by migration o
higher-angle boundaries.

-
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The nucleation and growth of twins during recrystalliz
tion of alkali halide crystals has been observed4 at room
temperature in KCl undergoing a reversibleB1⇔B2 poly-
morphic transition at 20 kbar, following removal of the pre
sure. Given the undoubted differences in the structures
textures of doped KCl following uniaxial deformation an
pure KCl following a phase transition under pressure, th
both experience substantial hardening. The yield stresse
these samples, calculated using the Hall-Patch equation
obtained froms2« curves, are roughly twice the corre
sponding values for pure KCl crystals after uniaxial def
mation under the above conditions. This may be connec
with a drop in the recrystallization temperature from 0.45Tm

to 0.3Tm and with the appearance of a recrystallizati
mechanism in alkali halide crystals that is typical only of lo
temperatures.
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Effect of orientation on kinking in single-crystal potassium hydrophthalate deformed
in compression

V. R. Regel’, N. L. Sizova, G. S. Belikova, and T. N. Turskaya
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The effect of temperature and the rate of deformation on kinking is studied in single crystals of
potassium hydrophthalate compressed along two different orientations. It is shown that the
crack-formation mechanism during kinking depends on the orientation of a sample. It underscores
that kinking can be regarded as a rotational deformation mode. ©1999 American Institute
of Physics.@S1063-7834~99!01502-6#
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Potassium hydrophthalate KHC8H4O4 is an organic
single crystal belonging to the rhombopyramidal class
rhombic symmetry with 2mm point group.1 These crystals
are widely used as a dispersion element in x-ray spec
scopic devices for studying long-wavelength x rays. T
crystal is characterized by highly anisotropic binding forc
and, therefore, anisotropy in its elastic and plastic propert
It has been shown2 that, depending on the direction of th
axis of compression with respect to the cleavage plane,
tassium hydrophthalate crystals can either deform plastic
with a low yield stress or undergo brittle fracture or for
kink bands. It is interesting to note that kink bands a
formed in potassium hydrophthalate upon compression a
two directions@100# and @010#, with the latter coinciding
with the polar axis of the crystal.

The effect of boundary conditions on the formation
kink bands in potassium hydrophthalate deformed by co
pression along the@100# direction has been studied. It wa
shown that the tension along the kink boundaries relaxes
forming a system of microcracks of fractal nature. The d
velopment of kink bands is an example of collective dis
cation effects which develop on all scale levels when cer
critical parameters are reached, such as the dislocation
sity, temperature, and deformation rate. In this paper
study the effect of these parameters on kink formation
potassium hydrophthalate during compression along the
directions@100# and @001# and compare the features of kin
formation during compression of the samples along the
different directions which appear to be related to the anis
ropy of potassium hydrophthalate. This kind of study bo
yields information on the mechanical properties of potass
hydrophthalate and extends our ideas regarding the varie
rotational deformation modes in anisotropic crystals w
low cleavage-plane surface energies, such as potassium
drophthalate.

The method of preparing and testing the samples
been described elsewhere.3 The sample sizes, as before,3 are
roughly 334312 mm3. Here we present the results of som
experiments illustrating the effect of the deformation ra
and temperature on the kinking process during compres
of samples in both of the directions indicated above, toge
2361063-7834/99/41(2)/4/$15.00
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with some data on the acoustic emission and increased
location density near the kink boundaries which accomp
this process. Then these data are discussed from the s
point of ideas about rotational plasticity4–6 and the depen-
dence of kink formation on orientation is analyzed.

1. EFFECT OF DEFORMATION RATE ON KINKING IN
POTASSIUM HYDROPHTHALATE AND THE ACOUSTIC
EMISSION OBSERVED DURING KINK FORMATION AND
DEVELOPMENT

Kinking in potassium hydrophthalate in both the@001#
and @100# directions has been studied at two deformati
rates, 131026 and 131025 m/s, on an ‘‘Instron’’ test ma-
chine. The deformation curves for the samples in both ori
tations show that a sample is deformed elastically at first
then, when a load of roughly 25 MPa is reached, the str
falls sharply to about 2 MPa. The drop in stress is accom
nied by a readily distinguishable sharp sound. When
sample is oriented along the@100# axis, after the first kink,
oscillating kinks develop within a stress interval of roughly
MPa with further deformation of the sample for both defo
mation rates. When the sample is oriented along the@001#
axis, the sample undergoes fracture, generally in the reg
of the kink, immediately after the first major drop in stre
and no oscillations in the stress are observed with sm
loads in this case. In this case the effect of the rate show
in that at the higher deformation rate the sample immedia
breaks up into small fragments in the region of the kin
while at the lower deformation rate it was possible to ke
several samples undestroyed.

The effect of the deformation rate in both orientatio
also shows up as a change in the slope of the deforma
curve in the elastic region.~The higher the rate, the steep
the slope.! Unfortunately, the scatter in the values of th
kinking limit ( t) exceeds the expected effect of the defo
mation rate ont for the range of rates examined here, so
could not be determined reliably.

In order to obtain additional information on the kinkin
process, we recorded the acoustic emission produced du
kinking in potassium hydrophthalate deformed by compr
sion along the@100# direction. A probe with an operating
© 1999 American Institute of Physics
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bandwidth of 200-500 kHz was used. Epoxy resin depos
on the end of the sample pointing toward the probe serve
a lubricant which causes kinks to form predominantly on o
side as the material is moved,3 rather than on both, as hap
pens when there is no ‘‘lubricant.’’ The deformation cur
and acoustogram shown in Fig. 1 are typical of several se
of tests. The acoustograms contained a signal correspon
to the moment of kink formation, as well as two levels
periodicity in the acoustic emission after a kink band form
which apparently are related to crack formation at the bou
aries of the kink.~See below.!

2. Effect of temperature on kinking in potassium
hydrophthalate

Figure 2 shows the kinking limitt for potassium hydro-
phthalate during compression in the@100# and @001# direc-
tions as a function of temperature. Despite the large scatt

FIG. 1. ~1! Deformation curve for a potassium hydrophthalate sample al
@100# ~the ordinate isP, the load inN, and the abscissa is timet in s!. ~2! A
schematic representation of an acoustogram obtained with it;Ni is the num-
ber of acoustic pulses over a 10 s interval.

FIG. 2. The kink formation limitt as a function of temperature for the@100#
and @001# orientations of a potassium hydrophthalate single crystal.
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the values oft which is typical of this process,7 a tendency
for t to decrease with increasing test temperature is
noticeable. It is interesting to note that the temperature a
affects the pattern of cracks which forms in a kink band a
in the crystal bulk outside a kink for different orientations
the sample. Thus, for compression along@001#, the effect of
temperature on kink formation is similar to that of the defo
mation rate: when the temperature is raised~as when the
deformation rate is increased!, the sample fractures in th
neighborhood of the kink band. It was possible to prese
samples with@001# orientation that had been deformed
room temperature and, as noted above, with a minimal
formation rate. It is clear from Fig. 3 that immediately aft
the first kink forms, cracks form immediately in the kin
band in two mutually perpendicular planes~010! and ~001!.
The ~010! plane is the cleavage plane in this crystal and it
characterized by a low surface energy. The~001! plane is a
secondary cleavage plane and has been observed previ
by indenting the~100! plane at elevated temperatures.8 The
kink region consists of cells bounded in the@010# and@001#
directions with the extent of the cells in the@010# direction
being roughly 3.5 times larger than in the@001# direction.

g

FIG. 3. ~a! Overall view of a crystal after kinking during compression
potassium hydrophthalate along@001#; ~b! the shape of cells in a kink band
bounded by two cleavage planes~010! and ~001!.
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It has been shown8 that, as the test temperature is raise
the probability of cracking of the potassium hydrophthal
along the secondary cleavage plane increases. This is re
apparently to the fact that almost all the samples fract
completely in the neighborhood of the kink layer durin
high-temperature deformation along the@001# direction, so
that further deformation is impossible. The large extent
the cells in the@010# direction appears to indicate that th
~010! plane has a lower energy than the~001! plane. An
analysis of resulting photographs shows that the rectang
cells are inclined at roughly 20° to the compression axis,
inclination decreases toward the upper end of the cell, an
the very end of the cell they are almost no longer inclined
its external appearance, this pattern brings to mind the f
ture regions produced during rupture of the earth’s crust d
ing an earthquake.

When potassium hydrophthalate is deformed along
@100# direction, the fractal organization of the system
cracks in the neighborhood of the kink-band boundar
observed3 at room temperature is retained at higher tempe
tures. The tension along the kink boundaries relaxes
forming an hierarchical system of microcracks~Fig. 4a! with
sizesL1 ,L2 , . . . ,Li separated by distancesd1 ,d2 , . . . ,di .
Over the entire range of temperatures that was studied
ratios Li 11 /Li'4'di 11 /di . The boundaries of the kink
band form a fan of low-angle dislocation walls, as sho
schematically in Fig. 4b. The curvature of the lattice grad
ally increases as the applied stresses are raised. When
curvature reaches a critical value~corresponding to attaining
the angleuj in Fig. 4b!, cracks form in the region of the
crystal with maximum tension. Here the inner radius of c
vature of one of the parts of the crystal adjacent to the cr
becomes a convex crack surface. The crystal becomes
pable of being deformed to a state such that the inner ra
of curvature of the crystal again reaches a critical value
the process would continue further with formation of fir
second, third, etc., level cracks~Fig. 4c! until a critical con-
centration of cracks has built up, upon which the crys
breaks up along the plane containing these cracks, i.e., a
the kink boundary.

Another source of inhomogeneity in the stresses in
neighborhood of the kinks is the possible rupture of th
boundaries. These ruptures develop, as a rule, as an ac
modation process, but they are already associated with
need for further deformation of the crystal in the neighb
hood of the kink. This process is well known in th
literature.4 At the site of a rupture in a dislocation wall,
disclination dipole is formed in whose field a microcra
subsequently develops.

It should be noted that at all the temperatures and de
mation rates studied here, kinking in potassium hydropht
late took place near the ends, while the thickness of
bands was the same for both orientations and equal to
sample thickness. This confirms published data to the ef
that, in the case of anisotropic crystals with a low spec
energy of their cleavage plane, kinks have characteristic
mensions on the order of the crystal thickness and t
nucleation and development require both a clearly dist
concentration of applied stresses and a macrobending
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ment on the scale of the entire sample, which occur toge
near the ends of a crystal. Similar kinks are often observe
mineral crystals.9

3. The relation of kinking and dislocation density

One of the reasons for the appearance of second
cleavage in potassium hydrophthalate may be the local
tion of residual stresses along kink boundaries. Signific
internal stresses can accumulate along kink boundaries.

FIG. 4. ~a! Picture of a kink formation region during compression of pota
sium hydrophthalate along@100#; ~b! a sketch of the structure of a segme
of a kink boundary,duj is a high-angle boundary,un is a fan of low-angle
boundaries;~c! illustrating the hierarchical organization of cracks~three
hierarchical levels!.



s
o

a
es
s
in
la
n
u
io

or
ha
ch
ls
on
m
of

se
r

a

nd

the
ism

y-
the

. I.
on
ral
.

.

-

239Phys. Solid State 41 (2), February 1999 Regel’ et al.
ing selective etching of a region adjacent to a kink band
has been found that this region is subject to more rapid
lective etching than the main crystal volume to the side
the kink. A deformed sample was cracked along the cleav
plane and selective etching was performed on the fr
cleavages in dehydrated alcohol for roughly 60 s. Serie
dislocations were revealed in the neighborhood of k
bands during deformation of the potassium hydrophtha
along the@100# and@001# directions. The extent of the regio
with an elevated density of dislocations was 3–5 mm. Th
experiment shows that a kink band is surrounded by a reg
with an elevated density of dislocations.

To conclude, in this paper we have obtained new inf
mation on the features of kinking in potassium hydropht
late crystals. It has been shown that there are two me
nisms for kinking in potassium hydrophthalate crysta
depending on the orientation of the compression axis al
the @100# and@001# directions. In both cases the mechanis
for crack formation in kink bands, as well as for rotation
segments of the crystal during compression along@100#, are
of a dislocation-disclination character. When the stres
along a kink band relax through formation of cracks ove
~010! cleavage plane with a low surface energy~compression
axis @010#!, the samples retain their integrity as the deform
tion rate and temperature are raised. In the second case~com-
pression axis@001#!, when the stresses along a kink ba
relax with crack formation along two planes,~010! and
~001!, and the secondary cleavage plane~001! has a higher
surface energy than the cleavage plane~010!, raising the
it
e-
f
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h

of
k
te

s,
n

-
-
a-
,
g

s

s
a
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temperature and deformation rate cause fracture of
samples. Thus, the form of the rotations and the mechan
for crack formation during kink formation in potassium h
drophthalate are determined to a substantial degree by
anisotropic properties of the material.

Both Ref. 3 and the present study were initiated by V
Vladimirov, who regarded kink formation as a manifestati
of rotational deformation and to which he devoted seve
papers.4,5 We remember our collaboration with V. I
Vladimirov with thanks.
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NMR signals from 0° domain-wall magnetic inhomogeneities in cubic ferrite-garnet
crystals

I. V. Vladimirov, R. A. Doroshenko, S. V. Seregin, and R. S. Fakhretdinova
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~Submitted February 6, 1998!
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The Fe57 NMR signals from 0° domain-wall magnetic inhomogeneities are studied numerically at
sites where a 180° domain wall is stabilized in cubic ferrite-garnet crystals. The dependence
of the NMR absorption lineshape on the induced anisotropy constants and on the magnitude of the
constant magnetic field is studied. ©1999 American Institute of Physics.
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The properties of NMR signals from nuclei localized
the region of magnetic inhomogeneities~e.g., various kinds
of domain walls! of magnetically ordered crystals have, th
far, only been analyzed in materials having spatially unifo
parameters which determine the structure of domain w
and other magnetic inhomogeneities.1–3 However, the stabi-
lization of domain walls associated with the development
anisotropies and the presence of crystal-structure def
which destroy the spatial homogeneity lead to the app
ance of magnetic inhomogeneities of a new type which
change the NMR spectrum substantially.

In this paper we present results from a study of the NM
signals from in-plane magnetic inhomogeneities of the
domain-wall type, which develop at sites where the 18
Bloch-domain wall is stabilized in cubic crystals with a com
bined magnetic anisotropy.~NMR signals from magnetic in-
homogeneities are produced by oscillations in the magn
zation of the magnetic inhomogeneities in a longitudina
field.! We examine the dependence of the 0° domain-w
NMR absorption lineshape on the induced anisotropy c
stant and the magnitude of the constant magnetic field.
0° domain-wall NMR signals were calculated numerica
taking into account the change in structure of the magn
inhomogeneity in the constant magnetic field.

Stabilization of a 180° Bloch-domain wall leads to th
appearance of terms which depend explicitly on the spa
coordinate in the energy density of the anisotropy of a m
net. Thus, it is impossible to describe with an analytic e
pression the structure of a magnetic inhomogeneity that
velops at the site where a domain wall is stabilized.
calculate the structure of the magnetic inhomogeneity,
have used a method4 which essentially involves expandin
the equation for rotation of the magnetization vector

w92 f ~y,w,w8!50, ~1!

in a Taylor series near an approximate solution of the fo
2401063-7834/99/41(2)/5/$15.00
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wn119 2S f ~y,wn ,wn8!1
] f ~y,wn ,wn8!

]w
~wn112wn! D 50,

~2!

wherewn is an approximate solution of the equation. Writin
the derivatives in the form of finite differences, we obtain
system of linear algebraic equations with a tridiagonal ma
which is solved by iteration. The resulting solution is th
distribution of directions of the magnetization vector in t
magnetic inhomogeneity. The direction of the magnetizat
in the crystal bulk coincides with the@111# direction, i.e., the
boundary conditions for the problem have the formw(6`)
50, w8(6`)50. The turning plane for the magnetization
(11̄0). The energy density includes the following terms: t
energiesK1,0 of the cubic anisotropy andKu of the
uniaxial ~eliminating the degeneracy of the cubic axes w
the symmetry axis along@111#! anisotropy, the exchange en
ergyA, the energies of the constant magnetic fieldh* and rf
field with amplitudeh8 applied along the@111# direction,
and the energies of the induced anisotropy (F andG):

eDW /Ku52qS sin4 w

4
1

cos4 w

3
2

A2

3
sin3w cosw D

1sin2w2hcosw1a~w8!2

2 f ( ia i
2b i

22g( iÞ ja ia jb ib j . ~3!

Here q5uK1u/Ku , h5(h* 1h8)/Ku , a5A/Ku , f 5F/Ku ,
g5G/Ku , a i are the direction cosines of the magnetizati
vector,b i are the direction cosines of the magnetization v
tor in the initial 180° Bloch-domain boundary@b i depends
on the anglew0 , which describes the rotation of the magn
tization vector in the 180° Bloch-domain boundary and
determined by the equation cotw05(A413qsinh(y/d)
1A2q/3)/(2(12q/3))] and, w is the angle relative to the
@111# direction describing the rotation of the magnetizati
vector in the magnetic inhomogeneities.

The resulting solutions can be used to determine the
fluence of the induced anisotropy and magnetic field on
© 1999 American Institute of Physics
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structure of the magnetic inhomogeneity. Figure 1 shows
structures of the magnetic inhomogeneities which develo
a site where a 180° domain wall is stabilized for vario
parametersg and f . The structure of the magnetic inhomo
geneity originates in the nature of the induced anisotro
which for the given turning plane of the magnetization vec
can be represented as an orthorhombic anisotropy with
tially dependent parameters and, therefore, with spati
variable easy axes. Increasing the constantsf and g (0,g
,66) of the induced anisotropy which stabilizes a 18
Bloch domain wall raises the amplitude~angle of the maxi-
mum deviation from the@111# direction! of the magnetic
inhomogeneity. Increasing the external magnetic field

FIG. 1. Structure of a magnetic inhomogeneity forq5100: ~1! g530, f
50; ~2! g570, f 50; ~3! g50, f 530.
e
at

y,
r
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°

-

duces the amplitude of the magnetic inhomogeneity. Ther
a new solution forg.66 in which the amplitude of the mag
netic inhomogeneity increases discontinuously and the m
netization vector at the center of the magnetic inhomogen
is oriented along a direction close to@111̄# ~curve2 of Fig.
1!. A constant magnetic field applied along@111# reduces the
maximum deviation angle in the magnetic inhomogene
For magnetic inhomogeneities formed at a site where a 1
domain wall is stabilized by an induced anisotropy w
g.66, a rise in the constant magnetic field can cause a t
sition between the solutions for magnetic inhomogenei
with low ~curve1 of Fig. 1! and high amplitudes~curve2 of
Fig. 1!.

We now consider the 0° domain-wall NMR absorptio
lineshape for three groups of nuclei with orientations of t
anisotropy axis of the local magnetic field along the edges
a cubic crystal lattice and for four groups, with the orien
tions along the body diagonals~an iron nucleus at thed- and
a-sites of a ferrite-garnet!. The absorption in the segmen
@y,y1dy# of the domain wall is proportional to the squa
of the amplitude of the variable component of the local ma
netic field at the nucleus. In this case, the NMR absorpt
lineshape will have the form

P~n!}(
i
E

2`

1`

^Dw2&dy/~D21~n i~y!2n!2!, ~4!

where i 51, 2, 3, 4, ~1, 2, 3! for the a-sites (d-sites!,
D251024 (D251023) for the a-sites (d-sites!, n is the fre-
quency of the rf fieldh8, and ^Dw2& is the average of the
square of the variation in the orientation angle of the m
FIG. 2. The variation in the frequency~a, c! and ^Dw2& ~b! over the width of a magnetic inhomogeneity and the shape of the NMR absorption line~d, for
tetrahedral sites; e for octahedral sites!. The curves have been calculated forg530, f 50, q5100, andh8/Ku50.1.



242 Phys. Solid State 41 (2), February 1999 Vladimirov et al.
FIG. 3. The frequencies of the absorption peaks as functions of the induced anisotropy constantsg ~a, b! andf ~c, d! for the tetrahedral~a, c! and octahedral
~b, d! sublattices. The curves have been calculated forq5100 andh8/Ku50.1.
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netization vector in the magnetic inhomogeneity avera
over the period of the oscillations in the rf field. The anis
tropic component of the local magnetic field is small, so it
possible to write the dependence of the NMR frequency
the orientation of the magnetic moment in the form

n i~y!5123 cos2 F i , ~5!

whereF i is the angle between thei-th local anisotropy axes
at the nucleus and the direction of the magnetization in
magnetic inhomogeneity andn i(y) is the reduced frequency

It is known1 that the main contribution to the formatio
of the peaks in the NMR absorption of magnetic inhomo
neities is from the segments of the walls with a maximu
spectral density, i.e., for whichdn i(y)/dy50. Since the
maximum deviation angles from the@111# direction increase
when the induced anisotropy constants in the magnetic in
mogeneity become larger, this leads to a change in the
quency dependence over the width of the magnetic inho
geneity.

The NMR signals of a volume uniformly magnetize
along the@111# direction (f 50 andg50) from tetrahedral
sites of iron nuclei appear atn50 and those from octahedra
sites, atn522 and n52/3.5,6 The effect of the induced
d
-

n

e

-

o-
e-
o-

anisotropy on the NMR signals of magnetic inhomogeneit
from sites where 180° domain walls are stabilized shows
as an splitting of the signals and a change in the absorp
amplitude. Let us examine the effect of the components
the induced anisotropy on the NMR signals.

g-component.We shall examine two domains of varia
tion in g, 0,g,66 and 66,g,100.

1. 0,g,66, f 50. It is clear in Fig. 2b that the maxi
mum of ^Dw2& lies in the central part of the magnetic inho
mogeneity. This is because, for a given value of the anis
ropy constantg, the magnetization vector in the centr
portion of the magnetic inhomogeneity is directed along
intermediate crystallographic direction. Thus, a low amp
tude magnetic field causes a significant shift in the orien
tion of the magnetization at the center of the magnetic in
mogeneity.

According to Eq.~5!, the spatial dependence of the or
entation of the magnetization vector in the magnetic inhom
geneity leads to a frequencyn i(y) dependence over th
width of the inhomogeneity~Figs. 2a and 2c!. Since the in-
homogeneity under study is a 0° domain wall inhomoge
ity, the maximum spectral density will always lie at laye
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FIG. 4. The variation in the frequency~a, c! and ^Dw2& ~b! over the width of a magnetic inhomogeneity and the shape of the NMR absorption line~d, for
tetrahedral sites; e for octahedral sites!. Curvesa-e have been calculated forg570, f 50, q5100, andh8/Ku50.1.

FIG. 5. The variation in the frequency~a, c! and ^Dw2& ~b! over the width of a magnetic inhomogeneity and the shape of the NMR absorption line~d, for
tetrahedral sites; e for octahedral sites!. Curvesa-e have been calculated forg50, f 530, q5100, andh8/Ku50.1.
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with a maximum deviation angle from the direction of th
magnetization vector in sample bulk. Thus, all the absorp
peaks froma ~Fig. 2d! andd sites~Fig. 2e! are formed by the
central layer of the magnetic inhomogeneity. An increase
g leads, as stated above, to an increase in the maxim
deviation angle in the magnetic inhomogeneity and, the
fore, to a change in the frequencies of the NMR absorpt
peaks~Figs. 3a and 3b!. The increased change in the cent
layer of the magnetic inhomogeneity with risingg leads to an
increase in the NMR absorption amplitude at all resona
frequencies, for both thea andd sublattices.

2. 66,g,100, f 50. For this range of values ofg in the
central part of the magnetic inhomogeneity the magnet
tion vector is oriented along directions close to@111̄#. The
effect of the magnetic rf field induces small changes in
center of the magnetic inhomogeneity compared to the la
with a magnetization direction along@110# ~Fig. 4b!. In Figs.
4a and 4c it is clear that the condition of a maximum in t
spectral density is satisfied for 4 frequencies in thed anda
sublattices. The corresponding NMR spectra~Figs. 4d and
4e! consist of 4 absorption peaks. In Figs. 3a and 3b
frequencies of the absorption peaks remain essentially
changed with increasingg ~for the range of values consid
ered here!; this is because of a negligible change in the str
ture of the magnetic inhomogeneity. The amplitudes of
peaks over the entire absorption band for thea and d sites
decrease owing to an absolute decrease in^Dw2&.

f-component(g50). The more complicated structure o
magnetic inhomogeneities that form at a site where a 1
domain wall is stabilized by a magnetic anisotropy with af
component~curve3 of Fig. 1! lead to complicated variation
in the frequency and̂Dw2& over the width of the inhomo-
geneity. The spatial variation dependence of^Dw2& has two
maxima and a minimum corresponding to a change in
orientation of the magnetization at the center of the magn
inhomogeneity~Fig. 5b!. Figures 5a and 5c shows plots
n i(y) for the d anda sublattices, respectively. The spectru
of the d sites ~Fig. 5d! consists of three maxima and th
absorption band broadens with increasingf ~Fig. 3c!, while
the amplitudes of the absorption peaks increase~for
f P@0;100#). n i(y) for the a sublattices contains seven fre
quencies for which the condition for a maximum spect
density is satisfied. In the central layer of the magnetic in
mogeneity~frequencyn522) the condition for a maximum
spectral density is satisfied, but, since^Dw2&50 at the center
of the magnetic inhomogeneity, there is no signal. The
sorption lineshape for thea sites of iron nuclei from the
magnetic inhomogeneity consists of four absorption maxim
The maximum on the left hand edge of the absorption ba
as well as the signal with the highest absorption amplitu
consist of two signals that are close in amplitude. With
creasingf , there is a small shift in the absorption band
n

n
m
-

n
l

e

-

e
rs

e
n-

-
e

°

e
ic

l
-

-

a.
d,
e
-

higher frequencies~Fig. 3d! and the signals undergo spli
ting. The amplitudes of the absorption maxima then incre
at all the resonance frequencies and there is also a chan
the relationships among the maxima.

When a constant magnetic field is applied parallel to
magnetization in the sample bulk, the deviation angles of
magnetization in the magnetic inhomogeneity beco
smaller and, because of this, the resonance frequencies o
absorption maxima change. For magnetic inhomogene
formed from places where 180° domain walls are stabiliz
by an f (g50) or g (0,g,66, f 50) component, there is
typically a reduction in̂ Dw2& over the entire width of the
magnetic inhomogeneity and a drop in the absorption am
tude at all the resonance frequencies. For magnetic inho
geneities formed from places where 180° domain walls
stabilized by ag component with 66,g,100 (f 50), there
is typically a sharp rise in̂Dw2& over the width of the in-
homogeneity and, therefore, an increase in the amplit
over the entire NMR absorption band. When the exter
field amplitude is raised in this range ofg a maximum begins
to appear atn522 for two reasons: an increase in the wid
of the boundary layer withn522 and an increase in̂Dw2&
for this layer.

These studies show the following: at places where 1
domain walls are stabilized, magnetic inhomogeneities o
0° domain-wall type are formed whose structures dep
both on the components of the induced anisotropy and on
strength of the constant magnetic field. The NMR spectra
magnetic inhomogeneities differ from those of uniform ma
netized samples and samples containing Bloch dom
walls.7–9 The NMR lineshapes for the signals from magne
inhomogeneities for thea and d sublattices are determine
by the magnitudes of the componentsf andg of the induced
anisotropy and by the strength of the constant magnetic fi

This work was supported by the Russian Fund for Fu
damental Research~96-02-19255!.
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Dynamics of interphase domain walls during a Morin-type phase transition
V. S. Gerasimchuk
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A. L. Sukstanski 

Donetsk Physicotechnical Institute, Ukrainian Academy of Sciences, 340114 Donetsk, Ukraine
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The dynamics of 90-degree interphase domain walls during a first-order Morin-type spin-
reorientation phase transition is studied theoretically. It is shown that an oscillatory motion of the
walls with an amplitude that depends linearly on the field amplitude, as well as a drift
motion of the wall at a velocity proportional to the square of the field amplitude, are driven by
an external oscillating magnetic field. Drift of the entire domain structure as a whole is
predicted to be possible. ©1999 American Institute of Physics.@S1063-7834~99!01702-5#
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It is well known that in a number of weak ferromagne
materials spin-reorientation phase transitions take place f
a weakly ferromagnetic phase to an antiferromagnetic ph
the so-called Morin-type phase transitions. A classical
ample of this type of phase transition is the transition
dysprosium orthoferrite (DyFeO3) when the temperature i
reduced to 40 K,1,2 during which the antiferromagnetism
vector is reoriented from the crystala axis to theb axis.

Experimental observations2–4 of a Morin transition in
DyFeO3 indicate that this transition is a first-order pha
transition and an intermediate state develops in the trans
region in the form of a domain structure consisting of alt
nating weakly ferromagnetic and antiferromagnetic doma
Here it should be noted that a coherent domain struc
appears only when an external constant magnetic field is
plied to the magnet.~In experiments4,5 this field was oriented
along the crystalb axis.!

A large number of papers have been devoted to the
oretical study of Morin-type transitions.~See Refs. 1–4, for
example.! In these, primary attention has been devoted
studying the intermediate state which arises in the ph
transition region, symmetry analysis, the construction
phase diagrams, etc. The dynamical properties of the in
phase domain walls, which separate the antiferromagn
and weakly ferromagnetic domains that coexist during t
spin-reorientation phase transition, have been studied m
less.

In a Morin phase transition the interphase domain wa
are 90-degree domain walls. The dynamic properties of
degree domain walls differ greatly from the correspond
properties of 180-degree walls. In particular, it has be
shown6 that the limiting steady-state velocity of a 90-degr
interphase domain wall is determined by relativistic inter
tions, while that of 180-degree domain walls in an antifer
magnetic material is determined only by exchan
interactions.7

The uniform motion of an interphase 90-degree dom
wall which occurs during a temperature phase transition
been studied8 and it was shown that the velocity of the in
2451063-7834/99/41(2)/8/$15.00
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terphase domain wall is determined by the balance betw
the ‘‘pressure force’’ owing to the deviation of the syste
from phase equilibrium and the ‘‘frictional force’’ owing to
dissipative processes. The dynamic properties of
interphase-domain wall in an antiferromagnetic material
an external magnetic field during a spin-flop phase transi
have been studied.9 The steady and oscillatory motions of a
interphase-domain wall in rhombic ferroelectri
ferromagnetic materials acted on by an external electric fi
have been examined.10

The characteristic features of the dynamical properties
interphase domain walls in dysprosium orthoferrite in
pulsed magnetic field with a short risetime have been
served experimentally.11–13 These features show up, in pa
ticular, in a nonlinear dependence of the wall velocity on t
field amplitude and in the asymmetry of this dependen
with respect to the direction of the pulsed field.

The purpose of this paper is to study theoretically t
dynamical properties of isolated 90-degree interphase
main walls in weak ferromagnetic materials such as the ra
earth orthoferrites during Morin-type phase transitions un
the action of a variable external magnetic field. An ana
gous problem has been solved14 for the interphase bound
aries in the region of a spin-flop spin-reorientation pha
transition in antiferromagnetic materials. The important d
ference between these problems is that a Dzyaloshins
exchange relativistic interaction exists in the rare-ea
orthoferrites and creates a weak ferromagnetic momen
one of the phases between which a Morin phase transi
takes place. As has been shown for the example of 1
degree domain walls in weak ferromagnets,15 including the
Dzyaloshinskii interaction leads to significant differences b
tween the dynamic characteristics of the walls in weak f
romagnets and the corresponding characteristics of ‘‘pu
antiferromagnets. Thus, one should expect that the D
aloshinskii interaction should be just as fundamental for
interphase domain walls in the rare-earth orthoferrites of
terest to us in this paper.

As is known from the example of 180-degree doma
© 1999 American Institute of Physics
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walls in different magnetically ordered crystals, in an osc
lating magnetic field the domain walls oscillate at the f
quency of the field and, in addition, they drift, i.e., there is
constant component of the velocity.15–18 It will be shown
below that these types of motion are also typical for
90-degree interphase domain walls separating the antife
magnetic and weakly ferromagnetic phases during a Mo
phase transition.

1. BASIC EQUATIONS

We shall, examine therefore, a two-sublattice weak f
romagnet of the rare-earth orthoferrite type, including s
stances with the chemical formula MFeO3, where M is a
rare-earth element or yttrium. The crystal symmetry group
D2h

16 . We shall proceed from the standard expression for
energy of a rare-earth orthoferrite, expressed in terms of
weak ferromagnetism vectorM5M11M2 and the antiferro-
magnetism vectorL5M12M2 ~whereM1 and M2 are the
magnetization vectors of the sublattices!1,2

W5E dr H d

2
M21

a

2
~¹–L !21d–@M3L #

1wa~L !2M–HJ , ~1!

where a and d are the nonuniform and uniform exchang
interaction constants, respectively,wa is the magnetic anisot
ropy energy density, andH is the external magnetic field
We choose the axes (X,Y,Z) of the cartesian coordinate sy
tem to coincide, respectively, with thea, b, andc axes of the
crystal. The rare-earth orthoferrites are characterized b
rhombic magnetic symmetry of type 2x

22z
2 . Here the princi-

pal even axis is theY axis andd5dey , where d is the
Dzyaloshinskii-exchange relativistic-interaction consta
andey is the unit vector along the corresponding axis. In t
geometry, the weakly ferromagnetic phase corresponds t
orientation of the vectorsL andM along thea andc axes of
the rare-earth orthoferrite, respectively~the FxGx phase ac-
cording to the terminology used by Turov19!. In the antifer-
romagnetic phase the antiferromagnetism vectorL is ori-
ented along theb axis (Gy phase,M50).

It should be noted that the symmetry of the rare-ea
orthoferrites allows the invariantsMxLz and MzLx sepa-
rately. Thus, the more general expression for the energ
an rare-earth orthoferrite contains two constants describ
the Dzyaloshinskii interaction,d1MxLz and d3MzLx , with
d1Þd3. However, the difference between the constantsd1

andd3 is purely relativistic in origin and is, therefore, muc
smaller than eitherd1 or d3 (ud12d3u;1022d1,3, see Refs.
1–3!. This circumstance makes it possible to use the
proximation d1'd35d in describing the dynamics of th
rare earth orthoferrites.~The effect of the difference betwee
the constantsd1 and d3 becomes extremely important fo
analyzing the relaxation properties of the domain walls in
rare earth orthoferrites!.20

We write the energy of the magnetic anisotropy in
rare-earth orthoferrite in the form
-
-

e
o-
in

-
-

is
e
e

a

t,
s
an

h

of
g

-

e

wa5M0
2F1

2
~b1l z

21b2l y
2!1

1

4
~b18l z

41b28l y
2l z

21b38l y
4!G ,

~2!

where l5L/ zL z, b1 and b2 are the second-order anisotrop
constants,b18 , b28 , and b38 are those of fourth order, an
M05uM1,2u is the magnitude of the magnetization vectors
the sublattices.

The static and dynamical properties of two-sublattice
tiferromagnetic materials~including weak ferromagnets suc
as the rare earth orthoferrites! can be studied in terms of
standard system of equations of motion for the magnetiza
vectors of the sublattices~the Landau-Lifshitz equations! or
an equivalent system of equations for the vectorsM andL .
However, it has been shown21,22 that the problem can be
greatly simplified if we use the fact that the exchange a
ferromagnetic interaction between the sublattices is la
(d@1), so the turning angle of the sublattice magnetizat
vectorsM1 andM2 are small. Here the inequalityuM u!uL u
;2M0 holds and can be used t express the weak ferrom
netism vectorM in terms of the unit anitferromagnetism ve
tor 1,

M5
2

dH @ l3@H3 l##1
2

g
@ l̇3 l#1M0@d3 l#J ~3!

(g is the gyromagnetic ratio and a dot over a symbol deno
the time derivative! and to write down a closed equation fo
the vector1 which is an Euler–Lagrange variational equati
for the effective lagrangianL(1).22 For the rare earth ortho
ferrite being considered here, the density of the effect
lagrangian has the form

L5M0
2H a

2 F 1

c2
l̇22~¹ l!2G2 1

2~b1l z
21b̃2l y

2!

1 1
4~b18l z

41b28l y
2l z

21b38l y
4!1

4

dgM0
2 @H3@ l̇3 l##

2
2

dM0
2 ~ l–H!21

2d

dM0
~ l xHz2 l zHx!J , ~4!

wherec5gM0(ad)1/2/2 is a characteristic velocity equal t
the minimum phase velocity of spin waves in the absence
a magnetic field andb̃25b21d2/d. Note that this descrip-
tion of the dynamics of an antiferromagnetic material is va
in external magnetic fields much lower than the exchan
field He5dM0. We shall describe the dynamic braking
the domain walls owing to different relaxation process
with the aid of the dissipation functionQ,

Q5
lM0

2g
l̇2. ~5!

In terms of the two independent angular variables
rametrizing the unit vectorl,

l x1 i l y5sinu exp~ iw!, l z5cosu, ~6!

the equations of motion, including the dissipative term
have the form
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aS Du2
l

c2
ü D 1sinu cosuFaS l

c2
ẇ22~¹w!2D 1b1

2b̃2 sin2 w1b18 cos2 u2b38 sin2 u sin4 w

2
b28

2
cos2u sin2 wG2

2d

dM0
~Hz cosu cosw1Hx sinu!

2
4

dM0
2 ~Hz cosu1Hy sinu sinw1Hx sinu cosw!

3~Hy cosu sinw2Hz sinu1Hx cosu cosw!

1
4

dgM0
2 @Ḣy cosw2Ḣx sinw22ẇsin2 u~Hy sinw

1 Hxcosw!2Hzẇsin 2u#5
l

gM0
u̇, ~7!

and

a¹~sin2 u~¹w!!2
a

c2
~sin2 uẇ!2sin2 u sinw cosw

3S b̃21
b28

2
cos2 u1b38 sin2 u sin2 w D

1
4

dgM0
2F2

1

2
sin 2u~Ḣy sinw1Ḣx cosw!

1Ḣz sin2 u12u̇ sin2 u~Hy sinw1Hx cosw!

1Hzu̇ sin 2uG2
4 sinu

dM0
2 ~Hz cosu1Hy sinu sinw

1Hx sinu cosw!~Hy cosw2Hx sinw!

1
2d

dM0
Hz sinu cosu5

l

gM0
ẇ sin2 u. ~8!

If b1.0 andb̃2.0, then without an external magnet
field a weak ferromagnet in theFxGz phase is realized
where the antiferromagnetism vectorl in the ground state is
collinear with the easy axisX and the weak ferromagnetism
vectorM , with theZ axis. When the temperature is reduce
the effective anisotropy constantb̃2 changes sign; for
b̃2,0 the light axis becomes theY axis to which the anti-
ferromagnetism vectorl reorients itself. Then, as can easi
be seen from Eq.~3!, the weak ferromagnetism vectorM in
the ground state equals zero and the antiferromagneticGy

phase results.
As noted above, in a spontaneous spin-reorienting tr

sition of this sort, a coherent domain structure is not form
because of the kinetics of this process.3,4 In fact, in the initial
weakly ferromagnetic ~‘‘high temperature’’! phase the
unique nuclei for the antiferromagnetic phase are the 1
degree domain walls between domains with opposite or
tations of the antiferromagnetism vector~parallel and anti-
parallel to theX axis!, in which the vector1 is rotated in the
,

n-
d

0-
n-

XY plane~in the center of these walls the vector1 is oriented
along theY axis!. As the phase transition point is approach
the thickness of the walls increases, and this ultimately le
to the actual decay of the original 180-degree wall into t
90-degree interphase boundaries which separate the dom
with 1 oriented along theX andY axes. A coherent domain
structure~an intermediate state! could also form as a result o
this process. However, the demagnetizing fields prevent
pansion of the 180-degree wall; its breakup into two 9
degree walls is possible only when the energy of the t
90-degree walls is lower than that of the 180-degree w
Thus, the transition to the antiferromagnetic phase is in
herent and no intermediate state appears. If, however, a w
external constant magnetic field along theY axis is applied to
the magnet, then it stimulates breakup of the 180-degree
into two 90-degree walls with formation of a coherent d
main structure.3,4 In this regard, we shall also assume that t
external magnetic fieldH5He1H̃(t), whereHe5Hcey is a
constant external field andH̃(t) is an external oscillating
magnetic field with all three components nonzero. We sh
assume, as well, that the different components of the os
lating field have, in general, arbitrary phase shifts amo
themselves, i.e.,

H̃z5H̃0z cosvt, H̃x5H̃0x cos(vt1x),

H̃y5H̃0y cos~vt1x1!. ~9!

~As will be shown below, the drift velocity of the wall de
pends significantly onx1 andx2.!

For H̃(t)50 the equations of motion~7! and ~8! imply
that the domain wall in which the antiferromagnetism vec
1 is turned in theXY plane corresponds tou5u05p/2,
while the angular variablew5w0(y) satisfies the condition

aw092S b̃2~T!1
4Hc

2

dM0
2D sinw0 cosw0

2b38 sin3w0 cosw050. ~10!

~We assume that the distribution of the magnetization in
domain wall is nonuniform along theY axis; a prime denotes
differentiation with respect to this coordinate.!

It is known1–3 that if the fourth-order anisotropy con
stant b38,0, then a Morin-type phase transition is a firs
order phase transition whose temperatureT5TM is deter-
mined by the equation

b8~TM ![b̃2~TM !1
4Hc

2

dM0
2

5
ub38u

2
. ~11!

~The external constant fieldHc shifts the transition tempera
ture slightly.1! At the phase transition point~i.e., for
b85ub38u/2), where weakly ferromagnetic and antiferroma
netic phases coexist, the solution of Eq.~10! for a 90-degree
interphase domain wall that satisfies the boundary conditi

w0~2`!50, w0~1`!5p/2, andw08~6`!50,
~12!

is given by the equations
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w085
1

2y0
sin2w05

1

2y0
sechS y

y0
D ,

cos 2w052tanhS y

y0
D , ~13!

where y05(a/b8)1/2 is the effective thickness of the 90
degree wall. Note that the effective thickness of the int
phase wall is substantially greater than that of ordinary 1
degree walls because the fourth order anisotropy const
are small compared to the second order anisotropy const

It follows from Eqs.~3! and~13! that the distribution of
the magnetization vectorM in the interphase wall forH̃(t)
50 has the form

Mx52
Hc

d
sin 2w052

Hc

d
sechS y

y0
D ,

M y5
2Hc

d
cos2w05

Hc

d F12tanhS y

y0
D G ,

Mz52
2dM0

d
cosw02

2dM0

d F11expS 2y

y0
D G21/2

. ~14!

Therefore, whenHc50 the vectorM in the interphase
wall is parallel to theZ axis and changes only in magnitude
from 2dM0 /d ~absolute value! in the weakly ferromagnetic
phase~for y→2`) to 0 in the antiferromagnetic phase~for
y→1`). If, however, the external magnetic fieldHc is not
zero, then all three components ofM in the interphase wal
are nonzero.

If an additional external magnetic field along theZ axis
is applied to an already existing interphase domain wall, t
it destroys the energy balance of the two phases and the
begins to move toward a more energy-favorable phase. T
the maximum rate of movement is determined by the ma
mum attainable magnitude of the additional field.~This limi-
tation exists because the total field must remain within
lability region of the phases separated by the interph
wall.! If the additional field is variable, then the motion o
the interphase wall will be nonsteady-state and, in particu
in the case of an oscillating field, the wall will oscillate at th
frequency of the field with the amplitude of the oscillatio
directly proportional to that of the variable field~a first-order
effect!. In addition~see below!, the wall will drift at a certain
velocity proportional to the square of the amplitude of t
variable field~a second order effect!.

2. FIRST-ORDER PERTURBATION THEORY: OSCILLATIONS
OF AN INTERPHASE DOMAIN WALL

Assuming that the oscillating field is quite weak a
following a general scheme for analysis of the dynamics
domain walls in a variable field based on a version of p
turbation theory for solitons,14–18 we introduce a collective
variableY(t) representing the coordinate of the domain w
at timet and shall seek a solution of the equations of mot
~7! and ~8! in the form

u5
p

2
1q~j,t !, andq5q0~j!1c~j,t !, ~15!
-
-
ts
ts.

n
all
en
i-

e
se

r,

f
-

l
n

wherej5y5Y(t). The functionw0(j) describes the motion
of the undistorted wall~the structure ofw0(j) is the same as
that of the functionw0(y) in the static solution~1300, while
the functionsc(j) andq(j) correspond to distortions of th
wall shape. The drift velocity of the domain wall is define
as the average value of the instantaneous domain wall ve
ity V(t)5Ẏ(t) over the period of the oscillations, i.e
Vdr5V(t), where the overline denotes averaging over
period of the oscillations in the external field.

We seek the functionsc(j) and q(j) which describe
the distortion of the domain wall shape, as well as the w
velocity V(t) in the form of series in powers of the fiel
amplitude, keeping in mind that we are only interested in
forced motion of the domain wall,

q~j,t !5q1~j,t !1q2~j,t !1 . . . ,

c~j,t !5c1~j,t !1c2~j,t !1 . . . ,

V5V11V21 . . . , ~16!

where the subscriptsn51,2, . . . denote the order of small
ness of the quantity with respect to the field amplitude, i
cn , qn , Vn}hn.

We substitute the expansion~16! in Eqs. ~7!–~8! and
isolate the terms of different orders of smallness. Eviden
in the zeroth approximation we obtain Eq.~10! for an inter-
phase domain wall at rest.

The equations for the first approximation in the extern
variable field can be written in the form

~ L̂1T̂!c122
hcgM0

ṽ0
2

q̇1 sinq05
d

2S gM0

ṽ0
D 2

hz sinq0

1S gM0

ṽ0
2 D ḣz1

sin 2w0

2y0ṽ0
2 ~V̇11v rV1!

2S gM0

ṽ0
D 2

hc@hx cos 2w01hy sin 2w0#, ~17!

and

~ L̂81T̂1s!q112
hcgM0

ṽ0
2

ċ1 sinw0

52
d~gM0!2

2ṽ0
2

hx1S gM0

ṽ0
D 2

hchz sinw0

1
gM0

ṽ0
2 F ḣy cosw0

2 ḣx sinw01
V1

y0
hc sinw0 sin 2w0G . ~18!

Here we have introduced the notationh(t)5H̃(t)/M0,
hc5Hc /M0, s5(12k21)v0

2/ṽ0
2, k5b1 /b8, and

T̂5
1

ṽ0
2

d2

dt2
1

v r

ṽ0
2

d

dt
, ~19!
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where v05gM0(b1d)1/2/2 and ṽ05c/y05v0(b8/b1)1/2

!v0 are the activation frequencies for the volume branch
spin waves in the magnet far from the phase transition t
perature TM and at T5TM , respectively, and
v r5ldgM0/4 is the characteristic relaxation frequency.

The operatorL̂ in Eq. ~17! has the form of a Schro¨dinger
operator with a nonreflecting potential

L̂52y0
2 d2

dj2
112

2

cosh2~j/y0!
. ~20!

The spectrum and wave functions of the operatorL̂ ~20!
are well known. It has a single discrete levell050 corre-
sponding to a localized wave function

f 0~j!5
1

~2y0!1/2cosh~j/y0!
, ~21!

as well as a continuous spectrumlk511(ky0)2 which has
the eigenfunctions

f k~j!5
1

bkL
1/2

~ tanh~j/y0!2 iky0! eikj, ~22!

wherebk5@11(ky0)2#1/2 andL is the length of the crystal
The operatorL̂8 in Eq. ~18! has the form

L̂85L̂1
5

4 cosh2~j/y0!
1S 11

b28

ub38u
D exp~j/y0!

2 cosh~j/y0!
.

~23!

As opposed to the operatorL̂, the operatorL̂8 ~23! does
not posses the nonreflecting property. Its spectrum
eigenfunctions are unknown and this makes the analysis
90-degree domain wall more complicated than the analog
problem for 180-degree walls.~For the models of magnets i
Refs. 15–18 only the nonreflecting operatorL̂ shows up in
the first-order equations analogous to Eqs.~17! and ~18!.!
Thus, in solving the first-order equations we used the f
that previously5,11–13 frequenciesv;1062107 s21 of the
variable external magnetic field were used; this is mu
lower than the characteristic frequenciesv0 andṽ0 ~for typi-
cal rare earth orthoferritesv0;1011s21 and ṽ0;109

21010s21). Here, as can easily be seen, the parametes

which appears in Eq.~18! obeyss;(v0 /ṽ0)2@1, so in this
equation we can neglect the terms (L̂81T̂)q1 compared to
sq1 and express the functionq1(j,t) in terms of the func-
tion c1(j,t) as

q1522
hcgM0

v0
2

ċ1 sinw02
d~gM0!2

2v0
2

hx

14S gM0

v0
D 2

hchzsinw01
gM0

v0
2 F ḣy cosw02ḣx sinw0

1
V1

y0
hc sinw0 sin 2w0G . ~24!
f
-

d
f a
us

ct

h

Substituting the expression forq1 in Eq. ~17! and neglecting
terms that are small compared to the parameterv/ṽ0@1, we
obtain an equation for the functionc1(j,t) of the form

~ L̂1T̂!c15
sin 2w0

2y0ṽ0
2 ~V̇11v rV1!

2
2~gM0!3

~v0ṽ0!2
hc sinw0Fd

2
ḣx24hcḣz sinw0G

1S gM0

ṽ0
D 2Fd

2
hz sinw02hc~hx cos2w0

1hy sin 2w0!G1
gM0

ṽ0
2

ḣz . ~25!

We shall seek a solution to Eq.~24! in the form of an
expansion in the eigenfunctions of the operatorL̂ ~20!, which
form a complete orthonormal set. For a monochromatic fi
of frequencyv we set

c1~j,t !5ReH F(
k

dkf k~j!1d0f 0~j!GeivtJ . ~26!

The expansion coefficientsdk and d0 in the expansion
~26! are found in the standard way by multiplying the rig
hand side of Eq.~25! by f k* (j) or f 0* (j), respectively, and
integrating over the variablej.

The first-order equations~17! and ~18! describe the ex-
citation of linear spin waves against the background o
domain wall. Here the last terms in the expansion~26! cor-
responds to a shear~Goldstone! mode, which describes th
motion of a domain wall as a whole. However, the cor
sponding degree of freedom has already been taken into
count with the aid of the collective coordinateY(t) in the
definition of the variablej, so the Goldstone mode in Eq
~26! should be left out, i.e., we must require that the cor
sponding coefficientd050. ~See a discussion of this que
tion elsewhere.24! The absence of the Goldstone mode in t
expansion~26! is a condition equivalent to requiring or
thogonality of the right hand side of Eq.~25! to the function
f 0(j), which then determines the equation for the velocity
the interphase domain wallV1(t) in the linear approximation
in the field,

V̇11v rV15y0gM0F2hcS gM0

v0
D 2

~dḣx22phcḣz!

1gM0~2hchy2dhz!2pḣzG . ~27!

Equation~27! is integrable in an elementary fashion an
for a monochromatic field of frequencyv we have
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V1~ t !5
y0gM0

v21v r
2H gM0~2hch0y2dh0z!~v sinvt

1v r cosvt !1v~v cosvt2v r sinvt !

3F S gM0

v0
D 2

2hc~dh0x22phch0z!2ph0zG J .

~28!
Equation~28! describes the oscillations of an interpha

domain wall in an oscillating external field and, as can ea
be seen, does not lead to drift of the wall, asV1(t)50.

Note that forv50, i.e., in the case of a static field, E
~28! describes the motion of an interphase-domain bound
at a constant velocity.8 Similar equations have bee
obtained10 for the velocity of interphase-domain wal
formed during Morin phase transitions in rhomb
ferroelectric-ferromagnetic materials in an external elec
field.

On determining the coefficientsdk in the expansion~26!,
we obtain a solution of the first-order equation~in the ap-
proximationv@v0),

c1~j,t !5Re$ax~ t !cos2w0~j!1az~ t !U~j!%,

q1~j,t !5S gM0

v0
D 2

Re@bx~ t !sinw0~j!cos 2w0~j!

1bz~ t !sinw0~j!1cx~ t !1~cz~ t !

1by~ t !!sin2 w0~j!cosw0~j!

1cy~ t !cosw0~j!#, ~29!

where we have introduced the notation

ax~ t !52hch0xe
ivt, az~ t !5S gM0

ṽ0
D 2

d

4p
h0ze

ivt,

bx~ t !52i S v

gM0
Dhc

2h0xe
ivt, by~ t !54S gM0

v r
Dhc

2h0ye
ivt,

bz~ t !54hch0ze
ivt, cx~ t !52

d

2
h0xe

ivt,

cy~ t !5 i S v

gM0
Dh0ye

ivt, cz~ t !522S gM0

v r
Ddhch0ze

ivt,

and

U~j!5L f k~j!E
2`

1`E
2`

1`

dk dj̃
f k* ~ j̃ !sin w0~ j̃ !

lk
.

Therefore, in a linear approximation in the amplitude o
variable external field an interphase domain wall oscillate
the frequency of the field~28! and the wall shape is distorte
in a way described by Eqs.~29!.

3. SECOND-ORDER PERTURBATION THEORY: DRIFT OF
THE INTERPHASE DOMAIN WALL

We now proceed to analyze the equations in the sec
approximation in the amplitude of an external oscillati
magnetic field.
y

ry

c

at

d

We shall not write down the corresponding system
equations in the second approximation in their general fo
but only give those equations which follow from Eq.~4!,

L̂c25
sin 2w0

2y0ṽ0
2 ~V̇21v rV2!1N~j,t !, ~30!

where the functionN(j,t) is defined by the equation

N~j,t !5
1

ṽ0
2 ~V̇11v rV1!c181sin 2w0~5cos2w021!c1

2

2
1

4S V1

c D 2

sin 4w02y0 sin 2w0q1q18

2q1
2S sin2 w01

b28

2b38
D sin 2w02S gM0

ṽ0
2 D

3@~ ḣx cosw01ḣy sinw0!q112~hx cosw0

1hy sinw0!q̇112hc~c1q̇1 cosw0

2V1q18 sinw0!#2S gM0

ṽ0
D 2Fhxhy cos 2w0

1
1

2
~hy

22hx
2!sin 2w022hcS hxc1 sin 2w0

1hyc1 cos 2w02
1

2
hzq1 cosw0D G

1
1

2S gM0

ṽ0
D 2

dhzc1 cosw0 . ~31!

The equation for the second approximation for the fun
tion q2(j,t) has a similar structure, but does not contain
second order term in the expansion for the velocity of
domain wall (V2), so it is of no further interest to us.

We shall also seek a solution of Eq.~31! in the form of
an expansion over the complete orthonormal set of eig
functions$ f 0(j), f k(j)% of the operatorL̂,

c2~j,t !5ReH F(
k

dk
~2! f k~j!1d0

~2! f 0~j!GeivtJ . ~32!

Here, as in the first-order equation, we must require t
there be no shear mode in the expansion ofc2(j,t), i.e., it is
necessary that the right hand side of Eq.~31! be orthogonal
to the function f 0(j) and the coefficientd0

(2)50. This re-
quirement leads to an equation for the second-order termV2

in the expansion of the wall velocity,

V̇21v rV252ṽ0
2E

2`

1`

dj N~j,t !sin 2w0 . ~33!

Substituting the functionsc1(j,t) and q1(j,t) calcu-
lated in the previous section in Eq.~31!, taking the average
over the period of the oscillations, and integrating in E
~33!, after some simple, but quite cumbersome calculatio
we obtain the following expression for the drift velocit
Vdr5V2(t):
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Vdr5(
i j

n i j ~v;x,x1! H̃0i H̃0 j . ~34!

The coefficientsn i j are functions of the frequency of th
field and the phase shifts that have the significance of n
linear mobilities of the interphase wall,

nxx52n0F11hc
2S gM0

ṽ0
D 2G ,

nyy5n0F11
32

15
hc

4S gM0

v0
D 2S gM0

v r
D 2S ṽ0

v0
D 2G ,

nzz5n0F2
d2

32S gM0

ṽ0
D 2

h14hc
2S gM0

v0
D 2S 21

1
p

16
dS gM0

v r
D D G ,

nxy522pn0hc
2S gM0

ṽ0
D 2

cosx,

nyz5n0S gM0

v0
D 2

hcF2h1

p
dhc

2S gM0

ṽ0
D 2S v

v r
D sin~x2x1!

1S 5

16
dS v0

ṽ0
D 2

2
p

2
hc

2S gM0

v r
D

2
32

15
dhc

2S gM0

v r
D 2S ṽ0

v0
D 2

1
13

2
phc

2S gM0

v r
D

3S ṽ0

v0
D 2D cos~x2x1!G ,

and

nxz5n0S gM0

ṽ0
D 2

hcFdS h21S ṽ0

v0
D 2D cosx12

p2

2 S v

gM0
D

3S 114hc
2S gM0

v0
D 2D sinx1G , ~35!

wheren05y0g2/2v r andh, h1, andh2 are numerical coef-
ficients of order unity.

It should be noted that, as opposed to the 180-deg
domain walls in weak ferromagnetic materials studied
Ref. 15, interphase 90-degree domain walls can drift e
when there is only one component of the external oscillat
magnetic field.~In the case of 180-degree walls, only th
nondiagonal components of the nonlinear mobility tensor
nonzero.! An analogous result hods for 90-degree interph
walls during spin-flop transitions.14

In typical rare-earth orthoferrites, the sublattice mag
tization is M0;102 Oe so, for external constant fields o
orderHc;10 Oe, we can neglect all terms in the nonline
mobility tensor proportional tohc . Here all the nondiagona
coefficientsn i j , iÞ j , go to zero and the only nonzero no
linear mobilities are
n-

ee

n
g

e
e

-

r

nxx52n0 , nyy5n0 , and nzz52n0

d2h

32 S gM0

ṽ0
D 2

,

~36!

which, within the frequency rangev!ṽ0 of interest, are
essentially independent of the frequency of the oscillat
external field.

For an estimate of the components of the nonlinear m
bility tensor we use the following typical parameter value
y0;1025 cm, g;107 (s•Oe)21, and v r;1010 s21. ~The
typical value of the relaxation frequency in an rare-ea
orthoferrite is rather high since the relaxation constantl in it
has been enhanced by exchange.! Heren0 is on the order of
1021 cm/~s•Oe2). Given also that, in typical rare-earth ortho
ferritesd;102 andṽ0;1010 s21, we find that the nonlinear
mobility coefficientnzz, which is proportional to the squar
of the Dzyaloshinskii-interaction constant, turns out to
substantially larger thannxx and nyy : nxx;nyy;1021

cm/~s•Oe2), while nzz51210 cm/~s•Oe2). Therefore, for an
external field with an amplitude on the order of 1 Oe, t
drift velocity of an interphase-domain wall can reach 0
cm/s with the variable field oriented in theXY plane and
1210 cm/s when the oscillating component has aZ compo-
nent.

As already noted above, the nondiagonal component
the nonlinear mobility tensor are nonzero only when the c
stant external field has aY component. TakingHc;10 Oe
(hc;0.1), we find that, for example, the coefficientnxy is of
order 1022 cm/~s•Oe2), which is substantially smaller tha
the diagonal coefficients.

Note also the significant dependence of some com
nents of the nonlinear mobility tensor on the phase shiftx
andx1) between the corresponding components of the ex
nal field.

4. DRIFT OF A TWO-PHASE DOMAIN STRUCTURE

As noted above, the experimentally observed Morin-ty
transition3,4 in the presence of a weak constant external m
netic field oriented along theY axis is accompanied by th
formation of a coherent, two-phase domain structure~inter-
mediate state!. Thus, it is natural to ask about the possibili
of drift of the entire domain structure as a whole.~A similar
problem concerning the drift of an intermediate state form
during spin-flop transitions in uniaxial antiferromagnetic m
terials has been examined in Ref. 14.!

Like the intermediate state in a spin-flop phase tran
tion, the coherent domain structure that develops durin
Morin transition consists of alternating domains of a wea
ferromagnetic phase, in which the anitferromagnetism vec
1 is oriented parallel or antiparallel to theX axis ~while the
weak ferromagnetism vectorm is, correspondingly paralle
or antiparallel to theZ axis!, and domains of an antiferro
magnetic phase, in which1 is parallel or antiparallel to theY
axis ~while m50).

It is easy to see that in a two-phase structure of this ty
there can be eight types of 90-degree interphase dom
walls, which separate domains with different orientations ol
and, in addition, differ in the direction of rotation of th
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vector during a transition from a left to a right domain. It
perfectly natural that the domain structure in the intermed
state should drift as an intact whole only when the en
domain wall in the structure drifts to one side with one a
the same drift velocity.

In the preceding section we examined the drift of
isolated interphase domain wall with fully specific orient
tion of the antiferromagnetism vectorl in right and left do-
mains, and, in particular, when solving Eq.~10! for the
domain-wall structure, we used the boundary conditio
w0(2`)50 w0(1`)5p/2, i.e., we assumed that1 is ori-
ented along theX axis in a left domain~for y→2`) and
along theY axis in a right domain~for y→1`).

An analysis of the dynamics of all the other possib
interphase domain walls in this structure shows that the d
velocity of all types of domain walls is given by

Vdr5r(
i j

n i j ~v;x,x1!H̃0i H̃0 j , ~37!

which differs from Eq.~34! only in having an additiona
factorr561, which determines the ‘‘spirality’’ of the wall:
r561 if w08.0 in a given domain wall, i.e.,1 rotates coun-
terclockwise on going from a left into a right domain, an
r521 if w0850, i.e., with1 rotating clockwise. Therefore
in a given oscillating external magnetic field all the wa
drift with one and the same speed, but the direction of
drift depends on the mutual orientation of1 in the domains
separated by an interphase wall. All the walls with the sa
direction of rotation ofl, i.e., those at which the sign of th
derivativew08 is the same, move to one and the same s
For example, walls for whichw08.0, i.e., such that on going
from a left to a right domain1 turns counterclockwise, will
move to the same side as the specific interphase domain
studied above. A structure of this type is illustrated in Fig.

At present there is no convincing experimental data
whether a domain structure of this sort develops durin
Morin-type phase transition, but, as with a spin-flop pha
transition, the required structure can be created in a spe
way: the principles for organizing it have been presen
elsewhere.25,26

FIG. 1. The relative orientation of the~a! sublattice magnetization vector
M1 and M2 and ~b! weak ferromagnetismM and antiferromagnetismL
vectors in domains corresponding to a domain structure which can drift
unified whole.
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1!Note that the presence of a oscillating magnetic field also causes a sh
the phase transition temperature,23 but here this effect will be of no interes
to us.
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Magnetic phases in quasi-binary „Fe12xCox…Ge2 intermetallic compounds

A. Z. Men’shikov, Yu. A. Dorofeev, and A. E. Teplykh

Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
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Fiz. Tverd. Tela~St. Petersburg! 41, 283–289~February 1999!

Magnetic neutron diffractometry revealed the existence in (Fe12xCox)Ge2 solid solutions
(x,0.5) with C16 structure of only two magnetic phases, namely, low-temperature (AFI) and
high-temperature (AFII). A third magnetic phase,AFIII, suggested by earlier magnetic
measurements, has not been found. TheAFI and AFII phases have a commensurate and an
incommensurate antiferromagnetic structure with the wave vectorsk052p/a (1,0,0) andk5k0

1dk, respectively. The regions of their existence are shown in the magnetic phase diagram.
Neutron diffraction measurements yielded the concentration dependence of the average magnetic
moment per atom in the antiferromagnetic sublattice of a 3d metal, which, similarly to the
dependence of the Ne´el point onx, was found to be nonlinear. An analysis of these dependences
suggests that substitution of cobalt for iron is accompanied, on the one hand, by a decrease
of the local spin density on the iron atoms in the nearest environment of a cobalt atom and, on the
other hand, by an increase of the effective exchange integral between the nearest-neighbor
iron atoms located along the tetragonal axis. ©1999 American Institute of Physics.
@S1063-7834~99!01802-X#
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The intermetallic compound FeGe2 having a tetragona
C16-type cell~space group 14/mcm), with a55.908 Å and
c54.955 Å, exhibits a strong difference in the distances
tween the nearest iron atoms along thec axis ~2.48 Å! and in
the basal plane~4.2 Å!, which are equal, respectively, to th
radii of the first and second coordination spheres. This
sults in strongly anisotropic magnetic properties of this co
pound.

According to recent neutron diffraction studies,1–3 the
magnetic ground state of FeGe2 is described by a commen
surate collinear structure with a wave vectork0

52p/a (1,0,0), where the iron magnetic moments are
dered antiferromagnetically in the basal plane and ferrom
netically along thec axis ~the AFI phase!. This structure
persists up to a temperatureT15263 K to transfer thereafte
to an incommensurate spiral magnetic structure~the AFII
phase!, where the iron magnetic moments retain ferroma
netic order along thê001& axis while forming a simple he
lical structure in the basal plane.

Investigation of the spin dynamics of this compound
vealed a large anisotropy in the dispersion of spin wa
measured along the tetragonal axis and in the basal plan4 It
was found that the velocity of ferromagnetic spin waves w
small wave vectors propagating along thec axis is larger by
more than an order of magnitude than that for antiferrom
netic spin waves in the basal plane. Rough estimates of
ratio of the absolute values of exchange integrals in the fi
I FeFe

(1) , and second,I FeFe
(2) , coordination spheres yield about 2

This permits one to consider FeGa2 as a quasi-one
dimensional spin system, which can be pictorially conceiv
as wall bars with stanchions representing the ferromagn
chains with spins directed perpendicular to thec axis, and the
bars, the weak antiferromagnetic bonds along the^110&
2531063-7834/99/41(2)/6/$15.00
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-
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directions. When such a spin system is heated to the t
peratureT1, the collinear antiferromagnetic order betwe
the chains disappears, but the correlated turns of the ch
are retained up toTN . As for the ferromagnetic order alon
the c axis, it does not change aboveTN , which becomes
evident in the existence of weakly damping ferromagne
spin waves forT@TN .4 Measurements of magnetoresistan
in different directions in the basal plane made on such
system placed in a magnetic field showed that up toH515 T
the Néel temperatureTN decreases by 2 K only, and the
commensurate-incommensurate transition temperatureT1 in-
creases by more than 7 K.5

Because the magnetic ordering in FeGa2 is quasi-one-
dimensional, it seemed especially interesting to study the
fect of substituting iron by other elements, which would i
fluence the pattern of exchange interaction both within
ferromagnetic spin chain and between the chains. The
study of this kind used the (Fe12xCox)Ge2 alloy system by
measuring the temperature dependences of magn
susceptibility.6 A few of the x (T) curves taken from Ref. 6
are presented in Fig. 1, where the features atT1 and TN

marked by arrows were identified with theAFI→AFII and
AFII→P transitions, respectively. One more feature o
served atT5Tx in alloys withx50.320.45 was assigned to
the transition to a third phase,AFIII. 6 The existence of these
phases was not confirmed, however, by direct neutron
fraction measurements, so that the matter of the magn
states and the magnetic phase diagram of the (Fe12xCox)Ge2

alloys remained open. The objective of this work was to
in this gap, as well as to deepen our understanding of
quasi-one-dimensional magnetism of FeGa2 using elastic
magnetic scattering of neutrons.
© 1999 American Institute of Physics
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FIG. 1. Temperature dependences of the magnetic susceptibility of (Fe12xCox)Ge2 alloys ~from Ref. 6!.
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1. EXPERIMENTAL TECHNIQUES

We used (Fe12xCox)Ge2 quasi-binary compounds in ou
neutron diffraction experiment withx50, 0.03, 0.05, 0.1,
0.3, 0.35, and 0.45. The single crystals of the first four co
positions were melt grown by the Czochralski method in
General Physics Department of the Ural Technical Univ
sity ~Ekaterinburg!. Large single crystals were used to c
samples measuring approximately 535310 mm along the
edges of the tetragonal lattice. The remainder of the ing
was ground to powder with grain size;1210mm. The last
three compositions were studied in the form of fine pow
with about the same grain size on which the magnetic s
ceptibility measurements6 had been made previously.

Magnetic neutron scattering studies were carried out
a D-2 neutron diffractometer mounted on one of the horiz
tal channels of the IWW-2M reactor. The scans were m
in a helium cryostat in the 4.2–300 K temperature ran
within the angular region 2u5162100°. The l51.81-Å
monochromatic neutron beam used in the measurements
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obtained by successive reflection from the~111! plane of a
deformed germanium single crystal and the~004! plane of
pyrolytic graphite. This geometry of the experiment perm
ted us to exclude completely thel/2 contributions and to
obtain an adequate resolution (;1022) for large scattering
angles.

The sample temperature was monitored by copper-ir
copper and copper-constantan thermocouples to within61
K.

2. EXPERIMENTAL RESULTS

2.1. Atomic structure

In order to establish the parameters of the atomic str
ture and the pattern of cobalt-atom distribution in t
3d-metal sublattice, one studied nuclear elastic scatterin
neutrons at room temperature and at 4.2 K, where all
alloys under investigation were, respectively, in the pa
magnetic and magnetically ordered states. These experim
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showed that the crystal structureC16 remained unaffected in
all the samples studied. Asx was increased, the lattice pa
rameter along thea axis decreased, and that alongc in-
creased, in good agreement with the room-temperature
sults quoted in Ref. 6. Data on the lattice parameter chan
at 4.2 K are given in Table I.

The Rietveld refinement procedure incorporated in
FULLPROF program yielded the positional parameterXGe

for different samples, as well as the probabilities for occu
tion of iron sites by cobalt atoms,PCo. The best convergenc
factorsRb and Rf ~within 5%! were obtained for a random
distribution of cobalt atoms in the 3d-metal sublattice~Table
I!.

2.2. Low-temperature magnetic state „AFI phase …

The low-temperature magnetic state of the alloys w
derived from elastic neutron-scattering measurements m
on powder samples at 4.2 K. Figure 2 displays typical n
tron diffraction patterns of this kind normalized to the~211!
nuclear-reflection intensity, which is due to germanium
oms only. All compositions are seen to exhibit the sa
antiferromagnetic reflections, (100)m and (210)m , charac-
teristic of these scattering angles. No additional magn
reflections besides those seen in the neutron diffractog
for pure FeGe2 were detected for larger angles either. Th
implies that the magnetic structure of all the alloys und
study is described at low temperatures by the same w
vector k052p/a(1,0,0) corresponding to theAFI phase
state.

To check the possibility of existence of the magne
phaseAFIII in x>0.3 compositions at low temperature
which was suggested earlier in Ref. 6, we carried out th
ough measurements of the temperature dependences o
intensity of the (100)m and (210)m reflections, as well as o
their FWHMs. These dependences are plotted in Fig. 3
the ~100!m reflection for thex50.3 alloy against reduced
temperatureT/TN . No signs of an anomalous behavior of th
intensity or diffraction-reflection FWHM are seen to exist
Tx /TN50.2. Thus the assumption6 of a new antiferromag-
netic phase existing forT,Tx is not supported, which im-
plies that all (Fe12xCox)Ge2 alloys with x<0.45 have only
one magnetic state~of the AFI type! at low temperatures.

TABLE I. Lattice parametersa andc of (Fe12xCox)Ge2 alloys (T54.2 K!
obtained from neutron diffraction measurements, as well as calculated u
the FULLPROF code for the probabilityPCo for cobalt atoms in the
3d-metal sublattice filling the positional parameterXGe.

x a, Å c, Å PCo XGe RB , % Rf , %

0 5.890~2! 4.936~1! 0 0.1538 4.2 2.6
0.03 5.889~2! 4.934~1! 0.03 0.1568 2.1 1.6
0.05 5.887~3! 4.944~4! 0.06 0.1549 2.7 2.0
0.10 5.878~1! 4.947~3! 0.11 0.1550 2.4 2.0
0.30 5.844~2! 4.979~1! 0.29 0.1557 2.9 2.8
0.35 5.835~2! 4.984~1! 0.35 0.1561 2.8 3.1
0.45 5.820~2! 4.998~5! 0.44 0.1576 2.9 3.2

Note: RB and Rf are the convergence factors obtained taking into acco
only the integrated reflection intensity (RB) and the total reflection profile
(Rf).
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2.3. High-temperature magnetic state „AFII phase …

To check the existence of an incommensurate~IC! mag-
netic structure in theAFII phase, temperature dependenc
of the (100)m reflection were measured onx,0.3 single-
crystal samples. This reflection was found to split atT5T1

ng

t

FIG. 2. Neutron diffraction patterns of (Fe12xCox)Ge2 alloys obtained at
4.2 K. TheM and N symbols refer, respectively, to magnetic and nucle
reflections.

FIG. 3. The intensityI of the (100)M reflection ~open circles! and its
FWHM W ~filled circles! as functions of reduced temperature. No featu
are seen atTx /TN;0.2.
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into two satellites, which is the main feature of a spiral. T
angular positions of these satellites, as well as their inte
ties, depended both on concentration and on temperature
illustration, Fig. 4 presents neutron diffraction patterns of
Fe0.9Co0.1Ge2 alloy obtained at different temperatures in t
region of the transition from the commensurate to an
structure described by the wave vectork5k01dk, where
dk5(2p/a)m. The measurements were used to constr
the temperature dependence ofdk in the region of existence
of the IC phase, which was subsequently compared wit
similar dependence obtained for pure FeGe2 ~Fig. 5!. We
readily see that the cobalt-containing alloys exhibit, beside
decrease in the lock-in phase-transition temperature
smootherdk (T) dependence as well.

Thus the assumption6 of the features in the temperatu
dependencesx (T) observed to occur atT1 and TN being
associated with transitions to theAFI and AFII phases is
correct. This gave us grounds to construct a magnetic ph
diagram for the (Fe12xCox)Ge2 alloys based on our presen
measurements ofT1 andTN , as well as on the temperatur
dependences of magnetic susceptibility of these allo6

which contains only two magnetic phases,AFI and AFII
~Fig. 6!. The existence of a third magnetic phase has
been confirmed throughout the region where solid soluti
with a C16-type crystal structure are observed.

3. DISCUSSION OF RESULTS

Consider now the effect of cobalt atoms on the qua
one-dimensional spin system in FeGe2. As follows from our

FIG. 4. Neutron diffraction patterns in the vicinity of the (100)m reflection
obtained on a Fe0.9Co0.1Ge2 single crystal near theT1 and TN phase-
transition temperatures.
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measurements, cobalt atoms substitute in a random ma
for iron atoms on the 3d-transition metal sublattice. In the
process, the wave vector of the ground-state magnetic st
ture of (Fe12xCox)Ge2 alloys remains unchanged, which a
gues for the pattern of exchange interaction along thec axis

FIG. 5. Temperature dependence of the wave vector of the IC magn
structuredk for (Fe12xCox)Ge2 alloys. The arrows identify the transition
temperatures to the lock-in phase (T1) and the paramagnetic stateTN .

FIG. 6. Magnetic phase diagram of (Fe12xCox)Ge2 alloys. The filled circles
and squares refer to the data derived from magnetic susceptib
measurements6, and the crosses, to neutron diffraction data~this work!.
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and in the basal plane being retained. At the same time
observed concentration dependences of the average mag
moment ^m& (x) and of the Ne´el point TN (x) indicate a
change in the electronic state of the iron atoms.

Indeed, the magnetic-reflection intensities measured
4.2 K permitted calculation of the experimental value of t
average magnetic moment̂m& per 3d-metal atom in
(Fe12xCox)Ge2 compounds. As follows from its concentra
tion dependence shown graphically in Fig. 7, for smallx one
observes a fairly large change in̂m&, which falls off
smoothly with increasingx. Such a nonlinear behavior o
^m& (x) implies that atoms of cobalt suppress the spin d
sity at the nearest-neighbor iron atoms. Indeed, if there w
no such effect, the average magnetic moment in the cas
randomly distributed cobalt atoms on the 3d-metal sublattice
would change with concentration by the rule of mixture

^m&5mFe~12x!6mCox , ~1!

wheremFe and mCo are the local magnetic moments on t
iron and cobalt atoms, respectively. Here the plus sign re
to the case where exchange interaction between the iron
cobalt atoms along thec axis is ferromagnetic (JFeCo

(1) .0),
and the minus sign, where it is antiferromagnetic (JFeCo

(1)

,0). The linear law of̂ m& variation allows also the case o
nonlocalized moment on the cobalt atom (mCo50). But be-
cause the experimental^m& (x) curve is nonlinear and devi
ates from a plot constructed under the assumption o
‘‘magnetic hole,’’ as is the case in Fig. 7, it appears on
natural to assume that a cloud with negative spin polariza
dm forms around the iron atoms located nearest to the
balts. In other words, the local magnetic moment of the i
atoms adjoining atoms of cobalt becomes smaller than tha
pure FeGe2. But then the expression for the magnetization

FIG. 7. Concentration dependence of the average magnetic mome
(Fe12xCox)Ge2 alloys: points - present data, the solid line shows the plo
the fitting curve^m&5mFe(12x)2dmx, and the dashed line corresponds
the case of̂ m&5mFe(12x).
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one sublattice of an antiferromagnet can be recast, tak
into account the effect of neighboring cobalt atoms, in t
form

^m&Fe~x!5mFe~12x!2xn dm , ~2!

where xn is the concentration of cobalt atoms capable
creating around them a cloud with negative spin polarizat
with respect to the spin density at the iron atoms, anddm is
the magnetic moment per this cloud.

It was found that Eq.~2! can be fit to experimental val
ues of^m&Fe(x) for n50.5 anddm50.4mB ~see solid line in
Fig. 7!.

Thus the fraction of magnetization associated with
formation of negative spin polarization around cobalt ato
is a result of the change in the electronic structure of
nearest-neighbor iron atoms, and this change follows
power-law relationD^mFe&;xn with n51/2.

As seen from Fig. 6, the Ne´el temperature in the
(Fe12xCox)Ge2 alloys decreases with concentrationx also by
a nonlinear law, which implies that cobalt atoms cannot
identified with the magnetic hole, because otherwise, acc
ing to molecular-field theory7, the Néel temperature would
have obeyed a linear relationTN (x);(12x). Because co-
balt atoms do not have a localized moment, however, it
pears natural to assume that the Ne´el temperature is deter
mined only by the exchange energy per iron atom, i.e., t
kTN5EFe, with the total exchange energy beingE5N (1
2x)EFe. ExpressingE through the exchange energy b
tween a pair of atoms in the first, (NFeFe

(1) 5 1
2 NZ1), and the

second, (NFeFe
(2) 5 1

2 NZ2), coordination spheres, and using E
~2! for the average magnetic moment of iron, we come to

kTN5
1

4~12x!
@mFe~12x!2dm/x#2@JFeFe

~1! 12uJFeFe
~2! u# ,

~3!

where JFeFe
(1) and JFeFe

(2) are the effective exchange integra
between iron-iron atoms in the first and second coordina
spheres with the number of atomsZ152 andZ254, respec-
tively. Taking into account thatJFeFe

(1) /JFeFe
(2) ;20, one can fit

numerically this expression to theTN (x)/TN (x50) experi-
mental data~Fig. 8!. This was found to be possible in th
case where the exchange integralJFeFe

(1) varies with concen-
tration as

JFeFe
~1! ~x!5JFeFe

~1! ~x50!@11~2x!2# . ~4!

If we recall now that an increase ofx entails a linear increase
of the interatomic spacingr FeFe

(1) , for which the second hori-
zontal scale in Fig. 8 is appropriate, it becomes clear that
increase of the exchange integralJFeFe

(1) with interatomic dis-
tance increasing from 2.477 to 2.5 Å follows the trend o
served in fcc and bcc iron alloys. In particular, the inte
atomic spacingr Fe-Fe in pure a Fe, which is a good
ferromagnet, is 2.52 Å.

As follows from this experimental study of the magne
phase state of the (Fe12xCox)Ge2 solid solutions, substitu-
tion of cobalt for iron to a concentrationx50.25 leaves the
AFI→AFII→P magnetic phase-transition pattern prac
cally as it is in pure FeGe2. The only result is a decrease o
theT1 andTN transition temperatures. Forx.0.25, however,

in
f
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the AFII phase disappears, and all alloys are in theAFI
magnetic state. This is due to a large extent to the fact tha
local magnetic moment forms on cobalt atoms and, mo
over, that the local spin density on the iron atoms that ar
nearest neighbors of cobalt atoms undergoes a change
magnetic state of the alloys is affected also substantially
the increase of the Fe–Fe spacing along the tetragonal

FIG. 8. Reduced Ne´el temperature and effective exchange integralI FeFevs
concentration: filled squares refer to the experiment, and the crosses, to
derived from the experiment. The dashed line is a plot of
TN (x)/TN (x50) relation obtained under the assumption of a magn
hole in place of a cobalt atom.
no
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which results in an increase of the effective exchange in
gral JFeFe

(1) with increasing cobalt concentration in alloy
These conclusions have been drawn naturally only from
analysis of experimental data on the concentration dep
dences of the average magnetic moment and of the N´el
point. More rigorous support for the above conclusions m
come from theoretical calculations of the electron ene
spectrum of the (Fe12xCox)Ge2 intermetallic compounds
Unfortunately, the latter can be obtained only by averag
the electronic states for the iron and cobalt atoms.

The authors owe sincere thanks to Professor H. Shira
for providing the samples withx50.3, 0.35, and 0.45.
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Splitting of NMR signals in parallel fields in the easy-plane antiferromagnet FeBO 3

Kh. G. Bogdanova,* ) V. E. Leont’ev, and M. M. Shakirzyanov

Kazan Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan, Russia
~Submitted June 26, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 290–292~February 1999!

Experimental observations are reported of the splitting of NMR lines of57Fe into two absorption
peaks in a static magnetic fieldH0 parallel to a variable fieldH1 in the basis plane. The
field dependence of the intensity and the variation in the resonance frequencies of the absorption
peaks withH0 are studied. These results can be used to explain some features of the
layered domain structure of iron borate. ©1999 American Institute of Physics.
@S1063-7834~99!01902-4#
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In a study of NMR in the easy-plane antiferromagn
FeBO3, it has been demonstrated experimentally1 that the
NMR signal from57Fe nuclei for parallel rf (H1) and con-
stant (H0) magnetic fields applied in the ‘‘easy’’ basis plan
~111! vanishes whenH0.Hsat (Hsat>16 Oe in FeBO3).
This result was explained by the fact that, as the dom
walls vanish in fieldsH0.Hsat, the main contribution to the
NMR signal disappears since the signal from nuclei loca
in domain walls greatly exceeds the contributions from n
clei inside the domains, as well as by the fact that in a sing
domain sample at high fields the gain coefficient for the s
nal for H1iH0 approaches zero with increasingH0 .1,2 Based
on this, it was assumed that an iron borate sample form
single domain in fieldsH0>Hsat. Later on, however, base
on NMR data in perpendicular fields (H1'H0), it was
shown that only a certain type of domain walls vanishes
the sample forH0>16 Oe~a Neel-type wall!, but layer do-
mains with a different direction of the antiferromagnetis
vector in the easy plane survive. We believe this causes
experimentally observed splitting of the NMR signal in
three absorption peaks in fieldsH0.Hsat. In our experi-
ments, the sample transformed fully to a single domain
fields H0;200 Oe, as indicated by the disappearance of
side peaks and an increase in the intensity of the cen
absorption peak consistent with theoretical calculations
should be noted that these effects were observed in
power rf fields.

In this paper we present the results of some experim
on NMR of 57Fe for a geometry in which the vectorsH0 and
H1 were parallel and lay in the easy~111! magnetization
plane of the sample. Our results show that features of
domain structure of FeBO3 during single domain formation
in a magnetic field show up in the NMR signals in this ca
as well.

According to magnetooptical studies,4,5 for T<77 K, the
domain structure of FeBO3, a two-sublattice easy-plane an
tiferromagnet with weak ferromagnetism, consists of s
120°-Bloch walls (Si) parallel to the easy plane, laye
domains with different directions of the antiferromagnetis
vectorL (k)5M1

(k)2M2
(k) .1,5 (M1,2

(k) are the sublattice magne
tizations andk51,2,3 are the numbers of the domain layer!.
2591063-7834/99/41(2)/3/$15.00
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The vectorL (k) in an individual layer-domain is perpendicu
lar to the second orderC2 axis lying in the easy plane.6,7

Each plane, in turn, contains domains separated by 1
Néel walls (S') perpendicular to the basis plane. The Ne´el
walls manifest substantial mobility in very weak magne
fields H0 applied in the basis plane and completely van
for H05Hsat[HH1;16 Oe.1 A further rise inH0 causes the
Bloch walls between the layers to vanish because of the
tation of the vectorsM (k)5M1

(k)2M2
(k) to statesM (k)iH0 in

all the layer-domains.1,3,4,8 It should be noted that the effec
tive spontaneous magnetostriction fields, which also de
mine the orientation of the magnetizations of the sublatti
in the layer-domains,4,9 are of magnitudeHH2;200 Oe in
the FeBO3 crystal.10 This implies that one can speak of th
disappearance of Bloch walls and the transformation o
sample to a single domain only in fieldsH0 exceedingHH2 .
Thus, the magnetic structure of FeBO3 in sufficiently low
fields (HH1,H0!HH2) can be represented schematically
shown in Fig. 1, where thexy plane is the easy basis plan
~111!. In the caseH0ixiM (1) ~corresponding to the experi
ment!, the angle betweenM (2), M (3) and H0 equals
a,p/2 anda approaches zero asH0 increases.

As mentioned above, one characteristic feature of str
magnets is that in very weak fieldsH0,HH1 the main con-
tribution to the NMR signal is from nuclei situated in doma
walls, since the gain coefficient for them is much~by roughly
102 times! greater than the gain for nuclei in the domains11

With increasingH0 and the vanishing of the domain wal
for H0.HH1 , the main contribution to the signal must com
from nuclei lying in the layer-domains, for which the ga
depends on the mutual orientation of the vectorsM i

(k) and
H0 , as well as of the vectorsH1 andH0 . The NMR gains in
an individual layer-domain2 for H1iH0 and H1'H0 are
given by

h i
~k!5U Hn cosj~k!

H0 sinj~k!1DHa
U , H1iH0 ,

h'
~k!5U Hn sinj~k!

H0 sinj~k!1DHa
U , H1'H0 , ~1!
© 1999 American Institute of Physics
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wherej (k) is the angle between the direction ofH0 and that
of the magnetization in the sublattice of thek-th domain, and
DHa is the exchange-enhanced effective field of the m
netic anisotropy and of the spontaneous magnetostrictio
the basis plane. Equation~1! implies that forH0iM (1) the
NMR gains from the intradomain nuclei are large enou
only in layer-domains 2 and 3, whileh i

(1);0 because
j (1)>p/2 and cosj(1)>0.

The NMR frequencies (v i
(k)) given by the following ex-

pressions forH0.HH1 (H0ixiM (1), see Ref. 1! have a simi-
larly important dependence on both the magnitude and
tual orientation of the vectorsM i

(k) andH0 :3

v1
~1!5vn2gnH0sinw' , v1

~2!5vn1gnH0sin~a2w'!,

v1
~3!5vn2gnH0sin~a1w'!, v2

~1!5vn2gnH0sinw' ,

v2
~2!5vn2gnH0sin~a1w'!,

v2
~3!5vn1gnH0sin~a2w'!,

v1
~1!5v2

~1![v0 , v1
~2!5v2

~3![v1 ,

v1
~3!5v2

~2![v2 , a,p/2, ~2!

wheregn is the nuclear gyromagnetic ratio,vn15vn25vn

is the NMR frequency in the hyperfine fieldHn , w is the
slope (sinw'w'(H01HD)/HE), which is determined by the
deviation of the sublattice magnetizations from strict antip
allelism and characterizes the weak ferromagnetism
FeBO3, HD is the Dzyaloshinskii field, andHE is the ex-
change field. Here the frequency differenceDv5v02v6 ,
Dv5v12v2 are greater than the NMR linewidt
(dvn /gn>20 Oe) of a single-domain sample, even for sm
H0.HH1 . Thus, if this model of the single-domain forma
tion process for iron borate in a constant field, which h
been confirmed by experiment forH1'H0 , is true, then in
the case of parallel orientation ofH0 and H1 (H1iH0) a
splitting of the NMR signal into two absorption peaks whi

FIG. 1. The orientations of magnetizations in iron-borate-layer domains
H0.16 Oe.
-
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spread apart for higherH0 should be observed whe
H0.HH1 . An important difference between this case of pa
allel H0 andH1 in the basis plane and theH1'H0 case is the
following: with complete transformation of the sample into
single domain, because the anglesj (2) and x (3) approach
x (1)>p/2, the gains forH1iH0 in the corresponding layer
domains,h i

(2) andh i
(3) , fall off rapidly, so the NMR signal

should vanish (h i
k)→0), while for H1'H0 only the lateral

peaks disappear and the intensity of the central peak
creases, since, on one hand, sinj(2)5sinj(3)⇒sinj(1)>p/2
and, on the other, according to Eq.~2! the frequenciesv6

approachv0 , since the anglea→0 owing to the rotation of
M (2) andM (3) to a stateM (k)iH0 .3

EXPERIMENTAL RESULTS AND DISCUSSION

We have investigated the dependence on the magni
H0 of the external magnetic field of the drop in the fre
induction and its frequency spectrum after Fourier transf
mation.

The measurements were made with parallel rf and c
stant fields (H1iH0) with the vectorsH0 andH1 lying in the
easy magnetization plane~111!.

Preparation of the samples and their characteristics
well as the measurement techniques, have been discuss
detail elsewhere.12–14

FIG. 2. NMR spectra of57Fe for different fieldsH0 ~power attenuation
DP5220 dB).
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In this case, the NMR signal of the57Fe nuclei in FeBO3
was observed in fieldsH0>20 Oe with H1>H1cr to split
into two absorption peaks at frequencies close to the z
field NMR frequencyv5vn (vn /2p575.395 MHz) ~Fig.
2!. Both absorption signals showed up throughout the en
range of rf field intensitiesH1>H1cr with an almost mono-
tonic dependence of the amplitude of both signals onH0

~Fig. 3!. The change in the resonance frequencies of th
lines, Dn65Dv6/2p5(v62vn)/2p, depends linearly on
H0 ~Fig. 4!. HereH1cr is the magnitude of the variable mag
netic field at which absorption peaks first appear for
given H0>20 Oe.H1 cr corresponds to an attenuation of th
transmitter output power by 39 dB (Pmax>1 kW).

We believe that splitting of the NMR signal was o
served only at high powers because of the following:
gainsh i

(k) fall off rapidly with increasingH0 , not only as
1/H0 , but also because the vectorsM (k) turn toward the di-

FIG. 3. The drop in free inductance as a function of field (DP
5220 dB).

FIG. 4. The change in frequency of the absorption peaks~1, 2! as a function
of the fieldH0 . The points are experimental data; the smooth curves co
spond to the points 2.
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rection of H0 (j (k)→p/2, cosj(k)→0, Eq. ~1!!. At the same
time, it is well known14 that observing an NMR signal re
quires that the angle of deviation of the nuclear magnet
tion from the equilibrium position, which is determined b
h i

(k)H1 , be close top/2. This implies that, in order to com
pensate the reduction in the gain with increasingH0 , there
must be a significant enhancement in the amplitudeH1 of the
variable field. It is evidently this factor which prevented th
observation of the NMR splitting effects described here a
in Ref. 3 in an earlier study1 of NMR in FeBO3 at low rf
powers.

In conclusion, we note that the present results, like
earlier ones3 confirming the domain structure model for iro
borate and the dynamics of the single domain formation p
cess in a constant field, make it possible to employ the p
posed NMR experimental technique, which uses high
fields, for studying the domain structure of magnetically o
dered materials.
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Magnetic and electrical properties of Mg 12xCuxO solid solutions and magnetic shielding
in Cu–Mg 12xCuxO structures
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Mg12xCuxO solid solutions having an NaCl structure with 0<x<0.20 are synthesized and
Cu–Mg12xCuxO structures are prepared for superconductivity studies. The magnetic susceptibility
x, electron paramagnetic resonance~EPR!, and electrical conductivity of the solid solutions
are studied at temperatures of 5–550 K. It is shown thatx21(T) obeys the Curie–Weiss law with
a paramagnetic Curie temperatureQ close to zero and an effective magnetic momentmeff

51.9mB , close to the 1.73mB of a Cu21 ion with spinS51/2. The widthDH of the EPR line
depends weakly on temperature and increases asx is raised. The volume narrowing of
the EPR linewidthDH is used to estimate the exchange interaction parameter, 331024 eV. The
g-factor is close to 2 and is temperature independent. The electrical conductivity of
Mg12xCuxO at T5300 K is '10211210212V21cm21 for x50 and increases to 1025

21026V21cm21 for x50.1520.20. The conductivity isp-type. Magnetic shielding is observed
in Cu–Mg12xCuxO structures withx50.15 and 0.20. The possible connection of this
phenomenon with interference superconductivity in the contact layer of the structure is discussed.
© 1999 American Institute of Physics.@S1063-7834~99!02002-X#
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Establishing the feasibility of raising the critical tem
peratureTc of high-temperature superconductors is an i
portant problem in modern physics. Certain information
this area can be provided by studies of the localized~impu-
rity! superconductivity withTc up to 200–300 K which is
often observed in cuprate superconductors along with
main superconducting phase withTc'100 K.1 This sort of
localized superconductivity is also observed in partially
duced copper monoxide and a number of heterophase
tems based on CuO, such as ‘‘copper-single crystal C
films.’’ 2,3 Of the likely reasons for the appearance of loc
ized superconductivity with a highTc , the most often dis-
cussed is the possible formation of impurity CuO having
NaCl structure, which favors HTSC for a number
reasons.4 Unfortunately, attempts to synthesize CuO with
NaCl structure have not been successful yet. Some prel
nary information on this hypothetical CuO can be obtain
however, from studies of Mg12xCuxO solid solutions having
an NaCl structure which can exist for 0<x<0.20. In this
regard, we have synthesized these solid solutions and stu
their magnetic susceptibility, electron paramagnetic re
nance, and electrical conductivity. Cu–Mg12xCuxO struc-
tures have also been created from the solid solutions
magnetic shielding has been observed in them when an e
tric field is applied.
2621063-7834/99/41(2)/3/$15.00
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1. SAMPLES AND MEASUREMENT TECHNIQUES

Samples of Mg12xCuxO solid solutions with 0<x
<0.20 were prepared from a mixture of the principal carbo
ate of magnesium Mg4(OH)2(CO3)3•3H2O and chemically
pure~KhCh grade! copper oxide CuO. The mixture was car
fully mixed and then annealed for 8–10 hours in an air
mosphere at 400 °C. After remixing, a second anneal w
carried out for 12–24 hours at 850 °C. The samples w
examined by x-ray structure and x-ray phase analysis. It
found that single-phase samples of the solid solutions w
an NaCl structure are formed at concentrations within 0<x
<0.20. The crystal lattice parameters of the synthesi
Mg12xCuxO samples varied linearly from 4.21260.001 Å
for MgO to 4.21860.001 Å whenx50.20. Cu–Mg12xCuxO
structures were prepared by depositing copper films o
pressed samples of Mg12xCuxO with x50.15 and 0.20. The
magnetic susceptibilities were measured on a Faraday m
netic balance with a sensitivity of 531028 cm3g21 for
H<1.5 T. The EPR measurements used an ERS-231 s
trometer in theX-band. The electrical conductivity of th
Cu–Mg12xCuxO structures was measured by applying
electrical potential in a device that has been described
detail elsewhere.2

2. RESULTS

Figure 1 shows the magnetic susceptibilitiesx as a func-
tion of temperature for Mg12xCuxO solid solutions. It is
© 1999 American Institute of Physics
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clear that, on the whole,x(T) has a paramagnetic form an
that x increases monotonically asx is raised. An analysis o
the temperature dependence of the reciprocal magnetic
ceptibility x21(T) taking the contributions of the MgO ma
trix and the impurities in it into account shows that for all t
compositions, x21(T) obeys the Curie–Weiss law fo
T>300 K with a paramagnetic Curie temperatureQ close to
0 K. Here the effective magnetic moment at a copper ion
meff51.960.2mB , close to the 1.73mB for a Cu21 ion with
spin S51/2. For T,300 K, when the contributions from
impurities to the susceptibility are taken into account, th
is ‘‘diamagnetic’’ anomaly, i.e., a reduction inx as the tem-
perature is lowered against the background of the comm
paramagnetic temperature dependence ofx(T) in solid solu-
tions.

Figure 2 shows the measured temperature dependen
the EPR linewidthDH for Mg12xCuxO solid solutions. For
all the compositionsDH lies between 135 Oe forx50.005
and 640 Oe forx50.20 and depends comparatively weak
on temperature. Although the changes inDH(T) are com-
paratively small, it is clear from the figure that as the te
perature is reducedDH decreases linearly, passes through
broad minimum, and then increases as the temperatu
reduced further. At 300 K,DH depends linearly on the con
centration of Cu21 ions in the solid solutions. Measuremen

FIG. 1. Temperature dependence of the magnetic susceptibility
Mg12xCuxO solid solutions:~1! x50.04, ~2! x50.10, ~3! x50.15, and~4!
x50.20.

FIG. 2. Temperature dependence of the EPR linewidths of Mg12xCuxO
solid solutions:~1! x50.005,~2! x50.04, ~3! x50.10, ~4! x50.15, and~5!
x50.20.
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of the g factor showed that it lies withing52.1322.16 for
all compositions, which is typical of Cu21 ions, and is tem-
perature independent.

Measurements of the conductivitys of the Mg12xCuxO
solid solutions showed that at 300 K,s<10211V21cm21

for MgO, while s increases monotonically to 1026

21025V21cm21 for the compositions withx50.15 and
0.20. Here the activation energy for the electrical conduc
ity, DEs , falls from 1.76 eV for MgO to 0.96 eV for
x50.10, to 0.84 eV forx50.15, and to 0.28 eV for
x50.20. According to the sign of the thermal emf coef
cient, the conductivity isp-type. During the measurements o
the temperature dependence ofr, in some of the solid solu-
tions an electrical instability involving sharp jumps inr
~drops! was observed nearT52302270 K.

The measured current-voltage characteristics of the s
solutions withx50.15 and 0.20 indicated the existence o
diode effect in the samples.

Figure 3 shows the temperature dependence of the m
netic shielding effect found in the Cu–Mg12xCuxO struc-
tures withx50.15 and 0.20 when a negative potential w
applied to the copper. The straight line1 corresponding to
applying a positive potential to the copper is temperat
independent and indicates the absence of a shielding ef
When a negative potential of 150 V~curve 2! or 300 V
~curve3! is applied to the copper, a magnetic shielding effe
is observed which depends on the magnitude of the pote
applied to the structure. Shielding sets in aT'310 K. At
this same temperature, the ‘‘diamagnetic’’ anomaly in t
magnetic susceptibility of the solid solutions against t
background of the paramagneticx(T) dependence begins t
show up in thex21(T) curves. As the temperature is low
ered, the shielding gradually increases. The magnitude of
shielding effect measured 6 months after preparation of

of

FIG. 3. Temperature dependence of the magnetic shielding
Cu–Mg0.85Cu0.15O structures with applied electrical potentials of 150
and 300 V.
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solid solutions~see Fig. 3! corresponds to 102121% by
volume of an impurity superconducting phase in the sam
It should be noted that measurements of the shielding on
same sample 3 months after it had been prepared indica
substantially larger effect, by up to 10%. These results
indicative of an aging effect in the samples. An aging eff
was also observed in the measurements ofr; for samples
with x50.15 and 0.20, 12 months after they were prepar
r increased from 1052106V•cm by 2–3 orders of magni
tude. Repeated measurements of the magnetic suscepti
3 months after preparation of the samples revealed no no
able changes in its magnitude or temperature depende
The solid solutions studied here may be said to be q
satisfactorily stable compared to partially reduced CuO.2

3. DISCUSSION OF RESULTS

Our studies of magnetic susceptibility and electron pa
magnetic resonance~EPR linewidth andg factor! show that
Mg12xCuxO solid solutions are paramagnetic with a pa
magnetic Curie temperatureQ near 0 K and an effective
magnetic moment at the copper ion of 1.960.2mB , close to
the theoretical value of 1.73mB for a Cu21 ion with spin
S51/2. The valence of the Cu21 ion andS51/2 are con-
firmed by the measuredg factor, which is close to 2.

It should be noted that, according to previous studies2,3

localized high-Tc superconductivity is observed only in thos
copper-oxide systems which have a paramagnetic temp
ture dependence of the magnetic susceptibility. The prese
of an impurity paramagnetic phase~or fragments! in antifer-
romagnetic copper oxide is a necessary condition for real
tion of impurity localized high-Tc superconductivity. Strong
spin correlations and antiferromagnetic ordering in cop
oxide compounds, for example, in stoichiometric CuO with
monoclinic structure, inhibits superconductivity.

Applying the theory of exchange narrowing of parama
netic resonance lines5 to our measurements of the EPRDH
made it possible to obtain a preliminary estimate of the
change interaction parameterJ in the Mg12xCuxO solid so-
lutions: 331024 eV. The paramagnetic Curie temperatur
calculated from this value ofJ for the solid solutions studied
here should lie within the interval of 0.2–4 K. These valu
are consistent with the magnetic susceptibility and EPR d
in which no evidence of magnetic ordering was observed
or above 5 K. This sort of ordering, however, is entire
probable below 5 K.

As for the electrical properties of Mg12xCuxO, the
rather strong effect of introducing Cu21 ions on the conduc-
tivity is noteworthy. The enhancement in the conductivity
6–7 orders of magnitude forx50.1520.20 may indicate tha
Cu21 ions are acceptors with a relatively low activation e
ergy, i.e., are located relatively close to the bottom of
oxygen valence band.~According to the sign of the coeffi
cient of thermal emf, the charge carriers in Mg12xCuxO are
e.
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holes.! Another feature of the electrical conductivity o
Mg12xCuxO is an electrical instability, in the form of shar
drops inr at 230–270 K, observed in several samples. Th
instabilities have been observed before in partially redu
CuO and may indicate the presence of a superconduc
impurity in the samples.6 It should also be noted that over
year,r in the most highly conducting compositions withx
50.15 and 0.20 increased by 2–3 orders of magnitude o
the value measured immediately after production. This in
cates that aging is not too strong an effect in the solid so
tions tested. The observation of magnetic shielding
Cu–Mg12xCuxO structures when a potential of a certain p
larity is applied to them and the absence of this effect w
the opposite polarity suggests that, in this case, a local
interference superconducting layer analogous to that
served previously in Cu–CuO and Cu–YBa2Cu3O7

structures2,7 is formed in the layer of Mg12xCuxO which
contacts the copper.

Therefore, these Mg12xCuxO (0<x<0.20) solid solu-
tions with an NaCl crystal structure at temperatures of 5–5
K are paramagneticp-type semiconductors. The existence
a diode effect in a Cu–Mg12xCuxO structure and the corre
sponding possibility of creating a layer enriched with char
carriers in the region of the solid solution which comes in
contact with the copper withp-type conductivity when a
negative potential is applied to the copper, the paramag
ism of a copper containing solid solution with an NaCl cry
tal structure, and a diamagnetic anomaly in the paramagn
susceptibility in the same temperature region~below 310 K!
where magnetic shielding is observed, as well as the en
set of results, some of which have been published before
structures of this type, all suggest that the observed magn
shielding effect is related to the formation of supercondu
ing fragments in the interface of the Cu–Mg12xCuxO struc-
ture.

This work was performed as part of the Federal Progr
on ‘‘Surface Atomic Structures,’’ Project No. 95-2.10.
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Magnetoacoustic resonance on nuclear spin waves in the cubic antiferromagnet
RbMnF3
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Magnetoacoustic resonance on nuclear spin waves is measured in the cubic antiferromagnet
RbMnF3. A resonance change with respect to a constant magnetic fieldH0 with maximum
damping atH0'43103 Oe is observed in the amplitude of an acoustic pulse passing
through a sample owing to excitation of nuclear spin waves under nuclear magnetoacoustic
resonance conditions. A study of the angular dependence of the damping revealed a 90° periodicity
consistent with the fact that the@001# direction, around which the rotation takes place, is a
four-fold axis of the crystal. An analysis of the dispersion law for nuclear spin waves shows that
longitudinal ultrasound propagating along the@001# axis perpendicular toH0 excites a
branch of nuclear spin waves whose frequency depends on the magnitude of the constant magnetic
field. © 1999 American Institute of Physics.@S1063-7834~99!02102-4#
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1. Acoustic excitation of nuclear spin waves und
nuclear magnetoacoustic resonance conditions has
reported1 in the spin system of55Mn nuclei in the easy-plane
antiferromagnet KMnF3. This paper is devoted to an exper
mental study of the conditions for acoustic excitation
nuclear spin waves in the spin system of55Mn nuclei in the
cubic antiferromagnet RbMnF3. The existence of nuclea
spin waves in the two-sublattice antiferromagnet RbMnF3 is
determined by an effective oblique interaction of the ma
netic moments of nuclei,mi and mi8 , through magnons
whose radiir ( i ) ( i 51,2) attain macroscopic sizes for bo
branches of the magnon spectrum (r'(1032104)a, wherea
is the interatomic separation in the crystal!.2 This ensures
formation of two branches (vni

(q)) of nuclear spin waves a

liquid-helium temperatures, when the spin system of
55Mn nuclei is in a disordered paramagnetic state.2 The wide
nuclear-spin-wave band~compared to the NMR linewidth!2,3

and an efficient magnetoacoustic interaction3 allow us to
hope for the possibility of observing a nuclear magnet
coustic resonance and the acoustic excitation of nuclear
waves in RbMnF3, as well. Since the experimental techniq
is based on measuring the damping coefficient of an ul
sound pulse as it passes through a sample under nu
magnetoacoustic resonance conditions, the direction
propagation of the longitudinal sound and the orientation
the constant magnetic fieldH0 were chosen in advance so
to exclude the resonance absorption of elastic energy in
uniform oscillations of the nuclear magnetization at NM
frequencies (vni

(0)) ~the nuclear-acoustic-resonance effec!.

The nuclear-acoustic-resonance effect in this compound
been investigated in detail, both theoretically and exp
mentally.3
2651063-7834/99/41(2)/4/$15.00
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2. An experimental study was made of the depende
of the damping coefficient of longitudinal sound with a fr
quencyns5640 MHz propagating along the four-fold@001#
axis (ki@001#, wherek is the wave vector of the sound! on
the magnitude and direction of a constant magnetic fieldH0

applied in the~001! plane (H0'k). The apparatus and mea
surement techniques have been discussed in d
elsewhere.1,4

The single crystals of RbMnF3 on which the measure
ments were done were prepared in the form of parallele
peds with dimensions of 43435 mm3 whose edges coin
cided with the principal crystal axes@100#, @010#, and@001#.
The end surfaces were flat and mutually parallel to with
1/5 of the acoustic wavelength. Ultrasonic waves were
cited in a pulsed mode at one of the end surfaces~001! of the
sample and detected at the opposite end. The measurem
were made atT54.2 K. The helium cryostat with the samp
was rotated about itsR axis, always perpendicular toH0. The
angle between theR axis and the wave vectork was set to be
0°. The magnitude of the constant magnetic field was var
from 0 to 8000 Oe. An acoustic pulse that passed through
sample once was used. The ratio of its amplitude (U) to the
amplitude of the incident sound (U0) determines the damp
ing coefficienta5U/U0 measured in the experiment.

During the study of the dependence of the damping
the ultrasound on the magnitude of the magnetic field app
in the ~001! plane, a resonant variation, with respect to t
field, was found in the damping coefficienta ~Fig. 1!. The
maximum damping was observed atH0'4000 Oe. The half
width of the line was aboutDH'1000 Oe. An investigation
of the angular dependence of the damping coefficienta on
the direction of the field in the~001! plane forH054000 Oe
© 1999 American Institute of Physics
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~by rotating the sample about theR axis of the cryostat
i@001#) revealed the expected 90° periodicity consist
with the fact that the@001# direction is a 4-th order axis~Fig.
2!. For certain directions of the constant magnetic field, th
was no damping of the ultrasound, whatever (a51). The
angle between the maximum and minimum of the damp
coefficient was 45°. We may assume from consideration
symmetry that the extrema in the angular dependence
associated with directions ofH0 parallel to crystallographic
axes of type@110# and @010# and planes~001!. This is ex-
plained primarily by the fact that the position of the subl
tice magnetizations in sufficiently high fields depend on
direction of H0, which, in turn, determines the componen
of the magnetoelastic interaction.

3. In the case being considered here, the magnetoela
interaction of longitudinal acoustic oscillations propagati
along the@001#ik axis with sublattice magnetizationsM i

( i 51,2) in a cubic antiferromagnet having a coordinate s
tem with axesxi@100#, yi@010#, andzi@001# can be written
in the form3,5

FIG. 1. The ratioU/U0 as a function of the constant magnetic fieldH0.

FIG. 2. The angular variation of the ratioU/U0 at a frequency of 664 MHz.
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VME5
B1

M0
2 ~M1z

2 1M2z
2 !Uzz~z,t !1

B3

M0
2

M1zM2zUzz~z,t !,

~1!

where B1 and B3 are the magnetoelastic constants,M0

5uM1u5uM2u are the equilibrium values of the sublattic
magnetizations,Uz(z,t) are the elastic displacements caus
by the external acoustic field, andUzz(z,t) is the correspond-
ing component of the elastic deformations, given
Uzz(z,t)5]Uz(z,t)/]z. In the constant magnetic field
H05H01'4000 Oe, at which a resonant variation in th
damping coefficienta(H0) is observed, the antiferromag
netic compound RbMnF3 at helium temperatures is in a sta
where the ferromagnetism vectorM5(M11M2)iH0, while
the antiferromagnetism vectorL5(M12M2)'H0 ~‘‘spin-
flop’’ phase3,6!. A cubic antiferromagnet is in a ‘‘spin-flop’’
phase if the inequalityH0

2.2HEHA is satisfied, whereHE is
the exchange field andHA is the cubic anisotropy field. Fo
the known magnitudes of the exchange fieldHE'0.82
3106 Oe and anisotropy fieldHA'4.6 Oe in crystalline
RbMnF3,3 this inequality is easily satisfied, even in field
H0>3000 Oe. The magnitude of the vectorM , given by
uM u52M2 sin(H0/2HE), is very small in these fields an
uL u@uM u. Given this inequality, Eq.~1! for the magnetoelas
tic interaction can be written in the form

VME5
B

2M0
2

Lz
2Uzz~z,t !. ~2!

In a polar coordinate system, whereu is the polar angle of
the vectorL measured from the@001# direction andw is the
azimuthal angle measured from the@100# direction, L is
characterized by the components

Lx5L0 cosw sinu, Ly5L0 sinu sinw,

and

Lz5L0 cosu, L052M0 ,

and the magnetoacoustic interaction is given by

VME52B cos2 uUzz~z,t !. ~3!

The acoustic waves act on the nuclear spin system
magnetic materials through magnetoelastic fieldshiu ( i
51,2) which are defined as variational derivatives of t
magnetoelastic energyhiu(z,t)5dVME(z,t)/dM i and caused
by oscillations in the sublattice magnetizationsM i ~or in the
vectorsL and M ).7 In our case, the small oscillations inL
caused by the field of elastic deformationsUzz(z,t) are char-
acterized by small changes in the angleu (Du, u5u0

1Du), whereu0 is the equilibrium value ofu. Taking the
deformationsUzz to be small and expanding Eq.~3! in pow-
ers ofDu, to within terms of second order in smallness w
have

VME'2B sin 2u0DuUzz~z,t !. ~4!

Equation~4! for the magnetoelastic interaction does not ha
an explicit dependence on the anglew. However, it is
known6,8 that in a ‘‘spin-flop’’ phase the vectorL lies in a
plane perpendicular toH0 and changes its equilibrium pos
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tion from a state withL i@010# (u05p/2) for H0i@100# to a
state withL i@111# (u05arcsin2/3 in the~11̄0! plane! for
H0i@110# and from this state to a state withL i@100# (u0

5p/2) for H0i@010#. Thus, if we take the angleF, which
characterizes the direction ofH0 in the ~001! plane ~taken
from the@100# direction!, then whenF varies in the interval
0<F<p/4, the angle u0 varies from u05p/2 to
u05arcsin 2/3 and fromu05arcsin 2/3 tou05p/2 whenF
varies over the intervalp/4<F<p/2 ~similarly for H0 lying
in the other quadrants formed in the~001! plane by the@100#
and@010# axes!. It is evident that the angleu0 is a function of
the angleF. However, it was possible to obtain an analy
expression for the functionu0(F) only in the special case
mentioned above, where the direction ofH0 coincides with
the crystallographic axes of a cubic crystal. The numer
calculations require knowledge of these necessary par
eters.

At the same time, it is possible to explain the ma
aspects of the angular dependence of the damping coeffi
a on the direction ofH0. According to Eq.~4!, the above
remarks imply that the longitudinal acoustic oscillatio
propagating along the@001# axis do not interact with the
oscillations of the sublattice magnetizations forH0i@100#
and H0i@010#, and that the magnetoelastic interaction
greatest whenH0i@110#. This conclusion is consistent wit
the data of Refs. 3 and 5. Thus, we can say that the dam
peak observed in the experiment corresponds to a direc
of the fieldH0i@100# and that forH0i@010# or @100#, a51.
That is, the acoustic pulse travels through the sample with
attenuation.

Calculations3 show that the absorption coefficient for u
trasound energy owing to resonance transitions between
ergy levels in the spin system of the55Mn nuclei ~nuclear
acoustic resonance effect! is zero whenHi@110#. Therefore,
the resonance change, with respect to the magnetic field
the sound intensity within this range of frequencies (ns

'640 MHz! is caused by other factors. We believe that t
observed resonance damping effect is, as in crystal
KMnF3,3 related to the excitation of nuclear spin waves
the acoustic field near the point where the dispersion cu
for sound and nuclear spin waves intersect, i.e., un
nuclear magnetoacoustic resonance conditions.

An analysis of the nuclear spin wave frequen
spectrum9,3 in cubic RbMnF3 shows that forH0'4000 Oe at
a frequency of (ns'640 MHz! only one of the nuclear spin
wave branchesnni(q) can intersect the dispersion curven(k)
for sound. This branch of the nuclear spin waves is ass
ated with a field dependent branch of the magnon spect
corresponding to oscillations ofL in a vertical plane passing
through the@001# axis.8 The frequency of this nuclear spi
wave branch is given by9

nn1~q!'nnH 12
2HEHN

ge
22ve1

2 ~0!1HE
2~aq!2/12

J 1/2

,

nn5gnHn , ~5!

wherege andgn are the gyromagnetic ratios for the electro
and nuclei,Hn and HN are the hyperfine fields at, respe
l
m-

r
nt

ng
on

ut

n-

in

e
e

es
er

i-
m

tively, the nuclei and electrons,q is the wave vector of the
nuclear spin waves, andve1(0) is the homogeneous antife
romagnetic resonance frequency, which equals

ve1
2 ~u!5ge

2~H0
213B~uH ,F!HEHA12HEHN!. ~6!

The coefficientB(uH ,F) in Eq. ~6! depends on the orienta
tion of the constant magnetic field relative to the crystal
graphic@100#, @010#, and @001# axes and, in the case wher
H0 lies in the~001! plane, is given by the expression8 (uH is
the polar andF is the azimuthal angle of the vectorH0)

B~p/2,F!524 cos 4F/~71cos 4F!, uH5p/2. ~7!

For F5p/4, B(F) has a maximum,B(F)52/3. In this case
the NMR frequency corresponding to uniform oscillations
the nuclear magnetization withq50 also has a maximum
~see Eq.~6!! and, for fieldsH054000 Oe,HE50.823106

Oe, HA54.6 Oe, andHN59.43/T (T54.2 K!,3 is approxi-
matelynn1(0)'635 MHz.

Therefore, the nuclear spin wave frequency that matc
the sound frequencyns lies in a region ofnn1(q) with high
dispersion. The wave vectorq of the nuclear spin waves
given by Eq. ~6! for nn1(q)5640 MHz, gnHn /2p, and
a5331028 cm has essentially the same magnitude as
acoustic wave vector,uku calculated from the condition
ns5Vk for a sound speedV55.513105 cm•s21. This im-
plies that at the point where the dispersion curves of
sound and nuclear spin waves intersect, a condition fo
magnetoacoustic resonance in the nuclear spin waves, a
gous to the magnetoacoustic resonance effect in magno10

is satisfied. Here a coupled magnetoelastic wave, chara
ized by magnetic and elastic components at each po
propagates in the sample. And it is obvious that the reduc
in the intensity of the acoustic component observed un
nuclear magnetoacoustic resonance conditions is relate
the conversion of elastic energy into magnetic energy o
nuclear spin wave.10 The resonance character of the acous
damping with respect to the magnetic field is caused by
fact that, asH0 increases, the intersection of the dispersi
curves approaches the frequency of the sound excited in
sample owing to the change innn1(q) ~Fig. 3!.

Note that acoustic excitation of the second~field-
independent3! branch of the nuclear spin waves is impossib
for the given geometry of the vectorsk and H0 (k'H0,
ki@001#) and the given frequency. On one hand, this bran
of nuclear spin waves is associated with oscillations ofL in
a plane parallel to~001! that are characterized by variation
the azimuthal anglew. Excitation of this type of oscillations
in L by the elastic field requires a change in the mut
orientation of the vectorsk andH0.1,3 On the other hand, the
frequency of the second branch of the nuclear spin wave
given by2,3

nn2~q!5nnH 12
2HEHN

ge
22ve2

2 ~0!1HE
2~aq!2/12

J 1/2

, ~8!

and

ve2~0!5ge~2HEHN13C~uH ,F!HEHA!1/2, ~9!
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where ve2(0) is the uniform antiferromagnetic-resonan
frequency corresponding to the field independent mode
the magnon spectrum.11 The coefficientC(uH ,F) in the ex-
pression forve2(0), like the coefficientB(uH ,F), depends
on the orientation of the constant magnetic fieldH0 with
respect to the crystallographic axes, and forH0i@110#,
C(p/2,p/4)52/3.11 Substituting the known values of the fre
quencies and fields~see above! in Eqs.~8! and~9!, we obtain
nn2(0)'561.7 MHz for uqu50. This implies that a much
lower ultrasound frequency thanns5640 MHz would have
to be used to satisfy the conditions for a nuclear magne
coustic resonance at the second branch of the nuclear
waves for the given acoustic dispersion relationns5Vk.

In conclusion, it should be noted that a complete th
retical description of the acoustic excitation of nuclear s
waves under nuclear-magnetoacoustic-resonance condi
requires solution of the combined equations of motion for

FIG. 3. Spectra of nuclear magnetoelastic waves under conditions such
nuclear spin waves exist.
of

a-
pin

-
n
ns

e

electron and nuclear magnetizations and the equations o
theory of elasticity including the hyperfine and magnetoel
tic interactions. This kind of calculation has been carried
in a study of the acoustic excitation of nuclear spin waves
the easy-plane antiferromagnet KMnF3.1,12 We have not set
ourselves this task in this paper and have limited ourselve
analyzing the feasibility of acoustic excitation of nucle
spin waves in the cubic antiferromagnet RbMnF3 under
nuclear-magnetoacoustic-resonance conditions. In the fu
we plan to perform a detailed theoretical calculation for t
phenomenon, along with an experimental study of the c
ditions for excitation of both nuclear spin wave branches
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Barkhausen effect in stepped motion of a plane domain boundary in gadolinium
molybdate

V. Ya. Shur,* ) E. L. Rumyantsev, V. P. Kuminov, A. L. Subbotin, and V. L. Kozhevnikov

Institute of Physics and Applied Mathematics, Ural State University, 620083 Ekaterinburg, Russia
~Submitted June 4, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 301–305~February 1999!

Barkhausen pulses generated in stepped motion of a single plane domain boundary~PDB! are
investigated experimentally in single-crystalline wafers of the extrinsic ferroelastic
ferroelectric gadolinium molybdate containing artificial pinning centers of the ‘‘field
inhomogeneity’’ type near the edges of the sample. Two scenarios of the evolution of a PDB in
interaction with ‘‘defects’’ are proposed on the basis of analyzing the shape of the pulses
in a linearly increasing field: small changes of the pulse shape in a weak field and the generation
of wedge domains in a strong field. The proposed mechanism of PDB motion due to the
generation of steps near the edge of the sample and their longitudinal motion provides a means
for explaining the experimentally observed linear field dependence of the PDB velocity
and for determining the velocity of the steps. ©1999 American Institute of Physics.
@S1063-7834~99!02202-9#
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The domain-structure kinetics of polarization switchi
covers the complex process of nucleation, growth, and c
lescence of an ensemble of separate domains. The ex
mental investigation of domain kinetics is usually carried o
by indirect methods, the most popular of which is the m
surement of switching currents. The results of such meas
ments contain statistical information about the evolution
domain structure, and such information can be extrac
once the relationship has been established between the
cific stages of the domain kinetics and the correspond
responses~switching currents!. A special role is played by
deviations of the switching current from monotonic behav
~Barkhausen jumps!, which are usually identified with nucle
ation, individual domain growth, and pinning~interaction of
the boundaries with defects!.1–3 It is of utmost importance to
establish in detail the relationship between the shape of
current step and specific nature of the evolution of doma
particularly in connection with the interaction of plane d
main boundaries~as an elementary process of domain str
ture kinetics! with defects that can be monitored~pinning
centers!.

Plane domain boundaries are stable in ferroelastic fe
electrics throughout a wide range of external influenc
making them superior model materials for investigati
plane domain boundaries~PDBs!. We have chosen the ex
trinsic ferroelastic ferroelectric Gd2(MoO4)3 ~GMO!, be-
cause its physical properties and domain structure have
thoroughly investigated.4–6 Barkhausen pulses have been o
served in GMO as an accompaniment to the nonmonoto
motion of domain boundaries.7

The present study is devoted to a detailed analysis
GMO of the shape of Barkhausen pulses generated in
stepped motion of a solitary PDB upon interaction with co
trollable pinning centers of the ‘‘field inhomogeneity’’ type
2691063-7834/99/41(2)/5/$15.00
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1. EXPERIMENT

The investigated samples were single-crystal, rectan
lar GMO wafers ~with typical dimensions 0.3932
37 mm3) cut perpendicular to the polar axis, their side fac
parallel to the coherent orientations of the PDBs. All faces
the wafers were ground and polished with diamond pas
Transparent In2O3 :Sn electrodes were deposited on the po
faces by reactive sputtering. Prior to the measurement
single PDB parallel to the smaller face of the plate w
formed by a machining process, and the sample was faste
to the substrate. Strips of electrodes~Fig. 1a! limited the
range of movement of the PDB and prevented it from va
ishing. One of the electrodes was specially shaped~Fig. 1b!
to create pinning centers~of the ‘‘field inhomogeneity’’
type!, imparting nonmonotonic motion to the PDB with a
companying Barkhausen jumps. An alternating voltage
amplitude up to 300 V and frequency 30–100 Hz, varyi
according to a sinusoidal or linear law, was applied for cyc
motion of the PDB. For one hour before the start of t
measurements the sample was switched in an alterna
field of maximum amplitude. The switching currents in
linearly increasing field were recorded and analyzed
means of an IBM personal computer. Frequencies hig
than 33 kHz were eliminated by digital filtering to reduce t
influence of recording system noise.

2. BARKHAUSEN JUMPS

In contrast with measurements made during smooth m
tion of the boundary in a homogeneous field,8 the switching
currents were not reproduced in successive measurem
cycles. The field~time! dependence of the averaged curre
^ j & and its variancêD j 2&, determined by statistical proces
ing of the results of 50 successive measurement cycles
linearly increasing field, are shown in Figs. 2a and 3
respectively.
© 1999 American Institute of Physics
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The current pulse was divided into three intervals on
basis of the variance~Fig. 3a!. In the first interval (E
,2.15 kV/cm! the variance is small~being determined solely
by recording system noise!, indicating that the motion of the
PDB is reproducible. In the second interval (2.15 kV/c
,E,3.2 kV/cm) the variance is much greater than the i
tial level. Beginning withE53.2 kV/cm, the variance rise
sharply, and at the same time the field dependence of
average switching chargêQ&, determined by the numerica
integration of^ j &, undergoes a qualitative change~Fig. 3b!.

The first interval is naturally identified with smooth mo
tion of the PDB in a homogeneous field without pinnin
centers. It will be shown below that the differences betwe
the currents in the second and third intervals are attributa
to a change in the interaction of the PDB with the pinni
centers~field inhomogeneities!.

To describe the field dependence of the switch
charge, we bear in mind that the switching current during
motion of a PDB in a rectangular sample is proportional
the lateral velocityv, and a linear field dependence of th
velocity is observed over a wide range of fields in GMO4:

v~E!5m~E2Est!, ~1!

whereEst is the starting field, andm is the mobility of the
PDB.

During motion of the PDB in a linearly increasing fie
Q(E) now has the form

FIG. 2. Field dependences of the averaged switching current^ j & ~the
straight line is interpolated from the linear field dependence determine
the first interval! ~a! and the deviation of the current from the interpolatio
~b!.

FIG. 1. Configuration of the electrodes.
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Q~E!5Psbm~E2Est!
2, ~2!

wherePs is the spontaneous polarization, andb is the width
of the sample.

Smooth, uniformly accelerated motion of the PDB is o
served only in the first interval:

j ~ t !;~ t2t0!. ~3!

We regard the prominent features of the nonmonoto
motion in the second and third intervals as deviations fr
uniformly accelerated motion. Figure 4b shows the dev

in

FIG. 3. Field dependences of the variance of the switching current^D j 2& ~a!
and the switched chargêQ& ~b!.

FIG. 4. Interpolation of the field dependence of the switched charge by
~2! with the parameters determined in the first interval~a! and the deviation
from the interpolation~b! ~the line segments delimit individual stages co
responding to smooth, uniformly accelerated PDB motion!.



l

ed
g
vi
ti

m
ic
or

p

th
th
e
e

ng
s a
e
’’

s a

vel

d
-
tep
step

eps
old
end
r of

tub
e

c-
t for
e

he
ach

al

e

ps
osite
the
s
and,
e.

271Phys. Solid State 41 (2), February 1999 Shur et al.
tions of the experimental values of^Q(E)& from the interpo-
lation of the first interval~Fig. 4a!. In the second interva
~Fig. 4b! we distinguish separate stages~indicated by line
segments! corresponding to smooth, uniformly accelerat
motion of the PDB. It is evident that interaction with pinnin
centers merely slows down the PDB, and the current de
tions can be characterized by a sequence of nega
Barkhausen jumps of different amplitudes~Fig. 2b!. Positive
Barkhausen jumps occur only in the third interval.

3. MOTION OF A PLANE DOMAIN BOUNDARY
IN A CONSTANT FIELD

To analyze the observed features, we consider the
tion of a PDB in a constant electric field. Any ferroelectr
domain boundary is known to be set in motion by the f
mation of one-dimensional~1D! and two-dimensional~2D!
nuclei in the boundary zone.9,10 The PDB is unique in that it
moves by virtue of layered growth, i.e., the motion of ste
along the domain boundary.11,12

Let steps be formed by the generation of 2D nuclei at
intersection of the domain boundary with an edge of
sample~step generation center! and move as a result of th
formation of 1D nuclei~Fig. 5b!. The step generation rat
dn/dt is determined by the local fieldEloc at the generation
center, and the velocity of the stepsvst is determined by the
local field ahead of the moving step.

FIG. 5. Negative Barkhausen jump~a! and the corresponding diagram
showing the evolution of the shape of the PDB~b!.
a-
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Allowance for the delay in screening of the depolarizi
fields13 created during the nucleation process produce
nonuniform spatial distribution of local fields. For a finit
screening timetscr a vestigial stub of ‘‘uncompensated
bound charge is formed and moves behind the step.13,14 The
unscreened part of the depolarizing fieldDEdep(x, t) reduces
the local field in the vicinity of a step:

Eloc~x, t !5Eex2DEdep~x, t !. ~4!

We assume that the probability of step generation ha
threshold-type field dependence

ps5H 1 for Eloc.Eth

0 for Eloc,Eth
. ~5!

With the advent of a 2D nucleus~step generation! the
field in the generation center falls below the threshold le
because of an increase in the contributionDEdep, and step
generation ceases. In the subsequent motion of the step~as a
result of 1D nucleation! the depolarizing field increases, an
the influence ofDEdep gradually diminishes strictly as a re
sult of screening. The magnitude of the local field in the s
generation center attains the threshold level when the
moves away from the edge of the sample to a distanceD l ,
which can be determined from the relation

Eex2DEdep~D l !5Eth . ~6!

Under the stated assumptions, the motion of the st
always begins when the local field is equal to the thresh
value. As a result, the velocity of the steps does not dep
on the external field. As the field increases, the numbe
steps on the boundary increases (D l decreases!. When the
length of the step is much greater than the length of the s
( l tr5vst•tscr), the following approximate field dependenc
D l (E) can be obtained from Eq.~6!15:

D l;~Eex2Est!
21. ~7!

If the invariance of the step velocity is taken into a
count, the postulated mechanism can be used to accoun
the experimentally observed4 linear field dependence of th
PDB velocity ~1!.

The following equation for the field dependence of t
switching current can be written on the basis of the appro
described here:

j ~E!52PsaN~E!vst52Psab•dn/dt~E!, ~8!

wherea is the step thickness, which is approximately equ
to the width of the domain boundary~in GMO, seven times
the lattice constant16!, and N is the number of steps at th
boundary.

During motion of the PDB in a homogeneous field, ste
are generated near the edges of the sample, move in opp
directions toward each other, and are annihilated in
middle ~Fig. 5b!. In the presence of field inhomogeneitie
near the edge of the sample, the step generation rate
accordingly, the number of steps on the boundary chang
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4. DISCUSSION OF RESULTS

In a linearly increasing field, the step velocity depen
on the time. The initial velocity is constant, being govern
only by the threshold field~as in a constant field!, and the
velocity increases during motion as a result of the increas
the external field, so that the final velocity is determined
the step lifetime~from the instant of generation until annih
lation or arrival at the opposite edge of the sample!.

Our experimental results can be explained if we assu
that two different mechanisms underlie the influence of
pinning centers~field inhomogeneities! on the motion of the
PDB.

In a weak field~second current interval!, as the PDB
passes through a ‘‘defect’’~reduced-field zone!, the current
decreases and then increases to a value corresponding
uniformly accelerated motion~3! but never exceeding it. As
a result, the number of steps decreases, because the
generation rate is cut in half and annihilation continues at
same rate~Fig. 5b, II!.

A typical negative Barkhausen jump is shown in Fig. 5
In the approach used here, the current minimum correspo
to the instant at which the annihilation of steps ceases~Fig.
5b, III!. In the subsequent motion of the PDB the steps m
in the direction of the ‘‘defect’’ and bypass it~Fig. 5b, V!.
The observed difference in the current decay and rise time
readily attributed to acceleration of the steps as a result of
increase in their lifetime without annihilation. The avera
step velocity can be determined by analyzing the form of
jump: vst'300 m/s.

Positive Barkhausen jumps emerge in a strong field~in
the third interval withE.3.15 kV/cm! ~Fig. 6a!; they can be
attributed to a change in the shape of the PDB. It is obvi
that the increase in the number of steps as the field incre
has the effect of increasing the deviation of the moving P
from the coherent direction. A wedge-shaped domain for
in the region of the PDB where the deviation attains a criti
value.17,18 New steps are not generated when the wedge
pears, but the velocity of some of the steps increases con
erably, and the current increases. The kinetics of the pro
is shown schematically in Fig. 6b. We should note that
have previously18 observed in GMO a loss of stability of th
PDB and the formation of wedge domains under the in
ence of a spatially inhomogeneous field.

In summary, by investigating the motion of a solita
PDB in GMO in samples with artificially created pinnin
centers~field inhomogeneities! we have been able to dete
mine the relationship of the form of the Barkhausen jumps
distinctive characteristics of the nucleation process. We h
proposed two scenarios of evolution of the PDB, correspo
ing to different intervals of the external fields. The speci
mechanism of the motion of a PDB due to the formation
steps on the domain boundary and their longitudinal d
placement has provided a means for explaining the obse
results. We have determined the velocity of the steps from
analysis of the form of the current jumps. Not only can t
proposed approach be used to investigate the details of
main boundary dynamics in GMO, but it affords the pos
bility of investigating the distinctive features of the jum
s
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kinetics of domains and phase boundaries from an anal
of the form of the Barkhausen jumps in other ferroelectri
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Evolution of the fractal surface of amorphous lead zirconate-titanate films during
crystallization

V. Ya. Shur,* ) S. A. Negashev, A. L. Subbotin, D. V. Pelegov, E. A. Borisova,
and E. B. Blankova
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The recrystallization kinetics of amorphous lead zirconate-titanate films prepared by sol-gel
technology are investigated experimentally using elastic scattering of light. Sequences of elastic
dependences of the scattered light intensity are recorded directly during thermal annealing.
The evolution of the morphology of the film surface during annealing is described in terms of the
variation of their fractal dimensionalitiesDs . The experimental dependencesDs(t) are
compared with the results of a computer simulation of the phase transition kinetics in a thin plate
~film!. © 1999 American Institute of Physics.@S1063-7834~99!02302-3#
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The preparation of ferroelectric thin films of lead zirco
ate titanate~PZT! is of considerable interest for practic
applications, most importantly the production of energ
independent ferroelectric memory. The most popular of
several technologies used in the preparation of PZT film
the sol-gel method. A film with the required phase compo
tion is formed in two stages: An amorphous film of the ne
essary chemical composition is first obtained by pyrolys
and then the required crystal structure is created by h
temperature annealing. It has been established that the f
electric parameters and structure of the films are dictated
the annealing conditions.1–3

The annealing process is complicated by the ability
PZT to form different crystal phases. The amorphous fil
crystallize at temperatures of 400–500 °C with the format
of a pyrochlore phase. At higher temperatures~600–700 °C!
a ferroelectric perovskite phase is formed. It has been sh
that textured films have the maximum spontaneous polar
tion and the minimum coercive field.4 The texture of the
films is uniquely determined by the crystallization kineti
~nucleation and growth of crystallites!, which, in turn, de-
pends on the type of substrate, the temperature, and the
ing rate. It has been established that films having the hig
degree of structural perfection can be obtained by rapid t
mal annealing with a high heating rate (dT/dt.100 °C/s!.5

The investigation of the crystallization kinetics~espe-
cially in rapid annealing! with sufficient time resolution
poses a complex experimental problem. The method of
cording the instantaneous angular dependence of the
scattering intensity6,7 has high time resolution~to 10 ms!,
offering possibilities forin situ studies of the crystallization
processes within times of the order of seconds.

1. EXPERIMENTAL PROCEDURE

We have investigated the crystallization kinetics of th
sol-gel films of lead zirconate titanate Pb~Zr0.5Ti0.5)O3 ~PZT!
2741063-7834/99/41(2)/4/$15.00
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with zero lead excess.8,9 X-ray-amorphous PZT films of
thickness 0.420.6mm were prepared on Pt/Ti/SiO2/Si sub-
strates~the epitaxial platinum layer having a thickness
approximately 0.2mm! at pyrolysis temperatures of 230
420 °C.

The annealing kinetics depended strongly on the pyro
sis temperature and the specific characteristics of the tec
logical regime; the plate was therefore separated into sev
sections, which were then annealed under different con
tions. Both conventional annealing at a slow heating r
(dT/dt<1.5 °C/s! and rapid annealing at a heating rate up
200 °C/s were used in the study. Sequences of instantan
angular dependences of the scattering intensity of light
flected from the surface of the film were recorded during
annealing process.

X-ray diffraction data were obtained on partially crysta
lized films in theQ22Q regime with Co Ka radiation in the
interval of angles 20–65° at room temperature. The inten
of the ‘‘texture maximum’’@the~111! maximum correspond-
ing to the type of texture formed# was measured as a functio
of the annealing temperature and time.

The optical system used in recording the angular dep
dences of the elastic scattering of light in the annealing
amorphous films is shown in Fig. 1. The beam from
helium-neon laser1 (l50.63mm! having a power of ap-
proximately 1 mW, with controlled orientation of the ligh
polarization, served as a probe for measurements in refle
light, so that the films could be investigated on any substr
with any type of lower electrode. The diameter of the lig
spot on the surface of the sample in the annealing furnac2
was approximately 1 mm. The scattered light was incident
the spinning disk of an angular modulator3 and was focused
by a lens onto the photodetector4. The frequency of record-
ing of the instantaneous angular dependences of the scat
light intensity was governed by the frequency of rotation
the modulator disk. The duration of one measurement cy
© 1999 American Institute of Physics
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in the angular range 0.5–30° with an angular resolution
108 did not exceed 30 ms.

The difference in the refractive indices of the perovsk
and pyrochlore phases could be exploited to monitor the s
tial distribution of the phases in the partially anneal
samples under an optical microscope.10 Comparisons of the
results of scattered-light measurements with images of
film surface obtained by optical and electron microsco
showed that: 1! the scattering of light by the interface be
tween the lower electrode and the film and in the bulk of
film is negligible; 2! the measured angular dependences
sensitive only to changes in the surface morphology
crystallization;7 3! the details of the surface relief exhibit
distribution of scales over a wide range, so that fractal f
malism can be used in processing experimental data on
angular dependence of scattering.11

2. EXPERIMENTAL RESULTS

We have investigated the pyrochlore-perovskite tran
tion kinetics during annealing. The angular dependence
the light scattering intensity in rapid thermal annealing~Fig.
2a! and in annealing at a constant heating rate~Fig. 2b! ex-
hibit a behavior typical of fractal objects~a straight-line seg-
ment is observed in log-log scale!.12,13 The dependence o
the light intensity scattered by a fractal surface on the s
tering vector is known to be described by the relation10

I ~q!;q2m, ~1!

where q54p/lsin(f/2) is the scattering vector,l is the
light wavelength, andf is the scattering angle. In scatterin
by ‘‘bulk’’ fractals the slopem is equal to the fractal dimen
sionality D, and in scattering by a fractal surfacem56
2Ds , where Ds is the fractal dimensionality of the
surface.13,14

Figure 3 shows the temperature~time! dependences
measured in annealing at a constant heating rate, of: 1! the
intensity of the texture maximumS(T); 2! the total scattered
light intensity I (T); 3! the slopem(T). It is evident from a
comparison of the dependencesS(T) and I (T) that the in-
crease in the total scattered light intensity at a tempera
above 600 °C correlates with the increase in the volume

FIG. 1. Optical system forin situ recording of the instantaneous angul
dependences of the light scattering intensity in crystallization:~1! laser;~2!
furnace containing the sample;~3! angular modulator;~4! photodetector.
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the perovskite phase, i.e., the surface relief changes sig
cantly in transition from the pyrochlore to the perovsk
phase.

In analyzing the form of the dependenceI (t), we have
assumed that scattering by three types of surfaces is
served, with different scattering coefficients: 1! minimum
scattering from the smooth surface of the pyrochlore ph
(K0'0); 2! maximum scattering from the side faces of t
crystallites (K1'1); 3! scattering from the surfaces of re
crystallized regions of the perovskite phase (0,K,1).
Then

I ~ t !;Dt dS~ t !/dt1KS~ t !, ~2!

whereDt is a constant.
The dependenceS(t) can be approximated by th

Kolmogorov–Avrami equation15,16 for the kinetics of the in-
crease in volume of the perovskite phase in phase trans
at a constant heating rate17:

S~ t !;12expF2S t2Dt

t0
D 4G . ~3!

FIG. 2. Variation of the angular dependence of the scattered light inten
~a! in annealing at a constant heating rate (dT/dt50.4 °C/s!, final anneal
temperature:~1! 642 °C; ~2! 663 °C; ~3! 731 °C; ~4! 742 °C; ~b! in rapid
thermal annealing (dT/dt5100 °C/s!, T5500 °C, anneal time:~1! 90 s;~2!
60 s; ~3! 55 s; ~4! 30 s. The experimental points are approximated by
functional relation~1!.
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The approximation ofI (t) by Eq. ~2! ~Fig. 3b! shows
that the formation kinetics of the perovskite phase at a c
stant heating rate conforms to theb model,15 i.e., the growth
of nuclei formed in pyrolysis. Relation~3!, with the same
value oft0, has been used to approximateS(t) ~Fig. 3a!. Our
analysis has enabled us to determine the threshold temp
ture of the onset of formation of the perovskite pha
DT5530 °C.

As the temperature increases, the slopem also changes
in transition to the perovskite phase~Fig. 3c!. The increase
of Ds in the temperature interval 540–600 °C correspond
the transition from the ‘‘smooth’’ surface of the homog
neous pyrochlore phase to the fractal surface of a
erophase state. Smoothing of the film is observed only in
final stage of crystallization.

The time variation of the fractal dimensionality in rap
thermal annealing (dT/dt5100 °C/s,T5650 °C! is shown in
Fig. 4. The results are approximated by a functional relat
describing the decrease in the uncrystallized volume of
film in the a process:

D~ t !5D`1DDexpF2S t2Dt

t0
D 3G , ~4!

FIG. 3. Temperature dependences of:~a! the intensity of the texture maxi-
mum S(T); ~b! the total light scattering intensityI (T); ~c! the slopem(T).
The experimental points are approximated by relations~2! and ~3!.

FIG. 4. Variation of the fractal dimensionality in rapid thermal annealin
The experimental points are approximated by relation~4!.
-

ra-
,

o

t-
e

n
e

where D` is the fractal dimensionality of the crystallize
film.

It is important to note that the variation~decrease! of D
takes place within a 10-s period~from 50 s to 60 s after the
start of annealing!. This behavior of the fractal dimensiona
ity shows that crystallization is very rapid following a com
paratively protracted stage of heating and precrystallizati

To analyze the behavior of the resulting experimen
dependences of the fractal dimensionalities, we have
formed a computer simulation of the crystallization kineti
in a bounded volume.

3. COMPUTER SIMULATION

The computer simulation is carried out for the pha
transition in a three-dimensional volume with strong anis
ropy of the dimensions 25732573(5248) of the plate or
film. The crystallization process is treated as the isotropic~in
the plane! growth of new-phase crystallites nucleated at t
lower face ~i.e., at the film-substrate interface!.18 The iso-
lated growing crystallites are modeled by cones, whose a
are perpendicular to the lower face. Crystallites that reach
top face~free surface! acquire the shape of truncated con
~Fig. 5!.

Three models of new-phase formation are used to
scribe the phase transition kinetics15: 1! the a model with a
constant nucleation rate; 2! the b model with the growth of
nuclei formed at the initial time; 3! the b1a model, which
combines the first two.

The Kolmogorov method11 is used to determineDs . The
dimensionalities are averaged over a sequence of inde
dent realizations.

The simulation results show that the variation ofDs de-
scribed in the different models of phase formation diffe
but an extremum associated with the growth of crystalli
through the entire film is observed in every case. The po
tion of the maximum ofDs as a function of the fraction o
growing phase~Fig. 6a! depends on the film thickness~i.e.,
on the time to grow through the entire film!.

The fractal dimensionality is known to be dependent
the method by which it is determined and cannot be used

.

FIG. 5. Diagram used in computer simulation to represent successive ph
in the variation of the surface relief of the film during crystallization.
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a unique characteristic of the process.11 On the other hand
our investigations show that the form of the dependence
Ds on the fraction of crystallized volumep is totally unique.
A comparison of the computer simulation results with t
experimental scattering results not only exhibits qualitat
agreement in the general behavior ofDs(p) ~Fig. 6b!, but
can also be used to estimate the full growth time. It should
mentioned thatDs has been renormalized for comparis
with experiment.

We have thus used experiments involving measurem
of the angular dependence of light scattering during crys
lization and computer simulation to show that the instan
neous fractal dimensionality in finite systems changes
nificantly upon phase transition. The bounded range of s
similarity ~scaling! in real systems makes it difficult to
determine uniquely the dimensionality. As a result, the v
ues obtained forDs depend on the method used to proce

FIG. 6. Dependence of the fractal dimensionality on the fraction of crys
lized phase:~a! results of computer simulation for various plate thicknes
(b process!, d ~arbitrary units!: ~1! 5; ~2! 10; ~3! 15; ~b! comparison of
experimental results on crystallization at a constant annealing
(dT/dt50.49 °C/s! with the simulation results (b process,d55).
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the experimental data. The computer simulation results s
gest that the nature of the variation of the dimensionality a
the positions of the extrema ofDs(t) can serve as stabl
characteristics of the type of kinetic process involved.
should be noted that the method developed here for inve
gating the phase transition kinetics, combined with the p
posed mathematical processing of the results of light sca
ing measurements, is easily implemented and universal.
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LOW DIMENSIONAL SYSTEMS AND SURFACE PHYSICS

Size effects in the exciton energy and first-order phase transitions in CuCl nanocrystals
in glass

P. M. Valov* ) and V. I. Le man

St. Petersburg State Technological University of Plant Polymers, 198095 St. Petersburg, Russia
~Submitted March 3, 1998; resubmitted June 18, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 310–318~February 1999!

The absorption spectra and the melting and crystallization kinetics of CuCl nanocrystals in glass
are investigated in the range of particle radii 1–30 nm. Three discontinuities are found on
the curves representing the size dependence of the melting pointTm(R) and the crystallization
point Tc(R). As the particle radius gradually decreases from 30 nm in the range
R<12.4 nm there is a sudden 60° drop in the temperatureTc in connection with the radius of
the critical CuCl nucleus in the melt. A 30° drop inTm is observed atR52.1 nm, and a
second drop of 16° in the temperatureTc is observed for CuCl particles of radius 1.8 nm. The
last two drops are associated with changes in the equilibrium shape of the nanoparticles.
In the range of smaller particles,R<1.34 nm theTc(R) curve is observed to merge with the
Tm(R) curve, owing to the disappearance of the work of formation of the crystal surface
during crystallization of the melt as a result of the zero surface tension of CuCl particles of radii
commensurate with the thickness of the effective surface layer. An increase in the size shift
of the exciton energy is observed in this same range of CuCl particle radii~1–1.8 nm!. The size
dependence of the melting and crystallization temperatures of the nanoparticles is attributed
to variation of the free energy in the surface layer of a particle. ©1999 American Institute of
Physics.@S1063-7834~99!02402-8#
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Research on the optical and physical properties
nanocrystals comprises the subject of a growing numbe
scientific publications, as shown by a recent survey.1 Far less
attention is given to the thermodynamics of small particl
owing to the complexity of conducting investigations in t
vicinity of their melting point.2,3 Theoretical and experimen
tal solutions have been found for many problems in the th
modynamics of phase transitions.4–6 Still today, however,
certain fundamental questions regarding the properties o
ultradisperse phase are in the process of investigation
discussion.

One such question is the size of the critical crys
nucleus in the melt during crystallization, because exp
mental methods have yet to be developed for determining
radius.

A second question is more concerned with the proper
of small particles and is related to the size dependenc
surface tension. In the calculations of Gibbs,4 Tolman,7 and
Rusanov8 it is assumed that the surface tension of the ph
tends to zero as its size decreases. In the opinion of m
the phase itself can vanish. According to a remark by Gib4

however, the surface tension of a particle can become e
to zero before the ‘‘inhomogeneity of the phase’’ vanish
For small sizes, the shape of the particle can have an in
ence on the effective surface tension.8 These phenomen
should appear to some extent in a size dependence o
thermodynamic parameters of the ultradisperse phase~UDP!,
2781063-7834/99/41(2)/8/$15.00
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which influence the small-particle melting and crystallizati
temperatures.

Recent studies of size effects in semiconductor nan
rystals in glass9–13 have disclosed a ‘‘blue’’ shift of the en
ergy levels as the particle size decreases,9 along with lower-
ing of their melting and crystallization temperatures.10–13

In a previous paper12 we have shown that when the en
ergy has a certain valueE0 equal to the energy parameter
the Urbach relation14 describing the long-wavelength deca
of the exciton absorption band, the absorption coefficien
CuCl nanocrystals having radii of 10 nm and 2.6 nm is ind
pendent of the temperature in the range from 300 K up to
melting point of the crystal. HereE0 is close to the
Z1,2-exciton energy measured at helium temperatures.9 Pro-
ceeding from this result, we have postulated12,13 that the en-
ergy E0 determined at high temperatures represents
Z1,2-exciton ground state, and the absorption at the energyE0

can be regarded as a direct optical transition to this s
without any involvement of the phonon subsystem. As a
sult of the quantum size effect9 E0 provides a means fo
investigating in detail the melting of nanocrystals and t
crystallization of nanomelts by the probing of exciton stat

The present article is a continuation of our work12,13 on
ultradisperse CuCl crystals in the size range 1–30 nm.
investigate size effects in greater detail at particle radii
1–2 nm, where two new discontinuities are discovered in
first-order phase transition parameters. We submit a poss
interpretation of the observed sudden drops in the nano
© 1999 American Institute of Physics
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ticle melting and crystallization points. We calculate the s
dependences of the small-particle melting and crystalliza
temperatures, based on the assumption of an exponentia
pendence on the reciprocal free-energy range in the sur
layer of a particle and, accordingly, on the surface tensio

1. EXPERIMENTAL PROCEDURE

Glass samples in the form of plates with a continuo
distribution of an average CuCl nanocrystal radius of 1 nm
30 nm were prepared by annealing in a gradient furna
Thick plates (4314360 mm! were heat-treated for thre
hours in the temperature range 500 °C to 720 °C in step
approximately 2.5 °C/mm, and then a middle section of
plate was cut out with a thickness of 0.6 mm. Under th
heat-treatment conditions there is a third, competing U
growth stage1,10,15; according to recondensation theory,15 the
average radiusRa in the ensemble of UDP particles in th
case depends on the timet and the annealing temperatu
Ta :

Ra
35

4

9
atD0 expS 2

U

kTa
D , ~1!

wherea is the UDP-glass coefficient of surface tension,D0

andU are the diffusion parameter and the activation ene
for new-phase formation, andk is the Boltzmann constant
The distribution ofRa along the sample was calculated fro
Eq. ~1! with the parameters49atD051.531019nm3 and U
547310220J. These parameters have been determined f
experimental data10 for glasses having a similar compositio
Control samples were prepared at selected temperature
determining the nanocrystal size by small-angle x-ray s
tering ~SAXS! and measuring the parametersTm and Tc .
The results validated the choice of parameters for Eq.~1!.
The reliability of determining CuCl particle radii smalle
than 2 nm by SAXS dropped sharply as a result of the
creased contribution to x-ray scattering from inhomoge
ities of the glass matrix. Consequently, the CuCl nanocry
radii calculated from Eq.~1! in the range ofRa smaller than
2 nm must be regarded as approximate.

The optical absorption in each zone of the glass w
measured by means of an energy-adjustable light prob
width 0.1 mm and height 2 mm~the sample height wa
14 mm!. It follows, therefore, that the average radius of t
ensemble of nanocrystals was scanned with sufficient
resolution.

The absorption spectra and temperature dependenc
the absorption at the energyE0, i.e., theK(E0 , T) curve,
were measured on a computer-controlled spectral assem
The optical probe energyE0 for each zone of the sampl
~with the corresponding average CuCl nanocrystal rad!
was determined from the ‘‘nodal point’’@12# of intersection
of several absorption spectra recorded at various temp
tures.

The typical temperature dependence~in linear heating!
of the K(E0 , T) curve for a glass sample containing Cu
nanocrystals atRa530 nm ~defect-free! is represented by
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curve1 in Fig. 1a. The absorption actually remains invaria
up to 350 °C and then decays on account of melting of
CuCl nanocrystals@10, 13#.

As the UDP melt cools, the absorption begins to r
sharply below 300 °C as a result of crystallization of t
UDP and the precipitation of CuCl crystals. The absorpt
does not return to its previous level, owing to the large nu
ber of ‘‘frozen-in’’ thermal defects at the instant of CuC
crystallization due to pronounced supercooling~by 80 K! of
the UDP melt at that instant. The temperature dependenc
the K(E0 , T) curve of an unannealed glass sample conta
ing ‘‘defective’’ CuCl nanocrystals~curve 2 inn Fig. 1a!
shows a drop in the absorption at 315 °C as a result of th
defects.

Curve 3 in Fig. 1a represents the first derivativ
dK(E0 , T)/dT, which reflects the rate of phase transition
melting or crystallization of the annealed sample. The pe
of curve 3 with maxima at 370 °C and 290 °C reflect th
melting or crystallization of CuCl particles with an avera
radius of 30 nm.

The behavior of theK(E0 , T) anddK(E0 , T)/dT curves
for CuCl nanocrystals of radius 1.8 nm~Fig. 1b! exhibit more
than a 100-K decrease in the temperature interval betw
the melting and crystallization points. The crystallizatio
peak of thedK(E0 , T)/dT curve~curve3! is seen as a struc
ture consisting of two peaks at 150 °C and 170 °C, indicat
the greater degree of information when the phase transit
are represented by their rate curvesdK(E0 , T)dT as op-
posed to theK(E0 , T) curves.

A holdup of the temperature in the vicinity of the mel
ing ~crystallization! point during heating of the sampl
causes the melting~crystallization! process to stop, i.e., th
descent~ascent! of the K(E0 , T) curve is observed to stop
Consequently, the behavior of theK(E0 , T) and the width of
the peaks of the phase transition ratedK(E0 , T)/dT for large
nanocrystal radii are governed more by the dispersion of
melting and crystallization temperatures in the ensemble
CuCl particles, whose size distribution has a certain width15

The maxima of thedK(E0 , T)/dT curves correspond to th
melting pointTm or the crystallization pointTc of particles at
the maximum of the distribution withR5Ra .

2. EXPERIMENTAL RESULTS

Figure 2 shows curves of the phase transition r
dK(E0 , T)/dT on the plane of the coordinates$temperature
vs average radius% of the CuCl particles. The left scale ind
cates the corresponding anneal temperatureTa of the sample
zone. As the CuCl particle radiusRa in the glass decrease
~as the anneal temperatureTa is lowered!, we observe a gen
eral shift toward lower temperatures and broadening of
phase transition peaks, along with a decrease in their in
sity as the result of a decrease in the quantity of precipita
CuCl phase during heat treatment.

There is a noticeable 60° drop~I! in the position of the
crystallization peak (Tc) in the vicinity of Ra'13 nm, along
with anomalies in the size variations of the melting pe
(Tm , drop II! and the crystallization peak~drop III! in the
vicinities of Ra'2 nm and 1.8 nm, respectively.
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FIG. 1. Variation of the absorption of CuCl nanocrystals of radius 30 nm~a! and 1.8 nm~b! at the energyE0 ~graphs1 and2! and their first derivatives~3!
in the vicinity of the melting and crystallization temperatures:~1! sample annealed 0.5 h at 350 °C;~2! unannealed sample; photon energies:~a! E0

53.248 eV;~b! E05345 eV.
th
l-
i-
-
ke

a

d
tio

th
ng
-

he
a

e
er

io

h

low
y

l

en-

ly

-
sis
ly,

o
We
-

a

lli-
etal

re-
pec-
ef.

in
Figure 3 shows in closer detail the size variations in
melting peak in the vicinity of the drop II and in the crysta
lization peak in the vicinity of the drop III. The graphs ind
cate how the melting~crystallization! peak shifts as the par
ticle radius decreases. A redistribution of the peak ta
place from a peak with one position of the maximum to
peak with a maximum situated 30 K lower~drop II! and to a
peak with the maximum 16 K lower~drop III!. The corre-
sponding maxima of the phase transition peaks~temperatures
Tm andTc , respectively! before and after the drop are foun
by expanding the curves in Fig. 3 on the basis of the rela
for the particle-size distribution.15

Figure 4 shows summary data on the size shift of
maximum of the melting and crystallization peaks, alo
with the size shift of theZ1,2-exciton energy of CuCl nanoc
rystals in glass. It is evident from curves1 and2 in Fig. 4a
that the same supercoolDT5Tm2Tc of the UDP melt dur-
ing its crystallization is observed in the interval where t
nanocrystal radii decrease from 30 nm to 13 nm. This beh
ior is explained13 by the invariance of the radiusRz of the
critical nucleus of a CuCl crystal in the UDP melt. In th
vicinity of 12–13 nm the crystallization temperature und
goes the 67-K drop I fromTc5557 K to Tc5490 K, imply-
ing an increase in the supercool of the UDP toDT5140 K
during crystallization. The temperatureTm essentially re-
mains constant in this case. The drop I of the crystallizat
temperature has been discussed in a previous paper,13 where
it was identified with transition of the UDP radius throug
e

s

n

e

v-

-

n

the radius of the critical nucleusRz (Rz512.4 nm for CuCl!.
As the size of the CuCl nanocrystals decreases be

12.4 nm, the temperatureTm drops more and more rapidl
~curve 1 in Fig. 4a!, whereasTc is essentially invariant
~curve3 in Fig. 4a!. In the vicinity of nanocrystal radii equa
to 2.1 nm and 1.8 nm curves1 and3 clearly exhibit the drops
noted in Figs. 2 and 3 above: the drop II in the size dep
dence ofTm and the drop III in the size dependence ofTc .

Below the drop IITm continues to decrease significant
~curve 1 in Fig. 4a!, and below the drop IIITc begins to
decrease abruptly~curve4 in Fig. 4a!.

The size dependenceTc(R) then coincides with the de
pendenceTm(R). The gradual disappearance of hystere
from the melting and crystallization curves and, according
the merging of the peaks of the melting (Tm) and crystalli-
zation (Tc) rates for CuCl particles with radii from 1.4 nm t
1.15 nm can be traced in Figs. 5a and 5b, respectively.
actually haveTc5Tm along curve2. The approximate aver
age radius of the ensemble of such CuCl particles from
calculation according to Eq.~1! is Rd51.34 nm.

Previously this coincidence of the melting and crysta
zation temperatures has been observed only for small m
particles.2 We have performed the first-time direct measu
ments of the phase transition process and absorption s
trum for such small particles, for which, as predicted in R
6, the size dependences ofTc andTm merge.

Check tests have shown that the behavior of theTm(R)
andTc(R) curves and the positions of the indicated drops
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FIG. 2. Size variations in the curves representing the rate of first-order phase transitions in CuCl nanocrystals in glass as a function of the averagRa

of the CuCl particles~and, accordingly, the annealing temperatureTa of part of the sample;Tm andTc are the temperatures at which the maxima of the melt
and crystallization peaks occur; the Roman numerals I, II, and III indicate the intervals of drops in the melting and crystallization parameters;Ra has been
calculated from Fig. 1.
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Figs. 2, 3, and 4a are not associated with any tempera
variations of the diffusion characteristics of the compone
of the CuCl phase in glass or with the properties of the gl
matrix, because after a tenfold increase or decrease o
anneal time of the control samples theTm(R) and Tc(R)
curves and the intervals of the drops shift more than 1
toward lower or higher anneal temperatures, respectively

Figure 4b shows the size variations of theZ1,2-exciton
energy of CuCl nanocrystals over the entire range of size
the coordinates$E, log(R)%. In the interval wereRa decreases
from 30 nm to 3 nm the maximumEm of the exciton-phonon
absorption band and the ground state energyE0 increase al-
most linearly as log(R) decreases. It is important to note th
stark increase in the size shift of the exciton energy in
range of radii below 2 nm. In the final analysis, for the sma
est observed average radius of the ensemble of CuCl
ticles ~approximatelyR51.15 nm! with Tm equal toTc , Em

attains 3.54 eV, and we have the energyE053.40 eV.

3. DISCUSSION

We now consider possible explanations of the size
pendence of the melting and crystallization temperature
the ultradisperse phase in glass containing CuCl nanoc
tals. For the macrosystems we assume that the melting
cess takes place without an energy barrier when the spe
free energies of the crystalFc(T) and the meltFm(T) are
equal16 at the point of intersection of their temperatu
curves. If we rely on Thomson’s concept of melting in a th
surface layer, the energiesFc(T) andFm(T) must be repre-
re
s
s
he

°

in

e
-
r-

-
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sented as the specific free energies in the surface laye
the macrocrystal and the macromelt, respectively.

The Fc(T) and Fm(T) curves for macrocrystals with a
flat surface (R5`) intersect at the temperatureT0 ~Fig. 6!.
As the particle size decreases, the free energy of the sur
layers of the crystal and the melt vary on account of
curvature of the surface by the amountDFc for the crystal
and by the amountDFm for the melt. As a consequence, th
intersection point of the free energyFc(T, R) of the surface
layer of a crystal of radiusR and the corresponding energ
Fm(T, R) of the melt layer shifts, and the particle meltin
point Tm changes~Fig. 6!. When the phase transition tem
perature is attained, forFc(T, R)5Fm(T, R), the surface of
particles of a certain size melts, and a crystal beneath
melt layer is now smaller in size and can melt at a low
temperature. This process has the effect that all crystal
one size completely melt all at once by a kind of ‘‘trigger
mechanism.

The energy shiftDF of the point of intersection of the
Fc(T, R) and Fm(T, R) curves relative to theFc(T) and
Fm(T) curves~for a flat surface! is determined as the differ
ence betweenDFc andDFm ~Fig. 6!:

DF5DFc2DFm . ~2!

In the case of a macroparticle, on the other hand, for a t
perature variationDT in the vicinity of T0 the difference
between the specific free energiesDF in the crystal and liq-
uid states is described by the well-known relation
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FIG. 3. Size variations in the curves representing the rate of first-order phase transitions in CuCl nanocrystals in the vicinity of the drops II~a! and III ~b!:
~a! melting peaks for average nanocrystal radii of 1.9–2.6 nm;~b! crystallization peaks for average nanocrystal radii of 1.5–1.9 nm.
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DF5rDL
DT

T0
, ~3!

wherer is the density of the phase,DL is the latent specific
heat of crystallization, andT0 is the melting point for a crys-
tal with a flat surface.

The incrementsDFc and DFm depend on the particle
radius. The general behavior of the experimentalTm(R)
curve~curve1 in Fig. 3a! can be described if the specific fre
energies of the surface layers of the crystalline part
Fc(T, R) and its meltFm(T, R) are assumed to be expone
tial functions of 1/R:

Fc5Fc,` expS 2
A

RD , Fm5Fm,` expS 2
B

RD , ~4!

where Fc,` and Fm,` are the specific free energies of th
surface layers of the macroparticle in the crystalline and m
ten phases, respectively, andA andB are parameters of th
crystal and the melt.

We calculate the size variation of the melting point
Tm5T02DT. Ultimately, making use of relations~2!, ~3!,
and ~4!, we obtain a relation for the size dependence of
melting point:

Tm5T0S 12
DFc2DFm

rDL D , ~5!
e

l-

e

DFc5Fc,`2Fc , DFm5Fm,`2Fm . ~6!

Satisfactory agreement with the experimental depende
~dots on curve1 in Fig. 4a! is obtained when the function
Tm5 f (R) is calculated from Eq.~5! ~solid curve1 in Fig.
4a! with the parametersT05650 K, Fc,`50.41J/m3, and
Fm,`50.09 J/m3. The constants have the valuesA51 nm
andB53 nm.

The experimental results begin to deviate from the c
culated functionTm5 f (R) in the vicinity of CuCl particle
radii around 2 nm, where the drop II is observed~curve1 in
Fig. 4a!. This drop inTm for R52.1 nm can be attributed to
the size dependence of the equilibrium shape~faceting! of
the CuCl nanocrystal, so thatFc and, accordingly,DFc

change.
The experiments show that the size dependence of

Z1,2-exciton energy parametersEm andE0 ~curves1 and2 in
Fig. 4b! does not exhibit any appreciable variations in th
interval of radii. In the case of CuCl nanocrystals, therefo
the change in the shape of the crystal atRII52.1 nm takes
place without any significant change in its crystal structu

The interpretation is more complicated in regard to t
experimental dependence of the crystallization tempera
Tc(R) ~curves2–4 in Fig. 3a!. The observed constancy o
the melt supercoolDT5Tm2Tc in the crystallization of an
ultradisperse phase having a radius greater than 13 nm~curve
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FIG. 4. Size dependences of:~a! the melting~1!
and crystallization~2–4! temperatures;~b! the en-
ergies of the absorption maximumEm ~1! and the
ground stateE0 of a Z1,2-exciton in CuCl nano-
crystals in glass. The points on curves1–4 repre-
sent experimental data. The solid curves repres
the calculated dependence of the melting po
~curve 1! according to Eq.~5!! and the crystalli-
zation point~curves2–4! according to Eq.~10!;
the Roman numerals I, II, and III indicate the in
tervals of size drops in the first-order phase tra
sition parameters.
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2! is explained13 on the basis of crystallization theory4–6 by
the invariance of the size of the critical CuCl nucleus in t
UDP melt.

The crystallization mechanism differs when the radius
the UDP is smaller thanRz . The CuCl crystal no longe
nucleates in the melt, but immediately at the free surfa
The size dependence of the temperatureTc for such particles
can be described theoretically, if the expression for the c
tallization energy is written in the form

DW5~sc2sm!S2DFv . ~7!

The first term represents the work of formation of new s
face of the crystalscS minus the vanishing surface energy
the meltsmS. The second term characterizes the gain in
free energy during crystallization and, as in Eq.~3!, is gov-
erned by the supercool of the meltDT. Crystallization takes
place whenDW'0. Then, findingDFv in terms ofDT as in
~3! and replacingT0 by Tm (Tm is the temperature at whic
the free energies of the crystal and the melt are equa
R,`), we obtain an equation for the supercool of the m
in crystallization:
f

e.

s-

-

e

to
lt

DT5
~sc2sm!S

VrDL
Tm . ~8!

Equation~8! can be used to describe the experimen
dependenceTc(R) for radii smaller thanRz , subject to cer-
tain assumptions. Above all, the volumeV in the expression
for DFv and in Eq.~8! must be interpreted as the volumeVs

of an effective surface layer of thicknessd0 wherein the
variations of the free energy cancel the work of formation
the crystal surface. We then haveVs5Sd0.

We also know that the surface tension4,8 and, hence, the
work of formation of the crystal surface decrease as the p
ticle radius decreases. As first remarked by Gibbs4 and dem-
onstrated by our experiments, the work of formation of t
new-phase surface can become equal to zero at some
particle radiusd ~the merging of curves1 and4 in Fig. 4a for
R51.34 nm!. In accordance with the foregoing, the expe
ment is described by means of the following empirical re
tion for the size dependence of the particle surface tens
interpreted here as the work of formation of unit new-pha
surface:
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FIG. 5. Size variations in the melting-crystallization curves~a! and their first derivatives~b! for CuCl nanocrystals in the zero-supercool interval. The aver
nanocrystal radii are less than or equal toRd51.34 nm.
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s5s` expS 2
A1•d

R2d D , ~9!

wheres` is the surface tension on a flat surface, andA1 is a
constant. In the large-size approximation (R@d), when the
expansion of the exponential function can be limited to
first two terms, Eq.~9! almost coincides with Tolman’s
e

equation.7 Any possible variation of the particle is disre
garded here, so thats must be interpreted as an effectiv
surface tension.

The quantitiesr andDL can exhibit a size dependenc
However, lacking theoretical treatments of these parame
we must resort to an empirical description of the functi
e

l
-
nd
FIG. 6. Diagram showing the variation of the specific fre
energies in the surface layer of a crystalFc(T) and melt
Fm(T) with a flat surface and the sameFc(T, R) and
Fm(T, R) for a curved surface in the vicinity of the crysta
melting point;DFc andDFm are the size shifts of the sur
face layer energy of the crystal and melt, respectively, a
DT is the shift of the melting pointTm of a particle of
radiusR relative to the melting pointT0 of a particle with
R5`.
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Tc5 f (R) based on reasonable approximations.
Expressingsc andsm in terms of Eq.~9! and usingVs

as the volume of the surface layer, we obtain relations si
lar to ~5! for Tc5Tm2DT:

Tc5TmS 12
sc2sm

d0rDL D , ~10!

sc5sc,` expS 2
A1•dc

R2dc
D ,

sm5sm,` expS 2
B1•dm

R2dm
D . ~11!

The subscriptsm and c refer to the melt and the crysta
respectively. In calculations using Eq.~10! Tm is calculated
as the melting point of a crystal of radiusRa in accordance
with Eq. ~5!.

The best agreement between the experimental dete
nation ~points on curve3 in Fig. 4a! and the calculation of
Tc5 f (R) according to Eq.~10! ~solid curve3 in Fig. 4a! is
obtained forsc,` /d050.157 J/m2, sm,` /d050.07 J/m2, dm

51.3 nm, anddc51.2 nm. The parametersA1 and B1 are
equal to 0.97 and 1.45, respectively. The experimentalTc(R)
curve deviates from the calculated curve in the vicinity of t
drop III for the particle radiusRIII 51.8 nm and proceed
along curve4. This drop can be identified with the abru
disappearance of surface tension of the nanomelt or wi
change in the structure of its clusters. The behavior of
Tc(R) curve below the drop III can be described by Eq.~10!
if, for example, the crystal parameterdc decreases to
1.14 nm, the parameterA1 is assumed to be equal to 0.8, a
the surface tension of the meltsm50.

When the radii of the CuCl nanocrystals are smaller th
Rd51.34 nm, the crystallization temperatureTc(R) varies
along theTm(R) curve, and supercooling of the melt ther
fore vanishes:DT50. Gibbs has hypothesized that this e
fect is associated with vanishing of the work of formation
new-phase surface. The crystal structure of such particle
evinced by the distinct emergence of exciton absorption
the presence of melting and crystallization phase transit
~curves2–5 in Fig. 5!. An anomaly of these particles is th
drastic increase in the size shift of the exciton energy st
~curves1 and2 in Fig. 4b!.

As mentioned, the shift of the exciton energy levels
nanocrystals is associated with the quantum-size effect.9 In
the range of particle radii smaller than 1.8 nm the exci
energy increases more rapidly with decreasing particle
than predicted by the quantum size effect. According to R
17, this result could be attributed to a transition at the criti
particle radiusac52aex (aex is the exciton radius! from a
bulk exciton atR.ac to an exciton in a potential well a
R,ac .

To summarize, we have found that the method
exciton-thermal analysis carried out in the probing of exci
states at the energyE0 is an effective tool for the investiga
tion of first-order phase transitions in CuCl nanocrystals
glass. From the melting and crystallization curves we h
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succeeded in carrying out a detailed investigation of the s
dependence of the phase transition parameters. We have
covered a sudden drop in the supercooling temperature
crement of the ultradisperse phase in crystallization, due
transition of the size of the UDP through the radius of t
critical nucleus~12.4 nm for CuCl!, along with two drops
that are probably associated with changes in the equilibr
shapes of ultrasmall particles in the crystalline and liqu
states with radii of 2.1 nm and 1.8 nm. We have also sho
that the surface tension of the crystal~melt! becomes equal to
zero for CuCl particles of radiusR<1.34 nm, whereupon the
melting and crystallization curves are observed to coincid

We have corroborated Gibbs’s remark as to the poss
existence of a physical heterogeneity~UDP! with zero work
of formation.4 We have seen that this condition refers
special type of crystals, whose chief property is zero surf
tension. However, these particles have aggregate states
are inherently endowed with a stronger size dependenc
the exciton energy states.
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Anomalous two-phonon absorption in diamond nanocrystals embedded in amorphous
carbon
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Observation of anomalously strong IR absorption are reported in the region of two-phonon
diamond frequencies in amorphous hydrogenated carbon films grown by cosputtering graphite and
copper in a plasma. Up to five structural elements of bands having frequencies close to or
coinciding with the figures quoted in the literature for two-phonon absorption bands in bulk
diamond were observed. This suggests the presence of diamond nanocrystals in the
grown layers. Observation of two-phonon absorption in thin films is in itself remarkable because
of the smallness of its coefficient in bulk diamond. An estimate of the absorption coefficient
in the dominant band at 2140 cm21 yields about 200 cm21, which exceeds by more than an order
of magnitude that for bulk diamond. This can be assigned to an anomalous enhancement of
the two-phonon absorption coefficient due to phonon confinement in the small diamond particles
nucleated in the amorphous carbon matrix. An estimate of these inclusions from the band
width yields about 20 Å. The reasons for the catalytic activity of copper in diamond nucleation
are analyzed. ©1999 American Institute of Physics.@S1063-7834~99!02502-2#
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Symmetry considerations allow only two-phonon a
sorption in diamond-like crystals.1 It would seem that the
small intensity of this process must impose severe c
straints on the analytical potential of two-phonon spectr
copy, specifically on the size of particles to be detected
was found, however, that there exists a mechanism
anomalous enhancement of two-phonon absorption. We
reporting observation of two-phonon absorption by diamo
nanocrystals, which is substantially stronger than could
expected from the known1 bulk-diamond data. We believ
this to be the first successful application of two-phonon sp
troscopy for detection of nucleation of diamond nanocrys
in fairly thin amorphous-carbon films containing copp
nanoclusters. This result is of a crucial significance, beca
the closeness of copper and diamond in lattice parame
complicates detection of nanosized diamonds in a med
enriched in copper nanocrystals. The same applies to o
metals used as catalysts in diamond synthesis@for instance,
Co ~Ref. 2!#. We present experimental evidence that, in
case of small diamond particles incorporated in amorph
hydrogenated carbon, two-phonon absorption is capabl
competing successfully with Raman spectroscopy used tr
tionally for diamond detection due to an anomalous enhan
ment of the two-phonon absorption coefficient, which is
tributed to the phenomenon of phonon confinement.

1. EXPERIMENTAL TECHNIQUE

a-C:H:Cu films were prepared by dc planar-magnetr
cosputtering of a graphite and a copper target in an arg
hydrogen plasma~80%Ar 1 20%H!. A planetary substrate
rotation system was provided to improve layer uniformi
The target was a plane ring-shaped graphite cathode
copper plates distributed uniformly over its surface. SIM
2861063-7834/99/41(2)/5/$15.00
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measurements showed the copper content to be proportio
to within 2%, to the copper/graphite surface-area ratio wit
coefficient of proportionality of 1.5. The copper concentr
tion could be controlled by properly varying this ratio
a-C:H:Cu layers with copper concentration ranging from 9
24 at. % were prepared. The layers were deposited
~100!Si substrates. The initial substrate temperature w
about 200 °C. The sputtering was carried out in a flow of
working gas at pressures from 5 to 15 mTorr and at mag
tron power varied within the 0.35–0.45-kW interval. Tw
main film growth regimes were used, namely,G ~magnetron
voltage 420–450 V, working mixture pressure 12–
mTorr!, in which the graphite-like component ofa-C:H is
primarily produced~trigonal carbon!, and D ~voltage 360–
380 V, gas pressure 8–9 mTorr!, which enriches the layer in
the diamond-like component~tetrahedral carbon!.3 It was
found possible to grow in such conditionsa-C:H:Cu layers
with thickness of 0.1 to 4.0mm. The grown layers were
annealed in vacuum for one hour at 220 °C.

The layers were characterized by IR absorption and
man spectroscopy at the excitation wavelength of 4840
Figure 1 shows a Raman scattering spectrum obtained fo
a-C:H:Cu ~9%! layer, which is essentially a typical spectru
of amorphous carbon without any signs of the presence
the diamond phase.4 The optical absorption ofa-C:H:Cu
films was measured with a Specord 75IR double-beam
spectrometer in the region of the carbon-hydrogen bo
vibrational frequencies ina-C:H. Besides normal-incidenc
measurements~single-pass absorption!, double-pass absorp
tion at an incidence angle of 45° was studied in reflect
geometry in order to improve the contrast. To prevent rad
tion losses, the sample was mounted on the mirror.
© 1999 American Institute of Physics
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FIG. 1. Raman scattering spectrum of ana-C:H:Cu~9%! layer.
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2. EXPERIMENTAL RESULTS

Figure 2 presents two fragments ofa-C:H:Cu transmis-
sion spectra obtained in the frequency regions of inte
here. The high-frequency fragment contains the strong
two-phonon diamond-absorption bands~1900–2300 cm21).1

A direct comparison of spectruma with spectrab and c
shows that addition of copper activates the absorption
a-C:H films in this frequency region, which is particular
clearly seen in theD regime enriching the layer in tetrahedr
~diamond-like! carbon phase. In the layer prepared by theG
regime, absorption becomes evident practically only after
additional anneal. The low-frequency fragment of the sp
trum in Fig. 2 includes the graphite Raman-scattering ban
whose activation in the optical spectra ofa-C:H:Cu by finely
dispersed copper was reported5 earlier. Figure 3 displays
parts of double-pass optical-transmission spectra in the
gion of two-phonon absorption of diamond, which were o
tained for three layers grown in theD regime but differing in
thickness or atomic concentration of copper. The bands c
tain features specified by arrows and labeled by Roman
merals. One can discriminate here up to five structural
ments, whose frequencies are listed in Table I together w
literature data for the two-phonon absorption bands in b
diamond. One sees also that annealing at 220 °C, a temp
ture only slightly exceeding that of the substrate under sp
tering, substantially increases the intensity of the copp
initiated absorption bands.

The coincidence of the two-phonon absorption frequ
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FIG. 2. Fragments of double-pass transmission spectra of the layers~a!
a-C:H, regimeD; ~b! a-C:H:Cu~9%!, regimeD; ~c! a-C:H:Cu~9%!, regime
G. Solid lines: before, and dashed lines, after annealing. The Roman nu
als identify spectral features~see Table I!.
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cies of bulk diamond with the frequencies of the bands
served ina-C:H:Cu layers suggests the presence in the la
of a diamond phase or at least of a phase in which the ca
atoms are coupled by the diamonds bonds, i.e., of the
tetrahedral-carbon phase. This suggestion might seem t
in conflict with the preceding analysis of the Raman spec
This paradox, however, can be explained if one takes
account that~i! the coefficient of two-phonon absorption b
the diamond phase incorporated in the amorphous-ca

FIG. 3. Fragments of double-pass transmission spectra ofa-C:H:Cu layers.
~a! 9%Cu, ‘‘thin’’; ~b! 9%Cu, ‘‘thick’’; ~c! 14%Cu, ‘‘thick.’’ Solid lines:
before, and dashed lines, after annealing. The Roman numerals ide
spectral features~see Table I!.
-
r

on

be
a.
to

on

matrix which contains finely dispersed copper is extrem
high, and~ii ! the resonance effect enhances many times
Raman scattering cross section by amorphous carbon c
pared to that for crystalline diamond.6 This is why Raman
scattering, whose spectrum is dominated by signals du
amorphous carbon, turns out in our case to be less sens
to nanosized diamond inclusions than optical absorption.

The above optical measurements evidence nucleatio
a diamond phase in amorphous carbon at 200 °C in
course of cosputtering of copper and graphite. We repo
earlier on similar results obtained with films having the sa
parameters and prepared in the same reactor, but wit
copper cosputtering.3 There is, however, an essential diffe
ence between the two cases, namely, in the presence of
per diamonds were observed to nucleate always, and with
copper, only occasionally.

3. DISCUSSION OF RESULTS

3.1. Enhancement of two-phonon absorption

Considering the small coefficient of two-phonon abso
tion in bulk diamond, observation of this process in such t
films appears a remarkable phenomenon in itself. The d
matic difference between the two-phonon absorption coe
cients in bulk diamond and thea-C:H:Cu films studied sug-
gests that the absorption in the latter undergoes enhance
by some mechanism. Indeed, estimates of the absorption
efficient at the maximum of the 2140-cm21 band yield about
200 cm21, whereas that at the strongest two-phonon band
bulk diamond does not exceed 14 cm21.1 It should be noted
that the above estimate is only a lower limit, because the
ratio of the diamond inclusions and of the amorphous car
phases is unknown. One may consider as a possible re
for the observed enhancement spatial confinement
phonons in small crystalline diamond particles nucleated
the amorphous carbon matrix. As follows from earlier ele

ify
hydro-
TABLE I. Characteristic features of the two-phonon absorption bands of copper-containing amorphous
genated carbon films.

Band No.

I II III IV V

Layer composition Thermal
Frequency, cm21

and thickness,d, m annealing 2210 2177 2137 2024 1977

9%Cu,d50.4 No Break Shoulder Peak Peak –
Thin No. Yes Break Peak Break Peak –

9%Cu,d51.9 No Break Peak Shoulder Peak –
Thick Yes Break Peak Break – Peak

14%Cu,d54.0 No Break Peak Shoulder – Peak
Thick Yes Break Peak Shoulder – Peak

Literature data1,9

Frequency, cm21 2210 2177 2153 2024 1968
Features Break Break Peak Peak Peak
Origin of band TO1TA ? LO1LA TO1TA L* 1TA

~W! ~L! ~L! ~X!

*LO and LA branches at the zoneX point.
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tron microscopy studies, the average size of the diamo
forming in the amorphous carbon matrix in magnetron sp
tering of graphite in a plasma with the same parameters
in the same reactor but without cosputtering of copper
about 3–4 nm.3 Accepting the fluctuation mechanism of di
mond nucleation in amorphous carbon proposed in Ref.
can be expected that the characteristic size of the fluctuat
depends only on the inherent properties of the diamond
of the medium, so that the average size of the nuclea
diamond nanocrystals should not be affected substantiall
the presence of copper. Because the presence of copper
ters makes reliable determination of the size of diamo
nanocrystals by diffraction methods rather difficult, we sh
attempt this from the width of the observed bands. As s
from Fig. 3, the bands overlap too strongly to permit eva
ation of their individual width in almost all spectra. An ex
ception is band II dominating the spectra of both thi
samples after annealing, and its width can be used to
mate the diamond nanocluster dimensions if we note tha
decreases with increasing copper concentration fr
dv'30 to '23 cm21. We shall use the dispersion relatio
for LO phonons propagating in the diamond lattice along
D direction toward the zone-edgeX point, which is available
in an analytic form.7 Disregarding the nature of the phono
in the combination responsible for band II, we shall assu
for an order-of-magnitude estimate that the phonon disp
sion is the same for all branches at the boundary of the B
louin zone. Then Eq. 5 of Ref. 7 yields

dv

dq
5

4m sinpq2pa sin
pq

2

MvLO
, ~1!

whereq is the dimensionless phonon momentum in units
qmax at zone edge,v is the phonon frequency,m anda are
the main Born force constants for interaction with the fir
and second-nearest neighbors, respectively, andM is the car-
bon atom mass. The dispersion relation~5! in Ref. 7 permits
one also to obtain another expression for the zone edgq
51):

m5
M

32
~2vLO

2 2vRa
2 ! , ~2!

where vRa is the Raman frequency for diamond~1332
cm21), andvLO is the band frequency; combining this wit
the relation7 a57.28m, we can now estimate the dispersio
ratio dq/dv for LO phonons at zone edge, which in this ca
was found to be 2.1431023. The dimensionsdx of diamond
nanocrystals can be evaluated from the uncertainty rela
dx dq5dx dv•431023'1, which immediately yields two
estimates for nanocrystal dimensions based on the above
halfwidths dv1 and dv2, namely,dx1'18 Å anddx2'23
Å. The first estimate relates to the lower copper concen
tion, which suggests a trend to an increase of diam
nanocrystals in size with increasing copper concentration

The nanocrystals are sufficiently small to make the c
tribution of surface phonon modes substantial, as well a
enhance local electromagnetic field effects. Besides, as
lows from molecular dynamics calculations,8 the increase of
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the contribution of quasi-free surface with decreasing p
ticle size gives rise to an increase of phonon anharmoni
as a result of surface-atom relaxation, thus enhancing t
phonon absorption1. Any one of these factors or their com
bined action can be responsible for the anomalously str
two-phonon absorption observed by us.

3.2. Influence of thermal annealing and layer thickness

As seen from Table I, the characteristic features in
transmission spectra ofa-C:H:Cu films are affected by thei
thickness and thermal annealing. Remarkably, an increas
layer thickness and additional annealing appear equival
Indeed, an increase in layer thickness entails a longer t
the layer resides in conditions of radiation annealing by
sputtered atoms and ions. For this reason the thermal ann
ing and growth duration~layer thickness! are essentially
equivalent factors, a conclusion borne out by Table I a
Figs. 2 and 3. As follows, in particular, from Table I and Fi
3, band IV decreases in intensity after an anneal in a t
sample~9%Cu! and disappears completely in a thick on
~9%Cu!, whereas in the 14%Cu sample band IV is seen n
ther before nor after the anneal. By contrast, band V is ab
in the thin sample with 9%Cu to appear in the thick one o
after the anneal, while the 14%Cu sample exhibits this b
both before and after the anneal. The spectrum is domin
by band II, except for the thin sample before the anneal. O
can therefore maintain that the intensity of band II increa
under annealing together with increasing thickness and
concentration, and that this increase in thick samples a
the anneal becomes so strong as to wash out the other
tures in the band wings. Note that, as evident from Tabl
this band can be identified in the spectrum of bulk diamo
only with the shoulder in the neighboring band, and th
there is still no unambiguous interpretation of its natur9

The dominance of this band in the spectra of diamond nan
rystals incorporated in copper-enriched amorphous carb
as contrasted by its weakness in bulk diamond, suggest
being associated with local phonon modes enhanced by
confinement effects. As for the nature of the two-phon
combination responsible for band II, it is apparently arrang
so that its resultant dipole moment is normal to the nanod
mond surface. In this case the copper-modified dielec
properties of the medium10 and, as a consequence, a loc
enhancement of electromagnetic field at the diamond na
crystal interface could increase two-phonon absorption. N
that both an increase in copper concentration and ther
annealing, as well as the additional exposure of the laye
ion-beam treatment associated with the increase of its th
ness, may favor this modification. Band V resembles in
havior to a certain extent band II, while being weaker
intensity. At the same time band IV behaves in an oppo
manner.

Observation of the behavior of the Raman bands
copper-activated graphite and of the two-phonon absorp
bands of diamond~Fig. 2! generated in differently grown
layers reveals some aspects of how copper influences
structure ofa-C:H:Cu layers. One can readily see that t
so-calledG band at 1575 cm21, which is dominant in theG
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layer, compares in intensity with bandD in the D layer.
These trends evidence a decrease of graphite-like fragm
in thea-C:H structure grown in regimeD in size~Ref. 3! and
support the previous suggestions that this regime enric
the layer in the nanophase of tetrahedral carbon, and thG
regime, in the trigonal-carbon nanophase. Activation of
graphite Raman bands in optical absorption spectra
a-C:H:Cu layers is assigned to the graphite-like fragme
being intercalated by atomically dispersed copper.5,11 Obvi-
ously enough, theG band intensity should be proportional
the number of states accessible to intercalation and, henc
the size of the graphite-like fragments of the structure. T
conjecture correlates with the noticeable decrease in inten
of theG band in the layer grown in theD regime, where the
fairly strong diamond two-phonon band is observed in
as-grown layer. By contrast, the relative increase of theG
band intensity in theG-grown layer accords with the increa
ing size and number of graphite-like fragments, as can
judged from the relativeG and D band intensities~Fig. 2!.
Note that the diamond bands become noticeable only aft
thermal anneal.

3.3. Effect of copper nanoclusters

The optical measurements described above argue
nucleation at 200 °C of nanosized diamonds in the am
phous carbon matrix under magnetron cosputtering of gra
ite and copper. Diamond nucleation in amorphous car
layers was observed to occur before.12 We also reported a
similar result obtained in a plasma with the same parame
and in the same reactor, but without copper cosputteri5

These two cases differ substantially in that, in the prese
of copper, diamonds nucleate always while without it, on
occasionally. In this connection it should be pointed out t
cosputtering of copper and graphite brings about forma
of copper nanoclusters ina-C:H:Cu.11 Copper nanocluster
can apparently act as catalysts for diamond nucleation. C
per was known to behave in this way, but only at hi
temperatures.13 It may be conjectured that it is the nanosca
nts
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size of the copper clusters that is responsible for the
hanced catalytic activity of copper, which manifests itself
a decrease of the diamond nucleation temperature. One
not exclude, however, the possible effect of atomically d
persed copper intercalating the graphite-like fragments
a-C:H:Cu. This would affect the electronic structure of th
graphite-like fragment,14 and this could shift the equilibrium
point in the graphite-diamond phase transition.
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V. V. Krivolapchuk, E. S. Moskalenko, and A. L. Zhmodikov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

T. S. Cheng and C. T. Foxon

Physics Department, Nottingham University, NG7-2RD, Great Britain
~Submitted July 1, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 325–329~February 1999!

Low-temperature (T51.8, 4.2 K! luminescence of GaAs/Al0.3Ga0.7As double-coupled
asymmetric quantum wells~DQW! is observed under variation of an electric fieldVdc applied
along the normal to the DQW plane. The FWHM of the indirect exciton~IX ! emission
line was found to undergo, within a certain interval ofVdc, a strong~up to a factor 3.5! narrowing,
accompanied by anomalously large IX intensity fluctuations in time within theVdc region
where a strong decrease~or increase! of the FWHM is observed to occur. The dependence of the
FWHM on the pumping levelI p also exhibits a substantial decrease of the FWHM within a
certainI p interval. The results obtained are discussed in the frame of an assumption which relates
the observed phenomena to the onset of a condensed state in the interacting ensemble of
spatially indirect excitons in DQWs. ©1999 American Institute of Physics.
@S1063-7834~99!02602-7#
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The properties of double quantum wells~DQW! are at-
tracting presently considerable interest by both theoretic
and experimenters.

A distinctive feature of DQWs is their spatially indirec
excitons~IX !, which consist of an electron (e) and a hole
(h) localized in different quantum wells of a DQW. Becau
thee andh are spatially separated, the IX has a considera
longer lifetime ~recombination time! than a direct exciton
DX formed of ane and anh in the same well in a DQW.
This it makes possible to obtain at low temperatures a th
malized IX gas of fairly high concentrations (;1010 cm22)
even at comparatively low optical-pumping densiti
(;1 W cm22). As a consequence, one may expect form
tion of theoretically predicted1–3 phases of collectively inter
acting excitons. A recent comprehensive analysis of the
system in a DQW established the conditions of existence
a stable liquid IX phase and predicted the possibility o
transition of the IX system to a superfluid state.4

Recent experiments5–8 demonstrate unusual properties
two-dimensional excitons, which can be qualitatively d
scribed within models including collective interaction e
fects. For instance, one observed a considerable narrowin
the IX radiative-recombination line of a GaAs/Al0.3Ga0.7As
coupled DQW under variation of an external electric fie
and temperature, which was assigned to the formation in
IX system of a new ordered condensed phase.6 The existence
of this phase is supported by observation of anomalou
large fluctuations in the IX line intensity in a GaAs/AlGaA
DQW with time. These fluctuations, observed to occur o
in a strong magnetic field applied perpendicular to the DQ
plane, were interpreted within the model of condensed-s
domains, whose formation is assisted by the magnetic fie7
2911063-7834/99/41(2)/5/$15.00
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Anomalously large fluctuations of the IX line intensity in
magnetic field were recently observed also in GaA
Al0.33Ga0.67As asymmetric DQWs.8 At the same time, the
above features can be due apparently also to other proce
which are not connected with formation of a condens
exciton state. For example, the narrowing of the IX lumine
cence line with decreasing temperature was associated9 with
the inhomogeneous nature of the linewidth, which is due
imperfection of the interfaces and to specific features of
IX distribution over the inhomogeneously broadened e
semble of states originating from the IX excitons having
pole moments. The onset of low-frequency fluctuations
DQW emission could be connected with the strong insta
ity and screening of electric fields at a DQW, which resu
from electron buildup in one of the wells.10 Thus the exis-
tence of spatially indirect excitons in a condensed state
quires further investigation. Because a condensed state
sumes a certain equilibrium exciton concentration and
certain boundary separating different phases, it is essenti
find the conditions favoring the onset and breakdown of
condensed state before a conclusion regarding the exist
of a condensate can be drawn.

The objective of this work was to study the evolution
an ensemble of spatially indirect excitons in a DQW und
variation of external parameters, viz. the electric fieldVdc

applied to the DQW, optical excitation densityI p , and of the
sample~bath! temperatureTb . These parameters govern to
considerable extent the conditions in which a condensed
citon state appear in DQWs.4 In contrast to the preceding
studies, our investigation was performed on a slightly asy
metric DQW of sufficient perfection~small amplitude of the
random potential producing inhomogeneous spectral-
© 1999 American Institute of Physics
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broadening!. Because the condensed state should man
itself the strongest at low temperatures, all measu
ments were carried out atTb51.8 and 4.2 K. One studied
the line shape of IX photoluminescence~PL! in a GaAs/
Al0.33Ga0.67As DQW for various fixed optical pumping den
sities I p under continuous variation of an external elect
field Vdc normal to the DQW plane. By applying an electr
field which shifts thee andh positions in the wells one ca
control efficiently the IX lifetime~which depends on thee
and h wave-function overlap in the IX in the structure
growth direction! and, hence, the IX concentration, which
essential for creating the conditions favorable for the onse
the exciton condensed state.

By continuously varyingVdc and I p , we observed a
strong decrease in the IX line FWHM within a certain inte
val of Vdc and I p . Besides, in the transition region ofVdc,
where the linewidth changes abruptly~by decreasing or in-
creasing!, anomalously large low-frequency fluctuations
the IX line intensity were seen to set in. Investigation of t
IX properties under variation ofVdc, I p , andTb is important
to establish the regions where different exciton-state pha
exist ~the phase diagram!. The results obtained are discuss
within the frame of the assumption that a condensed s
forms in the spatially indirect exciton system in a DQW.

1. SAMPLES AND EXPERIMENT

The samples to be studied~NU1117! were MBE-grown
at Nottingham University~Great Britain! at T5630 °C on a
0.4-mm thick GaAs~001! substrate. The structure consist
of a GaAs buffer layer~1 mm! followed by three pairs of
consecutively grown, slightly asymmetric quantum we
~QW! with thicknesses~QW/Al0.33Ga0.67As barrier/QW in
nm! of 20.07/3.82/1.95, 10.18/3.82/9.61, and 8.20/3.82/7
and a GaAs cap layer~5 nm! on the face side of the sample
The DQWs were separated from one another and from
buffer layer by 20-nm thick Al0.33Ga0.67As barriers. The
measurements were made on the 10.18/3.82/9.61 DQW
dc electric voltageVdc was applied to two indium contact
deposited on the substrate and the DQW side of the sam
~Fig. 1a!. The photoluminescence~PL! was excited and mea
sured through a small hole (0.230.2 mm2) in the contact on
the DQW side~Fig. 1a!. The sample was illuminated by a c
Ti:Sp laser (P,10 mW, l5765.2 nm, laser light focuse
to a dia. 100–200mm spot on the sample! to produce under-
barrier DQW excitation. The DQW luminescence spec
were measured with a DFS-52 double-grating spectrom
operating in a gated photon-counting regime.

The luminescence spectrum of the 10.18/3.82/9
DQW of our NU1117 sample and the effect on it of an e
ternal voltageVdc were described in detail in Ref. 11 presen
ing also the energy diagram of direct~DX! and indirect~IX !
excitons in this DQW. In the present work, theVdc polarity
~with the substrate biased positively! provided operation in
the ‘‘indirect mode’’ ~Fig. 1b!, which corresponds to the
lowest energy position of the indirect exciton IX~with the
electron localized in the wide, and the hole, in the narr
QW! with respect to the transition energy of the direct ex
ton DX ~with the electron and the hole in the wide well! in
st
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te

3,

e

A

le

a
er

1
-

-

PL. Within the Vdc interval studied, the photocurren
throughout the sample was very small (;100 nA).

2. RESULTS OF MEASUREMENTS

Figure 2 displays PL spectra obtained atI p

52.5 W cm22 and Tb51.8 K for different values ofVdc.
For Vdc50 ~Fig. 2a!, the spectrum consists of two lines pro
duced by direct-exciton emission~DX! from the narrow (E
51.559 eV) and the wide (E51.555 eV) well. The spec-
trum in Fig. 2a is close to a DQW flat-band spectrum, and
observation atVdc50 indicates that the built-in electric field
V0 here is very small. It should be noted thatV0 depends on
the position of the region under study on the sample surfa
and that, in other regions of the sample, the built-in elec
field may have different signs, which requires application
the corresponding compensating voltageVdc. For not too
high applied electric fields (,105 V/cm), where the qua-
dratic Stark effect may be neglected, the spectral position

FIG. 1. ~a! Scheme of experiment and~b! energy diagram for ‘‘indirect’’
regime.
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the direct-exciton line is independent of the electric fie
across the structure. At the same time, the position of the
indirect exciton line depends substantially on electric fie
which is shown schematically in Fig. 1b. Indeed, for a no
zeroVdc, the IX line appears in the PL spectrum and shi
strongly toward lower energies with increasingVdc ~Fig.
2b22d!. The spectral positionEIX of the IX line reflects the
resultant electric field applied to the DQW and characteri
the DQW exciton-state diagram,11 including the indirect ex-
citons under study here. Thus the directly measured valu
EIX is a convenient experimental parameter which is rela
unambiguously to the DQW energy level diagram in diffe
ent experimental conditions.

As seen from Fig. 2, at nonzeroVdc there is no DX
emission from the narrow well (E51.559 eV). The disap-
pearance of the direct-exciton line from the narrow well a
companied by the appearance of the indirect exciton
which consists in this particular case of an electron locali
in the wide well and a hole in the narrow well~Fig. 1b!,
implies that the electronic states in the narrow well are
filled. This redistribution of the population of DQW exc
tonic states in an electric field is caused by the fast relaxa
processes involved in electron tunneling between well11

Note also that the spectrum obtained atVdcÞ0 has a BDX
line, which corresponds to the emission of an impuri
bound direct exciton from the wide well,12 and that the po-
sition of this line, as that of the DX line, does not depend
the magnitude ofVdc ~Fig. 2b22d!.

It is essential that, as the applied electric voltageVdc is
monotonically increased, the FWHM of the IX line shiftin
toward longer wavelengths undergoes a dramatic cha
~Fig. 3!. At a certain position of the line determined byVdc

the FWHM decreases abruptly by a few~up to 3.5! times.
The narrow width remains practically unchanged with
someEIX interval ~i.e., within a certain interval of applied

FIG. 2. PL spectra obtained atI p52.5 W cm22, Tb51.8 K, andVdc(V):
~a! 0, ~b! 20.8, ~c! 21.3, ~d! 21.6.
X
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fields!, to increase thereafter sharply to a value compara
to the original width~Fig. 3!. All data presented in Figs. 2
and 3 relate to the same fixed optical-pumping dens
I p52.5 W cm22. A number of PL spectra were measured
a similar way for different applied voltagesVdc and other
fixed pumping densities within the 0.6,I p,12.5 W cm22

range. These experiments revealed also a narrowing of
IX emission line, whose position depended however not o
on the voltage applied to the sample but on the pump
level I p as well~the latter indicates a change in the real fie
applied to the DQW with changing optical excitation de
sity!. Figure 4 presents for different pumping levelsI p the
FWHMs of the IX line occupying the same positionEIX

51.543 eV in the PL spectra. The data displayed in Fig
reflect obviously the behavior of the IX excitons in a DQ
with fixed energy parameters of the IX~and of other exciton
states as well! depending on the IX concentration, whic
varies with the pumping level. We readily see that the I
line FWHM decreases strongly with increasing pumpi
level within a certainI p interval, to increase again after
wards. Besides, one observes in the region of the str
FWHM variation ~the a-b and c-d regions in Fig. 3! giant
fluctuations of the IX PL-line intensity, whose typical patte
is shown in Fig. 5. A similar behavior of the IX line wa
observed experimentally atT54.2 K.

3. DISCUSSION

In our analysis of the line shape of IX indirect-excito
emission in a DQW, which is the main goal of our inves
gation, we first note the well-known part played by the co
plex spatial relief of the potential acting on the IX in a DQW
This random potential is generated both by thickness fluc

FIG. 3. FWHM of the IX line as a function of its position, which is gov
erned by the electric field applied to a DQW.Tb51.8 K and I p

52.5 W cm22.
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tions within one or two monolayers of the QWs and of t
barriers making up the DQW, and by the electric field
impurities present in the barriers. For fluctuations with
characteristic sizeL exceeding the IX-exciton radiusaex (L
.aex), excitons localize at low temperatures at poten
fluctuations, and the inhomogeneous broadening of the
line is accounted for by the spread in energy of the phot
emitted in the IX radiative recombination. In our case, t
width of this profile is approximately 5 meV~Fig. 3!. The
observation of a strong~down to ;1.5 meV) narrowing of
the IX-exciton emission line under variation of the elect
field applied to a DQW, which occurs in a specific~for a
given optical pumping level! field interval, argues convinc

FIG. 4. FWHM of the IX line vs optical pumping densityI p for EIX

51.543 eV andTb51.8 K.
f

l
X
s

ingly for a sharp change in the state of the emitting I
exciton ensemble in this field interval bounded on both sid

The behavior of an exciton system consisting of spatia
separated electrons and holes~this situation applies to ou
case of the IX excitons in a DQW! with concentration has
recently been studied theoretically.4 Becausee andh are spa-
tially separated, such an exciton possesses a constant el
dipole momenteD oriented perpendicular to the layers~here
D is the distance between the layers containing the elect
and holes!. Therefore the dipole-dipole repulsion betwe
excitons with identically oriented dipole moments affects
a large extent the behavior of the exciton system. It w
shown that as the exciton concentrationn increases, the ex
citon gas should transfer to a two-layer exciton liquid with
a certain interval ofn, provided D is small enough (D
,1.1aex).

4 For large D (D.1.9aex) however, the gas
phase is always stable, and in these conditions a gas-li
transition in theD parameter is possible.

Comparing our experimental results with the conclusio
drawn in Ref. 4, we point out that the new state of a syst
of spatially indirect excitons characterized by a narrow em
sion line sets in in our experiments when the electric fi
applied to the DQW and affecting strongly the parameters
the IX excitons is increased. Indeed, an increase of the fi
entails an increase in the IX recombination time~due to the
decreasing overlap of thee andh wave functions occurring
as the electrons and holes shift in opposite directions in
corresponding wells!, which should give rise to an increas
in the IX concentrationn ~for a fixed pumping level!. Our
estimates suggest that for a pumping densityI p

52.5 W cm22 the IX concentration can reach fairly hig
values ;101021011 cm22. At the same time the field-
induced increase in thee-h separation results in an increas
of the dipole moment of indirect excitons and an increase
their repulsion. According to Ref. 4, this growth ofn andD
should qualitatively result in the new liquid phase becom
stable within a limited electric-field interval, and this is e
FIG. 5. IX-line intensity fluctuations with time measured within thec-d interval in Fig. 3.
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actly what is seen experimentally~Fig. 3!. Therefore it ap-
pears natural to consider the fluctuations in the IX line int
sity ~Fig. 5! observed within the regions where the FWH
undergoes substantial changes~i.e. in the regions where th
IX system transfers from one stable phase to another! as
critical fluctuations in the vicinity of a phase transition.

The observation of the line narrowing under variation
the optical pumping densityI p determining the IX-exciton
concentration~Fig. 4!, where this effect occurs within a lim
ited interval ofI p , is also in qualitative agreement with Re
4. The observed strong narrowing of the IX emission li
indicates suppression of the strong inhomogeneous broa
ing of this line and is probably a consequence of the DQ
potential relief becoming averaged out over a substan
area as a result of the large size of the ordered phase.

In this way, the above experimental data on the dep
dence of the FWHM on electric field~for a fixed I p) and on
I p ~for a fixedeD), as well as the existence of anomalous
large fluctuations in the IX-line intensity within the region
abrupt variation of the IX line halfwidth, permit a conclusio
that spatially indirect excitons in a DQW transfer to a co
densed state forT<4.2 K, and that the behavior of the lin
halfwidth essentially reflects the phase diagram of indir
excitons in a DQW.
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Resonance elastic scattering of light by a quantum well with statistically uneven
boundaries
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A theory is formulated for the elastic scattering of light through quasi-two-dimensional exciton
states in a quantum well with randomly uneven walls. The nonlocal exciton susceptibility
is expressed in terms of random functions describing the shape of the quantum well boundaries
up to and including linear terms in the unevenness height. The resonance elastic scattering
cross sections in the presence of arbitrary statistical unevenness are calculated in the Born
approximation for all channels in which the initial and final states are represented by an
electromagnetic TM or TE mode. The spectral and angular dependences of the scattering
probability are calculated with the unevenness characterized by Gaussian correlation
functions. It follows from numerical estimates that elastic scattering in quantum wells should be
observed for unevenness having an rms height of the order of the thickness of an atomic
monolayer. ©1999 American Institute of Physics.@S1063-7834~99!02702-1#
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Many optical properties of low-dimensional excitons
structures containing quantum wells can be explained on
assumption of ideally plane heterointerfaces.1–3 In this case
the secondary emission can deviate only in specular di
tions relative to the incident wave, because the componen
the wave vector in the plane of the quantum well is p
served. The reflection and transmission of light are descri
by the transfer matrix method developed in Ref. 3 with
lowance for the nonlocal character of the exciton respons
quantum wells. However, real quantum wells have non
movable structural imperfections, most significantly rand
deviations of the heterointerfaces from the plane.4 The inter-
face unevenness in a quantum well makes its width and
larization field randomly inhomogeneous and is, therefore
source of light scattering.

Relatively few papers have been devoted to theoret
investigations of the role of statistically uneven heteroint
faces in exciton optics, and those have been concerned
marily with nonuniform broadening of the exciton spectra
quantum-well structures,5 light transmission,6 the time-
resolved spectroscopy of exciton luminescence,7 and the
elastic scattering of light.8 Unevenness effects are usually5–7

discussed in terms of a random ‘‘potential’’ affecting th
center-of-mass motion of an exciton, with observable qu
tities being expressed in terms of the statistical characte
tics of such a potential. In view of the physical indeterm
nacy of the latter, as a rule, important questions are
unanswered in regard to the localization of excitons and
relationship between the statistical parameters of the het
interfaces and the exciton potential energy.

The objective of this paper is to formulate a theory
steady-state resonance elastic scattering of light by exci
of a quantum well with uneven walls. Instead of introduci
a random potential acting on an exciton, we propose a mo
generalization of exciton susceptibility whereby the geo
2961063-7834/99/41(2)/6/$15.00
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etry of the uneven heterointerfaces of the quantum well
explicitly taken into account.8 We assume that the uneven
ness has small heights and a large correlation length in
plane of the quantum well, its influence on the transiti
frequency and exciton wave function being regarded a
perturbation. This model of large-scale fluctuations of t
shape of the boundaries of a quantum well is largely ana
gous to the model used to explain the elastic scattering
light by the rough surface of a semiconductor in the vicin
of its exciton resonances.9

1. DESCRIPTION OF THE MODEL

A quantum well with randomly uneven boundaries
treated as a set of regions known as islands, where the w
of the well can be assumed to be constant within each isla
The dimensions of the islands in the lateral directions c
range from tens to hundreds of angstroms.4 Consequently,
the transverse cross section of a light beam in an opt
experiment simultaneously covers a large number of islan
which therefore form a statistical ensemble. The abo
indicated structural peculiarities of a quantum well with s
tistically nonequivalent interfaces4 are reflected in the mode
shown in Fig. 1. The shape of the interfaces of the quan
well is described by the equationsz52L̄/21j1(R) and
z5L̄/21j2(R), where R5(x,y), r5(R,z), and L̄ is the
average width of the well. The random functionsjn(R) de-
scribing the shape of thenth interface (n51, 2) have the
average valuêjn(R)&50, where the angle brackets signif
averaging over the ensemble$jn(R)%. The functions

j6~R!5j2~R!6j1~R! ~1!

locally describe the width of the quantum well

L~R!5L̄1j2~R! ~2!

and the position of its centerZ5j1(R)/2.
© 1999 American Institute of Physics
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If the transverse correlation radius of the microasperi
in the plane of the well exceed the Bohr exciton radius,
quasi-two-dimensional~quasi-2D! exciton preserves its indi
viduality with respect to an unbounded quantum well of t
same width. The constitutive equation relating the exci
polarizationP to the electric fieldE at a given frequencyv
~Refs. 10 and 11! is generalized as follows:

4pPa~z,R;v!5
Aa

v0~R!2v2 ig
cS z2

j1~R!

2 D
3E dz8cS z82

j1~R!

2 DEa~z8,R;v!.

~3!

Here we have introduced slow parametric dependences o
exciton transition frequencyv0(R) and the envelope of the
exciton wave functionc(z2j1/2) on R; the envelope de-
scribes bending of the quantum well. In Eq.~3! we have
c(z)5c(2z) for the exciton ground state,g is the nonradi-
ative exciton damping parameter, andAa is proportional to
the anisotropic transition oscillator strength,10 whose depen-
dence onL ~Ref. 12! is ignored.

As a result of applying the Fourier transform

E~z;K ,v!5E d2R exp~2 iK•R!E~z;R,v! ~4!

we obtain the following relation from Eq.~3!:

4pPa~z;K ,v!5E dz8E d2K8

~2p!2
x~a!~z,z8;K2K 8,v!

3Ea~z8;K 8,v!, ~5!

where

x~a!~z,z8;K2K 8,v!5~2p!2d~K2K 8!c~z!x0
~a!~v!c~z8!

1dx~a!~z,z8;K2K 8,v!. ~6!

Here we have separated out the part having translation s
metry in R, in which

x0
~0!~v!5

Aa

v̄02v2 ig
[

Aa

D0~v!
~7!

describes the resonance response of an ‘‘average’’ quan
well with plane surfacesz56L̄/2 and frequencyv̄0 .

FIG. 1. Schematic diagram of an uneven-walled quantum well. T
constant-width sections of the well are separated by vertical lines, an
exciton is conditionally shown in one of the sections.
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For small roughness heights,^jn
2&1/2!L̄ the quantity

dx (a) in Eq. ~6! is conveniently expanded inj6 up to and
including linear terms; this operation requires satisfaction
the auxiliary condition̂ dv0

2&1/2,g, where

dv0~R!5v0~R!2v̄0 . ~8!

The random correction~8! to the frequencyv̄0 due to
the variation of the width of the quantum well~2! is deter-
mined from the equation

dv0~R!'$]v0 /]L%L5L̄j2~R!52Vj2~R!/L̄, ~9!

which is valid for ^dv0
2&1/2!v̄0 . Taking Eqs.~7!–~9! into

account, we find that in Eq.~6!

dx~a!~z,z8;K2K 8;v!

5x0
~a!~v!(

s
as~v!Fs~z,z8!

js~K2K 8!

L̄
. ~10!

Here js(K ) is the result of applying the Fourier transfor
~4! to the functionjs(R), s denotes~1! or (2) in accor-
dance with Eq.~1!,

a25V/D0~v!, F2~z,z8!5c~z!c~z8!, ~11!

a1521,

F1~z,z8!5
L̄

2H c~z!
dc~z8!

dz8
1

dc~z!

dz
c~z8!J . ~12!

In Eq. ~3! the exciton transition energy, which depen
on the local width of the quantum well~2!, is equal to

\v0~L !5Egap1Econf~L !2Ebind~L !. ~13!

HereEgap is the width of the band gap of the semiconduct
Econf is the total energy of spatial quantization of the u
bound electron and the unbound hole, andEbind is their bind-
ing energy in the exciton. For a region of the quantum w
~island! with dimensionsDX3DY3L in the model of infi-
nitely high barriers the energy of the lowest level of si
quantization of carriers is given by the expression

Econf~L !5~p\!2b/~2mL2!.

Herem is the normalized electron-hole mass, and the dim
sionally dependent constantb has values betweenb51 ~un-
bounded well withDX→` andDY→`) andb53 ~cubical
well with DX5DY5L). Hence

\Vconf5~p\!2b/~mL̄2!52p2bEB~aB /L̄ !2, ~14!

whereEB andaB are the energy and radius of the bulk e
citon. In an unbounded quantum well with infinite barrie
the exciton binding energyEbind(L) as a function ofL decays
monotonically fromEbind(0)54EB to Ebind(`)5EB , where
\Vbind'EB . Consequently,Vbind!Vconf for L̄'aB , and
V'Vconf in Eq. ~9!. In GaAs quantum wells for a
1e21hh heavy-hole exciton the quantity\Vconf decreases
approximately from 1.53102 meV for L̄5100 Å to 20 meV
for L̄5300 Å, and for a 1e21lh light-hole exciton it is
larger by the approximate factormhh /m lh'1.4. In the inter-
val 100 Å,L̄,300 Å, on the other hand, we have\Vbind
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'2 meV for a 1e21hh exciton and a value approximate
mhh /m lh'1.4 times larger for the 1e21lh state. These con
clusions are also readily confirmed for barriers of fin
height with the aid of the functions\Vbind(L) from Ref. 13
and the corresponding functions\Vconf(L), but the quantity
V in Eq. ~9! is diminished somewhat by carrier tunnelin
below the barrier. We also note that the resonance deno
nator of Eq.~3! lacks the term associated with spatial disp
sion of excitons,\k2/@2(me1mh)#, which is small in com-
parison with^dv0

2&1/2.
We have thus formulated a model in which the excit

susceptibility of a quantum well and the observable opti
variables associated with it are expressed directly in term
statistical characteristics of the heterointerfaces. In the e
ing discussion we treat the susceptibility~6! as a perturba-
tion, incorporating the contribution~7! into it self-
consistently and including the contribution~10! in the first
perturbation approximation with respect to the unevenn
height.

2. ELECTRODYNAMICS OF THE ‘‘AVERAGE’’ QUANTUM
WELL

We assume that a monochromatic~with frequencyv)
wave is incident on a quantum well at an angleu relative to
the normal~z axis! in a medium with a background dielectr
constant«b ; the electric field of the wave is

E0~r ,t !5el•El
inc exp@2 ivt1 i ~kx1kzz!#. ~15!

Here K5kex , k5A«b k0 sinu, and kz(k)5A«bk0
22k2,

k05v/c, andc is the speed of light. The subscriptl desig-
nates the linear polarizationsp ~TM mode! or s ~TE mode!,
for which the unit vectorsel in Eq. ~15! are equal to
ep5(cosu, 0,2sinu) andes5(0, 1, 0), respectively.

We solve the electrodynamic equations for the elec
field E(z; K ,v) and the Green’s functionGab(z,z8;K ,v)
self-consistently, taking into account the nonlocal respo
~6! for dx (a)50 and following the customary proce
dure.3,11,14The result, in particular, is the complex frequen
va(k)2 iGa(k)2 ig of a quasi-2D exciton with allowanc
for electromagnetic renormalization. The radiative excit
decay rate is expressed in the form14

Ga~k!5Ga
0 f a~k!,

f5$ucosuu,ucosuu21,ucosuu212ucosuu%I c
2~k!/I c

2~0!,
~16!

where Ga
0 are the radiative exciton decay rates at norm

incidence, whose anisotropy is taken into account in the fo
GX

05GY
05G i

0ÞG'
0 5GZ

0 ~Refs. 10 and 11!. The radiative
shifts of the corresponding exciton transition frequenc
va(k) relative to v̄0 are insignificant3,14; from now on,
therefore, we take into account only the frequency splitt
vZ2vX52GZ

0I 0/@A«b k0I c
2(0)#, which is electromagnetic in

origin. Here I c(k)5*dzcos@kz(k)z#c(z)5*dz
3exp@6ikzz#c(z), and I 05*dzc2(z), where I c(k)/I c(0)
'1 in the long-wavelength approximationkzL̄!1 of the
scattering problem treated below.
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3. LIGHT SCATTERING BY INTERFACE UNEVENNESS

Using Eq. ~1! in the first perturbation approximatio
with respect tojn ~Born approximation!, we obtain the fol-
lowing relation for the electric field of the scattered light:

Ea~r ,v!52k0
2(

b
x0

~b!~v!E d2K8

~2p!2
exp~ iK 8•R!

3(
s

as

js~K 82K !

L̄
E dz8Gab~z,z8;K 8,v!

3E dz9Fs~z8,z9!Eb~z9;K ,v!. ~17!

Here K5exk and K 85(ex cosw81ey sinw8)k8 are the 2D
components of the wave vectors of incident and scatte
plane waves with (k,k8)5A«b k0(sinu, sinu8), respectively,
and Gab(z,z8;K 8,v) denotes the components of the tens
Green’s function discussed in Sec. 2.

We now calculate the Poynting vector for the scatter
light field ~17! and average the result over the ensemble
realizations$jn%. In the asymptotic regionuzu→` this pro-
cedure gives

^S~r !&5
cA«bk0

4

8p
ReH E d2K8

~2p!2
N~K 8!

3 (
a,b,g

E dz1 . . . dz4Gab~z,z1 ;K 8!x0
~b!

3Eb~z3 ;K !@Gag~z,z2 ;K 8!•x0
~g!

•Eg~z4 ;K !#* (
s,t

Qst~K 82K !

L̄2
asat* Fs~z1 ,z3!

3Ft~z2 ,z4!J , ~18!

whereN(K )5$K /(A«b k01ezucosuusgn(z)%. The matrix el-
ementsQst(K ) are expressed in terms of the functio
gmn(uK u) encountered in the Fourier components

^jm~K 8!jn~K !&5hmhngmn~ uK u!~2p!2d~K 82K ! ~19!

of the correlation functions

^jm~R!jn~R8!&5hmhngmn~ uR2R8u!. ~20!

Equations~19! and~20! rest on the assumption that the qua
tum well interface unevenness, on the average, is homo
neous and isotropic in the plane of the quantum well. In E
~20! hn

25^jn
2(R)&, and gmn(uRu)5^jm(R)jn(0)&/hmhn

are the variance of the unevenness heights and the cor
tion function of profile of the microasperities, wher
*d2Kgmn(K )/(2p)251 for the Fourier components.

An analysis of Eq.~18! shows8 that the scattering con
tribution due to bending of the quantum well can beco
significant only forj15j2 , i.e., in the presence of correlate
interfaces. In general,j1Þj2 the dominant scattering contri
bution is associated with spatial variation of the width of t
quantum well~energy of size quantization of carriers!. In-
deed, first of all, in the vicinity of the resonance frequen
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we have uDau'g1Ga!V, so that ua2 /a1u'V/g@1 in
Eqs.~11! and~12! ~far from resonance the increase ofuDau is
limited by the same denominators of the functionsEa and
Gab occurring in Eq.~18!. Second, the contribution with
s5(1) in ~17! has an additional smallness parame
;A«b k0L̄!1, which emerges in the convolution of electr
magnetic field functions having the phase factors e
(6ikzz) with the functionsdc(z)/dz from Eq. ~12!.

Following Refs. 9 and 15, we now look at the differe
tial quantity ~18! and normalize it to the modulus of th
Poynting vector of the incident waveSl

inc5cA«b uEl
incu2

3cosu/(8p). Here we take into account only the contributio
associated with the variation of the width of the quantu
well, i.e., s5t5(2) in ~18!. Then for the dimensionles
differential light-scattering cross sections from the init
state (l,K ) to the final state (l8,K 8) we obtain

dw~s→s!

dV8
5uLY~k8!u2uLY~k!u2W~K 8,K !cos2 w8, ~21!

dw~s→p!

dV8
5uLX~k8!u2uLY~k!u2W~K 8,K !sin2 w8, ~22!

dw~p→s!

dV8
5uLY~k!8u2uLX~k!u2W~K 8,K !sin2 w8, ~23!

dw~p→p!

dV8
5$uLX~k8!u2uLX~k!u2 cos2 w8

1uLZ~k8!u2uLZ~k!u2

12Re@LX~k8!LZ* ~k8!LX~k!LZ* ~k!#

3sgn~z!cosw8%W~K 8,K !. ~24!

Here dV85sinu8du8dw8 is an element of solid angle fo
scattering, and the functions

La~k,v!5
AV•Ga~k!

va~k!2 iGa~k!2 ig2v
[

AV•Ga~k!

Da~k,v!
~25!

with the parameters defined in Sec. 2 describe the reson
features of the excitation of quasi-2D excitons and the ra
tion of photons.

The statistical characteristics of the unevenness e
into the quantities

W~K 8,K !5
1

4p2S A«bk0

L̄
D 2

$h1
2g111h2

2g22

2h1h2@g121g21#%, ~26!

wheregmn(uK 82K u) are functions given in Eq.~19!.

4. INFLUENCE OF THE SAMPLE SURFACE

In experimental work the samples are finite, light is i
cident from vacuum, and the secondary emission is recor
in the same vacuum. Of the waves discussed above,
those which satisfy the conditionsu, u8,arcsinA1/«b are ac-
cessible for measurements in vacuum. We now consider
real situation in which a quantum well centered atz50 is
situated close to the interfacez52D between a dielectric
r

p

l

ce
a-

er

ed
ly

he

~vacuum! and a semiconductor, which are characterized
the background dielectric constants«1(z,2D) and «2

5«b(z.2D), respectively. In this case, for example,
only the width variations of the well are taken into accou
Eq. ~21! corresponds to the expression

dw̃~s→s!

dṼ8
5

cosuucosu8u

cosũucosũ8u
uts~k8!u2uts~k!u2

3
VGY~k8!

uD̃Y~k8!u2

VGY~k!

uD̃Y~k!u2
W~K 8,K !cos2 w8,

~27!

which refers to scattering of the types→s from the semi-

conductor. In Eq.~27! dṼ85sinũ8dũ8dw8, where the polar
angleũ of the wave propagating in the dielectric is related
the angleu of the same wave in the semiconductor by t
optical refraction law k/k05A«b sinu5A«1 sinũ, kn(k)
5A«nk0

22k2 ~wheren51, 2), andts(k)52k1 /(k11k2) is
the transmission coefficient of ans-polarized wave through
the surface of the semiconductor. In the resonance deno
nators occurring in Eq.~27!

D̃Y~k!5DY~k!1 iGY~k!r s~k!exp~2ik2D ! ~28!

the second term includes other radiation corrections to
exciton frequency and damping in addition to the denomi
tor DY(k) from Eq. ~25!. These corrections are attributab
to the interference field between the quantum well and
surface of the sample, and their values are determined by
reflection coefficientr s(k)5(k12k2)/(k11k2). As a conse-
quence, the exciton resonance frequency and radiative da
ing, which determine the positions and intensities of t
spectral peaks in accordance with~27!, can undergo oscilla-
tions of amplitude comparable withGY

0 . The period of
these oscillations depends on the phase 2k2D52k0D
A«b2«1 sin2 ũ, i.e., on the angle of incidenceũ ~scattering
ũ8) of light and the distanceD between the quantum we
and the sample surface. This effect is modified as a resu
variation of the light reflection coefficient in the case of t
p-polarized component.

5. DISCUSSION OF THE RESULTS

A fundamentally important distinction of the above
derived equations~21!–~24! and~27! is their dependence on
the unevenness parameters by way of the correlation fu
tions ~19!, ~20!, and ~26!. These equations are formally ap
plicable to small heights for arbitrary statistics. For real h
erointerfaces, however, the type of statistics is unknown
that estimates are based on Gaussian correlation func
with
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gmn~ uR2R8u!5exp~2uR2R8u2/Lmn
2 !, ~29!

whereLmn is the transverse correlation length. Gaussian
tistics are typical of systems having a large number of in
pendent weak scatterers. Moreover, an investigation of
elastic scattering of light in the vicinity of exciton resonanc
has shown9 that Gaussian statistics are suitable for describ
the growth-roughened surfaces of semiconductors. Using
~29! in ~19! and ~20! and assuming for simplicity thatgmm

5g, gmn5gU, hn5h, andLmn5L, we obtain the quantity
~26! in the form

FIG. 2. Dimensionless elastic scattering cross sectionsdw/dV8 of the type
s→s versus (v2vY)/g for L5500 Å ~a! and of the typep→p versus
(v2vX)/g for L51000 Å ~b!, calculated for\V550 meV, h52 Å,

L̄5140 Å, andU50 in Eq. ~30. The curves correspond to the followin
sets of angles (u, u8, w8) in degrees:~a!: ~1! ~0, 5, 0!; ~2! ~0, 5, 45!; ~b!: ~1!
~5, 10, 0!; ~2! ~10, 10, 45!; ~3! ~10, 30, 45!; ~4! ~10, 30, 90!. The following
parameters are used for a 1e21lh light-hole exciton in a GaAs/AlGaAs
quantum well: \g51 meV; \(vZ2vX)52 meV, \GX

05\GY
05\GZ

0/4
50.25 meV~for u5u850), and«b512.5.
a-
-
e

s
g
q.

WG~K 8,K !5
1

2pS A«bk0hL

L̄
D 2

3expS 2
uK2K 8u2L2

4 D ~12U !. ~30!

Figures 2 and 3 show the results of numerical calcu
tions of the cross sectionsdw((l→l)/dV8 using Eqs.~21!
for s→s and~24! for p→p light scattering by GaAs/AlGaAs
quantum wells. The role ofW(K 8,K ) is taken by the func-
tions ~30! with U50 corresponding to uncorrelated quantu
well interfaces, for whicĥjmjn&50 if mÞn. The quantities
shown in Fig. 2 refer to scattering through the 1e21hh
light-hole exciton state, for whichGZ

0Þ0, as opposed to the

FIG. 3. Dependence on the angleu8 of the normalized dimensionless sca
tering cross sections (A«b k0L)22dw/dV8 of the types→s for v5vY ,
u50, w850 ~a! and of the typep→p for v5(vX1vZ)/2, u510°,
w8545° ~b!. The curves correspond to the following values of the para
eter A«b k0L: ~1! 0.42 (L5150 Å); ~2! 1.4 (L5500 Å); ~3! 2.8 (L
51000 Å); ~4! 7 (L52500 Å). All other parameters are the same as
Fig. 2.
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1e21hh exciton state, for whichGZ
0[0 ~Refs. 10 and 11!.

The scattering spectra~Fig. 2! have resonance features at t
exciton frequencies, where two resonance states with
quenciesvXÞvZ are possible in the case ofp→p scattering
~Fig. 2b!, but the second resonance vanishes in the li
u→0 or u8→0 asGZ(k)→0 in accordance with Eq.~16!.

The intensity of secondary emission as a function of
polar scattering angleu8 ~Fig. 3! depends strongly both o
the polarization (s→s in Fig. 3a orp→p in Fig. 3b! and on
the transverse correlation length of the unevennessL. For
L,1/k0 the scattering is highly isotropic with respect tou8,
and the main part of the backscattered light stays in the se
conductor, being reflected into it from the plane surface.
L.1/k0 , on the other hand, the emission is concentra
within a comparatively small angle about the specular dir
tion, and the main part of it can exist therefore outside
semiconductor.

It is instructive to compare the numerical scatteri
probabilities~Fig. 2! with the results of measurements of th
analogous exciton spectra for statistically rough surface
semiconductors.9 A comparison leads to the conclusion th
the phenomena discussed above should be observ
through the intensity for quantum wells having an unev
ness rms height larger than 1 Å. The theoretical estimate
the scattering probability can be improved significantly
increasing the factor (hL/L̄)2 in Eq. ~30!, but without losing
sight of the fundamental conditionVh/L̄!g underlying the
validity of the above-formulated perturbation theory. T
violation of this condition would signal the need to switch
a model of nonresonance~localized in the plane of the quan
tum well! exciton polariton states.

We have thus expressed the nonlocal exciton susce
bility and the intensity of resonance elastic scattering of li
directly in statistical terms characterizing the rough int
faces of quantum wells. In the proposed theory, the rand
unevenness effects responsible for the onset of elastic
tering of light are distinct from the ‘‘average’’ quantum-we
effects manifested in the reflection and transmission of lig3

We have shown that only the first of the two scatteri
mechanisms discussed above, one associated with vari
of the width of the quantum well, and the other with i
bending, is valid in the general case. It follows from t
numerical estimates that the differential cross section~prob-
ability! of elastic scattering of light in a quantum well ca
greatly exceed the existing level of experimental obser
e-
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bility9 if the unevenness is characterized by an atomic-sc
rms height. Inasmuch as the contributions of the individ
heterointerface unevenness are summed~with allowance for
phase factors!, strong enhancement of the above-describ
phenomena can be expected in structures containing m
quantum wells.
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A new type of local polariton at the interface of gyrotropic enantiomorphic crystals
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It is shown that a new type of local polariton can propagate at the interface of enantiomorphic
twins—gyrotropic crystals with left-handed and right-handed rotation of the polarization
plane. The wave function of these local polaritons oscillates strongly, with changes of sign, over
lengths of the order of the lattice constant near the interface, and the period of the spatial
oscillations grows with increasing distance from the interface. The local polariton term is detached
from the band of delocalized states toward higher frequencies. Calculations of the radiation
broadening of this term show that, for a local polariton, the effect of a giant increase of the decay
~‘‘superradiance’’! is possible. The magnitude of the polarization rotation due to a local
polariton has been found. ©1999 American Institute of Physics.@S1063-7834~99!02802-6#
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The study of exciton and vibrational excitations loca
ized at various defects of the crystal lattice—impurities, v
cancies, dislocations, and crystal boundaries—has attra
attention in connection with the possibility of their utility i
various optical devices and in the solution of problems p
taining to the stability of various solid-state materials. T
corresponding wave functions of various types of localiz
exciton and phonon states usually fall off monotonically w
distance from the defect, and the radius of the local st
depending on the magnitude of the parameter describing
defect, e.g., the isotope shift for an isotopic impurity,1,2 usu-
ally exceeds the lattice constant by a substantial amoun
work on gyrotropic crystals,3,4 including liquid crystals rotat-
ing the polarization plane,5 local polaritons~mixed exciton–
photon modes! of a new type were found, propagating alon
their own kind of defect—the interface of differently rotatin
gyrotropic enantiomorphic crystals of quartz type—twi
with left-handed and right-handed rotation. The existence
these local polaritons~LP! within the context of phenomeno
logical electrodynamics with additional boundary conditio
~ABC! is closely linked to the effect of spatial dispersion.6 A
number of unusual trends are observed in the behavio
their dispersion curves and spatial decay parameters. N
that these local polaritons have been found only in crystal
the classC2v of the rhombic system and the classD2d of the
tetragonal system. The question remains open of a mi
scopic study of the possible existence of local states of s
type in other crystal classes by testing the correspond
classes and additional boundary conditions, which fun
mentally determine the very possibility of the existence
local polaritons and their parameters. In the present w
within the framework of a microscopic theory, we examine
system, accessible for an initial study, of contacting le
handed and right-handed one-dimensional crystals. Our
sults can be applied directly to follow-on studies of tw
dimensional and three-dimensional crystal systems. R
systems of this type can be gyrotropic polymer chains
biological chains such as those investigated experimen
and theoretically in a number of studies.7 A new, specific
3021063-7834/99/41(2)/4/$15.00
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type of local polariton state has been found, having a rap
sign-changing, spatially decaying wave function and a te
of the local state detached from the band of delocaliz
states. This result shows that local polaritons of the ty
found in Refs. 3 and 4 and in the present work can exist
only in crystals of the classesC2v andD2d , but also in twins
of other crystal groups. Note that quartz, for example, h
symmetryD3.

The inset to Fig. 1 depicts schematically what is in so
sense a continuation of the simple, two-oscillator Ku
model8—a crystal chain of periodically arrayed dipole osc
lators of the corresponding monomers, oriented perpend
lar to the chain axis, with left-handed rotation by an angle
2p/3 over the lattice constant for the sitesn<0 and with
right-handed rotation for the sitesn>0. In the numbering of
the sitesn5 . . . 22,21,0,11,12 . . . the valuen50 cor-
responds to the central oscillator dividing the two regions
left-handed and right-handed rotation.

The use of the corresponding microscopic theory,1 which
includes an account of translational motion of the excito
and also the exciton–photon retarding interaction within
framework of the second-quantization representation lea
after diagonalization of the corresponding Hamiltonian,
the following system of secular equations for the wave fu
tion Cn of the symmetric polarized stateCn5C2n with
energy\v

~v22v0
2!Cn5

2v0uPu2

\a3 (
m>0

@~12dnm!w~v,~n2m!!

1~12dm0!w~v,~n1m!!#

3cosS 2p

3
un2mu DCm , ~1a!

w~v,un6mu!5F 1

un6mu3
2 i

~~v/c!a!

un6mu2

2
~~v/c!a!2GexpF i S v

aD Un6muG ,
un6mu c

© 1999 American Institute of Physics
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FIG. 1. Density of the polariton states of contacting enantiomorphic crystals.1 — band of delocalized states,2 — local polariton term. Inset shows a mode
chain of dipole oscillators.
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0<n<N. ~1b!

In Eq. ~1! v0 is the frequency of the dipole transition i
an isolated molecule,P is the corresponding matrix eleme
of the dipole moment operator,a is the chain constant, self
action has been excluded (nÞm), the second term on th
right-hand side of Eq.~1a! describes the interaction of th
enantiomorphous crystals, the first term on the right-ha
side of Eq.~1b! describes the Coulomb interaction at clo
range, the third term—the interaction in the wave zone,
the second term describes the interaction in the intermed
region, and 2N11 is the number of chain sites. To find a
exact solution of this complicated system of equatio
where we setv5v82 iv8 and Cn5Cn81 iCn9 , is quite a
difficult task sincev appears on the right-hand side in a ve
complicated way. Note that this task can be completed
follow-up work using the procedure employed in Ref. 9
solving the ‘‘inverse’’ problem by findinguPu2/\a3 as the
corresponding ‘‘eigenvalue’’ for fixedv8 andv9.

We first carried out a preliminary calculation of th
eigenfunctions and eigenenergies of an exciton in such a
tem ignoring the retarding interaction, i.e., forc→`,
v/c→0, so that in Eq.~1! only the Coulomb dipole–dipole
interaction;1/un6mu3 remains. Calculation of the spectru
of frequencies and wave functions of this system showed
above the upper edge of the band of delocalized exc
states there exists a term of the local state detached from
edge in frequency by the distance;0.12uPu2/\a3 ~as in Fig.
1! with a rapidly oscillating and decaying wave function~as
in Fig. 2!. A distinguishing feature of this state is the fa
that near the interface oscillations with change of sign t
place over the length of the lattice constant, and the perio
the spatial oscillations gradually increases with dista
away from the interface. The radius of the local stater , es-
d
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timated from the formulaCn>C0exp@2(unua/r)#(21)4, is r
>10a. Results of a treatment taking into account only t
Coulomb interaction pointed to the fundamental possibi
of the existence of local polaritons, and the full matrix co
responding to system of equations~1! was then diagonalized
On the right-hand side of Eq.~1a!, we setv5v0 to simplify
the calculations in the Heitler–London approximation. T
value of the optical parameter (v0 /c)a was set equal to
1023, which is a typical value for various crystals. The ca
culations yielded values of the frequencyv l8 and decayv l9 of
the polariton in units ofV[uPu2/\a3 as well as its wave
function Cn

( l )85Cn
( l )81 iCn

( l )9 with the defining features o
its spatial behavior indicated above.

Figure 1 depicts the band of delocalized states 1 in
form of a graph of the density of states calculated using
obtained values of the eigenvalues for a chain of 801 sites
(v0 /c)a51023. The behavior of the density of states in th
band is typical for a linear crystal, note, however, wi
maxima of different height at the boundaries of the ba
The solitary term of the local polariton state, detached by
frequency distance 0.12uPu2/\a3 from the upper boundary o
the band, is nominally represented as peak 2. The radia
broadening of this term of the local polariton,v l9 , is substan-
tially less than the detachment of this term from the up
edge of the band, their ratio is very small:\v l9/(\v l8
2\vmax)51025, and the graphical representation of th
broadening of this peak in Fig. 1 is only for illustrative pu
poses. At the same time, the calculated absolute value o
broadening of the local state substantially exceeds the v
of the broadening of an isolated monomerv l9>(10
2100uPu2)(v0 /c)3/\ for v0a/c>102321024. The abso-
lute value of the radiation broadening of the local-polarit
term can be estimated numerically using typical experim
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FIG. 2. Spatial dependence of the wave function of a local polaritonCn
( l )5Cn

( l )81 iCn
( l )9. Solid line —Cn

( l )8, Dashed line —Cn
( l )9.
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tal values of the corresponding energy parame
\v0>1 eV, uPu50.2 Å•e, v0a/c>1023, and the width of
the exciton banduPu2/a3>0.1 eV. Here the radiative deca
of an isolated monomer\g05uPu2(v0 /c)3 is equal to\v0

>10210eV, and the broadening of the local-polariton ter
\v l9>102921028 eV for v0a/c>102321024. The pres-
ence already in the one-dimensional system of a signific
radiation broadening of the local-polariton terms indica
that, for a local state of the new type, it should be possible
observe the effect of a giant increase in the broadening~‘‘su-
perradiance’’! in two-dimensional and three-dimension
twin crystal systems. Such an effect was first studied th
retically in Ref. 10 for one-dimensional and two-dimension
uniform crystals and was later observed experimentally.11,12

Here the large factor (c/v0a)'103 for the two-dimensional
and for the three-dimensional twins@(c/v0a)2'106# twins10

can increase the radiation broadening to experimentally
servable values on the order of 102321 meV.

Figure 2 plots the wave function of the local sta
Cn

( l )5Cn
( l )81 iCn

( l )9. It can be seen thatCn
( l )8 ~solid curve!

has strong oscillations with change of sign across a dista
of lengtha near the interface, and with distance away fro
the boundary this length grows. The wave function decay
a distance;10a @judging from an approximation using th
function exp@2xna#(21)n#. The imaginary part Cn

( l )9
~dashed curve!, magnified in Fig. 2 by a factor of 107, has
similar decay and oscillations.

It would seem at first glance that oscillations of the wa
function across a distance of lengtha should lead to a sub
stantial decrease in the corresponding matrix elements d
ing the intensity of the various dynamic processes with de
and excitation of this local state. However, the analog
oscillatory behavior~again over a distancea) of the bi-
phonon wave functions, for example,13 for a given relation
between the signs of the anharmonism constant and the
fective mass, not only does not lead to a substantial decr
rs

nt
s
o

o-
l

b-

ce

at

n-
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in the cross section of fission of the biphonons by neutro
but, on the contrary, for a given relation between these
signs, gives the same value of the cross section as f
non-oscillating, monotonically decreasing wave functio
which is evidence of some kind of universality as has be
noted earlier by other authors. The way that this pertains
the new type of local polariton requires further study.

In this vein, in connection with the question of the rot
tion of the polarization plane, which is important with rega
to gyrotropic crystals, the question of the polarization of t
radiation emitted upon decay of the newly discovered lo
state is also of interest. The electric field vectorE at the point
R of the wave zone of the given crystal system of radiat
oscillators is given by the following expression:

E„R…52(
n

~v2/c2!

uRnu3
@Rn@RnPn##expS i

v l

c
uRnu D ,

Rn5R2 jna, Pn5uPuCn
~ l !en , ~2!

where j is the unit vector of the chain axis,en are the unit
vectors of the corresponding dipole moments. To simp
the calculations, we used the approximating wave functi
of the local stateC̃n

( l )5C0exp@2xna#(21)n. Substitution of
this function in expression~2! gives the following value for
the electric field vectorE assuming strong decayxa.1:

E„R…52
~v2/c2!

uRu3
@R@R~P01A3e2xa@ jP0# !##

3expF i
v l

c
uRuG . ~3!

It is clear from expression~3! that the effective dipole mo-
ment of the system is rotated relative to the central dip
moment to the right, toward the vector@ jP0#, and the mag-
nitude of this rotation is determined by the decay fac
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exp(2xa). Of course, the use of exact values forFn ~Fig. 2!
numerically alters the magnitude of the corresponding ro
tions.

Local polaritons of the newly discovered type also ex
obviously, in crystal systems of larger dimensionality. F
ther study of this question in application to a tw
dimensional system of contacting enantiomorphic ha
planes with a one-dimensional interface is of interest.

In conclusion, we would like to express our since
gratitude to V. M. Agranovich for helpful discussions.
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The effect of surface roughness of a solid substrate on its wetting by a smectic-
A structure in the nematic phase of a liquid crystal
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The effect of regular wavy microrelief of a substrate surface on the formation of a smectic-A
~SmA) surface structure in a nematic liquid crystal~NLC! near the nematic–smectic-A
second-order phase transition temperature has been investigated theoretically. Within the
framework of the Ginzburg–Landau model we have obtained the dependence of the surface
smectic-order parameter and the penetration depth of a SmA surface structure into the NLC
on the amplitude and period of the substrate microrelief. The effect of surface roughness on
wetting by a SmA structure in the nematic phase of the liquid crystal is investigated. It is
shown that the wetting of a rough surface by the smectic phase is always incomplete. It is also
shown that sufficiently sharp microrelief of a substrate surface can suppress the SmA
surface structure almost completely. ©1999 American Institute of Physics.
@S1063-7834~99!02902-0#
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It is well known that the surface properties of liqu
crystals~LC! differ significantly from their bulk properties.1,2

The interaction of LC molecules with the bounding surfa
~a free surface, the surface of a solid substrate! leads to a
substantial change in the degree of orientational order in
surface layer of the nematic phase3–8 and can even induce
some orientational order in the near-surface region of
isotropic phase of a liquid crystal.9–12 The bounding surface
can also induce layered smectic structures in the n
boundary region of a nematic liquid crystal~NLC!. In other
words, the bounding surfaces of positionally disorde
liquid-crystal phases can be wetted by a smectic phase
sessing uniform translational order.13 At present, the exis-
tence of surface-induced smectic structures in the isotro
phase and the nematic phase of a liquid crystal is a fir
established fact; they are objects of intense experimental14–21

and theoretical22–25 study.
One of the more important problems arising in the stu

of surface smectic structures is the effect of microre
~roughness! of the surface of a solid substrate on its wetti
by these structures. The point is that only the free surfac
the liquid crystal can be assumed to be an ideally smo
bounding surface. In the overwhelming majority of expe
mentally realized situations, a solid substrate surface p
sesses some microrelief. In addition, surface relief of vari
geometrical shapes can be created artificially, e.g., by s
tering thin films of various oxides~SiO, GeO, etc.!26 onto the
solid substrate surface, as well as photolithographically.27–29

In Ref. 30 it was shown that a sufficiently strong deformati
of a solid substrate surface lowers the orientational orde
3061063-7834/99/41(2)/7/$15.00
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the surface layer of a nematic. Obviously, surface microre
deforming the nearby smectic layers should also hav
negative effect on the formation of a surface smectic str
ture in a liquid crystal, and this effect should be much stro
ger than in the case of a pure nematic since the deforma
energy of the smectic layers significantly exceeds the ene
of bending deformations in a NLC.13 Note that the over-
whelming majority of experimental data on surface smec
structures was obtained with the help of small-angle x-
scattering measurements from the free surface of the liq
crystal. In this situation, near nematic–smectic-A (N–SmA)
second-order phase transitions14,15,17,18,20 the penetration
depth of the surface smectic structure into the NLC reache
macroscopic value (;0.1mm!, which speaks of complete
wetting of the free surface of the NLC by the smecticA
phase. In the vicinity of isotropic phase–smectic-A (I
2SmA) first-order phase transitions,19,20 this depth did not
exceed a thickness of several smectic layers (;100 Å!,
which speaks of a partial or incomplete wetting by the SmA
phase of the free surface of the isotropic phase of a liq
crystal. As for the nematic~isotropic! phase–solid substrat
interface, the number of experiments demonstrating its w
ting by the surface smectic structure16,21 is significantly less
than the number of analogous experiments for the free
face. This fact receives especial note in the review on surf
effects in liquid crystals contained in Ref. 2. In this sam
article it is suggested that such a ‘‘quasi-absence’’ of exp
mentally revealed surface smectic structures near the L
solid substrate interface may be due to surface roughnes
the substrate. However, at present, the effect of microre
© 1999 American Institute of Physics
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of a solid substrate on the smectic structures induced by
the liquid crystal has not been examined in detail, and th
retical works on surface smectic structures22–25have consid-
ered only the case of an ideally smooth bounding surfa
One consequence of this is the absence of any estimate
the quality of surface treatment of a solid substrate nee
for it to be wetted by a surface smectic structure at a te
perature above the transition temperature to the SmA phase
in the bulk of the liquid crystal.

In the present paper we present a theoretical descrip
of a SmA structure in a NLC induced by a solid substra
surface with regular microrelief in the vicinity of th
N– SmA second-order phase transition temperature. For s
plicity, the microrelief is represented in the form of a un
form harmonic function with period much larger than t
atomic scale. The dependences of the surface smectic-o
parameter and the penetration depth of the SmA surface
structure into the NLC as functions of the amplitude a
period of the microrelief of the substrate are obtained. T
effect of surface roughness of the substrate surface on
wetting by a SmA structure in the nematic phase of the LC
investigated. It is shown that wetting of a rough surface
the SmA phase is always incomplete. It is also shown th
the existence of sufficiently rough microrelief on a substr
surface can lead to almost complete suppression of the
face SmA structure.

1. BASIC EQUATIONS OF THE MODEL

Let us consider a layer of NLC in contact with the su
face of a solid substrate with wavy microrelief described
the one-dimensional harmonic function

U0~x!5U0 cos~~2p/d!x!, ~1!

whereU0 is the amplitude andd is the period of the wavy
microrelief. We assume that the NLC layer is oriented h
meotropically ~the directorn in the bulk of the sample is
parallel to thez axis, which is perpendicular to the substra
surface!. We also assume that we find ourselves in the vic
ity of the N2SmA second-order phase-transition tempe
ture ~temperature of the NLC slightly above the transiti
temperature! and, in the sample under study, there exists u
form orientational order, close to ideal~the orientational or-
der parameterS does not depend on the coordinates and
equal to 1, i.e., the long axes of all the molecules are orien
parallel to the directorn). This latter assumption is entirel
reasonable since, in the majority of liquid crystals,N
2SmA second-order phase transitions occur quite far fr
the clearing point, and in a nematic almost ideal orientatio
order is achieved (S'1).

We assume that, thanks to the interaction of the N
molecules with the surface, a translationally ordered, laye
SmA phase with period equal to the length of a moleculel is
induced near the surface~for simplicity we assume the sur
face smectic structure to be a monolayer classical SA
phase!. If the substrate surface is ideally smooth, then
molecules inside the smectic layers will be strictly perpe
dicular to the surface, and the layers themselves will be p
allel to it. If it is assumed that the molecules in the fir
in
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near-surface layer rigidly adhere to the surface, then
layer is distorted with the same period as that of the wa
deformation of the substrate surface and this deformat
due to the small transverse compressibility of the sme
layers, is transmitted along a chain of neighboring laye
gradually attenuating with depth into the sample. Obvious
such a deformation of the near-surface smectic phase sh
have an effect on the degree of translational order of t
phase, i.e., on the magnitude of the smectic order param
On the other hand, the depth of propagation of a deforma
induced by the substrate surface into a LC layer depend
the bulk modulusB of the near-surface smectic layers, whic
is determined by their translational order.31 Thus, for a com-
plete description of the state of the near-surface region of
NLC it is necessary to determine the profile of the smec
order parameter for a given surface deformation and desc
the propagation of the surface-generated wavy deforma
U(x,z) into the NLC with allowance for the existence of
near-surface SmA structure.

To solve the problem formulated above, it is necess
to know an expression for the free-energy density in the
formed near-surface layer of the NLC. Obviously, this e
pression should contain two terms. The first of these term
the Oseen–Frank free energy density in the deformed N
associated with the director gradients13,31

f N5~K1/2!~div n!21~K2/2!~n•curln!2

1~K3/2!~n3curln!2, ~2!

whereK1, K2, andK3 are the Frank elastic moduli for th
deformations of transverse bending, twisting, and longitu
nal bending, respectively. If it is assumed that the wavy m
crorelief of the substrate surface is weak enou
@(2p/d)U0!1#, then the components of the directorn are
related to the displacement of the smectic layersU(x,z) by
the following equations:

nx'2]U/]x, ny50, nz'1. ~3!

Substituting these relations into Eq.~2!, it is not hard to
obtain

f N'~K1/2!~]2U/]x2!21~K3/2!~]2U/]x]z!2. ~4!

The second contribution to the free-energy density in
near-surface layer is the free-energy density of the surfa
induced smectic SmA phase, which is also deformed than
to the surface microrelief. Ifs(z) is the smectic order pa
rameter, andU(x,z) is the displacement of the smectic la
ers due to the regular surface microrelief, then the SA
phase induced by this surface in the vicinity of th
N2SmA second-order transition is described by the wa
microdensity31

r~x,z!5r0@11s~z!cos~2p~z2U~x,z!!/ l !#, ~5!

wherer0 is the mean density of the LC. Here the free ener
density of such a SmA structure is given by the following
expression of Ginzburg–Landau type:

f SmA5~A/2!s21~C/4!s4

1~L/2!~ds/dz!21~B/2!~]U/]z!2, ~6!
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whereA5a(T2TNA), a is a constant,T is the temperature
of the system,TNA is the N2SmA second-order transition
temperature,C is a constant, andL is an elastic constan
which determines within the context of the mean-field the
the longitudinal correlation lengthj of the fluctuations of the
smectic order in the nematic phase in the vicinity of t
N2SmA second-order transition, thus31

j5~L/A!1/2. ~7!

The first three terms of expression~6! describe the free en
ergy density of an undeformed SmA structures induced by a
perfectly smooth surface, and the fourth term defines
contribution to the free-energy density of the surface laye
the LC due to deformation of the smectic layers. Accord
to Ref. 31, the bulk modulus of the smectic layersB is pro-
portional to the square of the smectic-order parameters, and
can be written as

B5B0s2, ~8!

where the elastic constantB0 is related to the elastic consta
L by the formulaB05L(2p/ l )2. Combining Eqs.~4! and~6!
and noting relation~8!, we obtain the following expressio
for the free-energy density of the LC layer near the deform
substrate surface:

f 5 f N1 f SmA5~K1/2!~]2U/]x2!2

1~K3/2!~]2U/]x]z!21~A/2!s21~C/4!s4

1~L/2!~ds/dz!21~B0/2!s2~]U/]z!2. ~9!

To obtain the total free energy of the near-surface reg
of the NLC, it is necessary to integrate expression~9! over
the half-space above the substrate surface and add the e
of the direct interaction of the LC molecules with the su
strate to the obtained result. If we assume for simplicity t
this interaction reduces to short-range attraction forces, t
the corresponding potential for a substrate surface with
crorelief U0(x) can be represented in the form

G~z!52G0d~z2U0~x!!, ~10!

where G0 is the interaction constant of the LC molecul
with the substrate. Thus, the energy of the direct interac
of the LC molecules with the substrate per unit area of
surface turns out to be equal to

Fs5E
0

`

G~z!r~x,z!dz52G0r02G0r0s0 , ~11!

wheres0 is the value of the smectic order parameter on
substrate surface. Finally, the total free energy of the n
surface LC layer per unit area of the substrate can be re
sented in the form

F5E
0

`

f̄ ~z!dz2G0r02G0r0s0 , ~12!

where f̄ (z) is the free energy density~9! of the near-surface
LC layer after averaging over theXY plane. If we seek the
dependence of the displacement of the smectic layers on
coordinatesU(x,z) in the form

U~x,z!5U~z!cos~~2p/d!x!,
y
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U~z!uz505U0 , ~13!

then we find that such averaging yields the following expr
sion for f̄ (z):

f̄ 5~A/2!s21~C/4!s41~L/2!~ds/dz!2

1~B0/4!s4~dU/dz!21~K1/4!~2p/d!4U2

1~K3/4!~2p/d!2~dU/dz!2. ~14!

After substituting expression~14! in Eq. ~12! we must mini-
mize the free energy functional~12! over the variabless(z),
U(z), ands0. The standard minimization procedure leads
to the Euler–Lagrange equations

L~d2s/dz2!2As2Cs32~B0/2!s~dU/dz!250, ~15!

d

dz
~~B0/2!s2~dU/dz!!1~K3/2!~2p/d!2~d2U/dz2!

2~K1/2!~2p/d!4U50 ~16!

and the boundary condition

] f̄

]~]s/]z!
U

z50

52G0r0 . ~17!

Simultaneous solution of Eqs.~15! and ~16! together
with the boundary condition~17! and the condition of total
decay in the bulk of the sample of both the smectic order
the deformations induced by the substrate surface (s→0,
ds/dz→0, U→0, dU/dz→0 asz→`) yields the profile of
the smectic order parameter and determines the propag
of deformations into the depth of a non-uniform LC lay
with surface SmA structure. These equations are nonline
second-order differential equations with cross terms, a
their exact solution can be obtained only numerically. Let
attempt to obtain an approximate solution of Eqs.~15! and
~16!. Here we can make use of the following argumen
Even in the case of an ideally smooth surface the sme
order induced by it decays in the bulk of the NLC at a d
tance on the order of the longitudinal correlation lengthj
~Ref. 17!. According to the experimental data,32 at a tem-
perature roughly 0.1 K above theN2SmA second-order
transition temperaturej;0.1mm. On the other hand, if the
period of the wavy microrelief of the substrate surfa
d;1 mm, then the depth of propagation of the deformatio
induced by this microrelief even in a pure NLC~without
allowance for the near-surface smectic structure! should be
;d;1 mm ~Ref. 13!, i.e., an order of magnitude greate
thanj. Consequently, it is entirely reasonable to assume
the smectic-order parameters(z) is a rapidly decaying func-
tion of the distancez to the substrate surface in comparis
with U(z). Thus, in the third term of Eq.~16! U can be taken
to be constant and we can approximately set it equal toU0.
Then it is possible to integrate the approximate equation
tained in this way over any intervalz22z1 within the limits
of the existence region of the SmA phase. As a result we
obtain
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@B0s2~z1!1K3~2p/d!2#~dU/dz1!

'@B0s2~z2!1K3~2p/d!2#~dU/dz2!

2K1~2p/d!4U0~z22z1!. ~18!

If as z2 we take the point at which the surface smectic or
can be considered to a significant degree to have alre
decayed@s(z2'0)#, then dU/dz2 can be found from the
equation

dU/dz252~K1 /K3!1/2~2p/d!U, ~19!

describing the decay of the wavy deformation in a hom
tropically ordered NLC.13 Hence it follows that

@B0s2~z1!1K3~2p/d!2#~dU/dz1!

'2~K1K3!1/2~2p/d!3U02K1~2p/d!4U0~z22z1!.

~20!

Here the ratio of the second term on the right-hand s
of Eq. ~20! to the first term is equal to (K1 /K3)1/2@2p(z2

2z1)/d#. Since the depth of propagation of the surfa
smectic order into the NLC is an order of magnitude sma
than the periodd, and near theN2SmA second-order phas
transition the longitudinal bending modulus of the nema
K3 is significantly greater than the transverse bending mo
lus K1 ~Refs. 13 and 31!, the value of this ratio should b
much less than unity. Thus, the second term on the rig
hand side of the equation can be omitted and we obtain

~dU/dz!'2
~K1 /K3!1/2~2p/d!3U0

@B0s2~z!1K3~2p/d!2#
. ~21!

Substituting the approximate expression obtained
(dU/dz) into Eq. ~15!, we can integrate it once. If we mak
use here of the condition of total decay of the near-surf
smectic structure in the bulk of the NLC, we obtain the fo
lowing solution:

~ds/dz!'2AW~s,U0 ,d!, ~22!

where

W~s,U0 ,d!5j22s21C* s41~K1/2L !~2p/d!4U0
2

3$12@~B0 /K3!~d/2p!2s211#21%,

~23!

andC* 5C/2L. Equation~22! directly yields the equation

z5E
s~z!

s0 ds

AW~s,U0 ,d!
, ~24!

defining the profile of the smectic order parameters(z).
Here the magnitude of the smectic order parameter at
surfaces0 can be found from a combination of Eq.~22! and
the boundary condition~17!. Taking into account that

] f̄

]~]s/]z!
U

z50

5L
ds

dzU
z50

, ~25!

it is not hard to obtain the algebraic equation

W~s0 ,U0 ,d!5~G0r0 /L !2, ~26!
r
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determining the value ofs0.
Since we are interested in the effect of the surface

crorelief of a solid substrate on its wetting by the surface
A structure at a temperature above the transition tempera
to the SmA phase in the bulk of the LC, it is necessary
determine the adsorption coefficientG of the SmA structure
for such a surface. According to Ref. 2, this coefficient
equal to

G5E
0

`

s~z!dz. ~27!

If G50, then the substrate surface is not wetted by
SmA phase. IfGÞ0, but remains finite asT→TNA , then
incomplete wetting takes place. Finally, ifG→` as
T→TNA , then it is possible to speak of complete wetting
the substrate surface by the SmA structure above the trans
tion temperature to the SmA phase in the bulk of the LC. It
can be easily seen that taking Eq.~22! into account, Eq.~27!
can be reduced to the form

G5E
0

s0 sds

AW~s,U0 ,d!
, ~28!

which is more suitable for numerical calculation.

2. RESULTS OF NUMERICAL CALCULATIONS AND
DISCUSSION

The relations obtained allow us to determine profiles
the order parameter describing the SmA structure induced in
a nematic LC by a solid substrate surface with wavy micro
lief in the vicinity of theN2SmA second-order phase tran
sition temperature. These profiles, obtained for several
ues of the microrelief amplitudeU0 with fixed period
d51 mm, are shown in Fig. 1. Here we used the followin
values of the necessary parameters: (T2TNA)/TNA51024,

FIG. 1. Profile of the surface smectic-order parameter for different value
the amplitude of the wavy microrelief of the substrate surface.d51 mm.
U0(mm!: 1 — 0, 2 — 0.01,3 — 0.02,4 — 0.03,5 — 0.04,6 — 0.05,7 —
0.06.
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TNA'307 K, j50.16mm, K151026 dyn, l 5331027 cm
~data for the liquid crystal 8 CB from Ref. 32!, and C*
'1200 ~Ref. 33!. The quantityB0 was determined with the
help of the relationB0 /K1'1/l 2 ~Refs. 13 and 31!. It was
also assumed that the elastic moduliK3 andK1 are related as

K3 /K1'11~KBT/6!~pj l 2K1!, ~29!

where KB is the Boltzmann constant. This relation can
derived using the results of Ref. 34, which studied the eff
of fluctuations of smectic short-range order in the bulk ne
atic phase on the longitudinal bending modulus of the N
K3 near theN2SmA second-order phase transition. As f
the values of the parameterG0r0 /L, its choice is entirely
arbitrary in view of the absence of any detailed informati
regarding the direct interaction of the LC molecules with t
substrate surface. Therefore we have chosen it so as to o
a reasonable value, e.g.,s050.5 for the smectic order pa
rameter at the surface of an ideally smooth substrateU0

50). It can been seen from Fig. 1 that the presence of w
microrelief on the surface of the substrate leads to supp
sion of the surface SmA structure, and the sharper the m
crorelief ~the larger the amplitudeU0 for a fixed value of the
period d), the ‘‘weaker’’ is the surface smectic structur
Here, both the absolute values0 of the smectic-order param
eter at the substrate surface~Fig. 2! and the ‘‘penetration
depth’’ of smectic order into the NLC~as this depthjP we
take the distance from the substrate surface at which
smectic order parameter has decreased by a factor ofe in
comparison with its value at the surfaces0). It can be seen
from Fig. 3 that the depthjP falls off almost linearly with
growth of U0 almost linearly.

As has already been mentioned, the wettability of
solid substrate—NLC interface by the SmA-structure near
the N2SmA second-order phase transition point is det
mined by the magnitude of the adsorption coefficientG. Fig-
ure 4 plots temperature curves of this coefficient, calcula
numerically according to Eq.~28! for different values of the
amplitudeU0 of the wavy microrelief~its period was taken
as fixed and equal tod51 mm!. It can be seen from the
figure that for an ideally smooth substrate~curve 1! as the

FIG. 2. Dependence of the smectic-order parameter of the substrate su
on the amplitude of the wavy surface microrelief.d51 mm.
t
-
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y
s-

e

e
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d

phase transition temperatureTNA is approached the tempera
ture dependence ofG in the bulk of the LC asymptotically
approaches a linear dependence on2 ln((T2TNA)/TNA) ~the
asymptote is shown in the figure as a dashed line!. It is not
hard to convince oneself of the validity of this result cons
ering that forU050 the integral~28! behaves analytically
and asT→1TNA it is possible to obtain the following
asymptotic relation:

G5~1/2!C* 21/2 ln~4G0r0C* 21/2A21!. ~30!

Since A5a(T2TNA), as T→1TNA G; ln((T
2TNA)/TNA)→`. Consequently, the surface SmA structure
should completely wet an ideal smooth solid substrate n
the N2SmA second-order phase transition. However, it fo
lows from Fig. 4 that the existence of even a very ‘‘shallow
microrelief leads to a substantial deviation from t

aceFIG. 3. Penetration depth of the surface smectic order into the NLC ve
the amplitude of the wavy surface microrelief.d51 mm. (T2TNA)/TNA

51024.

FIG. 4. Temperature dependence of the adsorption coefficient of a SA
structure at the solid substrate–NLC interface for different amplitudes of
wavy microrelief of the substrate surface.d51 mm. U0(mm!: 1 — 0, 2 —
0.005,3 — 0.01,4 — 0.02,5 — 0.03,6 — 0.05.



e
c

-

th
r
ie

ie

e

c
er

ifi
p

on
i

th
th

on
ar
d
t

ta
ith

in
it

rate
rs

vy
nal

ori-
i-

nal

tic
s
i-
e-
e of

ost
atic

om-
p-

y of
re to

rder
t to

a
ds
tor-

of

ev.

v. A

ch,

311Phys. Solid State 41 (2), February 1999
asymptotic dependence~30!. It is easy to see that in th
presence of an arbitrarily weak deformation of the surfa
the dependence ofG on ln((T2TNA)/TNA) saturates and the
adsorption coefficient of the surface SmA structure should
remain finite no matter how closely theN2SmA phase tran-
sition temperature is approached. In other words, wetting
a rough substrate surface by a SmA structure above the tran
sition temperature to the SmA phase in the bulk of a LC is
always incomplete. It can also be seen from Fig. 4 that
larger the amplitudeU0 of the surface microrelief, the faste
the temperature dependence of the adsorption coeffic
saturates and the smaller will be the absolute value ofG.
Figure 5 plots the dependence of the adsorption coeffic
on the amplitude of the microreliefU0 at a fixed temperature
slightly above theN2SmA transition temperature in th
bulk of the LC @(T2TNA)/TNA51.131024# for a fixed
value of the period (d51 mm!. It can be seen that forU0

'0.06mm G is essentially zero. Consequently, the surfa
of a solid substrate with sufficiently sharp microrelief gen
ally can not be wetted by the SmA phase all the way down to
its appearance in the bulk of the LC.

The above theoretical results are of extraordinary sign
cance for two reasons. First, they fully confirm the assum
tion made in Ref. 2 that the number of experiments dem
strating effects of formation of a smectic layered structure
nematics near solid surfaces is significantly less than
number of analogous experiments for the free surface of
liquid crystal is roughness of the substrate surfaces. Sec
the theory developed above allows one to formulate cle
the requirements for the quality of substrate surfaces nee
to observe a smectic structure in the nematic phase of
liquid crystal. Thus, for example, it follows from the da
presented in Figs. 1 and 5 that, if periodic microrelief w
amplitudeU0;0.0520.06mm and periodd;1 mm remains
on the substrate surface as a result of imperfect polish
~here its shape need not be wavy!, then near such a surface
is unlikely that a surface SmA structure will be observed in

FIG. 5. Dependence of the adsorption coefficientG on the amplitude of
surface microrelief.d51 mm. (T2TNA)/TNA51.131024.
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the nematic above theN2SmA transition temperature. The
severity of such requirements on the quality of the subst
surface can be illustrated in the following way. The autho
of Ref. 30 theoretically investigated the influence of of wa
relief of the substrate surface on the degree of orientatio
order of a NLC near this surface. They showed that the
entational distortions in the nematic induced by such m
crorelief lead to a substantial decrease of the orientatio
order parameter if the conditionU0(2p/d)2jN;1, wherejN

is the correlation length of the fluctuations of the nema
order in the vicinity of theI 2N phase transition. Taking, a
in Ref. 30,jN;0.01mm, and setting the period of the m
crorelief d51 mm, we find that to achieve a substantial d
crease of the orientational order parameter the amplitud
the microreliefU0 should be;2.5mm, which is roughly
40–50 times greater than the amplitude sufficient for alm
complete suppression of surface smectic order in the nem
phase. In other words, the orientational order should be c
pletely insensitive to the surface microrelief completely su
pressing surface smectic order. Consequently, the qualit
the substrate surface needed for a surface smectic structu
exist in the nematic phase should be, at a minimum, an o
of magnitude higher than the surface quality needed no
disrupt the orientational order. This is so because
microrelief-induced deformation of the smectic layers lea
to much bigger energy losses than do orientational dis
tions in the nematic phase.
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Coherent effects in regular three-dimensional lattices of insulator nanocrystals in an
opal matrix
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Samples of the nanocomposite opal1 NaCl with 100% filling of first-order voids in the opal by
NaCl have been obtained. The thermal conductivity of the nanocomposite has been
measured in the temperature interval 4.22300 K. It is shown that NaCl, introduced into opal,
forms a regular ‘‘matrix quasilattice’’ of microcrystals, which leads to suppression of
coherent effects and, as a consequence, of properties characteristic of massive crystals. ©1999
American Institute of Physics.@S1063-7834~99!03002-6#
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This work is a continuation of a series of studies on
thermal conductivity of nanocomposites with regular stru
ture ~semiconductors and insulators injected into the voids
synthetic opals! initiated by the authors in 1995.1–5

The present work investigates the thermal conductiv
of the nanocomposite opal1 NaCl.

The crystal structure of fractal-type opals was describ
in detail in Refs. 6 and 7 and in our previous papers.1–5

However, as an aid to understanding the experimental
obtained in the present work, we shall briefly recall the m
points of the unusual crystal structure of opals. Opals
formed from close-packed spheres of amorphous SiO2 of
diameter;200022500 Å ~first-order spheres!. The spheres
themselves are made up from densely packed sphere
smaller diameter ;3002400 Å ~second-order spheres!,
which in turn are made up of close-packed spheres with
ameter of the order of 100 Å~third-order spheres!.

It is well known from crystallography that lattices o
close-packed spheres contain octahedral and tetrah
voids. In opal, such voids arise between spheres of all th
orders. The voids are interlinked by ‘‘channels’’—th
bridges. The first-order voids~and also the first-order SiO2
spheres! form a regular cubic lattice with period
a;300024000 Å. The diameters of the octahedral and t
rahedral voids and ‘‘channels’’ in the first-order structure
opals are equal, respectively, to 800, 400, and 300 Å.1! The
total theoretical porosity of opal is equal to 59%~the first-,
second-, and third-order porosities are, respectively, 26,
and 14%!. The actual total porosity of the opals we grew,
was shown earlier, was;46250%.2,8 Here the volume of
the first-order voids~and this is very important! remains
equal to its theoretical value;26%.

Also note that the thermal conductivity of synthet
3131063-7834/99/41(2)/6/$15.00
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9,

opals corresponds in its magnitude and temperature de
dence to the thermal conductivity of amorphous or ‘‘sem
rystalline’’ solids.1,2

In our foregoing works3,5 we showed that semiconduc
tors and insulators injected into the first-order voids of op
under certain conditions form a regular ‘‘matri
quasilattice’’2! of microcrystals, which leads to the appea
ance of coherent effects and, as a consequence, to the ap
ance of properties characteristic of bulk crystals.

The purpose of the present work is to expand the se
opal-based nanocomposites in which it would be possible
confirm the above conclusions on the basis of studies of t
thermal conductivity. It was of interest to inject the opal wi
a filler material having a high thermal conductivity.

As the object for study we chose the nanocompos
opal1 NaCl.3! The first-order voids were completely fille
with NaCl. We used chemically pure NaCl. The filling pro
cess took place in two steps. First, a sample of pure o
~with dimensions 132.238 mm! was immersed in a satu
rated solution of NaCl at room temperature. In this step
first-order voids were partially filled with NaCl.4 Then this
sample was immersed in a NaCl melt atT590065 °C. In
contact with the NaCl melt, a partial crystallization of SiO2

took place on the surface of the voids~pores! in the form of
crystoballite, as was confirmed by x-ray studies~Fig. 1!,
which were performed on a DRON-2 generator~CuKa ra-
diation!. The lattice constanta turned out to equal
5.642~4! Å, and texture is observed along the~110! face. For
NaCl bulk crystalsa55.640 Å.

According to the results of density measurements of
obtained nanocomposite, it can be concluded that all of
first-order voids~and channels between them! (;26% of the
volume of the sample! were completely filled with NaCl.
© 1999 American Institute of Physics
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The thermal conductivity was measured in the tempe
ture interval 4.22300 K in vacuum;1025 mm Hg on an
instrument similar to the one described in Ref. 9. Since o
and NaCl are insulators, the measured thermal conduct
of the nanocomposite (̧eff

exp) is the thermal conductivity of
the crystal lattice.

The experimental results foŗeff
exp(T) in the nanocompos

ite opal1 NaCl are plotted in Fig. 2. Figure 2 also plo
¸m

0 (T) data for the opal-1 matrix.1,2 Since amorphous SiO2
crystallized on the surface of the voids with formation
crystoballite during the filling process, it was necessary
determine the thermal conductivity̧m8 (T) of this altered ma-
trix. Toward this end, the nanocomposite opal1 NaCl was
immersed in water and kept there until the NaCl had co
pletely dissolved out, which was confirmed by x-ray me
surements. The thermal conductivity of the partially cryst
lized matrix, turned out, as expected, to be higher than
of opal-1. Data foŗ m8 (T) appear as curve3 in Fig. 2.

It turned out that the thermal conductivity of the matr
¸m8 is roughly an order of magnitude smaller than that of
nanocompositȩ eff

exp ~curve1, Fig. 2!. This is very important
to bear in mind in the following discussion of obtained r
sults.

Figure 3 compares the thermal conductivity of the na
composite opal1 NaCl, ¸eff

exp(T), opal-1¸m
0 (T), and the ma-

trix ¸m8 (T) with the thermal conductivity̧ (T) of a pure bulk
single crystal of NaCl.10 At low temperatures the therma
conductivity of the nanocompositȩeff

exp is less than that of
NaCl, and at all temperatures the thermal conductivity of
matrix ¸m8 is much less than that of bulk NaCl,¸.

To describe the behavior of the thermal conductivity
composites, there is a large set of relations in the litera

FIG. 1. Diffraction curves for the nanocomposite opal1 NaCl ~a! and a
bulk NaCl crystal~b!. The filled circles in Fig. 1~a! are reflections charac
teristic of crystoballite.
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which, when calculated for certain models, give quite go
agreement with experiment.11–13

Calculated valueş eff
calc(T) for some models of compos

ites along with experimental data for opal1 NaCl, ¸eff
exp(T)

are plotted in Fig. 4.
As can be seen, none of the models considered co

describȩ eff
exp for the nanocomposite in question.

Let us consider the calculated results in more det
Curve 2 in Fig. 4 was obtained by calculatinģeff

calc(T) ac-
cording to the equation of Odolevski�

11 4! under the assump
tion that the spheres of filler, isolated from one another
the matrix, are located randomly or regularly in the matri

¸eff
calc

¸m
512

m2

1/~12n!2~12m2!/3
, ~1!

wheren5 (¸ f /¸m); ¸ f and¸m are respectively the therma
conductivities of the filler and matrix~in our case NaCl and
¸m8 );5! and m2 is the volume occupied by the filler~in our
casem250.26).

FIG. 2. Temperature dependence of the thermal conductivity:1 — ¸eff
exp of

the nanocomposite opal1 NaCl ~100% filling of first-order voids in the
opal!; 2 — ¸m

0 of opal-1 ~Refs. 1 and 2!; 3 — ¸m8 of a sample of opal,
obtained from nanocomposite1 after dissolving out the NaCl in water.
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The calculated valueşeff
calc turned out to be much smalle

than those obtained experimentally.
Reference 11 considers a model that is quite simila

the investigated nanocomposite: unclosed interacting p
with interconnecting necks, filled with a filler having therm
conductivity¸ f . For this model, the authors of Ref. 11 su
gest the following formula to calculatȩeff

calc(T):

¸eff
calc5¸mFA2n1~0.752A!1

~0.522A2!n

n11
1

A

FA

n
~n21!G G ,

~2!

wheren andm2 have the same meaning as in Eq.~1!.
A2 is the cross-sectional area of a contact neck of

impregnations. Equation~2! is valid for

0.125<m2<0.5, 0<A<0.5.

Curve3 in Fig. 4 plots¸eff
calc(T) calculated according to

formula ~2!. Again, ¸eff
calc(T) could not describȩ eff

exp(T).

FIG. 3. Temperature dependence of the thermal conductivity:1 — ¸eff
exp for

the investigated nanocomposite opal1 NaCl; 2 — ¸ for NaCl bulk crystal
~Ref. 10!; 3 — ¸m

0 opal-1 ~Refs. 1 and 2!; 4 — ¸m8 for opal obtained from
nanocomposite~1! by dissolving out the NaCl in water. For an explanatio
of the D¸ values, see text and caption to Fig. 7.
o
es

e

The actually existing lattice of voids in opal~inset A,
Fig. 4! can also be represented in the form of a set
‘‘threads’’ running through the opal matrix.6,7 Thus it may be
supposed that end-to-end heat transfer from the hot en
the sample to the cold end is possible in the nanocompo
via the NaCl ‘‘threads.’’

Let us attempt to estimate the contribution to¸eff
exp from

such a mechanism of heat transfer.
We estimate the phonon mean free path (l ) for bulk

NaCl according to the Eq.~3!

l 5
3¸

Cvv̄
, ~3!

whereCv is the thermal conductivity at constant volume,v̄ is
the mean sound velocityv̄5 (2v'1v i/3), wherev' andv i

FIG. 4. Calculated (̧eff
calc) and experimental (̧eff

exp) curves of the temperature
dependence of the thermal conductivity for the nanocomposite opal1 NaCl
~100% filling of first-order voids!: 1 — experimental values of̧ eff

exp for the
nanocomposite opal1 NaCl ~100% filling of first-order voids!; 2 — ¸eff

calc

calculated according to Eq.~1! ~Ref. 11!; 3 — ¸eff
calc calculated according to

Eq. ~2! ~Ref. 11!; 4 — ¸eff
calc calculated according to Eq.~4!, based on geo-

metrical calculations of an actual lattice~insetA) of opal voids. InsetA —
lattice of first-order voids.6
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are, respectively, the transverse and longitudinal sound
locities, anḑ is the thermal conductivity of bulk NaCl. Th
values forw(T) were taken from Ref. 10~curve 2, Fig. 3!,
for Cv from Refs. 15–17, and forv̄ from Refs. 18 and 19
The calculated results are plotted in Fig. 5.

For an ideal lattice of voids filled with NaCl, the diam
eter of a ‘‘thread,’’ which limits the phonon mean free pa
for end-to-end heat transfer in the sample, could corresp
to the smallest diameter of a channel joining the large o
hedral first-order voids~Fig. 4 in Ref. 6!. According to Ref.
6 this diameter is;300 Å. However, because of possib
sintering of the opal matrix the diameter of the channel c
also be smaller. For a channel with a diameter;300 Å we
should have observed a maximum for¸eff

exp of the nanocom-
posite opal1 NaCl, arising from a size effect limiting the
phonon mean free path somewhere in the vicinity of 80 K~or
higher! ~Fig. 5!. However, in the experiment, the maximu
of ¸eff

exp(T) for the investigated nanocomposite is found a
proximately at 35 K.6 This can serve, to first order, as ev
dence that the effect related to heat transfer by ‘‘threads’
NaCl in the nanocomposite is either absent or is quite sm

We derived an empirical dependence for¸eff
calc(T) for the

nanocomposite opal1 NaCl, based on geometrical param
eters of the actual lattice of first-order voids in opal fille
with a filler material~the lattice in insetA in Fig. 4!, which
takes account of the end-to-end heat flux along N
‘‘threads.’’

The empirical relation has the form

FIG. 5. Temperature dependence of the phonon mean free path in NaC
crystals.
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¸eff
calc5¸NaCl•0.1481¸m8 •0.852. ~4!

The second term in~4! takes account of the heat flux alon
the matrix. The coefficient of̧ NaCl turns out to be close to
the coefficient obtained for model experiments on measu
the electrical conductivity of a solution of the NaCl injecte
into the first-order voids of the opal matrix.

Calculation of¸eff
calc(T) according to Eq.~4! ~curve 4,

Fig. 4! led to a result similar to the result calculated usi
Eq. ~2!, but in this case as well it could not explain th
experiment.

Thus, the equations for thermal conductivity of compo
ite materials could not describȩeff

exp(T) of the investigated
nanocomposite.

To explain the obtained results, we must assume t
along with the standard mechanism of heat transfer, wh
operates in a typical composite consisting of a matrix an
filler, in the nanocomposite opal1 NaCl some additional
mechanism is present which is peculiar to ordinary crys
line solids. For this purpose it is necessary to assume tha
NaCl injected into the cubic lattice of first-order voids of th
opal matrix forms a matrix quasilattice of microcrysta
which leads to the appearance of coherent effects and p
erties characteristic of bulk crystals.

Thus, the nanocomposite based on opals with a reg
structure of voids~in which the fillers fill 100% of the first-
order voids of the opal matrix! is a unique physical object
whose thermal conductivity depends on the thermal cond
tivity of two subsystems.

The first is the filler~in our case NaCl! and the matrix
with their own individual properties in the system of th
standard composite, and the second is a new ‘‘matrix qu
lattice,’’ made up of NaCl microcrystals with ‘‘heavy atomi
mass’’ ~‘‘atomic mass’’ here means the tetrahedral vo
;800 Å filled with filler! and a huge crystal lattice consta
a;300024000 Å.

In conclusion, let us try to separate from̧eff
exp of the

investigated composite opal1 NaCl the thermal conductivity
belonging to the matrix quasicrystal. We consider ag
¸eff

calc(T) calculated with the help of formula~4!. It is repre-
sented by curve4 in Fig. 4 and curve3 in Fig. 6 for the
temperature intervals 252300 K and 4.22300 K, respec-
tively. For T&30 K, ¸eff

calc begins to exceed the values o
tained experimentally for the investigated nanocompo
~Figs. 4 and 6!. What can this be due to? As was note
above, Eq. ~4! allows for end-to-end heat flux alon
‘‘threads’’ of the lattice of first-order voids of opal filled with
NaCl. In the calculations we used data for the thermal c
ductivity of bulk NaCl. In so doing, we ignored the fact th
a limitation of the phonon mean free path for NaCl tak
place in the ‘‘threads’’ because of the size effect. If we a
sume that the minimum diameter of the channels~and con-
sequently of the ‘‘threads’’! connecting the tetrahedral void
of the opal matrix is;300 Å, theņ (T) for NaCl ~calculated
according to Eq.~3! including the mean-free-path data plo
ted in Fig. 5, under the assumption that f

ulk
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T,80 K, l;const) takes the form represented in Fig. 6
the dependence18 with maximum in the vicinity of 80 K.

Calculation of¸eff
calc(T) according to Eq.~4!, taking into

account the values of the thermal conductivity for NaC
¸(T), corresponding to curve18 in Fig. 6, leads to the effec
tive thermal conductivity of the compositȩeff

calc(T) repre-
sented by curve38 in Fig. 6.

Now we can try to separate out from the experimen
valueş eff

exp(T) of the nanocomposite the thermal conductiv
belonging to the matrix quasicrystal (¸cryst) ~Fig. 6!

¸85¸cryst5¸eff
exp~T!~curve 2!

2¸eff
calc~T!~curves 3, 38!. ~5!

The value of̧ cryst obtained from Eq.~5! is plotted as curve
2 in Fig. 7. The thermal conductivity of the matrix quasi
rystal, determined with the help of the above-described p
cedure, behaves similarly to a standard crystal with an o

FIG. 6. Experimental and calculated curves of the temperature depend
of the thermal conductivity:1 — ¸ for NaCl; 2 — ¸eff

calc(T) for the nano-
composite opal1 NaCl ~100% filling of first-order voids!; 3 — ¸eff

calc calcu-
lated according to formula~4!. Explanation of curves18 and 38 given in
text.
,

l

-
i-

nary atomic mass and an ordinary lattice constant: at
temperatureş cryst;T1.9, and forT.Tmax ¸cryst;T21.

As was already mentioned, for the investigated na
composite,̧ m8 !¸eff

exp. Therefore, we could try to estimate th
thermal conductivity of the matrix quasicrystal by simp
subtracting the valuȩ m8 ~obtained noting the remarks mad
in footnote 5! ~Fig. 3! from the experimentally measure
value¸eff

exp(T)

D¸5¸cryst5¸eff
exp~opal1NaCl!2¸m8 . ~6!

The results calculated using Eq.~6! are plotted as curve 3 in
Fig. 7. As can be seen, no fundamental difference is see
the behavior of̧ cryst(T) calculated using Eqs.~5! and ~6!.

The work presented in this paper was supported b
grant from the Russian Fund for Fundamental Resea
~Grant No. 96-03-32458a!.

1!For simplicity and ease of visualization the voids are customarily appro
mated as spheres interlinked by cylindrical ‘‘channels.’’ A diagram o
cubic lattice of first-order voids is shown below in Fig. 5 (A).6

2!This term was introduced by us. We hope that it will survive in the lite
ture to describe the new structures under consideration since their pro
ties are partly similar to those of classical quasicrystals.

3!As the matrix we used ‘‘single-crystal’’ opal-1~Ref. 2!. Here we preserve
the terminology adopted in Refs. 1 and 2.

4!Analogous results were also obtained using the equations of Meredith
Tobias.13,14

5!In all the calculations, to determine the true value of¸m8 ~with allowance
for the fact that not all of the voids are filled with NaCl! we used the

ce

FIG. 7. Temperature dependence of the thermal conductivity:1 — ¸eff
exp for

the nanocomposite opal1 NaCl ~100% filling of first-order voids!; 2, 3 —
¸cryst for a NaCl matrix quasicrystal.2 — ¸cryst5¸85¸eff

exp ~opal1 NaCl! —
¸eff

calc ~curves3 and38 in Fig. 6!. 3 — D¸5¸cryst5¸eff
exp ~opal1 NaCl! — ¸m8

~see Fig. 3!.
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equation of Ref. 12 and the procedure suggested in Ref. 3. In the cal
tions of¸eff

calc using Eq.~1! and subsequent calculations using Eqs.~2!, ~3!,
and ~4! we used data foŗ of pure NaCl, Ref. 10~see curve2 in Fig. 3!

6!The nature of the appearance of the maximum in¸eff
exp(T) for the nanocom-

posite opal1 NaCl remains unclear.
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Oriented growth of oxygen-free C 60 crystallites on silicon substrates
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This is the first report of preparation of C60 fullerite films on silicon substrates coated by a layer
of natural oxide. The crystallites are about 1mm in size. The films were found to have an
enhanced stability to atmospheric oxygen. The films were obtained by a modified method of
discrete evaporation in a quasi-closed volume. The principal features of the method are
the quasi-equilibrium condensation conditions, a high substrate temperature~up to 300 °C!, and
alternation of deposition with recrystallization in a single technological cycle. The method
is characterized by high film condensation rates~up to 2000 Å/min! and an economical expenditure
of the starting material. A study has been made of the surface structure and morphology,
and of the depth profile of the film optical constants and elemental composition. ©1999
American Institute of Physics.@S1063-7834~99!03102-0#
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Development of methods of growing crystallin
fullerene films on silicon is a key problem in application
fullerenes in electronics. Fullerite films were obtained up
now by vacuum sublimation,1–6 sublimation in a closed gra
dient furnace,7 by hot wall,8,9 laser10 and jet11 deposition, as
well as by MBE12–14. All of the above studies reported fab
rication of crystalline films only on layered substrates hav
an appropriate geometrical structure factor@mica,4 GeS,12

MoS2 ~Ref. 14!#, or on specially treated large-misfit sub
strates13. Preparation of films whose structure is dominat
by weak van der Waals forces imposes special requirem
on maintaining equilibrium condensation conditions whi
would provide growth in energetically favorable direction
When obtaining films by thermal evaporation in vacuu
such requirements can be met by using closed and qu
closed evaporation chambers, so films condense at a
vapor pressure, and a small difference exists between
substrate and evaporator temperatures. Information on
preparation of fullerite films by quasi-equilibrium methods
presently very scarce.7–9

A new method of condensation of fullerite films o
amorphous and crystalline substrates has recently b
proposed.15 This work reports on the use for this purpose
nonorienting silicon substrates, a case more complex f
the standpoint of growing crystalline films while being at t
same time most promising for applications.

1. EXPERIMENT

The C60 films were obtained by a modified quasi-clos
volume method ~MQCV!. High-purity C60 fullerene
~99.98%! was used as starting material. The evaporat
chamber was described in detail elsewhere.15 The closed vol-
ume of the evaporation chamber is formed by a holl
quartz cylinder with two graphite bases. The substrates
3191063-7834/99/41(2)/5/$15.00
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mounted close to the top base. The evaporator, the
strates, and the quartz cylinder are heated by tungsten
naces and maintained at the temperaturesT, Ts , and Tw

50.7 T, respectively. The material used for the substra
was KDB-4.5 commercial~100! silicon coated by natura
oxide. The structure of the films and the surface morpholo
were studied by x-ray diffraction on D/max-B Rigaku ge
erator~1.54mm Cu Ka, l51.54 Å) and byscanning elec-
tron microscopy~SEM!. The depth profile of the optical con
stants and of the elemental composition of the films w
derived from spectral ellipsometry and Rutherford bac
scattering data16.

2. RESULTS AND DISCUSSION

2.1. Film growth rate

The diagram in Fig. 1 exhibits the main characteristics
film condensation. The film growth rates lie typically withi
the 200–2000-Å/min range. Increasing the evaporator te
perature brings about a sharp increase in the film growth
following the relationV5V0 exp (2Ea /kT), whereEa , the
film condensation activation energy, was found to be 1.9
This value is close to the activation energy of the C60 satu-
rated vapor pressurevs temperature relation,17 which evi-
dences complete transport of evaporated material on the
strate. An increase in the substrate temperature reduce
growth rate, because the probability of reevaporation
creases with temperature. A comparison with the availa
literature data listed in Table I shows that the growth ra
obtained exceeded by several orders of magnitude th
reached by the other methods employed up to now~1–30
Å/min!.

The conditions favoring the growth of fullerite film
from the physical and technological standpoints are a
© 1999 American Institute of Physics
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supersaturation of the vapor phase and a fairly high cond
sation rate under intense reevaporation.

Vacuum sublimation from open sources involves co
densation from a molecular cluster beam at a high supers
ration of the vapor phase (1052107), with the maximum
substrate temperature at which the film still continues
grow not exceeding 200 °C. In the modified, closed-volu
method used here the film condenses under near-equilib
conditions, at a high vapor pressure and a low supersat
tion (1022103), i.e., with a small difference between th
substrate and evaporator temperatures. Film growth on a
strate maintained at a high temperature is accompanied
intense exchange interaction of the growing condensate

FIG. 1. Rate of condensation of C60 films vsevaporation,T, and condensa-
tion, Ts , temperature.
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the vapor phase, with simultaneous recrystallization throu
coalescence of nuclei, by defect annealing, and diffusion
adsorbed atoms and molecules over the substrate surfac

An analysis of x-ray diffraction patterns obtained wi
different substrates showed that, if condensation occurs
low 200 °C, the crystalline phase exists only in films grow
on an orienting substrate, in our case, mica.15 X-ray diffrac-
tograms of C60 on silicon show only an amorphous halo
15–17°, which corresponds to reflection from individu
clusters~the lower curve in Fig. 2a!. The strong interaction
of C60 with the substrate does not favor formation of epita
ial layers. Fullerite films growing on hydrogen-treated si
con surfaces interact only weakly with the substrate, a
therefore physical absorption gives rise to growth of~111!
crystalline films, whereas silicon coated by natural oxi
stimulates chemical absorption suppressing the ordering
the first monolayers to form, which favors growth of amo
phous films in the same conditions.2

Increasing the oxidized-silicon substrate temperat
from 200 to 265 °C results in the appearance in the films o
crystalline fullerene phase with peaks corresponding to
~111!, ~220!, and ~311! reflections. These observations a
supported by surface morphology studies with a scann
electron microscope~Fig. 3!. The surface with rounded-of
hillocks seen in Fig. 3a is characteristic of an amorpho
film, while Fig. 3b exhibits the presence of a polycrystalli
phase, with~111! preferred orientation parallel to the sub
strate. The unusually high crystallinity of the film obtaine
on oxidized silicon is associated apparently not with the s
face diffusion of clusters, which is impeded by the high clu
ter molecular mass, but rather with intense reevaporation
weakly bound clusters under a high cluster flux impinging
the surface.
TABLE I. Comparison of the characteristics of fullerite films obtained by different techniques.

Method of preparation

Condensation parameters Film characteristics

Ref.p0 , Torr Ts , °C Vcond, Å/min Substrates Crystallite sized, mm

Vacuum sublimation 1026 5–20 Glass 0.01 1
20 15 Si, 0.03 2

SiO2 Amorphous
1026 20–200 10 Mica 0.1 3

Si, Amorphous
SiO2

1026 100 15 NaCl, 0.01 4
Mica 0.05

1026 240 5 KI~001! 0.3 5
1026 20 20 Si~100! 0.02 6

MBE 1029 200 0.1 Mica, 0.4 14
NaCl, 0.2
MoS2 1

1029 20–200 0.3–1 GeS~001! Epitaxial 12
1029 200 0.5 Si~111! 0.1 13

~737!
Sublimation in closed
temperature-gradient furnace 631027 200 7 Glass 1 7
Hot wall 1027 140 1.3 Mica 0.05–0.1 8,9
MQCV 1027 200–300 20–2000 Si~100! 0.5–1 present work
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2.2. Multistage film growth

It could be expected that the merits of the qua
equilibrium growth of films bonded by weak van der Waa
forces on large-lattice-misfit substrates would become b
seen if condensation took place on the substrate precoate
a C60 layer. Such passivation would reduce the effect of
substrate-induced active condensation centers. This sug
tion was tested by using a multi-stage method, with the de
sition and recrystallization alternating in a continuo
vacuum cycle. In the first stage, a C60 buffer layer, 500–
600-Å thick, is deposited on a silicon substrate at a h
condensation temperatureTs52802300 °C. This is fol-
lowed, without impairing the vacuum, by annealing at 1
20 °C above the condensation temperature. In these co
tions, the condensate undergoes intense reevaporation
recrystallization to form blocks separated by boundar
which pass at 90 and 120° and are clearly seen in S
images~Fig. 3c and 3d!.

The deposition in the second stage takes place on
modified first C60 layer under conditions in which the firs
layer was formed, with subsequent vacuum annealing
recrystallization of the second layer. The x-ray diffracti
patterns presented in Fig. 2b show a substantially increa

FIG. 2. X-ray diffraction patterns of C60 films on oxidized silicon.~a! One-
stage process; condensation temperaturesTs ~°C!: 1 — 190,2 — 230,3 —
265; ~b! Multi-stage process,Ts5250 °C; 1 — two stages,2 — three
stages.
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crystallinity of the film. Electron photomicrographs~Fig. 3c
and 3d! reveal the presence of coarse-grained growth figu
at the block boundaries. The crystallite diameter was fou
to be of the order of 1mm, which exceeds literature dat
considerably~see Table I!, and the filaments may be as lon
as 30–50mm. The nucleation and growth of crystallites
the second layer occur obviously at the active block bou
aries of the first recrystallized layer, and the subsequent t
mal vacuum anneal of the second layer stimulates auto
lescence of nonequilibrium crystallites to produce lar
faceted crystals, which may join to create growth patterns
different shapes. In the third stage of deposition, perform
under the same conditions, it is the growth figures that ac
centers for the crystallization and recrystallization. This
sults in a random growth of faceted cubic crystals, who
shape is fairly close to the equilibrium one~Fig. 3e and 3f!.

2.3. Oxygen content in the films

It is known that as-deposited fullerite films interact a
tively with oxygen, which degrades rapidly their electric
and optical characteristics.18–20 The interaction of thin films
with oxygen reduces to intercalation and physisorption, w
formation on the surface of crystallites of a charged O22

layer. Obviously enough, the stability of films against ox
gen depends substantially on their structure~amorphous,
finely or coarse-grained!, which is determined by the actua
conditions of condensation. It is known, for example, th
large fullerite crystals~a few mm in size! are stable with
respect to oxygen, i.e. the instability of most of the films
associated with the large total crystallite surface area and
high rate of oxygen diffusion over the interfaces.19

A careful analysis reveals that most of the films d
scribed in the literature~see Table I! cannot be considered t
have been obtained under high-vacuum conditions. Indee
can be shown that a monolayer of oxygen adsorbs on a
strate in a residual pressure of 1026 Torr in three to four
seconds,21 whereas the growth of a C60 monolayer takes
5–60 s. Taking into account the low substrate temperatu
which do not favor oxygen desorption, it becomes clear t
such conditions of preparation, first, impair the epitax
growth regime and, second, lead to condensation of fi
already saturated by oxygen to a considerable extent. Th
corroborated by the report19 that condensation of C60 at an
oxygen pressure of the order of 1026 Torr produces interca-
lated films with an O2 content of 0.5 at.%. It could be adde
that deposition of most metals at such oxygen pressures
growth rates of 10–100 Å/min produces stoichiometric me
oxides.21 Hence oxygen-free films can be obtained either
residual pressures of 102821029 Torr or at high condensa
tion rates.

The films prepared by us by the modified closed-volu
method condense with a rate of 5–10 C60 monolayers per sec
at high temperatures favoring desorption of impurities, a
have coarse-grained structure with crystallites about 1mm in
size. Such films could be expected to have a higher stab
with respect to oxygen.

To check this assumption, we carried out a compara
study of the depth profile of optical constants~the refractive



322 Phys. Solid State 41 (2), February 1999 Makarova et al.
FIG. 3. Morphology of C60 films on oxidized silicon.~a,b! One-stage growth,Ts5200 °C ~a! andTs5265 °C ~b!; ~c2f! Multi-stage growth,Ts5250 °C,
~c,d! two stages,~e,f! three stages.
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indexn and absorption coefficientk) in the films obtained by
the above technique and by standard molecular-beam
densation by the technique described in Ref. 6. The meas
ments were made by spectral ellipsometry in the 1.9
2.80-eV region. As seen from Fig. 4, a common feature
the films obtained by the two techniques is the presence
surface layer with a carbon/oxygen content ratio C:O5 10:1
(C60O6), thickness of 150 Å, and refractive indexn51.5.
This layer forms in air in several minutes and does
change in optical parameters thereafter during sev
months of storage. Films grown by molecular-beam cond
n-
re-
–
f
a

t
al
n-

sation6 are optically inhomogeneous, with a gradient of o
tical constants observed to exist throughout their thickne
The values ofn andk indicate an enhanced oxygen content
the film surface.20

The films grown by MQCV with a condensation rate
800 Å/min have a thinner surface layer, are optically hom
geneous throughout the remainder of the thickness,
stable when stored in air for six months.

An analysis of MQCV-grown films by Rutherford back
scattering also revealed the presence of a surface layer
the C60O6 stoichiometry. The volume concentration of ca
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bon atoms derived from the energy spectra of backscatt
ions and the film thickness extracted from ellipsometric m
surements permitted us to calculate the film dens
r51.58 g/cm3, which is close to the valuer51.65 g/cm3

for bulk crystals.
Thus interaction of a fullerite film with oxygen produce

a surface layer enriched in oxygen. In heavily defected, fi
grained and amorphous films, diffusion of oxygen over
interfaces continues and results in optical inhomogene
and unstable film properties. In a coarse-grained, structur
perfect film such a layer passivates the surface and inh
further diffusion of oxygen into the bulk of the film.

Thus our studies have demonstrated the possibility
growing coarse-grained, structurally-perfect, optically hom
geneous and stable, oriented fullerite films with uniqu
large crystallites and a low oxygen content by a technolo
cally simple vacuum method. The results of our stud
broaden considerably the possibilities of investigation a
the applications potential of fullerite-based films and str
tures.

The authors owe their thanks to I. T. Serenkov and V
Sakharov for the Rutherford backscattering measureme
and to N. I. Nemchuk for making SEM images.

FIG. 4. Depth profile of optical constants (hn52.8 eV) of fullerite films
obtained by different techniques. Solid line — MQCV, dashed line
vacuum sublimation.
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A comparative study of the thermodynamic properties of the C70 fullerene, sulfur, and C70S48

crystals has been made by differential scanning calorimetry. It is shown that only C70S48

has an endothermicd phase transition with a peak at 430 K, which lies in the temperature region
exhibiting conductivity and dielectric anomalies. A correlation between the behavior of the
sulfur sublattice in the C70S48 crystals and the thermodynamic parameters of the transition has been
established. ©1999 American Institute of Physics.@S1063-7834~99!03202-5#
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It was shown1,2 that, in the range from 100 K to room
temperature, the C70S48 lattice exists with the polar spac
groupAmm2. This means that C70S48 crystals possess spon
taneous polarization and belong to the class of pyroelect
In principle, these crystals could be expected to transform
an unpolar phase with increasing temperature~ferroelectric
phase transition!. It was shown, however, that no such tra
sition takes place up to 450–500 K.3 At the same time it was
found that the relatively slow increase in the conductivity
C70S48 samples observed with increasing temperature is
placed near 400 K by an abrupt~by several orders of mag
nitude! and irreversible growth. Such a sharp increase in c
ductivity is characteristic of a transition to the superion
state.4

The present work studies the specific features in the t
modynamic behavior of C70S48 crystals by differential scan
ning calorimetry~DSC!.

1. EXPERIMENTAL TECHNIQUE

C70S48 single crystals were grown by slow evaporati
of a stoichiometric mixture of sulfur and C70 solutions, but,
in contrast to Refs. 1,2, the solvent was benzene C6H6 rather
than CS2. The method of growing these single crystals
described elsewhere.5 By properly monitoring the rate an
temperature of crystallization during the growth that las
two to three weeks, we succeeded in obtaining crystals o
to 103130.1 mm in size. The crystals exhibit needle-lik
habits and have a scaly structure with layers parallel to~100!.
X-ray diffraction revealed, besides~100!-type reflections
with orders of up to 20–30, reflections from other planes
well, which implies that large needles consist of differen
oriented blocks making up a~100!-type texture. The struc
ture of the crystals is orthorhombic with unit cell paramet
a538.0, b520.23, andc510.7 Å, which is in a good
agreement with the results quoted in Ref. 2 (a537.953,b
520.241,c510.226 Å).

The thermal effects were studied on a DSC-2 Perk
Elmer differential scanning calorimeter within the 220–5
K range by the well-known technique6,7. The temperature
scale was calibrated against the melting points of indi
~430 K! and ice ~273.1 K!. The samples to be measure
3241063-7834/99/41(2)/4/$15.00
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(C70S48 crystallites or C70 and sulfur powder! were placed in
air-tight aluminum ampoules and heated or cooled in nit
gen flow together with a reference~a corundum crystal! kept
in the reference cell. The heating or cooling~temperature
scanning! were carried out at a constant rate, and the ene
required to maintain the sample and the reference at the s
temperature was measured. DSC curves record the heat
absorbed or released by a sample per unit time,dH/dt,
whereH is the total enthalpy.

2. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

In addition to a calorimetric study of the C70S48 com-
pound, we performed also a preliminary calorimetric inve
tigation of powder samples of C70 and sulfur~OSCh grade!.
No thermal effects were found in the DSC curve of C70

within the 350–500 K region, while the DSC curve of sulf
exhibits three endothermic peaks at about 390, 400, and
K ~curve1 in Fig. 1!. The temperatures 390 and 400 K a
the melting points of orthorhombic~385.9 K! and monoclinic
~392.1 K! sulfur phases, and the slight excess of the exp
mental temperatures of the endothermic peaks can be
signed to the DSC-2 thermal response.

Figure 1 presents also a DSC curve for C70S48. A strong
endothermic peak is observed here at 430 K, which is cle
different from the peak temperatures in the sulfur DS
curve. The enthalpy derived from the peak areaDH
516 J/g. A small peak seen in this curve at 390 K eviden
the presence in C70S48 crystals of inclusions of pure sulfur in
rhombic phase. No noticeable thermal effects~peaks or
anomalies! are seen in the DSC curves of C70S48 obtained
under cooling from 500 to 293 K.

It should be pointed out that the DSC peak of C70S48 lies
within the temperature region where dielectric and resistiv
anomalies were observed3 earlier ~Fig. 2!. As seen from the
figure, the dc resistance of samples decreases rapidly a
400 K. This is paralleled by a steep growth of the capac
which is accompanied by a peak in dielectric losses. T
relations presented in graphical form in Fig. 2 were me
sured on samples which were not subjected to any prel
nary thermal treatment. Subsequent cooling reveals not
able irreversibility in the temperature course of the measu
© 1999 American Institute of Physics



s
ffe

S
o

93
d
e

0

rti
th

e
K
5

m

ta

a
-

la
tru
d
on
ly

in
o

ub-
d
se

ore
les
nd

ing
for
ects
ad

e at

ial
ich
e at

the
is-

road
he
sul-

325Phys. Solid State 41 (2), February 1999 Egorov et al.
quantities, namely, the capacity, dielectric losses, and re
tance. The temperature hysteresis is not the same for di
ent samples and can become as large as 50 K.

It was also found that the parameters of the main D
peak of a C70S48 sample depend to a considerable extent
its thermal prehistory~Fig. 3!. For instance, preliminary
heating of a sample up to 435 K followed by cooling to 2
K reduces the height of the peak by an order of magnitu
and its area, by a few times. Note that the change of the p
parameters observed under fast cooling~quenching! is larger
~curve 3! than that under slow one~curve 2!. Finally, the
endothermic peak at 430 K in the sample preheated to 73
and cooled thereafter to 293 K disappears completely~curve
4!, and subsequent prolonged~up to two months! holdup of
the sample at room temperature results not only in a pa
recovery of the 430 K peak but in the reappearance of
endothermic peak~curve5! corresponding in position to th
melting peak of the rhombic phase of free sulfur. The 390
peak again disappears after the sample was heated to 43
and the DSC curve exhibits in this case only the endother
peak due to the phase transition in C70S48 ~curve6!.

Consider briefly the possible nature of the thermal ins
bility of C70S48, in particular, the formation of the 430 K
endothermic peak and its evolution under various therm
cycling conditions. Because the C70S48 structure can be rep
resented by two weakly coupled sublattices of C70 and of
sulfur,2 the temperature-induced variations in these sub
tices may be assumed to be independent. The crystal s
ture of C70 is known8 to be fairly stable above 340 K an
does not undergo any substantial structural transformati
Accordingly, the C70 sublattice can also remain sufficient
stable within the temperature range under study~above 340
K!. Free sulfur, the ‘‘free analog’’ of the sulfur sublattice
C70S48, exhibits in this temperature range a diverse therm

FIG. 1. DSC heating curves of~1! sulfur and~2! C70S48 . Heating rate 10
K/min.
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dynamic behavior. It may be conjectured that the sulfur s
lattice in C70S48 ~which consists, like sulfur, of crown-shape
S8 molecules! could undergo structural transformations clo
in pattern to those occurring in free sulfur.

To test this idea, free sulfur was subjected to a m
comprehensive calorimetric investigation. Powder samp
of chemically pure sulfur were studied in the starting a
quenched~preheated to 490 K and cooled rapidly! states
~Fig. 4!. As already mentioned, the DSC curve of the start
sulfur exhibits two endothermic peaks at about 400 K. As
the prequenched sulfur, its DSC curve reveals thermal eff
of opposite signs, namely, an exothermic one within a bro
temperature region of 290–330 K, and an endothermic on
the melting point of the rhombic phase.

It is known9 that quenched sulfur undergoes a part
amorphization to become the so-called plastic sulfur, wh
transforms to the rhombic phase under prolonged storag
room temperature. The plastic~amorphous! phase has typi-
cally a higher defect concentration. The transformation of
plastic to rhombic sulfur under heating accounts for the d
appearance of these defects, which is signaled by a b
exothermic feature in the DSC curve at 290–330 K. If t
processes responsible for the formation of the crystalline

FIG. 2. Temperature dependences of~a! capacityC, ~b! dielectric losses
tand at 1 MHz , and~c! dc resistanceR of C70S48 single crystals.
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fur sublattice in C70S48 and of the free-sulfur lattice are iden
tical, then the parameters of the endothermic peak in C70S48

crystals should depend both on the temperatures to w
they were heated~above the phase-transition point! and on
the prehistory of the crystals below the phase-transition t
perature~Fig. 3!.

A partial support for this conjecture may come from
comparison of curves2 and 3 in Fig. 3, which reveals a

FIG. 3. DSC heating curves for~1! original and~2–6! pretreated C70S48

samples:~2! heating to 435 K followed by cooling to 293 K with a rat
Vc51.25 K/min; ~3! heating to 435 K followed by rapid cooling~320
K/min! to 293 K; ~4! heating to 730 K with subsequent cooling to 293
Vc5320 K/min; ~5! heating to 730 K and cooling to 293 K atVc5320
K/min with subsequent storage for two months;~6! heating of sample 5 to
435 K and cooling to 293 K withVc51.25 K/min. Heating rate 10 K/min.

FIG. 4. DSC curves of sulfur in~1! initial state and~2! quenched (Vc

5320 K/min) from 490 K. Heating rate 10 K/min.
ch

-

difference between the cases of fast and slow cooling
C70S48 samples preheated to the same temperature.

To determine the temperature region within which
C70S48 sample has to be maintained after a heating to 43
in order for their transition parameters to change, the follo
ing experiments were carried out. Figure 5 shows DSC h
ing curves of samples obtained after their thermal cycli
Each cycle was terminated at 435 K, a temperature above
phase-transition point. On reaching this temperature,
sample was cooled in each cycle to one of the followi
temperatures, namely, 390, 360, 330, or 290 K, to be he
again thereafter to 435 K. No noticeable thermal features
the form of peaks or anomalies were observed under cool
No thermal effects are seen either in the DSC curves m
sured after cooling the crystals to 390 or 360 K~curves1 and
2!. By contrast, the DSC curves of the samples cooled p
liminarily to 330 and 290 K reveal an endothermic phas
transition peak~curves 3 and 4, respectively!, which is
weakly pronounced in the first case and close in intensity
the original effect~curve6 in Fig. 2!, in the second. Thus we
witness apparently in the 330–290 K interval recovery~at
least, partial! of the C70S48 structure. As follows from experi-
ments with pure sulfur~Fig. 4!, within the same interval the
defects in plastic sulfur are annealed to transfer it to
rhombic phase. This coincidence gives us grounds to bel
that both the formation of the C70S48 lattice and the appear
ance in it of thermally induced defects are associated pri
rily with the annealing or, conversely, creation of defects
the sulfur sublattice. These defects can give rise to relaxa
phenomena. Indeed, it is such a relaxation pattern that
evident3 in the dielectric anomalies in C70S48 under heating.

Thus our present studies, combined with the results o
investigation of the temperature dependences of capacity
electric losses, and resistivity reported in Ref. 3, may
considered as evidence for the existence of a phase trans
at 430 K in C70S48 crystals, which, judging from the abrup
drop of the resistivity, has a superionic nature and is app
ently associated with melting of the sulfur sublattice.

The authors owe their thanks to V. V. Lemanov for i
terest in this work and fruitful discussions.

FIG. 5. DSC heating curves of C70S48 samples precooled from 435 K at
rate of 10 K/min to~1! 390 K, ~2! 360 K, ~3! 330 K, and~4! 290 K. Heating
rate 10 K/min.
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