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The capacitance of a two-layer planar capacitor containing a thin layer of $iFi€alculated

by conformal mapping using the partial capacitanc e method. Simple formulas are obtained

for approximation calculation of the capacitances of individual components of a planar structure,
and their limits of applicability are determined. A relation for the capacitance of a planar
capacitor is derived which takes account of the size effect in a ferroelectric film within the context
of the partial capacitance method. The calculated result is compared with the experimentally
measured capacitance. ®99 American Institute of Physids$§1063-784£9)00104-X|

INTRODUCTION implemented in the works of Kochand@!! however, its

Recently interest has been rekindled in the practical uséurrent name was gradually formed only in the English-
of controllable ferroelectric components in microwave language literatur& ' The partial capacitance method is
technology:™ This has been largely the result of advances inbased on the introduction of zero boundary conditions
microwave cryoelectronics at liquid-nitrogen temperatures  for the normal components of the field at the boundary
stimulated by developments in microwave circuit element$f the media — the “magnetic wall” — and subsequent
based on high-temperature superconductfie practical ~correction of the value of the dielectric constant of each of
application of devices working at liquid-nitrogen tempera-the media. The use of this method to calculate complicated
tures makes it possible to actively employ the ferroelectriddlanar structures requires an estimate of its accuracy. Such
nonlinearity, since the dielectric losses at this temperatur@n estimate was first made for a coplanar transmissioft'line
are much lower than at room temperatfirehe large value by comparing with a calculation performed on an analog
of the dielectric constant of ferroelectrics has led to the necomputer: the error did not exceed 1-2%. Later the method
cessity of using these materials in the form of thin films withwas included in a handbotkand used in calculations as
thickness on the order of one to several microns when use@ priori reliable without an estimate of possible errbis:®
as components of microwave deviéeBhus, the use of fer- A comparison was made in Ref. 16 of the calculated and
roelectrics in microwave devices is based on a planar tectexperimentally measured group velocity of the wave in a
nology in which the main design elements are a planar and goplanar line. The revealed error did not exceed 5%, which
capacitor, a coplanar or gap transmission line. To utilizecan most probably be assigned to errors in the measure-
these elements toward this end, it is necessary to develdpents. For a two-layer planar structure containing a thin film
mathematical models of these elements which can form th&ith a large dielectric constaii¢=300—10 000, and a thick
basis of a system of computer-aided desigAD) of micro- ~ Substrate £=10-25), the applicability of the partial capaci-
wave devices utilizing ferroelectric materials. The develop-tance method was subjected to a special analysighich
ment of such models is the goal of the present work. made it possible to determine the limits of applicability of

The dependence of the dielectric constant of bulk andhe method. Corresponding quantitative estimates are given
film samples of ferroelectric materials on the temperaturd>¢elow.
and electric field strength is well described on the basis of a
validated phenomenological modél.In addition, models - e Al MAPPING OF A PLANAR STRUCTURE
are needed which allow one to calculate the capacitance of a
planar structure formed by a ferroelectric thin film on an The distribution of the electric field in planar capacitors
insulating substrate with metalsuperconducting planar  is nonuniform.
electrodes with allowance for the fringing fields in the am-  To calculate the capacitance of a planar capacitor, it is
bient free spacéair). Such a calculation can be based on thecustomary to use conformal mapping. The use of conformal
method of conformal mapping, which allows one to trans-mapping based on the Christoffel-Schwarz transform&tion
form the field in a planar structure into the field of a sand-makes it possible to transform the structures shown in Fig. 1a
wich capacitor. The planar structure in question consists ofand 1b into a rectanglg-ig. 19. The capacitance of a sand-
three component parts: the ferroelectric film, substrate, andiich capacitor without fringing fieldéFig. 19 is easily cal-
air. A separate calculation of the capacitance of each of theulated:
component parts with subsequent summation constitutes the

basis of the partial capacitance method. This method was C:M,
first 2K (k)

k'=\1-K?, 1)
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FIG. 1. Conformal mapping of the planar structuse— two planar electrodes in free spabe— result of mapping into a sandwich capacitor without fringing

fields.

whereK (k) is the total elliptic integral of the first kinkis  formed by the capacitance of the stray fields in the ambient
the modulus of the elliptic integrak is the permittivity of  space(air) with dielectric constant;=1, the capacitance of
free space, and, is the dielectric constant of the medium in the ferroelectric layer of thicknes$s with dielectric constant

which the electric field is concentrated.

€4, and the capacitance of the substrate of thickigssith

For the structures shown in Fig. 1a and 1b we have dielectric constant;. The calculation was based on the par-

s s ol tial capacitance methdd '® We represent the composite
kazl_, kb:tanl‘(m /tan)‘(ﬁ). (2),(3) layered capacitofFig. 2) as three simple planar capacitors
with homogeneous fillefFig. 3) connected in parallel, and

The ratioK (k")/K (k) can be represented by the follow- Seek its capacitance as the sum of the three partial capaci-

ing approximate forn{Ref. 18, pp. 38 and 39 tances
1+ l_k2 0.25
7 1n +d-k) for k?<0.5, C=C,;+C,+Cs, (5)
: 1-(1-k?)%%
K(k")
FO=2m0 = 14 K05\ 172 .
(k) ol n for k2=0.5. whereC,, C,, andC; are the capacitances of the component
— K0 parts of the planar capacitor, which are the fringing field in
@ air, the ferroelectric film, and the substrate.

The error of the above approximate form does not ex-
ceed 10° (Ref. 18. Note that the above formulas give the
capacitance of planar structures per unit length in the direc-
tion perpendicular to the plane of the figure.

FORMULAS FOR CALCULATING THE CAPACITANCE OF
THE COMPONENT PARTS OF A PLANAR STRUCTURE

Consider a planar capacitdFig. 2). Its capacitance is

I3

h, hy 1
s »
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s
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FIG. 2. Diagram of a planar capacitor consisting of an insulating substratef-IG. 3. Separation of a planar capacitfiig. 2) into partial capacitances
a thin dielectric layer with a large dielectric constant and conducting elec{the procedure underlying the present calculgtian— electrodes in “air”;

trodes separated by a gap of width

b — thin dielectric layerc — thick dielectric layer.
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Here the dielectric constants of the media are decreasgubssible to formulate the following restriction on the appli-

in accordance with the equalities

(6)

cability of the method, which vouchsafes the applicability of
the concept of a “magnetic wall.”

e3=e,—€3, &3=e3— L.

The method is applicable if the inequality
These changes in the values of the dielectric constants of
. L. . . S= 1(]']2
the layers constitute the main idea of the partial capacitance
method, in which each layer is screened from the other layeris satisfied fore, /e3> 102,

by a “magnetic wall” which does not transmit the normal This is in good agreement with resditsalculated for a
components of the electric field vectors. The mutual influ-two-layer planar structure without assuming the presence of
ence of the various layers on the field distribution in each o magnetic wall. Calculation shows that if inequalifyl) is
them is taken into account by the changes in the values of theatisfied the error in the calculation of the total capacitance

dielectric constant of each of the layers represented in thef the planar structure arising as a consequence of the above

(11)

case under consideration by relatiqi6s.

approximations will not exceect1%.

Now let us calculate each capacitance separately taking We may also compare the results obtained using the ex-

the above into account.
1. The capacitance of the air gépig. 33

S
k1:|-. Ci=ggF(ky)-w. (7)

act formulas obtained by conformal mappir(@)—(9), and
using the simplified formulagl0)—(10").

We consider a specific realization of a planar capacitor
in which we vary the width of the gapover wide limits for
the remaining dimensions fixgthese are given in Table.|

2. The capacitance of the ferroelectric layer bounded by ~ Figures 4a—4c plot the values of each of the partial ca-

the “magnetic wall” (Fig. 3b

e 7S
2—tan 4_hg

|
/tanr(l> . Cu=05c0eiF(kp)-W. (8)
ah,

pacitances calculated according to formu@as-(7) and(8)—

(10). For ease of visualization, the inverse capacitance of
each of the layers is plotted as a function of the relative
width of the gap. In each of these cases the gap width is

3. The capacitance of the substrate bounded from belowcaled to a characteristic length of the corresponding struc-

by the “magnetic wall” (Fig. 39
l

TS
"3:t""”r(4<h3+h2> ”""”*(4<h3+h2>

03:0.5808§F(k3) - W.

©)

Formulas(7)—(9) allow for the width of the planar ca-
pacitorw indicated in Fig. 2. For practical calculations it is
convenient to use a simplified variant of formulég—(9),

ture: in the case of electrodes it is their length, in the case of
dielectric layers it is their thickness. It can be seen from the
figure that the simplified formulas work well if the following
inequalities are satisfied:) Tor the capacitance formed by
the fringing fields in air

which is obtained by expanding the given formulas in a se-

ries in a small parameter. As a result we obtain

I
C]_:W'S();In 45), (10)
_ W-gg(e2—¢3) ;
C2= g, + (@lmn2’ (0)
1 hz—h, !
C2:W'80(83_1);|n 16 s (10)

Formulas(10) use the quantitiesll, h,/s, and s/hg,
respectively, as the small parameter.

LIMITS OF APPLICABILITY OF THE CALCULATIONAL
FORMULAS

s=<0.29; (12
2) for the capacitance of the ferroelectric layer

s=h,; (13
3) for the capacitance of the substrate

s<0.5h;3. (19

Obviously, inequalitieg12)—(14) are to be applied in
conjunction with inequality(11).

ACCOUNT OF THE SIZE EFFECT IN THE FERROELECTRIC
FILM

It is well knowr? that a size effect is manifested in thin
films of ferroelectric materials, i.e., they manifest the depen-
dence of the electrophysical parameters of the material on
the thickness of the layer.

It has been established that the size effect manifests it-
self differently

The partial capacitance method has a bounded region of
applicability. The reason is that the partial capacitancelABLE I. Numerical characteristics of planar structures for calculation of

method is based on introducing

“magnetic walls” between separate layers of the planar
structure. Some correction is achieved by the correction of
the dielectric constant of the layers. For a large distance be=
tween the electrodes the electric field lines are no Iongefa
concentrated within the chosen layer but extend beyond it,ayer 3

thereby violating the concept of the “magnetic wall.” It is

the partial capacitances, results of which are plotted in Figs. 4a—4c.

Thickness, &, Lengthl, Width w,

um um um
lectrodes h,=0 2000 w= 600
er 2 h,=1 £,=1000 2000 w=600
hy=500 e3=11 2000 w=600
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FIG. 4. Limits of agreement of the calculation of partial capacitances based
on the exact formulas and on simplified formulas obtained by conformal
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mapping: a—¢ — the partial capacitances shown in Fig. 3.

for different orientation of the ferroelectric polarization vec-
tor relative to the boundaries of the layéiere the form of

Vendik et al.
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FIG. 5. Formation of effective anisotropy of the ferroelectric layer due to
the size effectl is the substrade

the ferroelectric polarization is equal to zdftrozen” ) on
both surfaces of the ferroelectric layer.
Thanks to this, there exists a ferroelectric polarization

gradient transverse to the layer. Thus, in the case of a planar
capacitor the direction of the electric field vector in the cen-
tral part of the laye(where the field is uniformis perpen-
dicular to the polarization gradiefEig. 7). In this case the
size effect can be manifested onlyhi& 10”2 um (Ref. 19.
Therefore, with reference to the field components parallel to
the boundaries of the layer, the dielectric constant of the
ferroelectric is not affected by a size effect.

We denote the dielectric constant relative to the field
components parallel to the boundaries of the layersby
Since the size effect is not manifested relative to these com-
ponents,

£s=¢€,. (15

We denote by, the effective dielectric constant for the
field components directed along thexis (Fig. 5. Assuming
that the ferroelectric polarization is “frozen” at the bound-
aries between layers, we obtain

1 1 2
=—+—, (16)

€h B €9 a/hz
wherea=1/y/2\; and\;=10"19 (m?) 81920

Thus, the dielectric constant of the ferroelectric layer is
anisotropic.

The effective anisotropy of the ferroelectric layer due to
the size effect can be represented as a tensor

gy O 0
lel=| O & O, (17)
0 0 e,

wheree,,= ey =g, ande,, =&y,
We now apply the formula for the capacitance of a pla-
ar capacitor on an anisotropic dielectric layand obtain

W | slvey, 4 o
Cr=gg—| ——+—In2| e neweEspr (18
2 0\/8_yy hz/\/S_ZZ T Xxeyyczz

Substituting the values of the components of the dielec-
tric tensor of the layer, we obtain an expression for the ca-

the boundary conditions plays a role: metal, high-pacitance of a planar ferroelectri ¢ layer with allowance of

temperature superconductor, insul&fdwe will assume that

the size effect
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TABLE Il. Mean values of the model parameters obtained for SgTiO 1,1
samples.
Model €0 Tc, Tg, En, & C=eqolc,
parameter K K kV/em K hf
Mean 2100 42 175 190 0.02 &ac¢ R,
value for
a single crystal h
Mean 3000 345 155 7.0 12 1xac 3
value
for films s v
l

FIG. 6. Diagram of the planar capacitor investigated experimentally
We, (Ref. 21).

& : (19
Oslh,+ (4lm)In2— ey e
where the ratice, /¢, taking relation(16) into account has rial; &g is a parameter characterizing internal strains in the

CZZ

the form crystal and may be considered as a measure of imperfections
in the crystal.
g2 _ 1+ ﬁ (20) Table Il gives numerical values of the model parameters
€h ah, for SrTiO;, films,”® obtained by processing experimental data

Thus, the capacitance with the size effect taken into acfor @ single crystal and for a series of thin-film sandwich

count within the framework of the partial capacitance C@Pacitors. _ _ .
method can finally be represented in the form Table Il also lists the values of the Curie—Weiss constant

C, which is the most stable characteristic of the ferroelectric
4| 83_ 1 (h3+ h2)
In| 16
lrs TS

2 state of the material.
C=¢gow- ;In < +

COMPARISON WITH EXPERIMENT
€27 €3

+
S/h2+(4/77)|n 2\/1+282/ah2

. (21) To compare with experiment, we select out a study of a
planar capacitor based on a SrEi@m incorporated in a
microstrip microwave resonatét Figure 6 shows the design

MODELING OF THE DIELECTRIC CONSTANT OF A of the resonator with the incorporated planar capacitor. Di-
FERROELECTRIC LAYER AS A FUNCTION OF mensions of the design elements are listed in Table IlI.
TEMPERATURE AND FIELD STRENGTH The capacitance of the planar capacitor was measured

from the shift of the resonant frequency of the resonator
0-12 GHz. Note that the dielectric constant of SrRO
oes not experience any noticeable dispersion up to frequen-

cies on the order of 100 GHz. Applied to the given design,

(&, T,E)=zod (&, T.E)2+ &(&5,E)#° formula (21), obtained above for a planar capacitor of more

+ 12 203 1 general design, requires some correction.
(a(és, T.E) ¢(és.B) 7M1 (22 1. The ferroelectric layer extends above the electrodes;

We employ the following phenomenological model of
the dependence of the dielectric constant of a ferroelectric o
the temperature and electric field streridth

whereT is the temperature ani is the field strength. therefore, its effective dielectric constant in the last term in
The remaining components of formul22) are given by  formula (21) should be represented as
2 * _
n(T)Zl 1+(£) vy e5=g,—1. (24
4Tc Tr 2. If the capacitance of the capacitor in question is mea-
E\2 sured at low frequencies, then the total length of the elec-
E(&6,E)=\/ £+ =] trodesl =9 mm should be taken into account when calculat-
N ing the air capacitance. However, in measurements at
a(é&,T.E)=¢&(&5,E)2+ 9(T)°. (23) microwave frequencies the electrodes form a resonator and

Here we have used the following model parameters: the pa-

rameters o is defined in terms of the Curie—Weiss constant; TABLE Ill. Dimensions of a microstrip resonator and the incorporated pla-
T is the Curie temperaturd is the effective Debye tem- "ar capacitor shown in Fig. 6.

perature associated with those vibrations of the crystalline Thickness, e, Length,  Width
lattice that are responsible for the ferroelectric polarization, um am W, um

th'f pa“';‘”.‘et?r. P"?st o lon tant mf n m‘t’de';.“g ”‘t.et P Electrodes h,=03 1=9000 3730
erties of incipient ferroelectrics such as strontium titanates rjq jayer h,=0.5  ep=e(£s,T,E)  1,=100 3730
(SrTiOs) and potassium titanate (KTap) Ey is the normal- | aai0, layer he=430 £4=22 |=9000 3730
izing field, defining the dielectric nonlinearity of the mate-
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their dimensions determine its unperturbed resonant freTABLE IV. Model parameters for the SrTigfilm entering into the makeup
quency. In this case the air partial capacitance is formed b§f the planar capacitor.

the capacitance of the gap in the microstrip fhahis ca- Model coy Te. K Tr. K Ey, kviom &  C—egle, K
pacitance can be described approximately as the capacitanggrameter

per unit length of the short gap in a conducting scré&en:

Found 1890 46.5 158 8 0.456 4.0
value

2
C=sgow—|In| | +1|. (25)

Taking the above into account, we may rewrite formulaand &, that minimize the mean-square deviation of the cal-
(21) in the following form: culated and measured capacitances. The results of this search
are listed in Table IV.
C=£0W-{E |n(ﬂ hz+h; Figure 7 plots the experimental and the calculated de-
v S

7S

ea—1
+22 In(16

w

+1

pendence of the capacitance of a planar capacitor on the
temperature and field strength. Comparison of the data listed
g,—1 in Tables Il and IV shows that the parameters of the material
+ s/h,+ (4/m)In 21+ 2¢,/ah, : (26) u;ed i_n Ref. 21 lie Withi_n the limits of variation assqciate_d
with different technologies of manufacture of strontium ti-
Note also that in the calculation of the capacitance of danate films.
planar capacitor we have ignored the thickness of the elec-
trodes. CONCLUSION
Reference 21 shows the dependence of the measured ca-
pacitance of a planar capacitor on the temperature and tf}e
. ; . ._1a
applied voltage. We convert the applied voltage into bla%
. : e
field strength by simple formula

The model considered allows one to calculate the capaci-
nce of a layered planar structure containing a thin layer of
rroelectric material. The calculation is based on the partial
capacitance method and conformal mapping. The partial ca-
U pacitance method is based on the introduction of “magnetic

E=—. (270 walls” between the layers, i.e., on the assumption that the
field lines are parallel to the boundaries of the media and do

This calculation is a rough approximation, since the reafnot extend beyond them. Applicability of the partial capaci-
field distributio n in a planar capacitor is determined by thetance method is vouchsafed by fulfillment of the correspond-
inhomogeneity of the boundary conditions and the nonlinearing conditions on the geometrical dimensions of the struc-

ity of the medium. ture.
We gather all the above-said into formu26). We find The exact but cumbersome formulas given by conformal
the model parameters of the ferroelecteigy, Tc,Te,Ey, ~ Mapping can be simplified significantly by expanding in a

small parameter. If the discussed conditions are satisfied, the
error of using the simplified formulas to calculate the capaci-
tance of planar capacitors does not exceed 1-2%. The pre-
viously expounded model description of the dependence of
the dielectric constant of an incipient ferroelectric on the
temperature and constant electric field strength combines
nicely with the partial capacitance method. Taking the size
effect into account leads to the appearance of an additional
term in the model formula for the capacitance of a thin ferro-
electric layer. Figure 7 shows the good agreement obtaining
between the corresponding calculation and the experimental
data for the dependence of a two-layer planar capacitor on
the temperature and applied voltage.
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On the question of the error in the partial capacitance method
A. N. Deleniv

St. Petersburg State Electrical Engineering University, 197376 St. Petersburg, Russia
(Submitted December 24, 1997
Zh. Tekh. Fiz69, 8—13(April 1999

An analytical method is proposed for calculating the capacitance of a planar capacitor
constructed in the form of a two-layer structure. The method is used to calculate the capacitance
of a planar capacitor containing a ferroelectric film. A number of calculations were

performed to check the accuracy of the partial capacitance method. The calculations made it
possible to determine the limits of accuracy of the partial capacitance method for a permissible
calculational error of-3%. © 1999 American Institute of Physid$1063-784£99)00204-4

INTRODUCTION simplify the calculation, the capacitor electrodes are assumed

. . . . to be semi-infinite, which is not a fundamental point.
Ferroelectrics are very attractive materials on which to

base controllable
microwave devices. The large dielectric constant of fer-pESCRIPTION OF THE METHOD
roelectrics allows them to be used as elements of microwave

circuits in the form of thin films with thickness of the order k
of 1 um (Ref. 1. Of substantial importance is the possibility Thanks to the symmetry of the structure, an electric wall can

of reliable calculation of the parameters of planar structure&€ Situated in the symmetry plane: Fig. 2a. We will use the
containing a thin film with a large dielectric constant. The Method of conformal mappirfyIn order to transform the

basis of the calculation in the quasistatic approximation iriginal plane into the inner region of a plane-parallel capaci-
the partial capacitance meth¢®CM). The partial capaci- tor, two successive mappings are needed. The first mapping

Let us turn our attention to the structure shown in Fig. 1.

tance method was first used by KochaddvThe use of this ~ function
method to calculate planar structures requires an estimate of . T
their accuracy. The first such estimate was made by Kocha- W=sin m (1)

nov himself by comparison against a calculation performed
on an analog computer: the error did not exceed 1—-2%. Latépaps a semi-infinite strip of th€ plane onto a quadrant of
the partial capacitance method was included in a handboolthe W plane. For brevity, we do not display the correspond-
and recommended for calculations agriori reliable. The ing graphical constructions. For the second mapping we use
partial capacitance method is also used to determine the dibe Christoffel-Schwarz transformation

electric characteristics of ferroelectric filmsyhere a planar

. . S w dw
capacitor containing a ferroelectric film is used as a metro- L:f 2)
logical element, and all the calculations are made using the 0 V(1-w?)(1—-k*w?)
partial capacitance method. with modulus
The main goal of the present work is to verify the reli- .
ability of the partial capacitance method in relation to calcu- K cosI{ S
lations of the capacitances 4(hy+h,)

of planar structures similar to the one shown in Fig. 1. A.ll.he transformation maps the indicated quadrant of \We

method is also proposed combining methods of conformaplane onto the inner region of a planar capacitor in the

mapping and mirror images and allowing one with good ac-

: lculate th i £ ol fruct _rplane(Fig. 2b. HereK(k) is the elliptic integral of the first
curacy 10 calculate the capactiances of planar Structures. 1@, The numbers in Fig. 2 label equivalent points of the

original and transformed structures. The boundary between
the dielectrics is transformed into a curve in thelane, the

S form and position of which determine the capacitance of the
—j;_L investigated structure. Since the coordinates of the curve are
&2 R, related with one another implicitl{through the coordinates
x,y of theT plane, for the calculations that are to follow it is
& k, useful to describe this curve in the coordinates (Fig. 2).
We represent the functiow(f) describing the boundary of

the dielectrics in the form of a Fourier sine series expansion
FIG. 1. Two-layer planar capacitor with a ferroelectric fiforiginal struc- ~ ON a@n _'nterval _Of k?ngtﬁ_: whereT is the distance between
ture). the pointsl—-4 in Fig. 2,

1063-7842/99/44(4)/5/$15.00 356 © 1999 American Institute of Physics
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a the two media for the case under consideration. Formally, it

g e can be assumed that E@) is the Poisson equation, where
Jjy the first term describes a charge distributed over an infinitely
thin layer on the boundary between the media. Taking all the
T above-said into account, it may be recapitulated that intro-

ducing a surface charge has the same effect on the field of a
planar capacitor as the boundary between the dielectric me-
dia. Thus, the interesting electrostatic

field will be represented as a superposition of two com-
ponents: an external uniform field defined by a voltage of
1V applied to the electrodes of the capacitor

3
E __t 5
S exd U, )= TK(kD) 6)
12 z and the field of the surface chargég(u,t). Consequently,
b the solution of the problem reduces to finding the surface

chargeo(f) and the corresponding fiel,(u,t).

The surface charge distribution(t) should satisfy
boundary conditions for the normal field components at the
boundary between the dielectrics

Eod P +EN(f)+o(f)/280 &,
EN()+ENH) —a(f)2eg €1

(6)

whereg is the dielectric constant of the vacuum; ande,
Il B(z,y) 7 2 u© are the relative dielectric constants of the substrate and the
ferroelectric layer, respectivelEg,(f) is the normal com-
FIG. 2. Transformation of the original structure — capacitor divided in  ponent of the external field at the boundaBj(f) is the
hf"f b{?:” iie_?' CTC’t:‘d“Ctri?g walb—r rt‘?ﬁ“'tﬂ?f ‘io”form?"nmap,i’;”g;”:orfrz_ normal component of the field due to the charge distribution
2I22§’ic cgvnstjaﬁt inethseur:scjtiizp;?l:nla?ca[?acvi\;grr;esgilr?disca\l,\t”ed. rerem 4 q(f) On_ th? bpundarycr(f)/Zso IS a component prodgcmg a
discontinuity in the normal component in the electric field.

M FIELD DISTRIBUTION OF A LINEAR CHARGE AT THE
w(f)= 2, D,sin(n2xf/T), (3) BOUNDARY OF TWO DIELECTRICS FOR GIVEN BOUNDARY
n=1 CONDITIONS
where We distinguish a strip of widtld\ on the boundary of
T=2S+K(ky)?, the two media, perpendicular to the plane of the figiig.
3). We treat this strip as a uniformly charged thread with
sin(0.5hy 7/ (hy +hy)) dw linear charge densitdr= o (f,)d\ [C/m] at the point with
S= fo J1—w?) (1-Kw?) ' coordinated 5, w(f,). To solve the stated problem, it is nec-
essary to find the Green’s function for the region bounded by
ky=V1—K>2 two electric and two magnetic walls in tteplane. In order

Here K(k) is the elliptic integral of the first kind. The ex- to make use of a ready solution, we transform the original

pansion coefficient® ,, are found by numerical integration
of relations obtained by conformal mapping of the boundary

of the dielectrics. : Jt
The electrostatic field, being the solution for the given J\

closed region, should satisfy boundary conditions and the
homogeneous equation 5

div{e(f,w)grad o(f,w)]}=0.

Using the formulas of vector analysis, we can rewrite
this equation in the following form:

grad e(f,w)]Jgrad (f,w)]+e(f,w)Ae(f,w)=0. (4) 0 72

The first term in Eq.(4) vanishes for a homogeneous me- FIG. 3. The same structure as in Fig. 2, with the difference that the dielec-

dium [Eq. (4) goes over to the Lz_iplace equatj@r leads t0  yic filler is uniform and an electric charge is found on the interface, with
the appearance of a delta function at the boundary betweedarface densityr(f).
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tential and the field of a linear charge located between con-

Jy ducting planes was considered in Ref. 7. The solution for the
potential created by an isolated charged thread between con-
Kk ducting planes is written in the form of the complex function
(zvz(ta)| /  (Z-2(f)
dw(Z,fa)—In sinm W) / Sln’ﬂ(m
fa)dn
TR @
y(fy) do=6(f)dA
52 K(ky) Z(f)=x(f)+jy(f); Z(f)=x(f)~jy(f); andZ is the com-
z(f,) x plex number formed by the coordinates of the observation
w(f,) point.
The complex functiorZ (f) establishes a correspondence
w between the curvev(f) (Fig. 4 and the coordinates,y in

the Z(f)=x(f)+jy(f) plane. The solution for the case of
FIG. 4. The structure under consideration is transformed to facilitate findingnterest to us is formed by an infinite series of pairs of
th_e electrqstatic field induced by a charged thread running along the "”‘fhreads, in each of which the threads are Separated from one
with coordinate(f,), y(fa). . . . .

another by the same distance and equal in the sign of their

charges and are situated symmetrically with respect to the

magnetic walls. Thus, for the potential created by an isolated
coordinate plane(the L plane according to the rulez charged thread between conducting planes and magnetic
=(K(k)—L)exp(/2) (Fig. 4. The calculation of the po- walls, we can write

dy(Z,f —§| sinm([Z—j2Kn+Z(f,)]/2Ky) Xsinm([Z— [2K(n+1)+Z(f,)1/2Ky)
Y(Z2.fa)= 2, In sinm([Z—j2Kn—Z(f,)]/2K,) X sinm([Z—j2K(n+1)— Z(f,) /2K )

Xsina-r([ZJrj2Kn+Z(fa)]/2Kl)><sinrr([Z+j2K(n+1)+f(fa)]/2K1)

o(f)dA
sinm([Z+j2Kn—Z(f,)]/2K,) X sinm([Z+ 2K (n+1)—Z(f,)]/2K,) '

= ®

Since the series is rapidly converging, it is sufficient toWe represent all three terms of E4.1) as harmonic Fourier
calculate 5—-6 terms. For convenience in what is to follow,cosine series with period
we rewrite expressiof8) in the form

d(Z,f,)=D(Z,f,) o(f,) dA. 9) ngt(f)=20 Cncos(

Expression(9) gives the electric potential created by a

charged thread. The coefficients of the series can be calculated directly since
Now it is possible to find the field created by a chargedthe equation of the curve describing the boundary of dielec-

thread trics is known and, consequently, its slope is also known.

The functionE[)(f) is related to the unknown charge distri-

27Tnf)

T (13

dE(Z,f) = % ex;{ —j arg{ %) ) o(fa)d\. bution o(f) by the following integral operation:
(10 ) e (dDZ(f),f)
Es(f)= fo o(f)Rg ——57——exnjB(1))
DETERMINATION OF AN UNKNOWN SURFACE CHARGE
DISTRIBUTION o (f) df’
X —, (149
Condition (6) can be rewritten in the form cog9(f"))
Ho(f)+Eg(f)+Eq(f)=0, (1) whered(f) is the angle defining the slope of the tangent to

the boundary in thef —w coordinate plane;3(f)=3J(f)
_ ‘ (12) + a, wherea is the angle between the coordinate akes
2eq(e1—€2) andt,u (Fig. 3.

82+81
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We represent expressidid4) as an integral transform
with kernel K (f,f")

K(f,f,):Re(dDa(f),f') exn(iﬁ(f)))' s

dZ  cogd(f"))

In the description of the kern®&(f,f’) it is necessary to use
expansion(3) defining the coordinates of the bounddry,

w(fa).

Taking into account that the surface charge is repre-

sented in the form

m 2mnf
a(f)=2 Ancos( ) (16)
n=0 T
we obtain
n T/2 2naf!
E'(f)=>, Anf cos( )K(f,f’)df’. 17)
A=0 0 T
We also represer)(f) as a series
m
27kf
EN(f)=3 Bkcos< il (18)
k=0 T

and write down an expression for the coefficients of this

seriesBy

m

Bi=> ABn, (19)
n=0

where

Bk,n:

2[Tl2 2wk f fT/Z 2mnf’ K(f £dEds
T . co T . co T (f,f") ;

(20
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TABLE I.
h,=10m, s=200um h,=10um, s=100um
£, C c AC, % C c® AC, %
300 0.397 0.391 1.60 6.642 6.556 1.30
1000 0.981 0.984 -0.33 1.790 1.795 -0.28
3000 2.648 2.680 -1.20 5.004 5.049 -0.90
5000 4.315 4.376 -1.40 8.218 8.303 -1.00
10 000 8.483 8.617 -1.60 16.250 16.440 -1.20

h,=5 um, s=80um h,=5 um, s=20um

300 0.506 0.500 1.20 1.347 1.326 1.56
1000 1.225 1.234 -0.74 3.883 3.864 0.49
3000 3.279 3.332 -1.60 11.130 11.120 0.09
5000 5.333 5.43 -1.80 18.37 18.37 0.00

10000 10.470 10.67 -1.90 36.5 36.51 -0.03
h,=1 um, s=20um h,=1 um, s=5 um

300 0.524 0.519 0.82 1.243 1.224 1.53
1000 1.097 1.113 -1.46 3.341 3.332 0.28
3000 2.736 2.809 —-2.67 9.334 9.352 -0.19
5000 4.374 4.504 -2.97 15.330 15.370 -0.26

10 000 8.470 8.744 -3.20 30.320 30.420 -0.33
. sz EL(F)+ENF)—a(f)/2sg
=gpe +epe
0¢1 COS 'ﬂ( f )) 0¢1
jSzJT/ZdD(Z,f) o(f) 4 dz K(k)—S,
X + —].
o Jo dZ cogd(f)) K(k1)
(22

The quantityS, entering into the formula is defined as
the intersection point of the boundary of the dielectrics and
they axis (Fig. 4).

DISCUSSION OF THE ACCURACY OF THE CALCULATION

Errors in the calculations using the partial capacitance
method are due mainly to one source—the representation of

the By, are coefficients of the matrix representing the operatne functionw(f) describing the boundary between the di-

tor transforming from the surface charge distribut{@g) to
the field strength(18).

electrics in the form of a finite series. The second source of
error—the finite number of terms in expressi@)—is un-

Now Eg. (11) can be rewritten as a system of linear jmportant, and therefore will not be considered further. Us-

equations in the coefficients,

H+Boo  Bos Bom Ao —Co
Bio H+Bi: Bim Aq -C
Bm,O Bm,l H+Bm,m Am _Cm

(21

Finding the unknown distributionr(f) reduces to finding the

ing a different number of base functions in the calculations,
that is to say, a different size of the matBxassigned by Eqg.
(20), it is possible to estimate the error. It was found that for
the size of the matriB equal to 15-16 the limiting values of
the capacitance of the structure differ from the calculated
values by not more than 0.2%.

THE PARTIAL CAPACITANCE METHOD

The application of the partial capacitance method to the

coefficientsA,,. Toward this end, it is necessary to calculatestructure under consideration was discussed in detail in Ref.

the matrixB. Having calculated the matri® with the aid of
Eq. (20), after finding the coefficientd,, and invoking rela-
tions (13), (16), and (18) we find all the field components

5, and therefore only calculational formulas are given below

configuring the induction flux through the cross section ofwhereC{® andC!" are the capacitance of the substrate and
the capacitor shown in Fig. 4. As a result, we obtain theof the ferroelectric, respectively.

following formula for the capacitance:

In the calculation | used the simplified formfila
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FIG. 5. Qualitative shape of the dependence of the capacitance of a two-
layer structure as a function of the dielectric constgnta — the proposed 2.4
method b — the partial capacitance method. 0.7 . . . . . 191lgs

FIG. 6. Different error curves in the coordinates, (s in wm).

(P — 1 16(h1+h2) €27 &1
CH=zo| &1 I s/h,+ (4lm)In(2) | etries of practical interest is 1-2%. However, it should be
(24)  borne in mind that at large values of the ratsif,(=100)

Note that the partial capacitance method is inapplicabl@ndhl/ h, (=500) the error can significantly exceed its ex-
in the case whes,<e,, i.e., when the second term in Eq. pected value £5). It should also be noted that the extraor-

(24) becomes negative. dlnary - , ,

simplicity and good accuracy of the partial capacitance
method makes it a reliable tool for practical calculations
within the limits of the above-mentioned restrictions.

To check the accuracy of the partial capacitance method, | am indebted to Prof. O. G. Vendik for posing the prob-
| performed a number of calculations for different geometrie§em and for useful discussions; | am also very grateful to
over a wide range of variation af,/e,. Results of the cal- s p. Zubko for help with the text.
culation s are shown in Table I. All calculations were made
for a substrate withe;=10 and thicknes$i=500um; ca- Ferroelectrics in Microwave Technologyn Russiaf, edited by O. G.
pacitances are indicated in nanofar#a). Figure 5 gives a  Yendik[in Russias), Sov. Radio, Moscow1979, 272 pp.
qualitative picture of the dependence ®ff(e,) obtained & S Kochanov, Radiotekhnika2(7), 82 (1967.

) _ . E. S. Kochanov, Radiotekhnikd0(1), 92 (1975.

bY_the propose_zd methdf[turvea) andC'?=f(e,) obtained “K. R. Hoffman, Handbook of Microwave Integrated Circuit@rtech
using the partial capacitance meth@airve b). The second House, Norwood, Massachusetts, 1987
curve is constrained by the conditia3>¢,. It is obvious  °O. G. Vendi, S. P. Zubko, and M. A. Nikol'skizh. Tekh. Fiz69(4), 1
that there exist two sources of error in the partial capacitancggllgf?_[T‘?Ch' Phys41, 349 (1999

. . . I. Lavrik and V. N. Savel’ev,Handbook on Conformal Transforma-
method at small and Iqrge values ©f. The partial capaci- tions [in Russiaf, Naukova Dumka, Kiew1970, 252 pp.
tance method underestimates the capacitance at low values K. J. Binns and P. J. Lawrensofnalysis and Calculation of Electric and
g, and overestimates it at high valueSle. Magnetic Fields(Pergamon Press, Oxford, 1963ndtgiya, Moscow,

Figure 6 shows a contour plot of equal-error curves in 1970.
the coordinates, ¢,. A typical value of the error for geom- Translated by Paul F. Schippnick
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A parametric study of the electron energy distribution funciie&DF) and the electron mobility

in the mixture Na+ Ar + N, is carried out. An analysis is made of the conditions that

obtain in a photoplasma when the detachment of the mean electron energy from the neutral gas
temperature is due to superelastic collisigogllisions of the second kindwvith excited

sodium atoms. The case of low ionization of the medium at low vibrational temperatures of the
ground state of the nitrogen molecules is considered. To find the EEDF a numerical

solution of the Boltzmann transport equation is carried out. It is found that in the indicated
mixture the presence of nitrogen leads to a depletion of the EEDF in the region of efficient
vibrational excitation of the molecules and promotes the formation of inversion in the

EEDF of(e)/de>0 in the energy range corresponding to the Ramsauer minimum in the cross
section of elastic collisions of electrons with the argon atoms. It is shown that the
nonequilibrium character of the EEDF leads to a complicated dependence of the electron
mobility on the partial ratios of the components of the mixture, the degree of ionization of the
medium, and the population of the resonantly excited sodium atomsl99® American

Institute of Physics.S1063-78499)00304-9

INTRODUCTION sustaining discharges under the weak influence of a longitu-
dinal electric field when heating of the electron gas is due to
The electron transport parameters in a weakly ionizectollisions with the excited molecules. The EEDF for the af-
gas depend on the electron energy distribution functionerglow of a discharge in pure nitrogen was calcul&t&dor
(EEDP), which, as a rule, is nonequilibrium under actual yarious degrees of ionization of the medium and different
experimental conditions. In contrast to a plasma of atomig;iprational temperatures of the electron ground state. The
gases, in a molecular plasma excitation of rotational and Viinfiyence of the occupancie s of the electron-excited states on
b_rational levels is possib!e. For a nu_mb_er of gases, s_uch 3fe high-energy part of the EEDF has been modeled. The
hitrogen and carbon dioxide, the excitation cross sections ofheqy distribution in a nitrogen afterglow for the vibrational
the vibrational I_evels of the electron ground state have f%emperature of the ground stafe=0.3 eV was measured in
number of maxima grouped together in a narr@m the Ref. 11. This same reference gives an analytical calculation

ordgr Qf 1eV energy m_terval. Th's is because wbranongl of the EEDF based on representing the inelastic electron—
excitation takes place via formation of an unstable negative

. - : . : molecule collision integral in the Fokker—Planck approxima-
ion. The indicated nonmonotonic dependences give rise to {" ) . . o

. . ion. Detailed numerical calculations for the conditions of the
complicated form of the EEDF in a molecular plasma.

Numerous works have been dedicated to the calculatioﬁXperlment in Ref. 11 were performed in Refs. 12 and 13.

of the EEDF in a molecular-nitrogen plasma under gas_Reference 14 presents the results of measurements of the

discharge conditiongsee Refs. 1-3 and the literature cited EEDF in an electrqn-bgam Ipw-temperatgre nitrogen  dis-
therein. It has been shown that processes of excitation ofharge under conditions in which the vibrational temperature

vibrational levels play a defining role in the electron energyWas near the gas temperature and equal roughly to 0.03eV.
balance over a wide range of experimental conditions. It has An analysis of the results of Refs. 9-14 shows that the
been established that the form of the EEDF in the region oEEDF in non-self-sustaining nitrogen dischargdischarge
efficient vibrationa | excitation and de-excitation depends orgfterglow, beam discharge, photoplagrimethe energy range
the distribution of the molecules over the vibrational ffrome;=1.5eV toe,=3.6eV corresponding to the range of
states~® Vibrationally excited molecules have been found to€fficient vibrational excitation depends substantially on the
have an effect on the electron transport parameters in a mélistribution of the molecules over vibrational levels of the
lecular plasma. It has been showhrthat in a mixture of the electron ground state. In the case when the vibrational tem-
above-enumerated molecular gases and heavy inert gases #eyatureT, is near the gas temperatufg in the indicated
appearance of a negative differential conductivity is possiblenergy range, a depletion of the EEDF due to excitation of
in the plasma. vibrational levels is observed. With growth of the vibrational
The distribution of the molecules over vibrational levels temperature the number of electrons in this energy interval
has its strongest effect on the form of the EEDF in non-selfincreases due to superelastic collisigosllisions of the sec-

1063-7842/99/44(4)/6/$15.00 361 © 1999 American Institute of Physics
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source in the growing part of the cross sections of the elastic
collisions of the electrons with the argon atoms. Under the
conditions in question, fast electrons are formed as a result of
superelast ic collisions with excited sodium ato(tiee flux

g, in Fig. 1).

In a two-component mixture the efficiency of the source
is reduced as a result of inelastic collisigesllisions of the
first kind) with the sodium atoms. Therefore, it is of interest
to consider a three-component mixture, where excitation of
vibrational levels of the nitrogen moleculéthe flux q, in
Fig. 1) leads to a decrease in the frequency of inelastic col-
4 lisions with Na. The choice of nitrogen as the third compo-
nent of the mixture is motivated by the fact that the maxi-
107" Ll mum of the excitation cross section of the vibrational levels

01 7 0 of N, is located in the near-threshold region of sodium exci-
tation. The high efficiency of nitrogen in forming an inverted
FIG. 1. Collision cross sections of the main processes forming the EEDF ilEEDF is due to the fact that fast electrons leave the zone of

a Na+ Ar + N, mixture: 1 —transport cross section of elastic collisions of axcitation of resonant sodium levels with small energy losses
electrons with the argon atomg,— excitation cross section of3-3P compared to the excitation threshold.

resonance levels3 — cross section of superelastic collisions with excited . . .
sodium atoms4 — total excitation cross section of the eight vibrational The aim of the present work is to analyze the mechanism

levelsX'S; of the nitrogen molecule. of formation of a nonequilibrium EEDF in non-self-
sustaining discharges for three-component mixtures consist-
ing of argon, sodium, and molecular nitrogen. Manifestations

ond kind with vibrationally excited molecules. If,>T,, of the nonlocal character of the EEDF in a low-pressure mo-

then a quasi-equilibrium distribution of the electrons islecular plasma are considered in Refs. 20-22.

formed in the energy interval from, to ¢,, whose tempera-

ture is neafT,. The form of the EEDF for energies<e,

depends substantially on the degree of ionization of thecoreETICAL MODEL

plasma.

In our previous workS~'® we considered the mecha- To calculate the EEDF, we used the Boltzmann equa-
nism of formation of the EEDF under conditions of a non-tion, which in the steady-state approximation has the form
self-sustaining discharge in two-component mixtures of so-
dium and inert gases. We showed that in such mixtures the d D(s) —— (8) +V(s)f(s)
nonequilibrium character of the distribution function sub- de
stantially alters the electron mobility. The influence of the
appearance of inversion on the EEDF explains the effect ob-
served earliéf of low conductivity of a photoplasma in a Na
+ Ar mixturel’ In the present work, by inverted distribution D(g)=s" {(5”&(8)"_ veun(e) | Tat 3 Vee(8)
we mean an EEDF having positive derivatiyéf(s)/de
>0] in some energy interval. In Refs. 15 and 18 we estab-
lished the existence of a critical population of the resonantly ] (2
excited sodium atoms, above which an inversion is created in
the EEDF such that a negative electron mobility effect is
possible in the weakly ionized plasma in a mixture with ~ Ovel(e)= 02 n joLi(e) 3
heavy inert gases. However, in a two-component mixture
this effect is possible only in a narrow range of conditionsis the effective frequency of energy losses in the elastic col-
which are difficult to achieve experimentally. To enhance theisions, summed over all components of the mixture with
negative mobility effect, we propose to use an admixture ot:oncentratmnsm and cross sections.(¢); v andm are the
nitrogen, which has a pronounced maximum in the excitatiorvelocity of the eIectron and its mass, respectivdlly; is the
cross section of the vibrational levels, which makes it posmass of the atomgmolecules of speciesj; B.=2.47
sible to alter the form of the EEDF in a controlled manner. x 10" %eV is the rotational constant of the nitrogen mol-

A qualitative explanation of the enhancement of inver-ecule; v.,(e) is the excitation frequency of the rotational
sion in the EEDF in a three-component mixture is illustratedievels; v.( &) is the electron—electron collision frequehty
by Fig. 1, which plots cross sections of the main processes
forming the electron energy distribution. v

The argon in the example mixture defines the necessary o) 8B, e
growth of the transport collision frequency of the electrons at =&~ | 6%el(&) + Tvcurl(8)+2Vee(8)fo f(e")Ve'de’
energies exceeding the Ramsauer minimum. To obtain inver-
sion in the EEDF it is necessary to form a fast electronis the dynamic friction coefficient in energy space;

0"

T T T

o,cm?

-6

10

=C(e), @

whereD(¢) is the diffusion coefficient in energy space

X

f f(s’)s’S/st’-f-ss/Zf f(e')de’
0 &

(e)

4
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g 100
C(s)=2, [e«m(a) mf(e)——nkf(s—Eik)}
ik Ok
— (et Eioi(e+Ei) ,
gi _
x| nif(e +Ej) — —nif(e) ) =
Ok <
is the inelastic collision integraly; () is the excitation é -1.00
cross section of th&th level with populatiom, and statis- §
tical weight g, from the ith state with populatiom; and -
statistical weightg; ; andE;, is the energy gap between the
levels. ~2.00
The normalization of the EEDF is given by
= -3 | i ! ! 1
f o 1(®) Vo do=1. ®) ] Tes0 400 350 -3.00 -2.40

log ([Na]/[AT])
The electron mobility is expressed in terms of the isotropic
part of the EEDF as follows: FIG. 2. Isolines of the electron mobilityn units of 1G3V’1-cm’l-s’1) in
a Na+ Ar + N, mixture for zero degree of ionization plotted as a function
2e (= df(e) 3/2 of the partial ratios of nitrogen and argon in the mixture. The pdint

€
= (7) denotes the mobility minimum.

K=" 3m)y oe vei(€) &

wheree is the charge of the electron.

Equation (1) was solved numerically by the trial-and- der consideration 0.1 e¥T.<1.5eV it is possible to ignore

error method® processes of excitation of levels of the inert gas. Here and
. . . . _below, by T, for the nonequilibrium EEDF we understand
Elastic cross sections of the electrons with sodium

and inert gases were taken from Refs. 23 and 24, and t the quantityTe=(2/3)(e), where(z) is the mean energy of

Na(3S—3P,, 37 excitation cross section was taken from e electrons. In the range Of. densi?ies cgqsidereq below,
Ref. 25. The effective excitation cross section of the rota-[Na]_ ~ [N2], th? fr_e'quency of inelastic collisions with the
tional levels of the nitrogen molecule was taken from Ref.sodlum atoms significantly exceeds the frequency of electron

26, the excitation cross sections of the vibrational IevelsexCItatlon of the nitrogen molecules. In this regard, our cal-

. . - . 3 +
were taken N from Ref. 27, the energies of the vibrational culations ignored the excitation of &, state and all

levels corresponded to Ref. 28, and the transport cross Se@_gher-lymg electron states of the nitrogen molecule. We ig-

tion of the elastic collisions for nitrogen is given in Ref. 24. nored processes of excitation of all sodium levels lying

. o above the P state from the $ state. We did this because
The cross sections of excitation from the ground state .of N~ o ) .
. . . their excitation cross sections are at least an order of magni-
to the higher-lying electron states were chosen in an anal

gous way as in Refs. 11 and 29 c{_ude less than the cross section of tH&-33P transition.

We take the distribution of the molecules over vibra-
tional levels of the ground state to be Boltzmannian with
temperatureT, , which we take to be equal to the tempera- By way of an example, Fig. 2 plots the calculated elec-
ture of the atom3 ,. The gas temperature in the calculationstron mobility as a function of the partial ratios of the com-
was varied within the limits 456600 K, which corresponds ponents of the mixture folf* =0.7 eV. The calculation of
to sodium densities in the range'# 10™°cm™3. For achar-  the EEDF for these conditions neglected stepwise excitation
acteristic size of the plasma greater than 1@mder the from the 3 states of sodium and the Coulomb collisions,
conditions considered belowor these densities the local whose influence we discuss below. It can be seen that the
approximation is valid in the calculation of the EEDF. We electron mobility in a three-component mixture depends sub-
characterize the total populatiort Nf the resonant states of stantially on its composition. There are two regions of values
sodium P4, and 3Pz, by an effective population tempera- of the electron mobility, in one of which its values are posi-
ture T* tive, and in the other, closed, region they are negativel ‘As

. * a1 decreases, the negative mobility existence region shrinks,

%=~ AB[IN(N"go/Nog™)] ™, ® and forT* <0.4 eV the mobility takes only positive values.
whereAE=2.1eV is the energy corresponding to the center  Let us consider in more detail the conditions for the
of gravity of the doubletg* is its statistical weight; antll;,  appearance of a negative electron mobility. As was shown in
and g, are the density and statistical weight of the sodiumRef. 30, there are two necessdbyt insufficien} conditions
atoms in the ground state. for the appearance of the negative mobility effect. The pres-

The analysis that follows is for conditions in the plasmaence of a negative derivativ %% v¢(¢)]/9e<0. This cri-
that are realized for a relatively high content of inert gas interion is met in the mixture under consideration only for
comparison with the total density of the alkali and the mo-argon in the energy region above the Ramsauer minimum.
lecular admixture. In the range of electron temperatures unthis inequality determines the fraction of argon atoms that

CALCULATED RESULTS
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FIG. 4. Electron temperature and energy loss fractién) for T* =0.7 eV
and different nitrogen concentrations in the mixture. The r@Na)/[Ar]
corresponds to the minimum in the electron mobilitye pointM in Fig. 2);
\ 1— T, 2-4 — energy loss fraction of the electrons for elastic and rota-
_—— tional collisions, inelastic collisions with Na, and vibrational excitation of
N s levels of theXlEJ state of the N molecule, respectively.

0.001 IllllIlIlllllllllllllljl_f_llll|lllll
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e, eV the pointR (see Figs. 2 and)3where the relative nitrogen
FIG. 3. Electron energy distribution function for different nitrogen concen- content IS_Sma”’ proces_ses O_f Vlt_)ratlonal exc_:ltatlon lead to
trations and degrees of ionization. Ratios of the components of the mixturéh€ formation of a small inversion in the EEDFig. 3, curve
for curves1-4 correspond to the pointsl, M, R, andQ (Fig. 2), respec-  3). Here the mobility takes smalin comparison with the
tively. Thg degree of ionization for curvds 3, and4 is equal to zero; for equilibrium EEDF, whose temperature is found from the
curve? it is equal to 10°. - o
equation of energy balancbkut positive values.
With growth of the concentration of the molecular ad-
mixture (the pointM in Figs. 2 and 3 the role of excitation
should exceed the total concentration of the two other comef the vibrational levels grows. For nitrogen the excitation
ponents by three orders of magnitude. It is clear from Fig. Zross sections of the transition$'S ; (v=0)—X"Z; (v)
that in the region where the indicated condition is not ful-(v is the vibrational quantum numbefall rapidly with
filled the electron mobility becomes positive. The maximumgrowth of v. Therefore, processes with energy losses of the
argon concentration is determined by the fact that the fresame order of magnitude as the vibrational quantum of the
guency of superelastic collisions with excited sodium atomd$\, moleculeE;=0.29 eV play the main role. It can be seen
should exceed the frequency of energy losses in elastic cofrom Fig. 4 that growth of the efficiency of excitation of the
lisions in the region of the Ramsauer minimdPAs can be  vibrational levels is accompanied by a falloff of the inelastic
seen from Fig. 2, when the argon concentration exceeds lasses in collisions with the sodium atoms. This is because
certain value the mobility again becomes positive. This igshe maximum of the vibrational excitation cross section cor-
due to a rapid relaxation of the electrons on elastic collisionsesponds to the near-threshold region of resonance transition
with argon in the region of energies below the Ramsaueenergies of the sodium atom. In this range the excitation
minimum. The second condition for existence of the effect offrequency of the molecular vibrations is comparable with the
absolute negative conductivity is the presence of inversion ifrequency of inelastic collisions with the sodium atoms.
the EEDF 9f(g)/de>0. SinceE;<AE, the energy balance is reached at almost the
Let us consider the role of nitrogen in the formation of same mean energy of the electrdifsg. 4). For the given
inversion in the EEDF. Toward this end, we turn to Figs. 3ratios of the components of the mixture, a depletion of the
and 4, which plot results of a calculation of the EEDF andEEDF in the regiore;<e<e, is observedFig. 3, curvel).
the electron temperature for various concentrations of thé decrease in the efficiency of inelastic collisions with so-
molecular admixture and fixed value of the rafdal/[Ar]  dium atoms in the ground state takes place since electrons
corresponding to the minimum point in the electron mobility. are demoted to the subthreshold region of tise-3P cross
Figure 4 also plots the energy fractions going into excitationsectione <AE as a result of excitation of molecular vibra-
of molecular vibrations, inelastic losses in collisions with tions.
sodium atoms, and the total energy losses in elastic and ro- By leaving the efficient vibrational excitation zone
tational collisions. < g, the electrons relax preferably on elastic collisions with
For zero nitrogen concentration the main role in the for-argon atoms. In the energy region corresponding to the Ram-
mation of the EEDF is played by processes of excitation andauer minimum, relaxation into the low-energy range is re-
de-excitation of the sodium atoms. As a result, a quasitarded. Not succeeding in falling into the thermal energy
Maxwellian distribution is formed, with electron mobility region, the electrons undergo superelastic collisions with ex-
near the equilibrium EEDF in argon fdi,.=T* (Ref. 15. At  cited sodium atoms and return to the high-energy region. As
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% dium less than 10° the negative electron mobility effect is
possible. The critical population of the excited atoms for
degrees of ionization less than 18 corresponds to excita-
tion temperatures from 0.55 to 0.7 eV. This corresponds to
conditions in which less than 10% of the sodium atoms
should be found in excited states. In comparison with a two-
component mixture of Na and ARef. 15 the region of
existence of negative mobility in a three-component mixture
is expanded by two orders of magnitude in the degree of
ionization and by one order of magnitude in the population
of the excited sodium atoms.
""""" o T In the above analysis we utilized the two-level model of
04 T 1.[0 : 1'2 : 1.'4 ! the sodium atom and the assumption tlig&T, for the
T* ov equilibrium distribution of the molecules over the vibrational
levels. This corresponds to conditions that can be realized for
FIG. 5. Dependence of the electron mobility in a Kair + N, mixture for fesonant optical excitation of theS3-3P transition of so-
different temperatures of excitation and degrees of ionization. The partial . . . . .
ratios of the components of the mixture correspond to the mobility minimumdium in the indicated mixture. However, under real experi-
(the pointM in Fig. 2. The degree of ionization for curvds-5is 0, 1072, mental conditions various plasma-chemical processes can
107%%, 10°°, 107, respectively. take place that alter the population of the Wbrational lev-
els and excited states of the sodium atoms. Here let us re-
strict the discussion to parametric calculations reflecting the
a result, a minimum is formed in the EEDF. Since an in-influence of the indicated factors. Growth of the vibrational
verted distribution is formed in the region of the Ramsauetemperature leads to a decrease of inversion in the EEDF.
minimum, it makes the defining contribution to the integral There exists a critical’, at which the mobility cannot take
(7) and the mobility becomes negative. negative values. For the ratio of components of the mixture
Further increase of the nitrogen density with all othercorresponding to the minimum value of the negative mobil-
conditions kept equdthe pointQ in Figs. 2 and #increases ity in Fig. 2 for T* =0.7 eV the critical value oT,~0.4eV.
the relaxation rate of the electrons on vibrational, rotational,  Analysis shows that processes of stepwise population
and elastic collisions with nitrogen molecules. Superelastidrom the 3P state can play a substantial role in the formation
collisions do not succeed in returning the electrons to thef the EEDF for highT* ~AE. The nearest levelsStand
high-energy region, and a large part of the fast electron fludD, having the largest excitation cross sections, have the
relaxes into the thermal energy region. The number of elecgreatest influence. Reliable experimental data on these cross
trons in the low-energy region grows, and the inversion insections are still lacking. The available theoretical calcula-
the EEDF in the region of the Ramsauer minimum disaptions disagree by an order of magnitude in the near-threshold
pears(curve4 in Fig. J). In this case the mean energy of the energy region, which is the region having the maximum ef-
electrons decreases and the mobility becomes positive.  fect on the formation of the EEDF. In our calculations we
The results of our calculations show that there is a comused Ochkur’s calculated cross sectidhfn contrast to the
position of a three-component mixture at which the negativecross sections given in the review article by Krishnan and
electron mobility reaches its maximum absolute value. ThisStumpf3? Ochkur’s calculated cross sections allow for the
value and the composition of the mixture at which it is exchange interaction as well as the dipole interaction, which
reached depend on the concentration of excited sodium ateads to a growth of the corresponding cross sections in the
oms in the P state. However, the simultaneous necessity ohear-threshold region by 4060%. Calculation of the EEDF
a high concentration of excited atoms and small degree diaking into account processes of stepwise excitation for con-
ionization of the medium are contradictory requirementsditions corresponding to the poiM in Fig. 2 shows that for
Therefore, as our next step let us consider the problem dafero populations of the@and D levels the mobility does
critical populations of the excited atoms and permissiblenot take negative values. This is because stepwise excitation
electron concentrations at which the negative mobility effecincreases the electron flux into the thermal energy region and
can exist for the ratio of components corresponding to thelecreases the degree of inversion in the EEDF. Calculation
point M in Fig. 2. shows that the EEDF is sensitive to the populations of tBe 4
Taking Coulomb collisions into account decreases theand D levels. The existence range of the negative mobility
width of the inversion interval in the EEDF since electron—is bounded from above by* <AE. A detailed analysis of
electron collisions tend to build the equilibrium form of the the influence of these processes could be had within the
energy distribution. In the final tally, an increase in the de-framework of a self-consistent model of a plasma, which
gree of ionization leads to destruction of the inversion in thegoes beyond the scope of this work.
EEDF (curve 2 in Fig. 3. Figure 5 plots the results of a To sum up, we have analyzed the influence of nitrogen
calculation of the electron mobility as a function of the con-on the form of the EEDF in the three-component mixture
centration of resonantly excited sodium atoms for differentN,+ Ar + Na. We have shown that a nitrogen admixture
degrees of ionization of the medium. It can be seen that in ncreases the degree of inversion in the distribution function
three-component mixture for degrees of ionization of the mein the region of energies corresponding to the Ramsauer
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Excitation of bands of the first negative system of the N 5 ion in collisions of N * and O*
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Absolute values of the excitation cross sections of (M) bands[for O* (*S), O*(?P)—N,

pairg and the(0,0), (0,1), (1,2), and(2,3) bands[for N* (3P) — N, pairs] of the first

negative system of the Nion have been measured in collisions with nitrogen molecules of
nitrogen and oxygen ions in the ground state and in a metastable state in the interval of ion
energies +10keV. The process of excitation of tli@,0 band of the first negative system

of the NJ ion by oxygen ions in the metastabi® state is of a quasi-resonant character. The
presence in the beam of ions in metastable states was monitored by measuring the excitation
efficiency of the(0,0) band\3914 A of the N ion in different operating regimes of the high-
frequency ion source. For Nions in the®P ground state, as the collision frequency is
decreased the relative vibrational population of #He=1 andv’=2 levels of theB23 | state of
the Ny ion is observed to deviate strongly from the value calculated in the Franck—Condon
model. © 1999 American Institute of Physid$$1063-784299)00404-3

1. Excitation processes in ion—molecule collisions in theenergiesE~1 keV the cross sections of excitation of the
energy range from several hundred to several thousand elebands of the first negative system of the n by N* and
tron volts are important for an understanding of phenomen®™ ions in their collisions with N molecules can differ by
taking place in the upper layers of the Earth’s atmosphére, several orders of magnitude, depending on the state of the
in the interaction of particles of the solar wind with the at- impinging ion.
mospheric gases of the planéts a gas-discharge plasma, The present paper reports results of measurements of
etc. One of the main sources of information about these pheeross sections of the excitation of the barf@g) A3914 A,
nomena is luminescence in the visible range of the spectrur0,1) \4278 A, (1,2 4236 A, and(2,3 A\4200 A by the N
induced in collisiond~® In this regard, of first importance is ion in the®P ground state and of th®,0) band by the O
information about processes of excitation of nitrogen atomsion in the*S ground state and the metastatffestate in their
molecules, and ions in collisions of electrons, protons, andollisions with N, molecules in the energy range=0.3
ions of atomic nitrogen and oxygen with nitrogen molecules.— 10 keV.
In particular, data on cross sections of excitation of the bands 2. The measurements were performed on a mass-
of the first negative systefiNS) of the N, ion (the transition  spectrometer setup by means of optical spectroscopy. The
B?S, —X?3;) in these collisions are needéd’ This is  experimental setup and the technique for calibrating the sys-
because the luminescence of the indicated bands in the poleem for recording the optical radiation are described in Ref.
aurora is the most intense and is easily identitied.addi-  14: a primary particle beam from an rf source, accelerated to
tion, as was noted in Refs. 1 and 11, cascade transitions frothe required energy and focused, was mass-analyzed by a
higher-lying levels to vibrational levels of tH@?Y, | state of magnetic mass-analyzer, slit-collimated, and directed into
the N, ion are not observed and, consequently, such studiethe collision chamber filled with the investigated target gas.
can give information about the population of these levels aThe measurements were carried out under single-collision
the very instant of the collision event. conditions. The radiation emitted upon excitation of the mol-

Results of a study of ion—molecule collisions in the in- ecules was observed at an angle of 90° with respect to the
dicated energy range are also of significant theoretical interdirection of the primary beam. A spectral analysis of the
est. At present there is no commonly accepted opinion of theadiation was performed with the help of an MDR-2 mono-
mechanism of electron—vibrational excitation in these colli-chromator. i
sions. In particular, the question of the causes and nature of The emission was recorded by anB#9 photomulti-
the deviation of the relative populations of the vibrationalplier in the integrating regime. With the aim of reducing the
levels from the calculated values following from the Franck—dark current of the photomultiplier, the photocathode was
Condon(FC) model has received insufficient stutfy. cooled by liquid-nitrogen vapors.

In measurements of the cross sections of excitation of One peculiarity of the rf source used is that, depending
emission of molecules by Nand N" ion beams it is impor-  on its operating regime, a certain fraction of thé Bnd O
tant to know in which states these ions are found. The reasoions are found in metastable staféise states N('D,!S,%S)
for this, as was shown, for example, in Ref. 13, is that at iorand O (°D,?P)]. Therefore, in those cases where it was

1063-7842/99/44(4)/6/$15.00 367 © 1999 American Institute of Physics
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FIG. 1. Energy dependence of the efficiency of excitation of the band
(0,0 \3914 A of the first negative system of the, Non for the pair
O* —Nj for different pressures of the working gas in the high-frequencyion with nitrogen molecules at different pressures of the
source:l — P=2.4x10% 2 —8x10 % 83— 2X10 * Torr. working gas in the 4f sourceR; =2.4x 10 2Torr, P,=8
X 10”2 Torr, andP;=2x 101 Torr. By efficiency we mean
the sum of terms, each of which is the product of the cross
needed we monitored the composition of the beam and desection of excitation of the given band by ions in the corre-
termined the contribution to the efficiency of excitation of sponding state by the relative fraction of these ions in the
the bands of the first negative system of thg ln by ions  primary particle beam. As can be seen, these curves differ
in metastable states. not only in their shape, but also in the overall magnitude of
3. Inelastic processes with Nand O ions present in the excitation efficiency. For a fixed energy, as the pressure
the primary particle beam in metastable states have bedn the rf source is increased the excitation efficiency de-
studied by a number of authot$>6In particular, the au- creases.
thors of Ref. 13 measured the absolute cross sections of ex- Control experiments carried out in the present work
citation of the(0,0) \3914 A band of the §l ion in collisions ~ show that at high enough pressures the fraction of ions in
of N*, O*, and C" ions in the ground and metastable statesmetastable states in the primary particle beam reaches a
with N, molecules at ion energids=1 keV. minimum. Results of these experiments are plotted in Fig. 2
From these measurements it follows that excitation ofin the form of a curve of the relative value of the efficiency
the indicated band by oxygen ions in th8 ground state of excitation of the indicated band plotted as a function of
proceeds with significantly lower efficiency than excitationthe oxygen pressure in the rf source at ion energies
by ions in the metastabkD and?P states(the ratio of the E=2.5keV. It can be seen that at pressuRes 10 ! Torr
corresponding cross sections is 1:9:8@onsequently, even the corresponding curve reaches saturation.
a small admixture in the primary particle beam of oxygen = Comparison of our data with the data of Ref. 13 shows
ions in metastable states can introduce a substantial error that for E=1 keV and the oxygen pressure in the rf source
the measured cross section of excitation of this band by ionB,=2.4x 10 2 Torr the excitation efficiency we measured
in the ground state. (01=17x10 *¥cn?, curve 1 in Fig. 1) is significantly
In the present study, the presence of ions in metastablgreater than the values of the excitation cross section ob-
states was monitored by measuring the efficiency of excitatained in Ref. 13 for oxygen ions in th&s ground state
tion of the (0,0 \3914 A bands of the K ion for different  (¢=0.73x10 8cn?) and the metastabkD state ¢=6.6
operating regimes of the rf source. It follows from the mea-x 10" '8cn?) significantly less than for ions in the meta-
surements that in the case off©N, collisions the effi- stable?P state ¢=220x 10 *¥cn?). Consequently, it can
ciency of excitation of the indicated band decreases signifibe surmised that the value of the excitation efficiency we
cantly when the pressure of the working gas in the rf sourcebtained is determined to a significant extent by oxygen ions
is increased, and also when the voltage on the rf generator is the metastabléP state(for E=1 keV).
decreased. This can be explained by a decrease in these cases|In the present work the presence in the beam of oxygen
of the fraction of G ions in metastable states in the primary ions in the metastabl8D state was checked in a special
particle beam. control experiment. Toward this end, we examined excitation
Figure 1 plots the energy dependence, obtained in thef the Meinel bands (3,00 \6874A, (4,1)\7037A,
present work, of the efficiency of excitation of the (5,2 A\7240A(the transitionAIT,—X*3.;) of the N; ion in
(0,0 73914 A band of the Bl ion in collisions of the oxygen O* —N, collisions. It can be surmised thaﬁ@zD) ions will
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excite this band with a large efficiency due to the quasireso- cm?
nant character of the inelastic process 41077

0" (2D)+Ny(X13 J) —O(3P) + N3 (AZI,) - o]

—

(energy defecAE~0.06 e\). The experiments showed that
in our case the Meinel bands are hardly excited at all, which
is probably an indication of the absence of oxygen ions in the
metastabléD state in the primary particle beam. The small
fraction of these ions in the primary particle beam in com- 1-10
parison with O (P) ions is due to a peculiarity of the
mechanism of formation of these ions during dissociative
ionization in collisions of electrons with oxygen molecules
in the rf ion source. An analysis of the energy terms of the 0.5
oxygen molecule and the oxygen molecular ion shows that =
the most efficient mechanism of formation of dissociation
products in various states is decay of highly excited states of
the Q) ion in the region of internuclear distances correspon- 0.2 | Lo Lt
din g to Franck—Condon transitions. Such states include 1 J 5 10
C'3,, I, B%Y , b*S, , andAIl,. In the decay of E, kev
the C*Y state of the @ ion, ions of atomic oxygen in the g 3 Energy dependence of the excitation cross section of the
4S ground state and the metastabiestate are formed in the (0, 03914 A band for O — N, collisions: 1 — O (?P), 2 — O*(*S).
relative amounts-95% and 5%, respectively.Decay of the
111 21, state of the @ ion leads to the formation of Dions
in the metastabléD and?P states in the relative amounts 1) by solving some simple algebraic equations. The results of
~33 and 66%, respectively. Decay of theBzig , b429’ ,  this reconstruction are shown in Fig. 3. It can be seen that the
andAI1,, states leads to the formation of ions in thé(@S) cross section of excitation of the given band by(€P) ions
ground staté? It follows from the foregoing discussion that grows slowly with increasing ion energy. Such an energy
oxygen ions in théS ground state make up the main fraction dependence of the cross section is not in accord with the
while oxygen ions in the metastatfie state make up a small quasiresonant character of excitation of the given band in the
fraction of the oxygen ions in the primary particle beam andinelastic recharging process
ions in the metastabléD state are essentially absent. 42 1w+ 3 P
Using the data of Ref. 13, we can estimate from our O (FP)+Na(X 29)_)0( P)+Nz (B7,)(v"=0)
results the fraction of oxygen ions in tA8 ground state and (energy defecAE=0.12¢e\). It is possible that this is the
in the metastabléP state in the primary particle beam for result of neglecting the contribution to the excitation effi-
different values of the pressure of the working gas in the riciency from the O ions found in the metastabf® state. As
source. Simple calculations show that the fraction 6{P) follows from our estimates, taking the contribution of the
ions in the primary particle beam for a pressure of 2.40" (D) ions to the excitation efficiency into account has
X 10”2 Torr in the rf source is~7.4%, for a pressure of 8 only an insignificant effectwithin the limits of experimental
X 10 2 Torr it is ~3.4%, and for a pressure o210 Torr  erron on the energy dependence of the cross section of ex-
it is 1.4%. citation of the (0,0)A\3914 A band by O ions in the*S
As was already mentioned, the"(¥P) ions make a sub- ground state. This is due to the fact that at higher ion ener-
stantial contribution to the excitation efficiency as measuredjies the contribution of the ions found in th8 ground state
by us. Therefore, the decrease in the excitation efficiencyo the excitation efficiency becomes decisive.
brought about by an increase in the pressure inside the rf An analogous procedure was carried out for the pair
source is due entirely to a decrease in the fraction of thesd™ —N,. In this case the contribution of the nitrogen ions in
ions in the primary beam. The contribution of the metastablenetastable states to the excitation efficiency does not exceed
ions to the excitation efficiency also depends substantially on~-30%. The energy dependence of the excitation efficiency is
their energy — it decreases as their energy is increased. completely determined by the nitrogen ions in the ground
As the energy of the oxygen ions is increased, the relastate.
tive contribution of the ions found in th#S ground state to Final results of our measurements of the energy depen-
the excitation efficiency noticeably increases. As can be seetience of the absolute cross sections of excitation of@t@
from Fig. 1, for the ion energf=10keV the change in the 3914 A, (0,1) 4278 A, (1,2 \4236 A, and(2,3) A\4200 A
excitation efficiency with decrease of the pressure inside thbands of the first negative system of thg kn in collisions
rf source does not exceed30%. of N* in the 3P ground state wittN, molecules are plotted
After determining the fraction of metastable ions in thein Fig. 4.
primary beam, it is easy to reconstruct the dependence of the An analysis of the obtained results shows that the influ-
cross section of excitation of th®,0)A3914 A band by O ence of an admixture of ions in metastable states on the
ions in the?S ground state and in the metastaBl state  process of excitation of the molecular ion; (823 ) in
from the energy dependence of the excitation efficigifdy. N* O*—=N, collisions is substantial in the case of oxygen
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- FIG. 5. Dependence of the ratie(v',v")/0(0,1) of excitation cross sec-
0. 71 ' } L (L. L '1|0 2‘0 tions of the bands of the first negative system of tieibh on the velocity
F.keV of the ions:1 — 0(1,2)/0(0,1); 2 — 0(2,3)/0(0,1) for the pair N"—N,, the
? N ions in the®P ground state3 — ¢(1,2)/0(0,1) for the pair O —N,, in
H?e primary particle beam the *@°P) ion component is~1.4%; 4 —
0(1,2)/0(0,1) for the pair O —N,, in the primary particle beam the'@Q?P)
ion component is~7%.

FIG. 4. Energy dependence of the excitation cross sections of the bands
the first negative system of thejNion in N*(®P)—N, collisions: 1 —
(0,0 A3914 A,2 — (0,1) \4278 A,3 — (1,2 \4236 A,4 — (2,3 \4200 A.

levelsv’=1 and 2 increases in comparison with the calcu-

ions in the low-energy end of the investigated energy intervalated value.
and is small over the entire energy interval in the case of Various models of electron-vibrational excitation in col-
nitrogen ions. lisions of ions with N molecules were discussed in Refs.

Errors in the measurement of the absolute cross sectiorZ)—28. In the range of low and intermediate energiesm
at the low-energy end of the investigated energy intervakeveral hundred to several thousand electron vdfis for-
amount to~30% and at the high-energy end,t®20%. The mation of excited molecular states is due to a nonadiabatic
errors in the relative measurements do not exceB#o over transition between the potential energy surfaces of the initial
the entire interval of investigated energies. and final states of the three-particle system of colliding par-

4. The deviation of the populations of the vibrational ticles in the region of minimal separation of the surfaces. The
levels during excitation of th&23 state of the N ion in  deviation of the relative populations of the high-lying vibra-
collisions of various ions with Nmolecules from their val- tional levels from the value calculated in the Franck—Condon
ues calculated according to the Franck—Condon model wasodel is possibly due to a violation of the assumptions made
investigated in earlier works'®?°In the present work this in the calculation: the electron transitions occur instanta-
guestion is examined with allowance for the presence in thaeously for a fixed value of the internuclear distance in the
primary particle beam of ions in metastable states. molecule when the relative population of the vibrational lev-

Our data for the particle pairs™N O* —N, are plotted in  els of the final electron state is determined by the Franck—
Fig. 5 in the form of the dependence of the ratio of theCondon factors of the unperturbed molecule and is conse-
excitation cross sections of th&,2) and (2,3) bands to the quently independent of the collision velocity and the nature
excitation cross section of th@,1) band on the collision of the impinging ion. However, as was shown in Refs. 20—
velocity. For comparison, Fig. 5 also plots the values of thes@6, in the region of minimal separation of the potential en-
ratios calculated in the Franck—Condon model:ergy surfaces of the three-particle system of colliding par-
0(1,2)l0(0,1)=1.35x10"1 (1) and o(2,3)/0(0,1)=1.7 ticles vibrational excitation of the molecules takes place,
x 1072 (11).22 These calculations used the Franck—Condorleading to a redistribution of the populations of the vibra-
factors of the unperturbed states of the nitrogen moleculdional levels of the final state. Of course, it goes without
Our results confirm the earlier observed deviation of thesaying that in these cases the use of the Franck—Condon
population of the excited vibrational levels from the valuefactors for the unperturbed molecule requires special care. In
calculated in the Franck—Condon model: as the collision veparticular, as was pointed out in these papers, the degree of
locity is lowered, the relative population of the vibrational deviation of the relative populations from their values calcu-
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increase of the fraction of ions in metastable states in the
primary particle beam the population of high-lying vibra-
tional levels decreases, especially for small collision veloci-
ties. For example, for the collision velocity~1.1

X 10" cm/s, as the fraction of Q(?P) ions in the primary
particle beam is increased from1.4% to ~7% the ratio
0(1,2)/0(0,1) decreases by roughly a factor of two. The point
here is, as was already mentioned, that the process of exci-
tation of the B®Y | state of the § ion in collisions of
O"(?P) ions with N, molecules has a quasiresonant charac-
ter and consequently occurs for large distanBeketween

E(R)ﬂ

3 + 2.+
00PN, (6°2,)

O(J,p)-N;,(Aj”‘i) the ion and the center of mass of the molecule. Here it is
0CPIN, (X Z) natural to assume that a weak perturbation of thenbl-
08N, (X'Zy) ecule can be expected and momentum transfer to one of its

atoms does not take place. Therefore, fof (éP) ions a
distribution of the relative populations of the vibrational lev-
els similar to the distribution calculated according to the
FIG. 6. Schematic diagram of the potential curves of the systery) ONR Franck—Condon model is expected. As the velocity of the
is the distance between the primary particle and the center of mass of tH@NS is decreased, as was already pointed out, the contribu-
molecular targetR; , R;, andR; are theR values of closest approach of the tion of the metastable ions to the efficiency of excitation of
curves of the initial gnd intermediate, intermediate and final, and initial andthe 822: state of the ISI ion grows and the relative popu-
final states, respectively. . . . .

lation of the vibrational levels should correspondingly ap-

proach the distribution calculated in the Franck—Condon
lated in the Franck—Condon model depends on the collisiomodel. Indeed, for the ion velocity=0.76x 10’ cm/s, when
velocity, the specific form of the potential energy surfacesthe number of oxygen ions in the metastatfestate in the
and the quantum number of the excited vibrational level. Taorimary particle beam is comparatively large7% (Fig. 5,
be specific, the degree of deviation grows with decrease afurve 4), the ratioo (1,2)/0(0,1) is 0.14, which is close to
the collision velocity and increase of the vibrational quantumthe value calculated in the Franck—Condon model. For this
numberv’. A large deviation of the relative populations velocity the ratioo (1,2/0 (0,1 is determined entirely by O
from their calculated values is observed in both cases. Fdpns in the metastabléP state. It follows from the above
example, under conditions of close collisions, when the im-discussion that a deviation of the relative vibrational popula-
pact parameter is of the order of the internuclear distance ition in O* —N, collisions from its calculated value is only
the molecule, momentum transfer of significant magnitude i®bserved for O ions in the*S ground state. This result can
possible to an individual nucleus of the molecule. In this casde explained by an analysis of the diagram of potential en-
the transition to the excited molecular state originates from &rgy curves of the system (QN" constructed in the quasi-
vibrationally excited initial molecular state. The same resultdiatomic approximatioR%?°
can be obtained if the system transitions to the final state For the case of C)(“S)—NZ(Xlig) collisions, the re-
directly through an intermediate st&é3or if the system in  distribution of vibrational levelgrelative to their values cal-
the initial state receives a vibrational excitation due to aculated in the Franck—Condon moyil the excited molecu-
strong exchange interactignausing a stretching of the mol- lar stateB23 | of the N; ion is probably explained by the
ecule with some other near-lying staté.In this case the influence of the 07(P)—N2T(X229+) intermediate state. In
degree of vibrational excitation and, consequently, the deviathis case, an electronic transition occurs via the given inter-
tion of the relative population from its value calculated in themediate state or the vibrationally excited initial molecular
Franck—Condon model depend substantially on the residenctate M(XlEg). The latter can be vibrationally excited as a
time of the system in the intermediate or vibrationally ex-result of an exchange interaction of the initial state with the
cited initial state?>* intermediate state.

In our case, the main reason for the deviation of the = We may sum up by enumerating the main results of the
relative population of the vibrational levels in the"N N, present work. In collisions of N and O ions in their
collision from its value calculated in the Franck—Condonground states we have measured the absolute excitation cross
model is the factor of efficient momentum transfer undersections of the(0,0) band (for the pair O —N,) and the
conditions of close collisiongthe cross sections we mea- (0,0), (0,1), (1,2, and(2,3) bands(for the pair N"—N,) of
sured were smallbetween identical nuclei — the impinging the first negative system of the;Non in the interval of ion
N* ion and one of the two N atoms in the, kholecule. energies +10keV. For N' ions in the®P ground state, as

Of particular interest, in our opinion, are the results forthe collision velocity is decreased a strong deviation of the
the O" —N, pair. It can be seen from Fig. 5 that in this caserelative vibrational population of the final state from its value
a significant deviation of the relative vibrational distribution calculated in the Franck—Condon model is observed while
from its value calculated in the Franck—Condon model isfor O" ions in the metastabléP state the measured and
observed only for a comparatively small admixtirel.4%) calculated values of the vibrational population distribution
of O" ions in the metastabféP state(Fig. 5, curved). With  are similar.
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In conclusion, we would like to express our gratitude to
V.M. Lavrov for his interest in this work.
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Calculations of the potential distributibare used to study the current—voltageV)

characteristics of unneutralized Knudsen thermionic converters with unlimited electron emission
from the collector. It is shown that the optimum work function of the collector satisfies

the condition of unlimited emission. The effect of a number of characteristic parameters of a
converter on its |-V characteristics are studied: the degree of neutralization, the ratio

of the emitter and collector temperatures, and the work functions of the emitter and collector.

© 1999 American Institute of PhysidsS1063-784£99)00504-§

INTRODUCTION from the current—voltagd—V) characteristics of thermionic
converters.

The efficiency of thermionic converters of thermal into  The first studies of the effect of electron emission from
electrical energy is highest in the Knudsen regime, when thehe collector were made by McintyfeHowever, because of
mean free path of the electrons exceeds the interelectrodfe large number of parameters and the complexity of the
gap. In this regime the emitter is simultaneously a source ofalculations, no systematic data were obtained, and the cal-
electrons and ionéthe electrons are produced by thermionic culations were done only for a few examples and are actually
emission and the ions by surface ionizajicand the thermi-  only useful for a rough estimate of the effect of emission
onic converter is a Knudsen diode with surface ionizationfrom the collector. A more detailed study of the distributions
The advantage of the Knudsen regime compared to the aksf the potential in thermionic converters with unneutralized
regime for a thermionic converter is the absence of the enemitting collectors has been matie.
ergy losses in and voltage drop across the working gap This paper is devoted to a study of the 1-V characteris-
which are necessary in the arc in order to generate ionsics, including a detailed analysis of the singular points on
There is an absolute need for more efficient thermionic conthese characteristics, and also to a study of the effect of
verters in modern power sources for both space- and groundarious parameters on the 1-V characteristics.
based applications. 1. One of the important parameters determining the op-

In practice, the Knudsen regime can be realized either bgration of a thermionic converter in the Knudsen regime is
using a binary Cs—Ba fillingor by building a converter with  the degree of neutralization

a small gag-
In thermionic converters with Cs—Ba, the barium vapor 3 n;"(0)
is used for independent control of the emitter work function Y= n:(0) @
e

and, because of the high adsorption energy of barium, it is

possible to obtain an optimum emitter work function, while Here n;"(0) andn_ (0) are the densities of the ions and
remaining in the Knudsen regime for interelectrode ghpé  electrons escaping from the emitter immediately at its sur-
about 1 mm. On the other hand, when the gap is reduced it f&ce. In the unneutralized regime< 1. Besidesy there are a
possible to raise the cesium vapor pressure while remainingumber of other parameters which must be taken into ac-
in the Knudsen regime. Fa~20 um an optimum emitter count in studies of thermionic converters: the ratio
work function at a temperature of 1800—-2000 K is ensuredd =Tg /T of the emitter and collector temperatures, and the
by adsorption of cesium on the emitter surface. In this caseyork functionsyg and xc of the emitter and collector mea-
the Knudsen regime is realized without adding barium vaporsured in units okT,.

For a fixed temperature of the collector, its optimum work In Ref. 4 the calculations were done assuming unlimited
function in the Knudsen regime is such that the electroremission from the collector, i.e., it was assumed that the
emission from its surface is comparable to the electron emisemission from the collector is so high that the flux of elec-
sion form the emitter surface. We note also that a high colirons entering the plasma is limited only by the potential
lector emissivity is realized in thermionic converters with abarrier near the collector and not by its emissivity. It was
Cs—Ba filling because the collector temperature must be kefgound that, as opposed to thermionic converters with a non-
higher than the barium reservoir temperattird 000 K) cor-  emitting collector, in this regime there are no oscillating po-
responding to an optimum barium vapor pressure. Thereforaential distributions. The evolution of the potential distribu-
it is important to take the reverse current from the collectortions as the external voltages varied is shown in Fig. 1. As
into account when studying the distributions of the potentialthe voltage is increased, there is a transition from a potential

1063-7842/99/44(4)/8/$15.00 373 © 1999 American Institute of Physics
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7 In calculating the |-V characteristics we use the method
described in Ref. 4. Firs, and »,, are found at the char-
-~ acteristic points on the potential distribution. Two conditions
serve for finding these potentials: quasineutrality in the
-8l I plasma and zero total charge in the layer betwegnhand

7p - In order to determine the densities of the corresponding
groups of particlegions from the emitter, electrons from the

-6 emitter, and electrons form the collectaat an arbitrary
point, we have introduced the functiéry. The quasineutral-
ity condition is written in the form

-4
(ni_ne)|7):np:':(npl77m!): ')’F|(77p)

-2F /4 _FeE(77punm)_BFeC(npanma(a):O- 2
Heren; and n, are the densities of the ions and electrons,

0 | y i respectively; B=n_ (7,)/na (0); ng(7m) is the electron
30 60 ‘ 9T density leaving the collector at the peak of the virtual emitter
(or virtual collectoy. The contributions to the charge are de-

2 termined through the function§g, which for an arbitrary

gap (A,B) are are defined as the integralfef over the given
FIG. 1. The possible types of potential distributi@his the distance from gap interval. The condition that the total Charge in the |ayer
the emitter measured in Debye radii [77 7 ] equa| zero has the form
p 7m

G(7p:7m:0)=vGi(7p, 7m) = Gee( 7p » 7m)

distribution with a virtual collectofanodg (curvel of Fig. — BGec(7p, m,©) =0. 3

1) to one with a virtual emittetcathode (curvelll) through

an intermediate typécurvell of Fig. 1). At the peak of the The parametep depends o, as'

virtual collector (or virtual emittej the potential reaches a @32 _ _ _

minimum value in the gap. Here and in the following, we p=0 XA (7m0~ xe(®~1)]. @

shall use dimensionless values of the potentialmeasured The forms of the functiond=; and G4 are given in
in units ofkTg/e (wherek is Boltzmann's constant arelis  Ref. 4.

the charge of the electrbnWe denote the minimum poten- By specifying the external voltage, it is possible to

tial in the interelectrode gap by, and the plasma potential determine», and 7, from the solution of Eqs(2)—(4) and,

by 7,. We shall denote the parameters corresponding to thitom the magnitude of the minimum potential, to calculate
transition from potential distributions with a virtual collector the transferred current. Detailed studies of the 1-V charac-
to those with a virtual emitter by the index The pointe  teristics will be made in the following: Fig. 2 shows a family
has been analyzed in detail bef8re. of 1-V characteristics for different collector work functions

0.25

0.20

o.15
S FIG. 2. 1-V characteristics for different
+ 4 xc:1—0.0,1l —2.0,lll —4.0,IV—

0.1 '\\ 53,V — 6.7, VI — 7.6, VIl — 8.6;
™~ y=0.1, yg=15, ©=2.
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Xc- On the |-V characteristic corresponding (¢=7.6  unlimited emission condition is violated. We shall do the
(curveVI), three characteristic points are indicated: the pointcalculations assuming thajc= 7,, . Calculation8 show that
a, as well as points corresponding to the passage throught the pointa the plasma potential is negative. Therefore,
zero of the collector potentiahc (point 1) and the plasma even in the neighborhood of that point, fgg= x¢ the in-
potential (point 2). equality <0 holds, i.e., ions are not reflected from the
2. As a rule, the pointd and 2 lie to the right of the potential jump near the collector. However xif is small, it
point & on the 1-V characteristic, so we shall concentrate thamay turn out to be positive and in this case it is necessary to
analysis specifically on the region>u,, which corre- take reflection of the ions into account. We denote the value
sponds to a potential distribution with a virtual cathode. Itof the work function of collector corresponding to the con-
has been showrthat for the quasineutrality of the plasma dition 7c=0 by xc; if xc<xgc, then ions are reflected from
and the collector potential jump to match, the following con-the potential jump at the collector. Boft and x depend

dition must be satisfied: onu.
q Therefore, each point on the -V characteristic corre-
—(Ni—Ne)| =y +0<0. (5)  sponds to a range of values of the collector work function,
Xc.Xel, such that ifyc lies within this interval, then the
dn P Eoxe h that ifyc | thin this interval, then th

»=7,+0 has been chosen because for a potential discondition of unlimited emission is satisfied and the ions are
P . -
tribution with a virtual emitter, the transition from a Ot reflected. In this case it is not necessary to change the

quasineutral plateau in the anode region must be accomp§XPression fof; in Eq.(2) and, therefore, the corresponding
nied by an increase in the potential, i.e., we must haye formula for G;. This, in turn, means that if the calculations

=7n,. We shall refer to the conditiofb) as the differential have been done assuming = 7,(xc=xc) thenz, and 7,
criterion. are the same for al{c within this interval. In this case the
In examining solutions including the reflection of ions !=V characteristic is independent gt, i.e., it is universal.
from the collector sheath, we shall use yet another, more NOte that similar considerations can be applied to the
rigid criterion for the correctness of the solution. Let us con-€gion to the left of the poink. Since in this case the col-

sider an arbitrary point with potentiay and the function lector is in contact not with the quasineutrality region but
G(7) given by with a virtual collector, the work functiows corresponds to

having 7c= 7,; as before, the value of corresponds to

N B having »c=0. The parameterge, xc. U, and 5c are re-
Glm= Lm(n‘(”) Ne(77))d7. ©®  ated by the simple equatifn
Here and in the following, for convenience we shall omit the XE— XctU=17c. 9)

argumentsy,,, and® in the functions= andG. The function
G(n) is related to the electric field strength at the point with
potential 7, E(7), by the equatioh

For a given value ofi, x¢ and x¢ are found by substi-
tuting 7c=0 and nc= 7, in Eq. (9) for a virtual emitter
(nc=0 and nc= 7y, for a virtual collectoy; #7,(u) and
G(n)=—E?(9)/2. (7) nm(u) are found by solving Eqs(2)—(4). It is clear from
Fig. 3, which showg and ¢ as functions of the voltage
that for large negative voltages, the interygk , x¢] is quite
wide. Then, theyg are small.

It follows from Eg. (7) that the functionG must be less
than or equal to zero, i.e.

G(7)<0. (8)

We shall refer to Eq(8) as the integral criterion. Equa-
tion (8) has to be used along with the differential criterion for P9 2
the following reasons: criterio(®) is local and makes it pos- ___ﬂ/_\w
sible to verify the correctness of the solution only in the
nearest neighborhood of the boundary point of the quasineu- -
trality region. Sincen;=n, in the quasineutrality region, |
when condition(5) is satisfied the anode layer near the pla- _éi ___________ X.=78
teau is enriched in electrons, i.e,<n.. However, when =
the collector potential is positive, the total density { n,)
can change sign in the anode region and, although®ds &
satisfied, the total charge in the layer between the plasma and
some point in the anode regidthe functionG) turn out to
be positive. 4= :
The I1-V characteristics were calculated assuming unlim-
ited emission from the collector. Evidently, for high collector
work functionsy this condition fails. For each point on the 2 L L L | ! L L L
|-V characteristics we can find a limiting valyg: corre- 15 - -9 -7 v
sponding to unlimited emission. This value is found from the
condition 7c=7,, since if xc>x¢, then nc<7, and the  FIG. 3. x& (1) andx¢ (2) as functions ofi for y=0.01, xg=15, and®=2.
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When constructing the universal 1-V characteristic in TABLE .

the region of a virtual emitter, the work function of the col-
lector was not assumed to be constant, but for aathe
value of yc was chosen to be equal ¢, in order to satisfy
the conditionnc= 7,. At each point of the |-V character-
istic a test was made to see if criteri¢®) is satisfied. The
point where condition(5) is violated is the boundary for

Sitnov et al.
0=2 0=3
U, Mow Mmw u, Mow Mo
y=0.01 -5.15 -0.10 —4.82 —8.65 -0.05 —-4.73
y=0.1 -6.27 -0.12 —-2.61 —-9.39 —0.06 —-2.51

existence of solutions of this type. We shall denote its pa-

rameters by the index. The statew is determined from the
condition that forpc= 7,,

d
ﬁ(ni_ne”n:r]pzo' (10)

At this time the derivative changes sign, and foru,,

no solutions with a potential plateau exist. The parameters of..7P’

the pointw—7m,, 7p, andu,, can be found using the
condition(10). Adding condition(10) to Egs.(2) and(3), we
obtain a system of three equations which can be written i
the form

Aiy+BB+C;=0, A,y+B,B8+C,=0,

with the coefficients

A=exers—mn,), B;=exerg®s5)—2 exg® o),

Ci1=—exp( nm) - exersod);

A,=—exerg§—n,) + ——,
? e (_7777p)1/2

B,=0-exer$05)—2 exg® §)— —,
2 £09) O o) (705"

Co=exp(7m)- ( exergo) — (WT)]'/Z) ;

Ag=I1r(=7p) = I (= 7m),
B3:—%(Ir(05)+1—2 ex04)),

Cs=exp(7m) - (Ir(8)—1).
Here 8= n,— nm, exersk) =exp)-(—erf(x'?)) ,

77_1/2

erf(x)= oxexq—tz)dt, Ir(x)=J exergx)dx.

In Eq. (11) the coefficients with subscript 1 correspond
to the functiong, those with subscript 2, to derivatives of
theF¢, and those with subscript 3, to the functid@s. The
solution of Eq.(11) gives the parameters of the point
Some calculated parameters of the peintorresponding to
xe=15 are listed in Table I.

Calculations of the 1-V characteristic in the virtual emit-
ter region on the assumption tha¢ = 7, showed thaty,, is
negative along the entire segment of the |-V characteristi
from the pointa to the pointw for arbitrary y. Thus in the

virtual emitter region there is always a range of the collector
work function,[ xc,x¢], for which the I-V characteristic is
universal.

The statew corresponds to an extreme value of the col-
lector work function,x¢,, . Given our assumption thapc
we can obtain an expression fg¢, from Eq. (9):
=XE— npw+ U, -

If xc is much greater thagg,, , the condition for unlim-
r'ﬁted emission is violated for all. Whenyc is slightly greater
than x¢,,, in the region @,,u,) there is a small range of
voltages within which this condition is satisfied. Evidently,
when the condition for unlimited emission is violated, oscil-
latory potential distributions develop. Ag increases, there
is a transition to the developed oscillatory potential distribu-
tions typical of operation with a nonemitting collector.

Let us see to what extent the condition for unlimited
emission is satisfied in the optimum Knudsen regime for a
thermionic converter with Cs—Ba filling. This sort of thermi-
onic converter has been optimized without self-consistent ac-
counting for the effect of the electrons emitted from the col-
lector on the potential distributichLet us consider a typical
example for a high temperature thermionic converigs:
=2200K, Tc=1100K (Tg/Tc=2), gap lengthd=1 mm,
and optimum cesium vapor pressiRes=2X 10 2 Torr. In
this case, the optimum electrode work functions WQ@
=3.42¢eV (18.06kT) andx2=1.85 eV (9.77kT). The ratio
x&/ x2=1.85, which is somewhat smaller thar /Tc. For
the givenxg with y=0.2, x¢&,, equals 10.05, and witp=0.1,
X<, = 10.38. Therefore, if the collector work function is less
than the optimum, then in the underneutralized regime the
condition for unlimited emission is obviously satisfied. An
analysis showed that this conclusion is valid for other tem-
peratures of the emitter and collector, as well.

3. We now proceed to a study of the portion of the 1-V
characteristic where ion reflection is important. The -V
characteristics must be calculated for fixed values of the col-
lector work functiony . In order for the condition of unlim-
ited emission to be satisfied in the virtual emitter region, it is
necessary thayc be less thary¢,, . It is clear from Fig. 3
that for u=u,, the value ofyc, which we shall denote by
Xc. 1S very close tox¢, . If we choose a value of¢ less
than x¢,,, then for someu the value ofy¢ turns out to be
equal toyc . As an example, the dashed ligg=7.5 in Fig.

3 intersects they(u) curve atu=—7.5. At this time the
collector potentialyc changes sign and ion reflection sets in.

-V characteristics were calculated for a number of val-
ues of xc within the intervalye,<xc<xc. - Xc. IS found
from the condition that at the time when the plasma passes
through statex, the potential of the collector surface passes
through zero. Forpc=0 andu=u,, Eq. (9) yields xc,

XcCo
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Besides solutions with a negativg , there are solutions
with a virtual emitter for positivey, (the upper branch of the
I-V characteristit. An analysis showed that the extremum
point on this branch is determined by a solution wifg
=0. At this point the differential criterion is violated when

0.14

S the outer boundary of the virtual emitter and the quasineu-
+ o trality region are matched. In the neighborhood of the ex-
,'\: trema in the upper and lower branches there is a range of
where two solutions of the system of Eq&)—(4) can be
0.10 found. These solutions are formal and it is still necessary to
verify that the integral criterioni8) is satisfied for them.
- The upper and lower branches always intersect. We shall
0.08 | | | | | denote the point of intersection as pothtThe portion of a

-5,}5 -6.55 ] I-V characteristic in the neighborhood of polits shown in

o Fig. 4. All the possible formal solutions are indicated in this
'i'fs"tngé‘:e;?ﬂﬁfn‘:igahssfhrgggto?ggi r;fgr fmr\?;tjgssg%(??i Xe  figure. At point2, itself, for a given currenti.e., for a single
andll — 7.5. value of ,,) and a single collector potential, there are two
solutions with different values of, of which the smaller is
negative and the larger, positive.

=xe+U,. Including ion reflection makes the formula for the =~ We now apply criterion(8) to verify the correctness of

1
-6.65 ~6.75

ion density depend omyc : the formal solutions in the neighborhood of poit It is
5 evident that criteriori8) must be satisfied for all points in the
exers— 1) —exp(— 7c) anode region, as well as for the points in the outer portion of
c xXexergnc—mn), n<O0, 15 a virtual emitter. If at some point betweey), and 7 the
i(7,7c)= 2 exp(— 7)—exp — 7¢) (12 function G(#n)>0, then the corresponding potential distribu-

tions cannot exist. Detailed studies showed that critef®n
is violated only in a small neighborhood of poiat

The formula forG; also changes. As before, the |-V Let us consider the solutions corresponding to the upper
characteristic was constructed by solving the system of Eqdiranch of the 1-V characteristic in the neighborhood of point
(2)—(4) using the appropriate formulas f6f andG; . Atthe 2. In this case, criterioi8) is violated in the outer part of the
time »c passes through zero, the ion density increases rapdrtual emitter. Figure 5b shows plots 6f(7) andG(#) in
idly and additional neutralization of the electron spacethe interval (7,,,7,) corresponding to poin2 on the |-V
charge occurs, so that there is a sharp rise in the current agtharacteristic foryc=7.5. It is clear that, besides the point
a bend is seen in the 1-V characterisgoint 1 of Fig. 2. 7, there is yet another point within this interval whefe
Here the voltage at poirtt, u,, is found from the condition andG go simultaneously to zero. The potential at this point

o 13 is negative and equal to the plasma potential for the solution

Ui=Xe™ Xe. (13 corresponding to the lower branch at poitFor a small
which corresponds to the contact potential difference. shift to the left along the upper branch from pothG( ) is

In Fig. 2 one can see the envelope and the parts of thpositive within some range of values gflying within this
I-V characteristic corresponding to the different values ofinterval; that is, the integral criterion is violated and the for-
xc Which are characteristic of all I-V characteristics. Themal solution is not a solution to the problem. Functiét{s;)
work function of the collector influences the 1-V character-and G(#) of this type, which correspond to the poiatin
istic, despite the unlimited emission from the collector, be-Fig. 4, are shown in Fig. 5a. Calculations showed that over
cause of ion reflection and the strong effect of the ion densityhe entire segment of the 1-V characteristic to the left of
on the potential distribution and omn,, . point 2, the solutions do not satisfy criteri@B). To the right

4. The following feature of the |-V characteristic shows of point 2, G is negative and the integral criterion is not
up in the neighborhood of the transition through zero of theviolated, as illustrated in Fig. 5b, which corresponds to point
plasma potentiak, . During the calculation each point of the b of Fig. 4.
I-V characteristic was checked to see if the differential cri-  In the upper branch at poir&t and to the left of it, the
terion (5) was satisfied there, i.e., the signd(n;,—n.)/d%  function F(7) goes to zero three times within the interval
was determined. The calculations showed that for smal(7y,7,) (Fig. 5a and 5p The zeros offF correspond to
negative values ofp, a situation arises in whichd(n; extrema ofG. The two outermost extrema are minima@f
—ng)/dn changes sign, i.e., there is an approach to an exwhile the middle extremum is a maximum. If we choose a
treme solution of the type which occurs at the paintwith ~ point on the upper branch lying to the right of poltthen
the difference that in this case, this solution takes into actwo variants are possible: eithdf(#) has three zeroes
count the reflections of ions from a barrier at the collector.within the interval, as before, and all the extremaGtre
The corresponding point is an extremum in the lower branchegative(this case occurs immediately adjacent to p@nt
of the 1-V characteristiqFig. 4 which corresponds to a or F(%) goes to zero once ard has a negative minimum at
negative plasma potential. the corresponding poiriEig. 59 and is always increasing on

xXexergnc—mn), n=0.
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. F,6 ¢
002 0.002|

0.01 0.001

-0.01 -0.001

~0.002

--0.02

-0.003 L I 1 al I | i
b £, 8 0% 0.2 0 Zi

a.02 FIG. 6. Plots ofG( %) for the lower branch withy=0.1, yg=15, ®=2, and
Xc=7.5,u=—6.60(l), —6.58(ll), and —6.56 (Il ).

zero at the maximum, and this means that here the functions
F and G go simultaneously to zero; i.e., this is a potential
distributi on with a plateau whose potential lies within the
interval (nn,, 77,). The calculations showed that the potential
of this plateau is always negative. Thus, for a giveR,
there are two solutions with different plasma potentials and
the pointu* corresponds to the intersection point of the up-
per and lower branchgpoint 2).

A similar examination of the solutions on the lower
branch showed that to the right of poigt G(») becomes
positive in the neighborhood of the jump at the collector.
c £ Figure 6 shows plots of5(#) for different points on the
lower branch of the I1-V characteristic fez=7,. Curvel in
Fig. 6 corresponds to poirg and curvesll andIll corre-
spond to pointsc and d in Fig. 4, which lie on the -V
characteristic to the right of poir&@ with curvelll belonging
to the extremum point on the lower branch. It is clear from
curvesll andlll that there is a region where the functi@ris
positive. Our calculations show that to the left of panbn
the lower branch the integral criterion is satisfied every-
where. Thus, the formal solutions of the system of Egs-

(4) can not be regarded as solutions to our problem every-
0 0579 where, even when conditio(b) is satisfied: on the lower
branch the solutions lie to the left of poidtand on the upper
branch, to the right. The formal solutions of Ed8)—(4)
which do not satisfy the integral condition are indicated by
the dashed lines in Fig. 4. The |-V characteristic is single
valued and continuous; at poiitthere is only a bend in the
I-V characteristic, while the plasma potential changes dis-
continuously at this point.
FIG. 5. F (1) andG (2) as functions ofy for the upper branch whep=0.1, The curvesF(#7) and G(#) in Figs. 5 and'6 gre for
xe=15, ®=2, andyc=7.5; u=6.66 (a), 6.60(b), and 6.55(c). y=0.1, xg=15, 0=2, and xc=7.5. An examination of
these curves over a wide range of these parameters showed
that they have a similar form.
the segment from the minimum point to the poing. In The effect ofyc on the 1-V characteristic was studied
both cases, at the right boundary of the intervgl,(77,) the  over a wide range of variation in the degree of neutralization
function G goes to zero by definition. The boundary point on y. As an example, Fig. 2 shows the calculations e+0.1
the upper branchy*, corresponds to the functidd going to  (curveslV-VIl).

410.02

11 0.07

-0.01

-0.02
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If xc<xc., then ion reflection and the departure of the 0.025
I-V characteristic from the envelope set in to the left of
point & and the transition from a virtual collector to a virtual 0.020
emitter occurs on the branch with reflection. Figure 2 shows
-V characteristics for a number of values & smaller oo
thanyg, (curvesl—IIl). Itis clear that the |-V characteristic e
to the right of the reflection point moves to some part below oo e
the envelope. This is because of a change in the relativ NS
contribution to the total current from the flux of collector
electrons to the emitter compared to the flux of emitter elec "9
trons to the collector. A o |

5. When emission takes place from the collector, they —g% 5 7 0
-V characteristic depends on many parameters®, yg,
Xc, andTg. As the above remarks implif,z enters only as 170.005

a unit for ,m?asurmg the potent!als, Wh%, affects the I-V FIG. 7. 1=V characteristics for differerd: | — 1.6,11 — 1.8,1ll — 2.0,

characteristic only because of ion reflections. IV — 2.2,V — 2.4,V — 2.6,VIl — 2.8,VIll — 3.0; y=0.01, ye =15, and
Let us consider the dependence of the I-V characteristig.= y: /0.

on the emitter work function. We assume that the calcula-

tions have been done and the 1-V characteristic constructed

for some fixed value _Of(E:XfE- It has been shoviithat the Figure 7 illustrates the effect & on the |-V character-
voltage at pointx is given by istic. Studies showed that for aj} as® is reduced the char-
U,=(7,—xe) (1—1/0)—InO/O, (14) acteristic shifts to the right and the current at pdins al-

most unchanged while the current at pointirops. Asu is
while at the pointa the potentialy, is independent of the increased, the curve approaches saturation. The magnitude of
emitter work functionyge and is determined only byand®.  the saturation current is independent ®fand equals the
On going to a new value ofe, 7, remains unchanged, corresponding quantity for a nonemitting collector. This is
while the voltage at poink is given by easy to understand, since when the collector voltage is in-
UaZUL: —(XE—XfE)'(l—l/@)- (15) creased there is a large jump in the _potent_ial and electrons
from the collector cannot overcome this barrier and affect the
Here u!, is the voltage at point for yg=xE. It can be potential distribution near the emitter.
shown that the other points of the segment of the I-V char-  When studying the effect of on the |-V characteristic
acteristic where there is no ion reflection also shift to theit is convenient to take the current relative to the saturation
same value. This simplifies the problem of calculating thecurrentj,. The corresponding |-V characteristics are shown
|-V characteristic for othefe . in Fig. 8. It is clear that, on one hand, reducipgauses an
Suppose the |-V characteristic has been calculated fahcrease in the absolute magnitude of the open circuit voltage
some valueyc= ¢ of the collector work function. Then the u,,, while, on the other, for currents close to the saturation
onset of ion reflection corresponds to poiptat which the  current, it causes the 1-V characteristic to shift to the right.
voltage isu; = xc— x¢ [in accordance with Eq13)]. Inor-  As a result, I-V characteristics corresponding to differgnt
der for pointl to move the same distance as pa#tin going  and a single value o intersect one another, with the inter-
to the new value of (i.e., in order for the distance between section point always lying at currents between 0.2 and 0.3
these two points to remain unchanged is necessary to and between the singular pointsand 2. The existence of
change the collector work function so that such a universal point for |-V characteristics with different
Xc—Xé=(XE—XfE)/®- (16) gﬁ)sltitéz useful for the analysis of experimental |-V charac-
It can be shown that, in the ion reflection region, for Studies showed that the |-V characteristics are very
these two |-V characteristic®ne constructed fop(fE and similar to one another in the reverse current region. If we
X¢, the other foryg and xc) at points located the same superimpose the open circuit points for a fixed valueBof
distance from poink, the potential distribution and, there- and differenty, then the 1-V characteristics in the reverse
fore, the transferred currents are the same. Thus, if@s current region will be close to one another. Thus, one of our
varies we varyyc according to Eq(16), then the 1-V char- major conclusions is the following: in an underneutralized
acteristic shifts as a whole along tleaxis by an amount thermionic converter with unlimited electron emission from
ua—uL and all the calculations can be done for a fixed valuethe collector, a change in the saturation current in the for-
of XE:XIfE- For the following calculations we have chosenward branch should be accompanied by a proportional
XfE= 15. change in the current in the reverse branch. This proportion-
In the calculations shown below the collector work func- ality exists because the electronic charges in the virtual emit-
tion was chosen to be close to optimal from the conditionterregion(on the forward branghand in the virtual collector
xelxc=TelTc, Yie., xc=xe/0®. It is interesting to note region (on the reverse brangtare neutralized by the same
that in this caseu; lies within the range (§,,u,), and is ions. A comparison between the reverse current portions of
always roughly in the middle of this interval. experimental I-V characteristics from thermionic converters
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FIG. 8. |-V characteristics for different | —
0.01,II — 0.02)JII — 0.05,IV—0.1,V—0.2;
xe=15, ®=1.6, andyc= yg /0 =9.375.

with a Cs—Ba filling and the theoretical curves confirms thisexperimental and theoretical I-V characteristics. All of the

conclusion. bends obtained near the singular points of the theoretical |-V
characteristics are smoothed out. For example, ion reflection
CONCLUSION begins when the spot on the collector with the lowest work

. . function has a potential equal to zero. As the collector po-
We have performed systematic calculations of the 1-Viapyia| is raised, spots with a higher work function will open

characteristics of thermionic converters in the underneutralup and the ion reflection process will become smooth. Nev-

ized regime assuming unlimited electron emission from a "ok iheless, a comparison of experimental I-V characteristics

collector. We havg e'malyzed' a number of singular points.oq\,ith the theoretical ones can be used to evaluate the major
the |-V characteristic associated both with the onset of i0Marameters of the thermionic converter operating regime and

reflection from the collector potential jump and with the .o then be used for quantitative diagnostics of hot-collector,
plasma potential’s passing through zero. It has been showg, ,dsen thermionic converters.

that _the I-V characteristic is_everywhere single valued and  This work was supported by the Russian Fund for Fun-
continuous. The effgct of various parameters on the form ofjmental ResearatProject No. 97-02-18080
the 1-V characteristic has been investigated.

The calculations were done subject to a number of as-y | gapanin, V. I. Kuznetsov, A. S. Mustafaet al, zh. Tekh. Fiz.48,
sumptions. As usual, it was assumed that all the charged754 (1978 [Sov. Phys. Tech. Phy&3, 444(1978].
particles which reach one or another electrode are absorbetR- Ya. Kucherov and Y. V. Nikolaev, iRroceedings of the 30th IECEC
there. It was assumed that there is no trapping of chargedg_gg?',vli?rﬁ’;e'\f%rg fégéﬂf’%ﬁ;&gg
particles in a potential well. This assumption has been dis<y. | sitnov and A. Ya. Bder, zh. Tekh. Fiz68(4), 37 (1998 [Tech.
cussed and justified elsewhére. Phys.43, 382(1998].

It was, furthermore, assumed that the electrodes have gA. Ya. Ender, Candidate’s Dissertatidin Russian, Leningrad(1972),
uniform work function. The electrodes actually have a spotty 242 pp.
structure. This should lead to some difference between theranslated by D. H. McNeill
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Ideas regarding the development of single- and multichannel leader discharges over water
surfaces are generalized on the basis of experimentaf-dathe Ohmic conductivity of water is
found to be manifested in the self consistency of their dynamics and fractal structure. The
fractal dimensionality of a single-channel leader discharge is found to be-0.96 and that of

a multichannel discharge to be 1:88.05. Mechanisms are proposed for the branching of

leader discharge channels and for the development of bifurcations from branches and channels.
© 1999 American Institute of PhysidsS1063-784£99)00604-3

Single- and multichannel leader discharges over water After a voltageU, was applied to the anode, a pulsed
surfaces similar to Lichtenberg figures have been studied bgorona developed in the air at its tip. As the corona length-
the authort~3 The Ohmic conductivity of water was found to ened and reached the water’s surface, the current in the cir-
cause a nonlinearity in th&(t)C-discharge circuit and a cuit rose and the discharge channel contracted and grew to-
one-to-one correspondence between the channel lengths amdrd the surface of the water. The potential jump at the
the current passing through them, and that, as a whole, theater’'s surface at the time the current channel reached the
discharge develops in a self-consistent manner. Given theater initiated the formation of several radial leader channels
multiplicity of elements in the structure of discharges of thisin the plasma spot on the water. As they developed, the area
type, the self consistency of their development must als@f the spot increased, as well as that of the layer of water
have an effect on their structure. This paper is devoted to above the cathode through which the current flowed. This
study of the structure of leader discharges over water sureduced the resistance of the layer and caused the current to
faces and its relationship to the dynamics of their developfise further. As the current rose, and, therefore, the power
ment based on the earlier experimental wbfk. dissipated in the circuit increased, the resistance of the dis-

charge channel in the air and the resistance of the leader

channels fell; this reduced the voltage drop across them and
EXPERIMENTAL CONDITIONS sustained the potentials at their tips, enabling them to move

onward?! This, in turn, ensured a further increase in the cur-

The experimental setups of Refs. 1 and 2 are sketched irent. Naturally, in the case of the one-dimensional cathode
Fig. 1a and 1b. They consisted of a cell with wat&), a  this occurred only for the channel that developed above it,
storage capacito€=0.1uF (2), an anode in the form of a except during the beginning of the discharge, when the con-
wire 0.0075 cm in diameter or a tip with that radii8, and  ditions for all the channels were similar. This sort of one-to-

a cathodg4). A detailed description of the setup and diag- one correspondence between the channel lengtrs the
nostic methods is given in the earlier papers. Both experieurrenti in them, which can be regarded as a positive feed-
ments used the same range of initial voltages on the capadback, was maintained until the potentials of the tip and the
tor (Up=3—-6 KkV), conductivity of the water £1  water below it were no longer equal owing to the rise in the
x1074Q " cm™1), length of the air gap between the anodevoltage drop across the leader channel. At that tigne the

and water surface (0.1-0.3 cm, dependindJgf, and depth  leader stopped and its length and the current through it
of immersion of the cathode below the water surface reached their peak valuek{andi,,). From this time on, the
(=0.3 cm. Only the types of cathode were different. In Ref.
1 a one dimensional cathode consisting of a wire 8 cm long
with a diameter of 0.16 cm was us€@gig. 13 and in Ref. 2, 2
a flat, circular cathode with a diameter of 7 difig. 1b). J,I —"——
This resulted in a substantially different distribution of the 3 3
electric field at the water’s surface. In the first case a single-
channel discharge develops and in the second, a multicha

nel dischargdFig. 2). In both cases, however, the character 2

of the R(t) C-circuits and their nonlinearity were determined 4 1 4
by the resistance of the layer of water above the cathode anu a b

their electrical characteristics varied with time in a qualita-gig. 1. A sketch of the experimental apparat(s:single-channel anéb)
tively similar fashion'? multichannel leader discharges.

1063-7842/99/44(4)/6/$15.00 381 © 1999 American Institute of Physics
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FIG. 2. Single-channela) and multichannelb) leader dischargedJ,=6
kV) and the coarse structu¢e) of a multichannel leader discharge from the
photograph ofb). Scale 1:1.

V. P. Belosheev

The final structure of a multichannel discharge consists
of 3—6 initial channels, their branches, and their subbranches
and those of the channélsn accordance with an analysis of
the dynamics of the channel development in Ref. 2, in this
case two channelkand?2 (sectorsp; and ¢, of Fig. 2b and
2c) appear synchronously and then chanBelsector ¢5),
completing the formation of a stable initial electrostatic
structure. Here the first two initial channels developed radi-
ally in one half plane and the third channel, in the other half
plane. This is related to the axial symmetry of the anode field
at the water’s surface and its dominant role in the initial
development of the channels. The first bifurcations of the
channels are, respectivelyp;=¢,=80deg and ¢5
=140deg. However, the angles of the later bifurcations are
close to 40-50deg for all the channels, and the final struc-
ture of the branches of the first two initial channels occupies
a sectorp,+ ¢,>180deg. This all indicates that, with dis-
tance from the anode, the local field in front of the tips of the
channels affects the discharge structure; this field is random
and causes the differences in the channel development.
Therefore, the discharge structure is formed by the motion of
the initial channels and their branching as they move under
the influence of the central and local electric fields.

Channel branching is fundamentally intrinsic to ex-
tended discharges in air, but its mechanism has apparently
not been specially studied. Bazelyan and Razhahsisve
considered the branching of a streamer as the development,
with time, of a second streamer on its side when the radial
field strength exceeds 150 kV/cm and the effective potential,
10 kV. In our case, these magnitudes are not so high and
photographs show that the branches of the final bifurcations
have roughly the same lengths, which suggests that the
branches develop at the same time. Thus, another mechanism
for branching must be invoked. Schonladnmbnsidered the
cause of the convolution and branching of discharge chan-
nels to be the space charge in front of them, but did not

power losses in the expanding channel exceeded the powBFOPOSe a specific mechanism.

released there. The disruption of the power balance in the The data of Refs. 1 and 2 indicate that the reason for
leader channel caused the plasma to decay, especially in t#ader branching is the splitting of its tip owing to flattening
tip, where the losses are greater. This caused a contraction 8f it initially hemispherical shape with radiug because of

the channel length and accelerated the current drop becault interaction between its charge and the residual charge of
of an|, i-correspondence which set in as a negative feedth® same sign in front of the tip which accumulates as the tip
back. Thus, the individual channels and the entire structur8'0ves(Fig. 3a. The flattening of the tip causes regions with
of the discharge as a whole develop only during the stagEadiusr,<ro to appear at the channel edge near the genera-
when the current is rising with positive feedback between thdrices of the channel where the field strength is higher than at

channel length and the current passing througH it.
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the center of the tip along the channel axis. Since the veloc-
ity depends on the field strength, with the passage of time the
central part of the front of the tip will slow down, while the
peripheral regions will accelerate. Finally, this leads to bifur-
cation. Let us evaluate the feasibility of this mechanism by
comparing the average time interval for leader branching
with the calculated time required for a residual positive
charge equal to the charge in the tip to develop ahead of the
tip based on the proposed mechanism and the experimental
conditions. The residual charge ahead of the tip is a conse-
quence of the corona discharge from the tip and its magni-
tude should be determined by the corona curigrgnd the

FIG. 3. A sketch of the interaction of a leader tip with the residual charge:Pranching timeAt. When the leader finishes developing, the

leaders(a) moving toward the emitter and) moving toward the collector.

potentialo=2 kV at its tip* is roughly the same as the igni-
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tion (quenching potential for corona in air and,=1 croscopic particles on the water’s surfagéhich disrupt the

x 10~ % A.® The chargeyy, at the tip, however, is determined regularity of the discharge structure. Thus, a set of cause and
by its potential and capacitan€®, with respect to the cath- effect factors, including the flattening of a tip and the depen-
ode. For a diameter of the last centimeter of the leader lengtlence of the velocity of its front on its radius, as well as
|, close to the diameter of the tif,=1x 10 2 cm, a water some random interactions of the tips, determine the stochas-
layer of thicknessl=0.3 cm, and a dielectric permittivity for ticity of the process by which the discharge structure is
water of £=80, the capacitance of this centimeter-longformed.

leader is It has been fourfdthat the bifurcations from the chan-
nels and branches develop normal to them and with a delay
eIk ~2% 10 13F. relative to the movement of the tips. Given thgt=20us in
" and a single-channel discharge and bifurcations are present along

almost the entire channel lengthig. 29, while ty,=4 us in

€a multichannel discharge, while bifurcation is observed only
at the base of the channdlBig. 2b), we conclude that the
time constant for formation of the bifurcations€s4 us un-

der these conditions. The fact that bifurcations develop in the

Since essentially onIy the tip, i.e., a segment of the
leader of length=10"2 cm, interacts with the residual
charge, we hav€,=2x10 ° F. For ¢,=2 KV, its charge
and the branching time will be

n depth of the structure and normal to its elements indicates
0h=Chep=4x10 2C, At=—=4x10° that their development is entirely controlled by the local field
' and not by the anode field.
In the initial stage of the development of the leadgy, As can be seen from Fig. 2a and 2b, bifurcations develop
=6 kV and, sinceqx ¢, while i, <Po: in this caseAt=1 against a background of a diffuse luminosity along the chan-

%1078 s. At the same time, judging from Fig. 2a, the tip nels, i.e., in the boundary layer of a nonequmbnum plasma.
split 5-6 times in the last centimeter of the leader and 3—&heir appearance and regularithl=5x 10" cm) can be
times in the first centimeter while they traveled, respectivelyascribed to the fact that they are initiated by bunches of ions
for =10 and:]_,us_l Thus, the average branching times atin the Iongitudinal ion acoustic oscillations excited by the
the end and at the beginning of leader development wete fluctuating motion of the leader tips. As noted above, the first
and =0.3us, respectively, which are of the same orders ofcentimeter of the tip channel length is covered over a time
magnitude as the times calculated above. At=1pus, and it splits up 3—4 timenE3-4), i.e., the fre-
Similarly, in the case of a negative leader moving towardduency of the ﬂUCtU&UOI’\S in the tip velocity i®
the anode, a negative residual charge will develop ahead of (27n)/(At)=2x 10" s™*. Assuming that the ion tempera-
the tip and inhibit its motior(Fig. 3b. However, the lower ture is less than the electron temperature, Te<Te=0.3
mass of electrons will promote a higher transvefrsdative  €V,* we find the ion sound speed and wavelength of the
to the trajectory of the leadefability of this discharge. And  longitudinal ion oscillations to Be
in this case, first of all, the tip will split up faster and, second,

5

the deflection angles of its trajectofwithout splitting will _ Tet 3T _
. . h=| ———|=2x10°cm/s,
be smaller. Smaller amounts of branching and convolution of M;
the channels of leaders moving toward the anode have actu- U
ally been observed. an
As noted above, one consequence of the branching C,-2m )

mechanism proposed here is fluctuations in the axial velocity A= =6X10"“cm

of the leader. This has also been observed experimehtally

and confirms the existence of a branching mechanism asso- This wavelength of the ion oscillations, i.e., the interval
ciated with splitting of the leader tip. During splitting with- between the bunches in the ion density, is fully consistent
out neighboring charges, parts of the tip will tend to movewith the interval between the bifurcations and thereby con-
apart in diametrically opposite directions, as suggested bfirms the proposed bifurcation mechanism.

the first bifurcation angle ofp;=140deg. Later when the Judging from an enlarged image of the middle portion of
tips split, the resulting branches already have neighbors sa leader(Fig. 2g (better focused the bifurcation also has a
their electrostatic interaction reduces the bifurcation anglestructure but it cannot be analyzed because of the insufficient
to 40-50 deg. In addition, the electrostatic interaction of theesolution in this picture. It may be assumed, however, that
tips of three successive branches of a single channel, whidfe structure of the bifurcations is also the result of splitting
form a fan(Fig. 2), makes the central branch tend to moveof leader tips. Thus, the structure of the discharge as a whole
rectilinearly, so it has better conditions for further develop-consists of two hierarchical stages, whose development is
ment. At the same time the side branches will inevitablyspaced in time with different mechanisms for the appearance
compete with the branches of neighboring channels and hawe the steps and for formation of their elements.

a higher probability of ceasing. This determines the symme- Besides the electrostatic factors considered here, a cur-
try of the structure of a branch with respect to its channel andent competition among the leader branches affects the dis-
the regularity of the discharge structure along the perimetercharge structure. The phenomenon of current competition
Under actual conditions, the splitting of a tip and its trajec-among the channels of multichannel discharges in dense
tory are also affected by external random factdilsns, mi-  gases is little studied. In its general form, the scheme of this
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competition is universal: a random initial predominance of S0t

one of the channels allows it to receive more energy, which, .

as it is dissipated in the channel, ensures a higher conductiv- 40t o
ity and rate of development and, therefore, a subsequent ad-

vantage in consuming energy from the source. The simulta- 301 P b

neous reduction in the latter time makes it more difficult for = ™
other channels to develop. A scheme of this sort including an 20 o
I, i-correspondence, however, provides much more detail

and makes it possible to relate the final preeminence of a 10
leader or branch in the pictutarge length and sector occu-
pied by the branchgésto a random advance in time or a
random predominance in its site of origin.
It is clear in Figs. 2b and 2c that in the initial stage of
development of leaders, where 0.5 cm, the tips are ableto FIG-4. the_ number qf structural elgments of a multichannel leader discharge
. as a function of radius(a) actual discharge(b) coarse structure(c) dou-
spread OUF a”q Fhe current competition between the_lead%ﬁng the number of branches over a 0.1 cm channel leridigl; 4 kV.
branches is minimal. In the range=0.5—-1 cm, the side
branches of all the leaders are close in perimeter to within a
distancex=0.1 cm, the current competition among them in-intersections of elements of the structure as a function of
creases, and the electrostatic interaction, in turn, keeps the tiadius forU,=4 kV, beginning withr =0.5 cm, has a fluc-
from splitting. Only when the radius has increased to 1.2 cmuating character. Fod,=6 kV, the fluctuations began at
and the corresponding increase in the perimeter of the stru¢—=0.9 cm. The fluctuations in the graph remained when the
ture and reduction in the number of branches have takenumber of elements was counted by different observers, al-
place owing to current competition does the distance bethough the number of elements that were recorded varied
tween the tips increase and they again begin to split. Here thigecause of their different levels of perception. Furthermore,
branches which overtake their neighbors, i.e., win in the curthe character of the graph does not change if we consider
rent competition K, i-correspondengggain the opportunity only branches with lengthévavelengths greater than 0.2
to spread further and finally suppress the lagging branchegm (the structure is coarsene(Fig. 4b. In the initial stage,
This combination of electrostatic and current interactionsup to r<0.3 cm for Uy=4 kV, the actual number of
among the leaders leads to the periodic formation of largé&ranchegFig. 4 g and their possible number upon doubling
elements in the discharge structure and it becomes hierarchiver 0.1 cm(Fig. 49 differ little. This is because along the
cal in terms of both its perimeter and its radius. Furthermoreperimeter of the structure the tips of the channels are quite
both these interactions couple the development of eacheparated; they essentially develop and bifurcate under the
leader to the development of the entire discharge structurénfluence of only the central field undéyi-correspondence
which implies that the discharge is self consistent. conditions and when only a positive feedback exists. As the
The self-consistent development and hierarchical naturdistance between the tips decreases, their splitting begins to
of the structure suggest that it must be fractal. It has beepe slowed down by the charge interaction, which serves as
found’ that the structure of a leader discharge over a dielecnegative feedback. The existence of positive and negative
tric surface(Lichtenberg figurghas a fractal dimensionality feedback in the system inevitably causes oscillations during
D=1.7. This means that the overall length of all the ele-its developmentthe fluctuations in Fig. ¥
ments in a structure within a circle of specified radius is  These features of the development of the structure are
L(r)erP. The fractal dimensionality is defined as the slopemore clearly visible in a plot of the average distance between
on a log—log plot of(r). A computer simulation of fractals pranchesy =2#r/n(r), as a function of radiuFig. 5. This
of this sort(referred to as Laplacian because of the COMrefigure shows that, for Up=4kV in the interval
sponding field distribution gives a dimensionality oD 05<r<1.2cm a separatiorsz.chm is achieved and
= 1.75+0.02 assuming that the probability of bond breaking ., ,iiaineq, with oscillations, that is close to the minimum

(S?r:g;t?]gfelolattlce constans proportional to the local field  yigtance hetween the elements of the structure. Similarly, for

It is rather difficult to determiné.(r) with the required
accuracy from photographs of the discharge. However, since
the numberof bonds of the branches intersecting a circle of |
radiusr is 02}

1.5

[ | a
1 11

n(r =250 o1,

0.1

the fractal dimensionality of the discharge structure can be
determined using this formula. For this purpose, an annular 0.5 1 1.5

grid was superimposed on Fig. 2b and the number of r,oem

branches and channels intersecting a circle of given radiusg. 5. The average distance between branches as a function of radius
was determined using it. Figure 4a shows that the number afy,=4 kv).
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N[ L cm b 1. The structure of a leader discharge is formed by two
804 39 hierarchical stages. The first involves the simultaneous ap-
J pearance of the initial channels and their subsequent branch-
60 1 50 a ing, mainly in the field of the anode, and the next step, the
40 - development of bifurcations off the channels and branches in
10 the local fields of the structure.
20 - 2. Both stages proceed through the movement and split-
; N . . | ting of the tips. The motion of a tip is determined by its
1 2 ) Cgﬂ 4 5 charge and the field strength, while splitting is related to the
’ flattening of its shape as it moves.
FIG. 6. The total length of structural elements of the disch&ayand the 3. The increase in the number of channels of the

number of bifurcations in the discharge structlatx}a as functions of the  pranches owing to splitting of their tips introduces a random-

channel length of a single-channel leader dischafge6 k. ness in the development of the discharge and causes compe-
tition and selection of channels owing to their charge inter-
action and thé, i-correspondence.

Uo=6 kV, in the interval 0.9r<2 cm, A=0.2cm, i.e, a 4. The selection of channels during the self-consistent

maximal density of filling the space with elements of thedevelopment ensures a hierarchical and fractal structure of

structure is maintained. Linea(r) dependences which av- the leader discharge.

erage these fluctuatiorithe smooth curve of Fig. 4avere 5. Side branches and bifurcations are elements of the

used to calculate the fractal dimensionality. In all cases, fohierarchical structure of a leader but they are also inherent
Uo=4 and 6 kV and the three or four initial channel3, factors in its development which create the conductivity of

—1.85+0.05. the leader channel and thereby maintain the potential at the
The fractal dimensionality of the structure of a single- tips.

channel dischargéFig. 23 was determined using two rela- 6. The Ohmic conductivity of water is responsible for

tions: L(1)e<I® and N(1)«IP. In the first casel(l) is the the nonlinear development of the channel through Ithe

length of all elements of the structure over a lenbilffig.  i-correspondence, which sets in as a positive feedback for

6a), which was measured with a curvometer on a three-time§i/dt>0 and a negative feedback fdi/dt<0.

enlarged photograph. In the second ca#g), the number of These results also offer the possibility of comparing

bifurcations in the structure of a channel in lengtRig. 6b),  leader discharges over watelielectrio surfaces with atmo-

was determined from the same photograph. In a channel se§pPheric leaders in a most general way. Although the elemen-
ment of length 4 cm from the anode, wher@) and N(l) tary processes in their plasma fronts are the same, the forma-
are linear, the corresponding values of the fractal dimensiontion of macroscopic structures and the macroscopic
ality of the structure werd=0.96+0.05 and 0.9%0.03, processes in an atmospheric leader take place in a higher
respectively. field and, therefore, have a more marked deterministic char-
The difference between these values for the fractal diacter(less branching On the other hand, the delayed kinet-
mensionality of a leader multichannel dischar@e=1.85, ics in the low longitudinal field strength of a leader along a
and for a single-channel dischard®=0.96, is related to the Water surface opens up greater possibilities for random pro-
two dimensional and quasi-one-dime nsional characters, r&esses and the leader development becomes more stochastic.
spectively, of the electric field distributions in these cases, aghis should lead to a difference in the fractal dimensionali-
well as to the relationship between the deterministic and ranties of their structures. On the other hand, the importance of
dom factors in the development discharge structure. Th&ansverse structural elemeritateral branches and bifurca-
longer timet,,=20 us for a single-channel discharge to de- tions) in the development of leaders on water surfaces indi-
velop compared to théy=4 us for a multichannel dis- cates that they must be taken into account in developing a
charge offers a greater possibility for randomness to shownodel for atmospheric leaders.
up. This circumstance also partially explains the difference  In conclusion, it might be added that using water, rather
between the value db =1.85 for a multichannel discharge than a solid dielectric, to StUdy leader discharges eliminates
over a water surface anB=1.7 over a solid dielectriz, the need to replace the samples, since the properties of the
since the characteristic time for a discharge to develop in th#ater surface do not change. The ease of changing the con-
latter case is=1.0us. In addition, the difference in the val- ductivity of water makes it possible to vary the dissipative
ues of D is explained by the large degree of filling of the losses in a controlled way, which is important for establish-
space with structural elements of the discharge in our cas#)d the relationship between the losses and the fractal dimen-
since the elements developed, not only along the perimeter ipionality of a leader discharge structure.
the “growth” zone, as in a solid dielectrit*?but also in the
inner regions of the structure owing to the Ohmic conductiv-
ity of water and the flow of a current to the cathode over the'v. p. Belosheev, zZh. Tekh. Fif6(8), 50 (1996 [Tech. Phys41, 773

entire area of the water layer above it within the confines of _(1996].
the structure 2y. P. Belosheev, Zh. Tekh. Fi&8(7), 44 (1998 [Tech. Phys43, 783
' . . (1998].
The results of Refs. 1-3 and this paper yield the follow- 3\, p_gelosheev, zh. Tekh. FiB8(11), 63 (1998 [Tech. Phys43, 1329

ing conclusions: (1998].



386 Tech. Phys. 44 (4), April 1999

4E. M. Bazelyan and |. M. RazhangkiSpark Discharges in Aifin Rus-
sian|, Nauka, Novosibirsk1988.

5B. F. J. SchonlandThe Flight of Thunderbolt£2nd ed[Clarendon Press,
Oxford (1964); Gidrometeoizdat, Moscowl970, 83 pp).

5Yu. P. Raizer,Gas Discharge Physic§Springer-Verlag, New York
(1992); Nauka, Moscow(1987), 505 pp].

’I. S. Stekol'nikov,The Nature of Long Sparki Russian, Izd. AN SSSR
(1967, 90 pp.

8L. A. Artsimovich and R. Z. Sagdeev, Plasma Physics for Physifists
Russian, Atomizdat, Moscow(1979, 64 pp.

V. P. Belosheev

9J. Nittmann, G. Daccord, and H. Stanley, Natt®ndon 314, 141
(1985.

10, Niemeyer, L. Pietronero, and H. J. Wiesmann, Phys. Rev. 5.
1033(1984.

114, J. Wiesmann and L. PietronerBractals in Physics Mir, Moscow
(1988, 211 pp.

12 pietronero, K. Ewerts, and H. J. Wiesmafeus), Fractals in Physics
[North-Holland, Amsterdani1986); Mir, Moscow (1988, 211 pp].

Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 44, NUMBER 4 APRIL 1999

Generation of pulsed pressure in a liquid by means of a metallic plasma
and measurement of its characteristics
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Certain characteristics of pulsed pressure generated in a liquid by means of a metallic plasma are
investigated experimentally. The problem of increasing the duration of the pressure pulse by
plasma-chemical reaction is discussed. 1€@99 American Institute of Physics.
[S1063-784299)00704-1

Pulsed pressure can be created in a liquid by manyrated by a static pressure for several crusher gauges of a
techniques™ by means of explosives, spark discharge, thesingle batch fabricated from the same blank. This step is
electrohydraulic effect, etc. Of particular interest is the ex-necessary in order to reduce the subsequent measurement
plosion of a wire in a liquid, because) the technique does error. In the calibration operation a graph of the absolute
not require high voltages, so that pulsed pressures can ghangel=I1,—1, or the relative change in length of the
produced in a cavity of comparatively small dimensionsab crusher gauge under the influence of a static pressure of
spatial profile is easily imparted to the pressufethe tech- ~known magnitude is plotted. Helg is the initial length of
nique is inexpensive and readily implemented. the gauge, ant}, is its length after deformation. This graph

The objective of the present study has been to investils subsequently used to determine the amplitude of the
gate certain characteristics of pulsed pressure generated irP4lsed pressure from the deformation of the crusher gauges.
liquid by a metallic plasma with a capacitor bank embedded A Piezoelectric pickup can be used to trace the time
in the exploding wire and operating at high energies. Wevariation of the pulsed pressure. Figure 1b §hows a pulsed
have investigated two regimes of this proce9she produc-  Pressure oscillogram obtained in the detonation of a copper

tion of pulsed pressure by the explosion of a wire whosgVire of diameter 1.5mm and length 300 mm in a water-filled
material does not enter into plasma-chemical reaction witube of diameter 500 mm. After the first peak, which corre-
the liquid; 2 the production of pulsed pressure when thesponds to detonation of the wire, several peaks of smaller

material of the exploding wire enters into plasma-chemicaf"””npm?Jde are observed. They are associated with multiple
reaction with the liquid in which explosion takes place. reflections of waves from the vessel walls and are well re-

A pulsed pressure is created in a liquid by an explodingSOIVed by the piezoelectric pickup. The duration of the pres-

wire as follows: A wire of copper. aluminum. or other ma- Y€ peak created by the detonation of the copper wire is of
: pper, ' the order of 3Qus. The piezoelectric pickup is calibrated by

Ferlal 'S strung across a cavity f'".ed with a slightly COMPIeSS heans of a crusher gauge, which records the amplitude of the
ible, neutral liquid by means of insulators. L
pulsed pressure. The variation of the output voltage pulse of

A h|(_:t]:]1—cur.rer;t emﬁ:”c‘ﬂ pulse |stdel|v§rtid to the W;re, the pickup as a result of the pulsed pressure as a function of
causing the wire to meit and evaporale and hus generatingige |5ter in the piezoelectric pickup structure used by us is

metallic plasma, which is characteriZedy high tempera-
ture, a large number of particles10?°cm™3, and high pres-
sure. This pressure is transmitted from the metallic plasma to 7 a
the cavity walls through the liquid occupying the cavity.

Figure 1a shows an oscillogram of the pulsed discharge 0.1ms
current for the detonation of a copper wire in water. Clearly, —
the energy of the capacitor bank is spent in exploding the
copper wire in a time of the order of 0.2 ms. Certain condi- "
tions, to be discussed below, must be met in this case. b

The pulsed pressure generated by the exploding wire is
measured by two methods, one using a crusher Jaame
the other by means of a piezoelectric pickifpThe crusher
gauge comprises a metal cylinder moving in a metal branch
piece soldered to a tube. The measurement of pressure by
means of a crusher gauge operates on the principle that the _ o _
deformation imparted to the gauge by the presstre s propof1S, . Detonaio, o  ebper wie 1 ter, The ehorsy Sorel i e
tional to this pressure. The crusher gauge must be calibratggle is 30 cm:(a) oscillogram of the discharge currerh) oscillogram of
before it can be used to measure pulsed pressure. It is cathe pressuréthe pressure maximum is 10° Pa).

1063-7842/99/44(4)/3/$15.00 387 © 1999 American Institute of Physics
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Patl” explosive, and the duration of the pressure pulse is longer
than in the detonation of a wire whose plasma product does

000 - not enter into reaction with the liquid.

7501 These considerations are illustrated by the detonation of
aluminum, zirconiunt! and titanium in water. In particular,

5001 when an aluminum wire is detonated, the aluminum vapor
attains a temperature of 3000 K, and the following reaction

2501 can take place:

T 7 e 2Al+3H,0— Al,05+6H,

FIG. 2. Dependence of the pulsed pressure amplitude on the diameter of a Al +H,O— Al(OH)3+ 3H.

wire of length 30 cm. The material of the wire is copper, and the energy of .
the capacitor bank is 22.5 kJ. As a result of these reactions, three hydrogen atoms are

associated with a single aluminum atom, and heat is released.

The hydrogen generated in the process develops a pressure

that is added to the pressure of the aluminum plasma. More-
linear up to 7x 10" N/m?. The structure of the pickup com- qver, for the reason stated above, the duration of the pressure
prises a ring in which is packed a soft metal, a piezoelectrigy|se is greater than in the detonation of a copper wire,
element, and more soft metal in sequence. This structurghose plasma does not enter into chemical reaction with

safeguards the piezoelectric element against fracture in thgater. The difference is evident from the following table:

measurement of pulsed pressure in a slightly compressible _
liquid. Wire material Cu Al

. . Liquid ing th it
Experiments on the generation of pulsed pressure bval:tly gg;::gtyel?gmr: cavity H25OO H2(530

means of an exploding wire have demonstrated the existen(wire diameter, mm 1 1

of optimal conditions conducive to the development of maxi-;ire length, mm 230 230
mum pressure. Figure 2 shows the dependence of the pulsgfessure amplitude 10° N/m? 560 1100
pressure obtained in the detonation of a copper wire on thpressure pulse duration, ms 0.18 1.0

diameter of an exploding wire of specified length for a speci-
fied energy of the capacitor bank. It is evident that the maxi-  The detonation of the wire is accompanied by strong
mum pulsed pressure in the detonation of a wire of |engtHJItravioIet radiation, which can ionize the resulting vapor-
300mm for a fixed energy of the capacitor bank equal todas mixture. This effect can lead to electrical breakdown of
22.5kJ is obtained when the copper wire has a diameter dhe mixture, where the greater the residual voltage across the
1.4 mm. Consequently, the parameters of the given experi-

ment for a wire of diameter 1.4 mm are optimal for maximiz-
ing the pulsed pressure.

The conditions for maximizing the rate of energy release
in the discharge gap in the underwater electrical detonation
of wires have been determined in Refs. 9 and 10. An equa-
tion is given there for calculating the optimum exploding
wire diameter. An estimate of the diameter of a copper wire
from this equation under the optimal conditions of our ex-
periment gives a result consistent with the experimentally
observed value within 10% error limits.

It is important to note the specific characteristics of the \~
detonation of wires of certain materials in a liquid when the
generated metallic plasma enters into plasma-chemical reac- b
tion with the liquid. The plasma-chemical reaction can be
written in the general form J

T

nM+m-L—-n-K+m-G+Q,

i.e., the interaction oh metal (M) atoms withm liquid (L)
molecules results in the formation nfmolecules of a com-
poundK andG gas atoms with the release of enef@yrom
the exothermic reaction. This reaction is important for two
reasons. First, the generated gasdevelops an additional _ _ _
pressure, which is added to the pressure developed by tH:éG' 3. Oscnlograms' of the dlschgrge curre{uppe( trace)s.and regldual

R . voltage (lower tracey in the detonation of an aluminum wire of diameter
me_talhc plasma. Sepond, the attendant pIasma-qhem|caI "8"mm and length 30 cm in watefa) detonation at a discharge voltage of
action bears a certain resemblance to the detonation of a highkv; (b) detonation at 5 kV.

—

- M
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discharge gap after detonation of the wire, the earlier willtion with the liquid, the duration of the pressure pulse is
bethe onset of electrical breakdown of the vapor-gas mixtureseveral times the duration obtained without plasma-chemical
Oscillograms of the current and voltage generated by theeaction.
detonation of an aluminum wire are given in Fig. 3. Figure In the case of electrical discharge in water 50% of the
3a corresponds to the detonation of an aluminum wire oenergy is spent in the dissociation of wateand only the
diameter 1 mm and length 100 mm at a discharge voltage akemainder is left for generating pulsed pressure. According
4kV. The voltage remaining in the discharge gap after detoto our data, when pulsed pressure is generated by means of a
nation of the wire is not sufficient for electrical breakdown of metallic plasma under optimal experimental conditions, al-
the vapor-gas mixture. When the voltage is increased, breaknost all the energy of the capacitor bank, exclusive of the
down of the vapor-gas mixture takes place after a certaipart spent in heating the conducting wires, actuating the
time lapse attributable to a drop in the pressure to a level apark gap, etc., goes for the generation of pulsed pressure.
which breakdown can occur. It is evident from the oscillo- The authors are grateful to N. A. Kervalishvili, G. I.
gram in Fig. 3b, which was obtained at a voltage of 5kV,Suramlishivili, M. K. Lortkipanidze, and G. P. Tsikarishvili
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ing the aluminum wire of diameter 1 mm and length 100 mm ,Sial, Naukova Dumka, Kiev, 1961, 311 pp. .
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and in electrical breakdown of the vapor-gas mixture. The nation [in Russiai, Naukova Dumka, Kiev, 1983, 352 pp.
latter event, in turn, generates a second pressure pulse. It 13 A. yutkin, The Electrohydraulic Effect and Its Industrial Application
important to note that because the water is heated to a highlin Russiai, Mashinostroenie, Leningrad, 1986.

temperature and partially dissociates, the excess of atomiéPIasma Acceleratorsedited by L. A. Artsimovichet al. [in Russian,

hvd d d by th | h ical . d th Mashinostroenie, Moscow, 197Bhysics and Application of Plasma Ac-

ydrogen produced by the plasma-chemical reaction and t ecelera\tors edited by A. I. Morozo(in Russiar, Minsk, 1974.

oxygen subsequently explode as well. 5W. Golke,Physics of Short-Time Process®®l. 2 (Mir, Moscow, 1973,
We summarize the work in a few concluding remarks. _P- 69. " § | A - o .
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Short(of dura.tlon 25 SOMS) pressur_e pul_ses can be gener Controlled Thermonuclear Resear€im Russian, 1zd. AN SSSR, Mos-
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metallic plasma. 8V. K. Kedrinskii and R. I. Soloukhin, Prikl. Mekh. Tekh. Fiz., No. 1, 27
If the metallic plasma enters into plasma-chemical reac-_ (1962.

9 . . . . . . - . . .
tion with the liquid, the generation of a gas by the plasma- E:V{S'ESSE;CVCIOPM'C Dictionafyn Russia, Sov. Entsiklopediya, Mos

chemical reaction can produce a pulsed pressure with at least v. krivitskit, Dynamics of Electroexplosion in a Liqujéh Russiad,
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wire in the liquid when plasma-chemical reaction does not ‘Electrical Detonation of Wiresedited by A. A. Rukhadze and I. S. Shpi-
occur. gel’ (Mir, Moscow, 1963, pp. 239-259.
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The interaction of intense electron beams with plasmas in a nonuniform magnetic field is studied
for the purpose of obtaining a magnetoactive plasma ion source. The resulting experimental

data are used to trace the dynamics of the changes in the basic parameters of the source, both
during the stage where it interacts with the beam and in the cooling stage. It is found that

the charged particles are contained for a long time and that the efficiency of energy transfer from
the beam to the source is high. This source is intended to be used for shaping and accelerating
multiampere ion beams. @999 American Institute of Physids$1063-784£99)00804-1

Intense ion fluxes are necessary in a number of areas afhole and are especially important for creating a plasma ion
science and technology, in particular for creating shortsource.
wavelength coherent radiation sourée$.At present, the The buildup of charged particles in the active region can
theory of ultraviolet and x-ray lasers and their practical real-be described by a system of balance equations for the elec-
ization are greatly impeded by a lack of experimental infor-trons and ions in a beam—plasma discharge:
mation on the cross sections for elementary events such as
the cross sectiowr;, for n-fold ionization of an atom, the %: EH ﬁ: ﬁ+n
lifetime 7, of multiply charged ions in excited states, the ot T oSt om0 °

n-fold ionization potentiaE;,, and so on. There are no ex- . .
. . Hereng, n;, ny;, andng, are the densities of electrons, ions,
perimental data on elementary events for the collision cross : : ] . )
. . . .. atoms, and molecular ions, respectivel§;/V, is the ratio
sections of electrons with excited atoms, even those with a 4 . .
) . ; : . of the volume of the outer layer of the discharge, into which

simple electronic structuréHe, Li, Na. On this topic an )

. . . . molecules penetrate, to the total volunkg;andk, are the

experimental study of the interaction of a high power elec-

tron beam with a plasma has been undertaken in order tBrobabllmes of ionizing the atoms and of dissociating the

. . . . molecular ions] is the rate at which ions enter a unit volume
obtain an ion source with which a study of these parameters . i )
af, the discharge; andr, and 7, are the electron and ion

has been begun. These studies have led to rational choices Qf .. ; ; . .
: Iifetimes in the discharge. The greatest theoretical difficulty
the electron beam currehtthe beam acceleration voltage . . . . AR
in solving Eq.(1) is to determine the electron lifetime in a

the Work|ng_ gas pressuf®, the conf|gyrat_|on an_d strength of system with nonuniform magnetic fields. We can write
the magnetic field, and the geometric dimensiongandl| of

the system required to obtain optimal parameters of the ion ol e e gt )
source.

In various experiments with beam—plasma discharges ivhere 7, is the loss time through thermal conductiaf,is
has been found that for relatively low neutral gas temperathat through ionizationys. is that through loss of electrons
tures there is a group of “superhot” electrons with a tem-along the axis of the system, ang is that through radial
perature of about FOK.>® As a rule, there has been agree- loss of electrons because of turbulent diffusion.
ment that the heating of the plasma electrons is related to the All these times, as well as the probabilities of ionization
excitation of slow waves witl/ < c.178In the experiments and dissociation, depend to a substantial degree on the den-
various ways of transferring energy from an electron beam tsity of the electrons and their energies. In addition, in each
the plasma electrons have been pursued and at present thetage of the discharge the effect of one or the other loss time
is no single point of view regarding the mechanism of energyin Eq. (2) may be utterly different. Thus the system of Egs.
transfer. This is because of the complexity and inherent non(l) is essentially nonlinear. For that reason, the character of
linearity of the phenomena, the large influence of the initialthe ionization and charged particle buildup in the plasma
and boundary conditions, and a lack of reliable experimentasource during the beam—plasma interaction is to be deter-
data. mined experimentally.

We shall examine the most important discharge charac- An electron beam is directed into a space filled with the
teristics which can be used to elucidate its basic behaviomworking gas at a pressure 8=10"* Torr. The beam was
Not enough attention has been paid to studies of the ionizeshaped and accelerated using an electron injector whose
tion of the neutral gas and the buildup of charged particles iremitter was a lanthanum hexaboride wafer with a usable area
the source to values>n,, wheren, is the initial density of of S=1.5 cnf. The maximum beam current was-25 A
the neutral gas. In addition, these processes often control thwith an accelerating voltagd =30kV. The pulse duration
macroscopic behavior of the beam—plasma interaction aswas =2 ms. After the electron beam had passed through

Vi
No1Ko + nozv_o Ki|. (D)
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the interaction region, it was dumped at a grounded collector.
The beam—plasma interaction took place in an axially sym- a
metric, stationary, nonuniform magnetic field with a mirror
configuration. The mirror ratio wa® =B, /B,,=1/4, where
By=0.09T is the magnetic induction at the center of the
system and,, is that in the mirror region.

The stainless steel vacuum vessel had a diameéter
=45cm in its central portion and the distance between the
mirrors of the magnetic trap wads=40cm.

The energy of the electron beam was measured by par-
allel resistive and capacitive voltage dividers with the same
attenuation and the current, by a movable collector in the
high vacuum region where there were no collective effects
owing to the interaction of the beam and plasma. The inte-
grated visible luminosity of a small segment of the plasma
(ro=0.5 cm) was recorded using a photomultiplier with a d
collimated set of diaphragms. The electron density was esti-
mated from the cutoff of microwave probe signals at wave-
lengths\ =0.8 and 0.4 cm. The hard bremsstrahlung gener-
ated by the fast electrons was measured using scintillation
detectors, as well as with a pinhole camera. The energy of
the orbital motion of the charged particles per unit volume
was determined with a diamagnetic probe consisting of a
solenoid shielded from charged particle bombardment and
electromagnetic pickup. f

The energy spectra of the electrons and ions for energies
E<10 keV were analyzed using a multigrid probe. The
change in the pressure of the working gas during the inter-
action between the beam and gas was measured with a pres-
sure probe located 4 cm from the discharge boundary. FIG. 1. Oscilloscope traces of the variations in the major microscopic

The simultaneous changes in the set of basic parametepgsma charapteristics{g) beam acc_eleration voltagfzb) photomultiplier
of the ion source made it possible to determine the mai@:g&ﬂg%ggg@'ﬁa‘l’:”S'ty(d) x-ray signal, ande, f) direct and integrated
processes responsible for forming the hot electron plasma,
ionizing the working gas, and the buildup of charged par-
ticles in the system. Figure 1 shows a series of oscilloscopgmherer and R are the radii of the beam and ion source,
traces with a scan duration of 3 ms which can provide Som?espectively.
idea of the variations in the major macroscopic characteris- "\1aasurements of the expansion velocity of the outer
tics of the source. Traca characterizes the change in the boundary of the plasma “hot electrons” using miniature
voltage accelerating the electron burst. thermal probes and x-ray photography of the plasma volume

The formation of an ion source with an electron tem-\yith a pinhole camera showed that the electron-beam plasma
perature much greater than the ion and neutral gas tempergy, source retained a sharply defined geometric shape posi-
tures, i.e.Te/T;>T,/To>1 can be described in the follow- tioned symmetrically about the axis of symmetry of the sys-
ing way. At first the electron beam ionizes the neutral gagem and occupied a volume much smaller than that of the
through direct collisions with the gas molecules and after 3Q;acuum vessel. The radial size of the source in the middle of
us a plasma withn=npeay is formed. Plasma oscillations the magnetic mirror depends mainly on the ratiorpfand
with a growth ratey=(Npean/N)*woe, Where woe is the . The expansion time is= ryr,/(74+ 7).
plasma frequency. In these experiments, the characteristic The plasma source within which the “hot electrons” are
length for pumping these oscillationslig~V./y (whereVe  concentrated is a volume formed by rotating an ellipse,
is the beam velocityor about ten centimeters, i.e., the con- whose major axis coincides with the axis of the system,
ditions were favorable for efficient transfer of the energy ofabout that axis. The axes have lengths of 12 and 30 cm,
the electron beam to the gas. Nonlinear oscillations |imitedespective|y, and the volume of the hot region wds
the growth in amplitude of the oscillations. As they inter- =2800 cnd.
acted with these oscillations, the electrons in the source At the same time as the geometric size of the source was
gained enough energy to ionize the working gas efficientlyincreasing, its density was risingscilloscope trace)cand
At the same timé? electromagnetic noise was emitted from 400 us after the start of the beam injection signal, the mi-
the system. Wave—particle interactions in the source causettowave probe began to be cut ¢ probe volume of length
diffusion of the charged particles. The average diffusion ve0.8 cm). This indicates an average electron densite 1.7
locity Vq=1.2x10* cm/s after 700us. The ratior/R<1 X102 cm 3. No noticeable attenuation of the 0.4-cm-

CHE
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wavelength microwave signal was observed under these con- V
ditions. Thus, the average electron density in the source was
within the range 1. 10%<n,<6.8x 10 cm 3.

Trace b of the integrated luminosity of a volume element k
of the source shows that the luminosity rises rapidly at the \_\
beginning and, after reaching a maximum, drops sharply by a
factor of two to form a plateau which lasts essentially
through the entire beam pulse. The sharp rise in the light
signal was associated with the onset of a beam instability and [
the increased excitation of atoms and molecules prior to

breakdown of the gas. The energy radiated by excited atoms
and molecules in the breakdown period exceeded the ener-

gies radiated in bremsstrahlung and radiative recombination.
As the electron energy and charged particle density in-
creased, the number of excited atoms within the source de- ,\_\_

creased, so that, despite the expansion and enlargement of
the optical emission volume, at later times the emission in-
tensity was observed to fall and the main contribution to this
emission was from excited atoms and molecules in the
boundary layers of the source.

As neutral particles from the walls of the vacuum vessel
and the space surrounding the source were incident on tHéG. 2. Oscilloscope traces of the variations in the macroscopic plasma
surface of the source, they were ionized over a mean fregaracteristics during the heating and cooling phases. The scan duration is

. . 1s.
path Ao given by \o=V,/(Nveo;), whereVy~10° cm/s is
the component of the neutral particle velocity normal to the
emitter axis. Substituting other data from the experiment in
this equation yielded ;=<0.5 cm. for scattering on the ions, and, therefore, a long collision

One characteristic feature of this source was the presime 7,;=AT>%/n, whereA is a constant. They could, there-
ence of a group of electrons with an average energy severére, be confined for a long time=10"3s by the magnetic
times the electron beam energy. The production of thesgystem and contained a large fraction of the thermal energy
electrons was detected in trace d, which shows the variatioof the source.
in the intensity of hard x rays with energies>30 keV. This Traces d and f show that the charged patrticle lifetirpe
emission began when the charged particle density in thé&s much greater than the time of flighg of the neutral par-
source,n>Nyeam(roughly 200us after injection beggnand  ticles across the system, so the charged particle density in the
then the intensity increases monotonically throughout the&ystem could become greater than the initial neutral density,
beam injection time. A study of this emission by standardi.e., plasma buildup was observed. After the electron beam
methods made it possible to determine the temperaligre energy was turned off, the charged particles in the source are
and densityn,, of the hot electron$! Thus, spectroscopic left to themselves and begin to leave the system. The series
studies show that the average energy of the hot electrons wa$ oscilloscope traces in Fig. 2 illustrates the variation of the
Te~10° eV. same macroscopic plasma characteristics which have been

The energy fluxQ lost from the discharge through analyzed in the active phase of the discharge.
bremsstrahlung was determined using the standard formula The decay characteristics of the source imply that the
Q=1.7x10 %nn,, T¥2.Z2, wheren,, is the density of elec- rates of fall of the luminosity and charged particle density are
trons with temperature€T,,=10° eV, and n is the total substantially higher than the decay times for the x-ray brems-
charged particle density estimated from the microwave probetrahlung and source energy, since the cold electrons in the
data. The measured energy flux was=4.2x 10 ° J/cnr. source have large cross sections for interactions with the
Taking n~2x 10" cm™3, we findn,~4x 10" cm 3, i.e., neutral gas and source ions and, therefore, shorter times be-
n,/n~2x10"2. The energy of the bulk of the electrons in tween collisions, i.e.,
the discharge measured by the multigrid probe was 100 eV.

Oscilloscope traces e and f show the variation in the - T..\32
unintegrated and integrated diamagnetic signals and deter- ir:(ir> >1.
mine the rise in the gas kinetic pressure in the source. The 7ex Tex

measured gas kinetic pressure in the sourceWs 3

X 106 eV/cnt. It is clear from these traces that heating oc- In each collision event, the velocity vector of a charged
curs essentially throughout the electron beam pulse. The eparticle changed by an amount comparable to magnitude of
ergy lifetime of the source wag.= 1.5us and the energy in the velocity itself, i.e., the charged particle entered the loss
the source began to decrease when the beam acceleratioone (=arcsinyBoB, where B, and B are the magnetic
pulse began to decay. The energy lifetime is associated witfields in the center of the mirror and in the center of the
the high energy electrons, which have a small cross sectiosolenoid, respectivelyy=35° for the magnetic systefmir-
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ror)) and the particle left the mirror volume, since the mean  This source has been used for shaping and accelerating
free path of the particle exceeded the geometric dimensionmultiampere ion beams.
of the mirror.
The oscilloscope traces of the x-ray emission illustratets, m. Blokhin and V. V. Kolesnikov, Zh. Tekh. Fi65(5), 183 (1995
the long confinement of the hot electrons resulting from their_[Tech. Phys40, 507 (1995].
small cross sections for scattering by the ions and neutrafA: V- Voitkiv and A. V. Koval’, Zh. Tekh. Fiz65(11), 12 (1995 [Tech.

The ti iation in the di tic si lis similar t Phys.40, 1097(1995].
gas. the ime varialion in the diamagnetic signal is simiiar tos, g Ivanov, E. L. Latush, and M. F."8e Metal Vapor lon Lasergin

that in the x-ray probe signal. Russiaf, Energoatomizdat, Moscol 990, 255 pp.
All of the above confirms once again the conclusion that*Yu. Ya. Valkolupov, Materials from the 11th All-Union Conference on
the bulk of the thermal energy of the source is contained in a Coherent and Nonlinear Physi¢s Russian, Izd. Erevanskogo Univer-

o n siteta, Erevar{1982, pp. 16-17. ;
group of “fast” electrons. 5L L. Zakatov, A. G. Plakhov, D. D. Ryutov, and V. V. Shapkin, Z/ksB.
The deep layers of the source are protected from the flux Teor. Fiz.54, 1098(1976 [sic].

of neutral particles and the neutrals are multiply ionized by °R. A. Demirkhanov, A. G. Gevorkov, A. F. Popov, and O. A. Kolmakov,

. . "Ya. B. Fanberg, A. K. Berezin, and T. P. Berezina, AtomnayzeBjiya
Therefore, the electron beam transfers its energy to ion- 11 403(1963).

ization and heating of the working gas in the source with a8A. N. Karkhov, Zh. Esp. Teor. Fiz56, 792(1969 [Sov. Phys. JETRY,
high efficiency (60 %). As the source interacted with the 933} (1K969]- 4 5. A Shchelowigh-T o o
. . . . . Kuznetsov an A cheglowign- emperature asma Diag-

k_)ea_m' IF remalne_d macroscoplcal’el\)y Stable_ and the e_nergynostic Techniquelin Russian, Atomizdat, Moscow(1974), 152 pp.
lifetime in the active phase was 10s, and in the passive 1N, G. Baranov, Yu. Ya. Volkolupov, and A. D. Kuribeda, Radiotekhnika,
phase, 10! s. The mean free path of the neutral particles is No. 39, pp. 15-281976.
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A stochastic—deterministic model is presented for the propagation of a downward-moving leader.
Lightning formation is described by a stochastic growth of branching discharge channels

which is determined by the electrostatic field. The dynamics of the electric field and of the charge
distribution over the lightning structure are calculated deterministically. The model includes

the initiation of lightning, a preliminary discharge in a cloud, the propagation of a downward-
moving stepped leader toward the earth, and the initiation and upward motion of a return

stroke from the earth’s surface. Numerical execution of the model yields a dynamic picture of
the development of the downward-moving leader and of the intracloud discharge structure.

The effect of the charge density in the cloud and the parameters of the developing channels on
the spatial-temporal, current, and charge characteristics of the stepped leader’s propagation

are studied. The effect of free-standing structures on the distribution of points on the earth’s
surface where lightning strikes is examined. 199 American Institute of Physics.
[S1063-78429900904-9

INTRODUCTION modification of a fractal model for dielectric breakdowt>
The formation of the intracloud structure of the lightning and

Conducting cloud—earth lightning channels develop as ahe earthward propagation of the stepped leader are described
result of the stochastic propagation of a stepped leader tdy a stochastic growth in the fractal structure controlled by
ward the earth. The major factor responsible for the dynamthe electric field strength. The dynamics of the distributions
ics of this process is the electric field strength near the leadesf the electric field and charge are determined deterministi-
tip.1 3 During the first stages of propagation of the leader, thecally on the basis of Maxwell’s equations and suitable semi-
field strength at its tip depends on the charge in the leadegmpirical formulas for the conductivity of the lightning
channel and the volume charge distribution in the cloud. Axhannels® Unlike the existing fractal models for the devel-
the leader moves toward the earth, the buildup of charge oopment of the stepped leadel? which are based on the law
the earth’s surface and on objects protruding above it beginr fractal structure growth proposed by Niemegeal,** in
to have an ever greater effect on the field distribution. As theur model currents flowing along the discharge channels are
leader approaches a critical distantkee striking distance introduced'’ A numerical execution of this model is used to
from the earth, a return leader may develop. Mathematicastudy the spatial-temporal, current, and charge characteris-
models of the propagation of the downward-moving steppedics of the stepped leader’s development, as well as the dis-
leader including the parameters of the thundercloud, atmokibution of strike points over the earth’s surface.
sphere, and underlying surface is not just of scientific inter-
est, but also is of practical value for the improving lightning

protection systems. , MODEL FOR DEVELOPMENT OF A STEPPED LEADER
There are currently several different models for the
propagation of the stepped leadet? Numerical implemen- The model describes the development of a negatively

tations of these models have been used to study the distribeharged stepped leader moving from a cloud to the earth and
tion of lightning strike points over the earth’s surfdce'>  the development of a return leader from the earth. Thus, the
determining the probability of damaging various earthboundnodel region includes only the lower, negatively charged
and flying objects;®19-12 and calculating the protection region of the cloud, the part of the earth’s surface located
zones for lightning arrestor<10:12 below the cloud, and the space between th€ig. 1). The

However, the existing models employ major simplifica- initiation site for the lightning is assumed to lie between the
tions. They describe the motion of the stepped leader onlgenter of the negative charge distribution and the region of
between the based of a cloud and the earth, without considecalized positive charge in the lower part of the cloud. This
ering the development of intracloud lightning channels, theassumption is justified by the possible existence of local
properties of the discharge channels are assumed to be tirpesitively charged regions in the lower part of clotidsaand
independent, and the redistribution of charges in the cloudy data on the location of the rf signals accompanying the
and the channels as the leader moves is neglected. initiation of a lightning discharg&®~2° The development of

In this paper we propose a stochastic—deterministithe discharge channels within the cloud and in the earthward
model for the propagation of a stepped leader based on direction is described by stochastic growth steps. The prob-
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intracloud dischargd3) earth’s surface(4) stepped
- /- - - leader, (5) negatively charge region(f) lightning
= - = = initiation point, (7) cloud base(8) positive charge;
- = =®- - - - V andp are the vertical distributions of the potential
] - ] and negative charge density.

5
‘\ / FIG. 1. The model geometryl) thundercloud(2)

PV

ability P of a step’s growing in some directiom is deter-  tential. The potential of the side boundaries is recalculated in
mined by the state of the medium and the projection of theeach growth step using the condition that the flux of the field

local electric fieldE,, in this direction, strength vector at them is zero.
E 7 The charge distribution varies with time. Charge is col-
(En) . E>E., lected in the storm cloud and charge is carried to the earth by
p= z (1) the propagating stepped leader. The characteristic time from
0, E,<E., lightning initiation until the leader reaches the earth is ap-

proximately 0.02 $732?1Since this time is much shorter than
the Maxwell relaxation time of the charges in the cloud and
in the air, the conduction currents in the latter can be ne-
glected. Charge is collected in the cloud only by the growing
intracloud lightning structure.

The charge distribution obeys the continuity equation

whereZ=3,(E,) 7 is a normalizing factor(The sum is taken
over all possible growth directions
The critical fieldE, and growth parametey depend on
the propagation conditions. The critical fidig in the cloud
is assumed to be 5 times smaller thgnin air because of the
substantial reduction in the breakdown voltage in air when  dp o
ice crystallites and water vapor and droplets are present, as ar —divj, 3
well as because of the pressure drop with altitude. The
growth parametey, can be estimated by analyzing the leaderwherej is the current density in the lightning channels.
propagation mechanism. It is logical to related the growth ~ Charge transfer along the lightning channels obeys
probability to the intensity of energy release in the streamefPhm’s law
zone. In that case, the growth parameter should be equal to |=v.E
v-E. (4)
two (n=2).
At each growth step the electric field distribution is Herel is the current,y is the conductivity of a unit channel
found using Gauss’ theorem length (the running conductivity E, is the drop in the field
) per unit channel lengthy is equals the product of the spe-
div(e&oE)=p, @ cific conductivity of the plasma in the leader channel,and
wheree is the dielectric constant, is the permittivity of ~ the effective transverse channel cross sec8ay=o-9S).

free space, and is the density of the free charge distribution The variation in the conductivityy is determined by the
in the lightning channels and cloud. balance between the production and dissipation of Joule heat

As first approximation in the model, we assume a uni-n the lightning chann&?l As a first approximation it is
form initial distribution of negative charge in the lower part @Ssumed that the increase in the conductivity is directly pro-
of the cloud(Fig. 1). This approximation differs substantially Portional to the energy release, i.e.,
from the classical dipole model for the electrical structure of g
a cloud and corresponds more to the field distribution created rTo Ey- E,2, 5)
by the charges in several thunderstorm cells.

The boundary conditions for solving E@) are the fixed where¢ is the growth rate parameter for the conductivity.
potentials on the upper and lower boundaries of the model Equation(5) is a differential analogy of the Rompe—
region and the free potentials at the side bounddfes 1).  Weitzel formula for the conductivity of a long spark in gases.
The potential of the lower boundary corresponding to theThe conductivity per unit length of a newly formed channel
earth’s surface is assumed to be zero. The upper boundaiy taken to bey,. For an adequate description of the dynam-
lies between the positively and negatively charged parts oics of the charges and of the change in the conductivity in the
the thundercloud. Its location also corresponds to a zero panodel, we introduce the physical timieEach stage in the
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growth of the lightning structure corresponds to an interval
of physical timeAt. It follows from Eq. (1) that the prob-
ability o of channel growth per unit time has a power law 1

_______________________________ J
dependence on the field strength, i.e., E

E7
w(E)=g ®)

where® is a time constant.
Assuming that the magnitudes of the growth in the dif- |- oo _____
ferent channels are statistically independent of one another,
we find that the probabilityV that any one of the lightning ~ |---~--~---F ool e S e
channels will grow during the time unit is determined by
summing over all the possible direction$=2 w(E). The
time interval corresponding to a growth step is inversely pro-
portional toW, so that c d

9 (7 FIG. 2. The development of a stepped leader and of the intracloud lightning

_EE”_ Z' structure. Model parameterg=0.6, y,=20, {£=1, O=5, E (air)=2.5,
) o andE(cloud)=0.5.
Therefore, the time constafit has the significance of a

transition parameter to physical time.

The propagation of the stepped leader causes the fielshodel. The intracloud discharge structure collects charge ef-
strength near the earth’s surface to increase. When the fiefitiently and raises the field strength in its lower part. When
strength reaches the critical level, a return leader is initiatedhe field strength exceeds the critical field strerigtHair), it
from the surface. The propagation of the return leader obeysecomes possible for an earthward stepped leader to propa-
the same probability dependen@ on the field strength as gate. A delay in the development of the stepped leader rela-
the stepped leader and they cease to develop further aftéve to the onset of the intracloud discharge has been noticed
they meet. The strike point of the lightning is assumed to béoy many observer:?° The development of the intracloud
the place where the return leader is initiated. structure continues predominantly in a horizontal direction,

In the numerical simulations the model was executedand the rate of channel branching in it is higher than for the
numerically on a two dimensional square mesh. The size ofhannels of the stepped leader. The propagation of the
the mesh corresponds to the average length of the leadetepped leader from the cloud base to the earth is also ac-
steps. The lightning structure develops on one edge or theompanied by random branchiiigig. 2b. As a rule, one of
diagonal of the mesh in a single step in accordance with théhe branches of the leader begins to predominate and over-
probability distribution(1). The distributions of the electric takes the otherg¢Fig. 29. The approach of the tip of the
fields and charges are calculated using a finite-difference aglominant branch to the earth causes an rise in the field

At=(W(E))™*

proximation to Eqs(2)—(7). strength at the underlying surface. As a result of this, a return
leader sets out from the surfa¢gig. 2d. If tall structures
RESULTS AND DISCUSSION exist at the surface, then they will be places where a return

leader starts. In this case, initiation occurs sooner and the
The model proposed here has been used to study thée . .
réturn leader travels a larger distance before it meets the

spatial-temporal and charge characteristics of a developin ; .
leader in a lightning discharge. The ranges of variation of the&Epptad leaddfFig. 3). The calculated patterns are consistent

X : with generally accepted ideas and observations. The distribu-
model parameters were chosen on the basis of experimen : . : : .
. . ion of lightning strike points over a plane surface is close to
data from the literature and a comparison of the morphogen- T : i
. . : . normal. The peak of the distribution lies under the lightning
esis of the calculated patterns with observations in nature, .. : X .
ihjtiation point (Fig. 4a. The existence of tall structures on

The computer model can therefore be regarded as a meth? — S .
. . : - e surface causes a significant redistribution of the strike
for solving the inverse problem that yields additional param-

eters beyond the natural observations. A two-dimensional
calculation yields dimensionless quantities which can only
be compared qualitatively with measurementdata. @~ f-=----m-mmommmmmooooo

A stepped leader is initiated as a result of a prior break-
down between a negatively charged region of a cloud and a —--------ﬂ-"‘?()-é ---------
local positive charge located near the cloud base or fluctua-
tion in the negative chargéig. 2a). At first the preliminary
breakdown channel propagates vertically, but then side
branches begin to develop. The resulting pattern is qualita- K
tively consistent with the data of VHF lightning detection
and rangingLDAR) as to the location of the initial lightning  FiG. 3. The development of a return leader from a tall structure with
development stagl:*°this is evidence of the validity of the h=2. The model parameters are the same as in Fig. 2.
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FIG. 6. The time for a stepped leader to develdp and its maximum
running conductivity(2) as functions of the initial charge density in a cloud.
v0=20, (=1,0=5,E.=2.5(air) and 0.5(cloud. The points correspond to
data averaged over 200 computer runs.

0_30 —~ ZZ - b“n;‘a—-—-gb 3' causes part of the cloud potential to be carried away to the tip
Coordinate 0 of the stepped leader and raises the potential of the cloud
near the site of the intracloud lightning channels. The field
FIG. 4. Distributions of lightning strike points over a surface. The numberstrength at the leader tip increases, while it decreases in the
of trials is Ng=300. The model parameters are the same as in Fi¢p) 2. channels. After the leader has covered half the distance be-
Plane surface(b) with a tall structure §=2) located under the lightning . .
initiation point. tween the cloud and the ground, the field at the tip of the
dominant branch is roughly an order of magnitude higher
than the average field strength between the cloud and the
points (Fig. 4b). Then the probability of damage to a struc- ground, while the field strength in the leader channels is an
ture becomes greater as its height increases and when it liesder magnitude lower than the average field strength. These
closer to the position below which the lightning was initiated relationships among the fields are consistent with existing
(Fig. 5. ideas regarding the distribution of the fields in the stepped
The development of the stepped leader is accompanieéader channet?® The highest current and conductivity are
by polarization of the entire lightning discharge structure. Itsattained in the channels of the dominant branch of the
intracloud portion is charged positively, while the part mov-stepped leader. The currents increase as the leader ap-
ing toward the ground is negatively charged. The lineaproaches the earth. The channels of the intracloud lightning
charge density of the leader increases exponentially on agtructure have a lower conductivity than the stepped leader
proaching its tip(There are no unambiguous published datachannels. Efficient transport of charge to the leader channel
on the charge distribution along the channel of a steppethitiation point ensures a “thick” intracloud discharge struc-
leader. A uniform charge density distribution and one thature.
decreases exponentially with altitude have been propdsed.  The characteristics of a stepped leader depend to a great
The redistribution of the charges over the lightning structureextent on the cloud parameters and the features of the envi-
ronment in which the lightning discharge takes place. In
terms of our approach, by varying the model parameters it is
possible to reproduce the spreads in the currents and veloci-
ties of downward propagating leaders observed in nature.
These simulations show that the magnitude of the charge in
the cloud has the greatest effect on the spatial-temporal and
current characteristics of the stepped leader’'s development.
Increasing the charge on the cloud leads to a proportional
increase in the average field strength between the cloud and
the earth. As a result of the drop in the time for the stepped
leader to develop, the maximum running conductivity of the
channel(Fig. 6) increases, while the discharge structure be-
comes more strongly branched. Increasing the conductivity

Height

X
)

Probability
S S
) Co

S
+&

S
N

0 2' L ,:‘ L ‘5 A 1'0 4 1'2 L é‘ growth parameterf from 0.2 to 5 yields similar conse-
Distance quences, but this effect is not as strong qualitatively, and

A bability of d i Cunction of | changing the initial channel conductivity, by an order of
. 5. The probability of damage to a tall structure as a function of its f .
position relative to the coordinates of the initiation pdibtand of its height magnitude essentially had no effect on the development of

above the centeizero distance(2). The points correspond to data averaged the |eader.- - . . _
over 200 computer runs. The distribution of the time interval from the time the
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than in the slow leader. The experimentally observed spread
in the current in stepped leaders is also roughly an order of
magnitude’>

Our model, therefore, provides an adequate description
of the basic features of the development of a stepped leader.
A simulation was in qualitative agreement with experimental
data. The model can serve as a basis for creating new, effi-
cient computational techniques for calculations of the protec-
tion zone of lightning arrestors and of the probability of
damage to various objects as functions of their geometry, the
parameters of the underlying surface, and the characteristics
of a thundercloud.
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Determination of the recombination parameters of a semiconducting material
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A generalized Prony method is used to process experimental data of the relaxation type. The
method can be used to separate a compound relaxation process into elementary
componentgdamped exponentigland to systematically trace the variation of their parameters

in the presence of external excitation, thereby opening additional channels of information

on the generating physical process. The method is applied to the processing of photoconductivity
decay data for complex-doped, compensated silicon in the temperature range 100—-300 K

after pulsed excitation by laser radiation with-1.06 xm in a microwave field. The position of

the energy level is obtained as 0:10.01 eV, in good agreement with the energy of the
oxygen-vacancy complex. @999 American Institute of Physids$$1063-784£99)01004-1

INTRODUCTION from a semiconductor is characterized by the density of both

The level of development of the production teChnoIOgyequmbrlum and nonequilibrium carriers in the allowed bands

of semiconductor devices in today’s world is a major factorOf the semiconductor.

governing the development of industry at large. There is not Existing phenomenological models can be used to relate

a single branch of the national economy in which Variousthe characteristic decay time of the nonequilibrium carrier

semiconductor elements, sensors, and microprocessoqgnsny to impurity parameters: the po§ition of the i_mpurif[y
would not be used. Devices are manufactured on the basis §''9Y level, the recombination coefficient, and the impurity

high-quality semiconducting materials with predeterminedconcentrat'or}' Levels in the band gap can be replaced by

properties that remain stable in the face of selectively tarSarmers both from an allowed bar(dttachment levéland

geted external influences from two bands(recombination level If the investigated
These demands raise the issue of reliable, on-line metH?\/e' IS a r.ecomblnatlon. Ieve! and if thg _dens_ltya of a
31ompensat|ng acceptor impurity mtype silicon is greater

ods for determining various parameters of a semiconductin the density of shallow d the t wre d
material prior to the fabrication of structures and instrument an the density ot shallow donars, the temperature depen-
dence of the time constants, and 7, is dictated by the

in which it is to be used. Contactless measurement tech- q f th binati ficients f lect
nigues based on the exploitation of special characteristics Oqepen ence of the recombination coetlicients for electrons

the interaction of electromagnetic radiation with matter have’n and holesyp:

gained widespread acceptance at the presenttim&he 1 1

interaction of a microwave field with a semiconductor is uti- Th=—— Tp= - (1)
lized on an especially broad scale for the contactless deter- ¥n(Na—Ng) YpNa

mination of the parameters of a semiconducting mat&fral. In th f-attach ti hen th ilibri f
In this paper we discuss aspects of determining the re- h Ine case on-attachment, 1.€., when the equitiorium o

combination characteristics of a semiconducting mateéiral a level with a band is established in a time shorter than the
the example of complex-doped silicoby pulsed laser ira- C2'er lifetime, the temperature dependﬁgce of the nonequi-
diation in a microwave field. The relaxation curves are pro-IIbrIum carrier lifetime r can have the for
cessed by the Prony meth¢al method for the simultaneous E

M)

estimation of exponential paramefdrs =7l 1+ l New=Ng-exp — —
P Newm/ ' ¢ kT
of computer engineering has now made it possible for highly

It is important to note that the burgeoning development
efficient computer algorithms to be used in real time on Comyvhere 7p IS the recombination time through a deep level of

: the type(1), N is a characteristic density in the band if the
aratively low-cost general-purpose computefts. h 1 CM .
P y g purp P Fermi level is situated at an attachment lewl, is the den-

sity of states in the conduction banil is the density of

attachment levels, anB,, is the energy position of the at-
The interaction of a microwave field with a conducting tachment level.

material is known to be governed largely by the conductivity = Consequently, the attachment energy level for

in the bands of the materidlConditions can therefore be (M/N¢y)>1 can be determined from the temperature de-

established whereby the power of microwave reflectiongpendence of. It is important to note that if more than one

@

BASIC PHENOMENOLOGICAL MODELS

1063-7842/99/44(4)/5/$15.00 399 © 1999 American Institute of Physics



400 Tech. Phys. 44 (4), April 1999 Bykovskil et al.

I I analyzed to assess the feasibility of determining the impurity
3 parameters of the dopant and entrained secondary dopant el-
ements.
2 FI l J
7 4 6 7 8
PRONY METHOD

The problem of determining the parameters of E).
5 can be solved formally by the least-squares method, provided
only that the number of readings in the data sample exceeds
10 9 the number of parameters estimated. In reality, however, a
nonlinear system of transcendental equations is encountered
in solving this kind of problem, even in the simplest case,
and it is problematical whether the system is even solvable
FIG. 1. Block diagram of the experimental arrangeméj. microwave by numerical meth.Odéo say nothing of the colossal expen—
oscillator; (2) attenuator|3) short-circuited piston(4) T-bridge;(5) sample diture of computational resources that would be reqm?éd
in the cryostat(6) microwave diode{7) amplifier; (8) ADC; (9) synchro-  1he Prony method can be used to reduce the problem to two
nizing unit; (10) laser with light-emitting diode{11) computer. linear least-squares procedures, the first of which determines
the relaxation parameters, while the second determines the
partial amplitudes. A detailed description of the Prony
impurity level appears at a given temperature, the photocormethod can be found in the relevant literat(see, e.g., Ref.
ductivity decay curve can be expressed by a linear combing). We merely call attention to the number of terms in Eq.

11

tion of exponential terms: (3), because it is chosem priori.
N The values of certain parametetscalculated by the
f(t)= 2 a exy{ _ l) (3) Prony_ methpd can be complex. This means Fha’g the raw data
i=1 Ti contain oscillatory components. Terms of this kind are gen-

erated by the inevitable noise present in the experimental
data. Ostensibly, therefore, the larger the terms in(8qthe

more accurately the Prony method can approximate the ex-
perimental noise and the more accurate will be the values
EXPERIMENTAL CONDITIONS obtained for the components of the useful signal. Unfortu-
nately, this statement is true up to a limit, because the Prony

Gold-doped samples of as-grown RE.5 silicon were  ahod becomes unstable for a large number of parameters
prepared for the experiment. The relaxation time of the phoby virtue of the fact that the systems of linear equations

toconductivity in the as-grown sample was 138 Goldwas \yhose solution is the very basis of the method become
deposited on the substrate by vacuum evaporation, and theﬁborly conditioned

mal diffusion was performed in a vacuum fumace at' g jnvestigation has been carried out for ten terms. We

900°C. After heat treatment and preliminary inspection the, 56 arrived at this particular choice, first of all, by drawing
sample was placed in the experimental apparatus shown B cumulative experience and, second, by taking into ac-

Fig. 1. . _ counta priori information about the investigated phenom-
Short (<80 n9 laser pulses withh=1.06 um were di- enon.

rected onto the samplg in a cryostat T=100-300 K),

generating nonequilibrium carriers in the sample. Since the

nonequilibrium conductivity of the sample varied with time, gimuULATION RESULTS

the intensity of the reflected microwava=3 cm, P<2

mW) was modulated in accordance with the decay time of ~ To draw some conclusion as to the applicability of the

the photoconductivity. The parameters of the microwaveProny method for processing our experimental data, it has

field and the laser beam were chosen so that the microwaJ&en necessary to run a preliminary simulation.

signal of the diodes would be proportional to the conduc- For this purpose a sequence of 20 samples of relaxation

tivity of the sample. The signal was then transmitted througteurves was generated artificially, each curve having the form

the amplifier7 and the eight-bit amplitude-to-digital con- t t

verter(ADC) 8 and was finally recorded as discrete readings  f(t;)=a; ex;{ - +ag exp( - —') , 4

in the computerl 1. Tt Ts
Inasmuch as the characteristic decay times of the photowvhere 7; and 7, are the partial relaxation timeast and

conductivity of the doped sample were 6.30 us, the pa- slow times, respectively a; and ag are the corresponding

rameters of the ADC were chosen so as to achieve unanpartial amplitudest;=4-i is the reading time, =50 ns,

biguous recording of the entire frequency range of theé=0...2047.

signaf! (the discretization step was 50 ns, and the number  The functional relatior(4) symbolizes the experimental

of readings on the decay curve was 2PD48he relaxation curve, so that the parameters, 75, and § have the dimen-

curves were recorded at various temperatures and were theions of time. In turn,7;, 75, &;, andag depend on the

wherea; denotes the partial amplitudes, andre the partial
relaxation times.
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FIG. 2. Simulation resultédata samplet white nois¢. Comparison of the  FIG. 3. Simulation resultédata sample+ discretization noise Comparison
results by the Prony method with a test set of parameters. The signal-tef the results by the Prony method with a test set of parameters. The analysis
noise ratio varies from 30 dB to 50 dB. covers 6-, 8-, and 12-bit ADCs.

) than 14 dB must be excluded from consideration in this case.
parameterT (which denotes the temperatlirehe corre-

sponding dependences are shown in Figs. 2 afsld3v test
and fast tesgt

A stochastic procesg$white noise with different vari- The proposed processing technique has been tested in a
anceso) was initially added to the deterministic procéd$  study of the temperature dependence of the photoconductiv-
of each raw data sample. The resulting set of samples waty relaxation curves of high-resistance silicon obtained by
thus processed by the Prony method. The processing showsld doping.
that the parameters determined by the Prony method agree Each relaxation curve has been processed by the Prony
with the test set within 0.1-3% error limits except for the method, which discloses the presence of two damped expo-
parts where the partial amplitude of some exponential funchential functions in each cury&g. (3) with N=2]. Figure 4
tion become smaller than the fivefolii4 dB) variances of  shows the temperature dependence of the parameters of these
the white noisgFig. 2, slow test Here the total signal am- two exponentials: the partial relaxation timegg(T) and
plitude must be at least 100 times(40 dB greater Tsod T) along with the corresponding amplitudés,o(T)

We have also simulated the application of analog-to-andAg . (T).
digital conversion to the sequence of raw data samples, for To determine the errors of the Prony parameters, we
various ADC word lengths. Here we assumed that the totahave taken into account experimental errors together with
signal amplitude corresponds to half the word length. Theprocessing errors. We use the simulation rediigs. 2 and
simulation results are shown in Fig. 3. It is evident that the3) to estimate the latter. Some of the experimental points on
Prony parameters agree with the initial parameters within 3%he temperature curve af,,, are not shown, since the reli-
error limits (except for the small-amplitude partwhen an  ability of these points is low on account of the smallness of
ADC word length of at least eight bits is used. the partial amplitudé\g,,, in the corresponding temperature

The simulation has thus shown that the Prony methodange(Fig. 4, 140 K<T<200 K).
yields satisfactory resulté.e., the errors of the method do In the temperature range where thg,,, rises abruptly
not exceed the instrumental erram the solution of problems [~M/N¢y, Eq. (2)] the amplitudeAg,,(T) decays by the
with four parameters if at least an eight-bit analog-to-digitalsame law ¢ N¢y /M). It is readily shown that this situation
converter is used and if the total amplitude-to-noise ratio ids possible if thew-attachment mechanism is operative. The
at least 40 dB. Regions of measurement of the Prony paransituation is physically straightforward: The lower the tem-
eters wherein the partial amplitude-to-noise ratio is lowermerature, the smaller is the thermal excursion from the at-

ANALYSIS OF THE EXPERIMENTAL RESULTS
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10 can vary with the temperature as shown in Fig. 4, in which

case

T T TTTE
<

M _Newm
Ney+ M’ Ney+M '

where An(0) is the density of nonequilibrium electrons at
the initial time; sinceAs,c>Agow IN the investigated tem-
o o perature rangéFig. 4), we haveM =N\, .

o @ o ) o If we stay within the confines of the given model, the
emergence of\y,, (and, accordingly;rg,) at lower tem-
m “of peratures can be attributed to narrowing of the energy gap
between the acceptor complex and the conduction bseel
Egs.(2); the condition M/N¢y)>1 fails asN¢y, increaseb
a and the temperature dependencergf, in the temperature

o rangeT <180 K is the temperature dependence of the recom-
bination coefficienty,, at the level governing the recombina-
tion time in thea-attachment modéf In this same tempera-
e + o ture interval the temperature dependence nfg is

o ° determined by the temperature dependence of the recombi-

L ° J00° T nation coefficient of the attachment level.
Another explanation for this phenomenon could be the
= ° activation of a restrictive mechanism of recombination on
the surfac@with a characteristic time; for large 74,,. This
| . 1 1 1 . ; . time, in turn, is either approximately equal tog
& 7 8 49 10 1 12 73 =b?/(16D) when recombination is restricted by the influx

000/T, 1/K of nonequilibrium carriers to the surface, as can happen

_ . . when the surface recombination ratexceeds the threshold
FIG. 4. Results of processing the experimental data. Results of processing

a .
family of photoconductivity decay relaxation curves by the Prony method. Avaluesthr_ D /b (in our Ca_ls'esthr2 300 cm/s forb=0.1 cm
gold-doped silicon sample is investigated. and D=10 cnf/s), or it is approximately equal to

7s=Db/(2s) in the opposite case<sy,. For the first case,

accordingly, we have;<10 us, which is close to the ex-
tachment level, and the smaller is the fraction of nonequilib-perimental time limit(Fig. 4), and in the second case for
rium electrons residing a long time at the levety§,  7s=3us (Fig. 4 we obtains~3x10* cm/s, which contra-
increasep On the other hand, as the temperature is lowereddicts the conditiors<s;,~300 cm/s. We can therefore con-
the decrease in the thermal excursion means that a smallelude that the first alternative holds in our case, and the time
fraction of electrons in the conduction band is required tolimit is specified asrs=b?(16D). The temperature depen-
maintain equilibrium with the attachment level, and,,,  dence of 75y~ 75 is then determined by the temperature
therefore decreases as the temperature is lowered. The a@ependence of the diffusion coefficie@=kT/e- u(T),
tachment energy level determined from the dependencehich at the point of maximum mobility.(T) (=100 K for
Teoul LT) Or Agou{L/T) is equal to[0.17+0.01] eV, which  silicon) has the formT”, 0<v<1, so thatr~1/T""! de-
coincides with the energy of the acceptor oxygen-vacancgreases as the temperature increases, as is indeed observed
A-complex!? The fast component of the relaxation time in experimentally forrq,, (Fig. 4. The amplitude ratio in this
this temperature range corresponds to the initial trapping o$ituation describes the ratio of the fractions of the nonequi-
electrons at free attachment levéls,q=(ve,M) 1], An librium density of nonequilibrium carriers that vanish as a
order-of-magnitude estimate gives the density of these levelesult of surface recombinatiofslow componentand at
M greater than or equal to 10 cm™ 2. For an energy of 0.17 bulk recombination leveléfast component
eV and a density of states for silicdf,~2.9x10'°® cm3 Another important consideration is that only the elec-
(at 300 K the recombination coefficient at the attachmenttronic component of the signal is addressed here, i.e., the
level vy, is at most equal to 5108 cm®-s, which is rea-  photoconductivity is monopolait must be assumed that,
sonable for the trapping of an electron in a neutral acceptor 7). If this were not the case, the amplitude ratio would
state of the attachment level. more aptly reflect the ratio of the electrop,) and hole

In analyzing these data, it is important to recall that the(u,) mobilities, because the reflected power signal is pro-

exciting irradiation time is shorter that,; over the entire  portional to the conductivity. The satisfaction of the condi-
temperature range, so that the filling of the attachment levelSon 7,> 7, is confirmed by the large asymmetry with which
does not reach saturation during irradiation; once the extetthe levels are filled and by the large asymmetry of the cap-
nal excitation stops, the levels only begin to fill, trappingture cross sections of the acceptor state for gold-igpe
nonequilibrium carriers from the band. In this way our as-silicon!* We must naturally conclude, therefore, that the
sumed conditions differ from those usually discus¥edp  hole lifetime Tp IS very short, not exceeding the excitation
that the relations betweef;,; and Ay, for a-attachment irradiation time.

AfastN A n(O) Aslow““ An(0)

T,u8
=]
g
o0
L5

o
“

=~
-
I

)
o
T

o
o
o
=]
<
0
-
o
&

)
~
T

o

o
DDED

A fast,slow
o
W
L
&

o
(Y]
T

°

S
A
T
°
°

[~
T
<
<
©
o

!

<

-
=

o
EN
2N



Tech. Phys. 44 (4), April 1999 Bykovskil et al. 403

To determine the errors of the Prony parameters, wdormation channels for the acquisition of data on the
have taken into account the experimental errors together witevolution of recombination processes.
the errors of the processing method. We have estimated the

latter on the basis of the simulation resulisgs. 2 and 3 ) ) ! )
1Yu. G. Amirov, A. M. Danilevski, and V. E. Chelnokov, Fiz. Tekh.

Poluprovodn10, 1986(1976 [Sov. Phys. Semicond.0, 1186(1976].
CONCLUSION 2y, V. Grigorev, V. V. Zuev, M. M. Mekhtievet al, Fiz. Tekh. Polupro-

. . vodn. 24, 2031(1990 [Sov. Phys. Semicon@4, 1262(1990].
We have demonstrated the effectiveness of a generalizee- | Zavaritskaya and V. V. Kudinov, Fiz. Tekh. Poluprovod, 2160

Prony method for analyzing the photoconductivity decay re- (1984 [Sov. Phys. Semicond.8, 1347(1984].
laxation curves in the presence of noise for a bounded bit'Yu. A. Anoshin, V. M. Bazin, and A. S. Darevskizh. Tekh. Fiz59(6),

; ; ; 165 (1989 [Sov. Phys. Tech. Phy84, 688 (1989].
width. Our simulation has shown that the Prony method 5V. V. Zuev, S. I. Rasmagin, G. M. Voronkova, and Yu. A. Voronov, in

er.ldS SatlsffaCtory results when the partlal ampl'tUde'to' Conference on the Reliability of Quality Control of Electronics Products
noise ratio is at least 14 dB. [in Russian, Sevastopol, 1990.

The method has been tested in an analysis of the photo®S. L. Marple Jr. Digital Spectral Analysis with ApplicationgPrentice-

- ; - T ; ; Hall, Englewood Cliffs, N.J., 1987; Sevastopol, 1990

cqnductlwty decay curves in gold QOped silicon |r_rad|ated 7I.'S. Berezin and N. P. Zhidkovcomputing Methodsvols. 1 and 2
with |Qser pulses in a microwave field. An analysis of the (Pergamon Press, New York-Oxford, 1965; Nauka, Moscow, 1959
experimental data for the investigated sample has enabled U\ E. Mudrov, Numerical Methods for the Personal Compufer Rus-
to disclose the onset of an entrainedttachment level situ- _sianl, Tomsk, 1992.

. thi ; °V. L. Bonch-Bruevich and R. G. KalashnikoRhysics of Semiconductors
ated at a depth of 0.170.01 eV, this energy is close to the [in Russiaf, Moscow, 1977,

activation energy of thé\-center oxygen-vacancy complex 10s. . Ryvkin, Photoelectric Effects in Semiconductd@onsultants Bu-
(0.16 eV. reau, New York, 1964; Fizmatgiz, Leningrad, 1963

The method can be used to systematically trace the tem.B. R. Levin, Theoretical Foundations of Radiation Physiaol. 2 [in
o o Russiaf, M 1968.
perature variations of both the relaxation times and the cor- <Ussiafh Moscow, 1968
responding partial amplitudes, thereby opening additional inTranslated by James S. Wood
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Energy barriers at the interfaces in the MIS system Me-Yb  ,05;-Si
V. A. Rozhkov and A. Yu. Trusova
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The electrophysical properties of silicon MIS structures with ytterbium oxide as the insulator are
investigated. It is established that the electrical conductivity of the MIS structures are

described by a Poole—Frenkel mechanism. The capacitance—voltage curves are used to measure
the trapped charge in the insulator and the density of surface states. The energy barriers

for electrons at the interfaces are determined by the method of internal photoemission of charge
carriers into the insulator. The parameters of deep electron traps in ytterbium oxide are
investigated. ©1999 American Institute of PhysidsS1063-784£99)01104-§

INTRODUCTION The current—voltage |-V curves and current—
temperature curves were measured at a constant voltage by
means of an B-05M electrometer. The density of surface

semiconductokMIS) systems in semiconductor discrete de- C ; .
vices and integrated circuits has created a need to search fptesNssat the YbO,—Si interface and the fixed chargg n
.the insulatorQg were calculated by the method of high-

promising new dielectric materials and to investigate their .
properties. Of considerable scientific and practical interes equency(1 MHz) capacitance—voltagiC—V) curves. The

are rare-earth oxides, whose films have high dielectric cong 'Y barriers at the metal—3®; and Si-YBO;, inter-
stants £=8-20) and high resistivities p&c 102100 faces were determined by the method of internal photoemis-
.cm) and are heat-resistant and chemicaltjlly sthPlavesti.  Sion of electrons into the insulafor from the spectral and

gations have shown that these materials can be used to faggltaic dependences of the photocurrent. The photoemission

ricate silicon MIS varicaps with a high capacitance overlapCurrents were measured by means of an elecirometer with a

factor® memory electric switcheband effective brightening sensitivity of~10. ls.A during .||Ium|nat|on of the samples
and passivating coatings for silicon photoelectric devf’ces.by monochromatic light obtained from a DKI.SE.LOOO'S
However, the energy barriers at the phase interfaces and t :kW xenon lamp and an MDR-2 high-transmission mono-
energy band diagrams of silicon MIS systems utilizing insu-° romator.

lator films made from oxides of RE elements have not been

determined to date. We have therefore investigated the ph®ESULTS AND DISCUSSION

toelectric properties of silicon MIS structures using ytter- The I-V curves of the Al—YhO,—Si structure<Fig. 1)

bium oxide as the insulator, and we have determined thtf:Or positive (+ on Me) and negative voltage polarities are
energy barriers at the interfaces and the parameters of elel?ﬁear in the coordinate8in(I-d/V), V2, wherel is the cur-

tron trapping centers in the insulator. rent andV is the applied voltage. The rectification ratio for
the various samples was in the interval 1.2—2.0. The resis-
tivities of the ytterbium oxide films, determined from the
MIS structures of the type Me—¥®;-Si (Me stands |-V curves, were equal to ¥5-10"Q-cm. The current—
for Al or Ni) were prepared on KE5 (111)-oriented and temperature curves, measured in the temperature range
KDB-4.5 (100-oriented single-crystal silicon substrates. T=290-400K for various values of the dc voltage on the
Prior to deposition of the insulator film the polished silicon structure, become linear in the coordinafksl, 10*/ T} (Fig.
wafers were degreased by boiling in toluene, followed by2). The current activation energy in temperature units, calcu-
ultrasonic washing in acetone. The native oxide layer wasated from these curves, decreases monotonically from 1.1—
removed by processing in a dilute agueous solution of hy4.3 to 0.86—0.9eV as the voltage is increased from 2V to
drofluoric acid. An ytterbium oxide film of thickness 5V. These results show that the electrical conductivity of the
d=0.25-0.28.m was prepared by the thermal spraying of MIS structures is limited by the volume of the insulator and
metallic ytterbium from a molybdenum boat in a F0rorr is satisfactorily described by the Poole—Frenkel mechanism.
vacuum on a VUP-5 apparatus with subsequent thermal oxi- The C-V curves of the Al-YBO3;—Si structuregFig. 3
dation of the resulting Re layer at a temperature ofhave a typical high-frequency profile with saturation of the
500-550°C for 30 min. Semitransparent electrodes of areeapacitance upon accumulation and inversion at the surface
0.4 mnt deposited on the Y40, film by the thermal spray- of the semiconductor. The capacitance of the samples de-
ing of aluminum or nickel through a stencil in a (1-2) creases approximately from 160 pF to 40 pF as the dc voltage
X 10 °torr vacuum. A solid aluminum contact was depos-is varied from accumulation values to values corresponding
ited on the opposite polished surface of the silicon substratdo inversion at the surface of the semiconductor. The control

The extensive application of metal—insulator—

SAMPLE PREPARATION AND MEASUREMENT PROCEDURE

1063-7842/99/44(4)/5/$15.00 404 © 1999 American Institute of Physics
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FIG. 1. Current—voltage curves of Al-YB;—Si structures for positivél) FIG. 3. Capacitance-voltage curves of Al{B-n-Si (1) and
and negative2) voltages. Al-Yb,0;—p-Si (2).

voltages lie between-2V and 2V. The flat-band potential (Fig. 48 corresponds to the photoemission of electrons from
and the capacitance overlap factor for various samples aglicon. The emission of holes from the metal is negligible in
equal to 0.5-0.9V and 3-4, respectively. The hysteresis dhis case, because the threshold photon energy for this polar-
the C-V curves along the voltage axis falls within the inter- ity does not depend on the material of the field electrode.
val 0.2-0.5V. The density of surface states and the trappellloreover, theC-V curves show that the capture of negative
charge in the insulator are equal to (25)x10'cm 2  charge by deep traps in Y0, is observed as the photocur-
-eV~ ! and (4-7) 10 8Cl/cnt, respectively. rent passes through the insulator in this case. The threshold
Figure 4 shows typical plots of the photocurrent per phohoton energy corresponds to the enekgyof the potential
ton Ifl’n as a function of the photon enerdyr of an  barrier at the Si—YHO; interface for the given applied volt-
Al-Yb,0,-Si structure in the coordinatedi™, hv} for  age.
various positive and negative voltages:=2 andn=3 cor- The curves for negative biases on the field electrode
respond to the application of negative and positive voltagedFig. 4b correspond to electron emission from the metal.
respectively. It is evident that" increases linearly as the The threshold photon energy for this polarity depends on the
photon energy increases in an intervallOkT. The curves material of the field electrode, and a negative charge builds
for a positive voltage on the electrode attached to the oxid&p in the insulator layer. The threshold photon energy for
these curves is equal to the energy of the potential barrier at
the metal—-ytterbium-oxide interface for the given voltage.
Investigations have shown that the dependence of the
potential barrielg, on the square root of the applied voltage
is linear, and the photocurrent for electric fields in the insu-
lator greater than POv/cm is described by the expression

li=A(hv—Epy+kViA", (1)

whereE, is the height of the potential barrier at zero elec-
tric field in the insulatork is the Schottky coefficieny is
the voltage drop across the insulator, ahis a coefficient
that depends ohv.

The zero-voltage energy barriers at the boundary of the
ytterbium oxide boundary can be determined by extrapolat-
ing the linear graphs dE, versusV'? to their intercepts on
the E,, axis.

) Figure 5 shows typical photovoltaic curves representing
m-ﬂf . | ) . . | the voltage dependence of the photoinjection current from
24 2.6 2.8 3.0 3.2 aluminum into the ytterbium oxide film in the coordinates
%, - {12, V¥ for two different photon energies. The curves ac-
T () quire good linearity in these coordinates, corroborating the
FIG. 2. Temperature dependence of the current in an ALO¢k Si struc- an_alytical relation given f‘?r the phot_oemissi.on Current._The
ture for various applied voltage&l) V=—2 V: (2) =5 V: (3) +2 v; (4  heights of the energy barriers at the interfacial boundaries of
+5 V. the Yh,O5 film, as determined from these curves by the tech-
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nigue described in Ref. 8, were practically equal to the valsimilar shift of theC-V curves along the voltage axis toward
ues obtained from analysis of the spectral curves of the phgositive values is observed. This result attests to the capture
tocurrent. The heights of the energy barriers at the phasef negative charge by deep traps in the insulator. In this case
interfaces in ytterbium oxide MIS structures are shown inthe dependence of the shift of the flat-band potential of the
Table I. C-V curves on the irradiation time is sublinear, tending to

The heights of the energy barriers at the interface withsaturation after longapproximately one hourirradiation
silicon are identical within the experimental error limits for times. The trapped charge and the flat-band potential shift
MIS systems containing-type andp-type silicon. The en- increase as the voltage applied to the structure is increased.
ergy barrier for a Ni-YbO; interface is 0.4 eV higher than The trapped charge is preserved for a long time at room
for an Al-Yb,0O5 interface. The resulting difference between temperature after the irradiation and dc voltage are discon-
the barrier energies is equal to the absolute difference in thénued. The effective charge trapped in the insulator, calcu-
work functions for the emission of electrons from the metal.lated from the shift of theC—V curve, is an order of magni-

When Al-Yb,0;—Si structures are irradiated in the ul- tude smaller than the charge transferred through the
traviolet range with a photon energh{=5.3e\) greater structure; the latter charge is determined by integrating the
than the width of the YHO; band gap E4=5.2eV), the  current over time.

C-V curves are observed to shift along the voltage axis to- When an Al-YBO,;—Si structure is irradiated with light,
ward positive values for both polarities of the applied volt-the photocurrent decreases with tirfieig. 7), attaining a
age, indicating the capture of electrons by deep traps in thseteady-state value. The observed photocurrent decay kinetics
Yb,0;. The graphs of the shifh Vg of the flat-band poten- is attributable to the photoinjection and trapping of electrons
tial as a function of the irradiation time have a sublinearin the insulator. Charge carriers trapped in deep states in the
profile (Fig. 6). In this case the rate of change AVg insulator diminish the electric field in it, causing the photo-
increases as the voltage on the structure is increased. current through the structure to decrease.

After an Al-Yb,05—Si structure, under the influence of The photostimulated depolarization method has been
an applied dc voltage, is irradiated with monochromatic lightused to determine the energy depth of the electron traps in
having a photon energy higher than the potential barrier bu¥Yb,0O5. After photopolarization, the MIS structure was short-
smaller than the width of the band gap of ytterbium oxide, acircuited to an electrometer without any external voltage, and

the spectral curves of the depolarization photocurrent at pho-
ton energies lower than the energy barriers at the boundary

14+ of the Yb,O; film were measured. The spectral curves of the
| depolarization photocurrent, measured immediately after
N photopolarization at incident photon energies of 5.2eV for
E{ 101 1 h and in repeated measurements are shown in Fig. 8. It is
o evident that after photopolarization the indicated curves ac-
o 5
R
SN2
| TABLE |. Interface barrier energies in MIS structures.
02k Interface with Height of the
Yb,0; phase energy barrier, eV
0.5 15 2.5 Al 2.9-2.92
v Ni 3.3-3.32
a n-Si 3.19-3.21
p-Si 3.18-3.21

FIG. 5. Photovoltaic curve@hotocurrent versus voltagéor different pho-
ton energies(1) hv=2.89 eV;(2) 2.75 eV.
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FIG. 8. Spectral curves of the photodepolarization currétafter photo-
polarization;(2) repeated measuremer(8) third measurement4) fourth

quire a photocurrent peak that had not been observed beforeasurement.

the insulator was charged and whose amplitude decreases in

repeated measurements. This photocurrent is produced by

the photoexcitation of trapped electrons from traps into the o gimultaneous analysis of the photovoltaic and
conduction band of the insulator and their drift under thecapacitance-voltage curves before and after irradiation of the
influence of the built-in electric field. In' rgpeated measure-girctures with light leads to the assumption that the charge
ments of these curves the degree of filling of the electronyanned during irradiation is located in the interior of the
traps decreases, and the amplitude of the photocurrent pegigjator. The magnitude and centroid of the trapped charge

is smaller. After complete photodepletion of the electron;, the insulator have been determined from the shift of the
traps the peak vanishes, and the photocur(@mve4 in Fig. photovoltaic curve after irradiatich.

8) and theC-V curves recover their origindbefore photo- Figure 9 shows the photovoltaic curves of the structure
polarization values and positions. This result confirms thatpefore and after irradiation with 3.1-eV photons at a dc volt-
the capture of electrons by deep traps and photostimulateghe of — 6V for 40 min. After irradiation the photocurrent
depletion of the latter take place when the structure is i"“'through the structure is observed to decrease as a result of
minated under certain conditions. The experiment describegapped charge. The magnitud® and centroidX. of the

here is highly reproducible. The results in Fig. 8 can be Use%apped charge can be calculated from the relations
to estimate the energy depth of the electron traps irOgb

It is evident that the electron trapping centers are situated _¢&%&o + _

almost in the middle of the Y0, band gap at a distance of Q= d (V[T AV, @
2.4-2.7eV from the bottom of the conduction band. The -1
trapped charge densities in the insulator, calculated from the Xc=d |AV|7 )
kinetic discharge photocurrent kinetic curves, lie in the inter- AV ’

val (1.8-1.9)x 10" ° Clent. wheree, and ¢ are the dielectric permittivities of vacuum
and the insulator, respectively, add/™ and AV~ are the

1+

()

w7k

¥
%

X,
xxx*"xx,(
X Xyg 3¢ XX g X
v XIXXITXTRA G0 X X X XM X X F

v
VeV_o
v VVe VvvvvvaVv\"Vvvvvvg

%,
%,
- 050
10 13 °l°

b °°l°°°°°l° ©60G0000 q00 °1l

1
35 615 .9?' 215 1515 1815
»8

FIG. 7. Kinetic curves of the photocurrent for various voltages applied toFIG. 9. Photovoltaic curves for an Al-¥8®;—n Si structure befor¢l) and
the structure(1) V=—-3 V; (2) =5 V; (3) —6 V. after (2) irradiation.
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TABLE II. Parameters of electron trapping centers in an Al@b-Si  investigated structures and does not contain a disturbed tran-
structure. sition layer of finite thickness. This condition is probably

Irradiation regime associated with the comparatively low temperatures at which
Structure Xc, pm Q, Clenf Q,/Q, (injection of electrons  the insulator films are prepared, so that large stresses are not
created in them.

Al-Yb,0;—p-Si  0.13  3.10°° 0.16 from Al
0.13 6x10°° 031 from Si
Al-Yb,0;—n-Si 013  4.510°% 0.21 from Al
0.16 7.3%x10°1° 0.12 from Si

10. S. Vdovin, Z. I. Kiryashkina, V. N. Kotelkoet al, Rare-Earth Oxide
Films in MIM and MIS Structuregin Russian, Universitet, Saratov, 1983.

2V. A. Rozhkov, O. S. Vdovin, V. N. Kotelkov, and A. M. Sverdlova,
Mikroelektronika5, 28 (1976.

. . . 3 i
shift of thel=—V curves along the voltage axis due to irra- \él'eﬁ'roioﬂ]r‘:)?;’éto',\li' nggg%g - N. Kotelkov, and A. M. Sverdlova,
diation for positive and negative polarities of the applied 4y A Rozhkov and A. I. Petrov, Pisma zh. Tekh. Fixl, 49 (1985

voltage, respectively. [Sov. Tech. Phys. Letil1, 21 (1985)].

The calculated values of the centroid, determined from®Yu. A. Anoshin, A. 1. Petrov, V. A. Rozhkoet al, Zh. Tekh. Fiz64(10),
the Si surface, of the chard, trapped in the insulator and 6;18;1823 [Eeah'sanﬁszh éoggglel\ig;;a 3. Phys. Cher. SAHE873
the ratio of the trapped charge to the transmitted ch@ge  (1969. ' o o ' '
for various irradiation regimes are given in Table II. "R. J. Powell, J. Appl. Phy10, 1093(1969.

It is evident that the centroid of the trapped charge is;R- J- Powell, J. Appl. Physil, 2424(1969.
situated almost in the center of the insulator layer. This result O 7 D Maria. J. Appl. Physt?, 4073(1976.

shows that the Y§05;—Si interface is a sharp boundary in the Translated by James S. Wood
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Efficiency of stimulation of gaseous chemical reactions by a diffracted light beam
whose energy is absorbed by vibrational transitions
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Laser-induced reversible chemical reaction kinetics in a gas mixture with the absorption of light
energy by molecular vibrational transitions is investigated by mathematical modeling. The
influence of beam diffraction, the relaxation time of vibrational energy into heat, and the order of
vibrational transition on the structure of the region of high absorption and on the propagation

of switching waves is analyzed. The discussion applies to pulses having a duration much longer
than the time of energy transfer between vibrational levels.189 American Institute of
Physics[S1063-78499)01204-7

INTRODUCTION high concentration of reaction product can be attained at a
lower temperature of the medium and at a higher beam out-
Laser-induced processes in chemically active gaseoysut power. We also emphasize that the interaction of optical
media are major objects of investigation by virtue of theirradiation with molecules with the absorption of its energy by
many practical applications. However, the control of chemi-a vibrational transition, in turn, exhibits the bistability prop-
cal reaction in a gas is itself a typical example of problemserty under certain conditior’sThe coexistence of bistable
that can be solved in a vigorously growing science: lasetlependences in several variables can also qualitatively
dynamics. The implementation of various nonlinear opticalchange the kinetics of a laser-induced gas reaction.
self-organization processes, including optical bistability, in  In this paper we analyze the interaction of a diffracted
the system comprising the light beam and chemically activéaser beam with a two-component gas mixture when light
gas mixture is attracting the attention of many energy is absorbed by a molecular vibrational transition.
researchers:!! In papers devoted to this topic, as a rule, the
d|ffract|on_ of optlc_al radiation has either begn ignored aIto—_STATEME’\lT OF THE PROBLEM
gether or is taken into account in the aberration-free approxi-
mation, which is valid only in the initial stage of interaction We wish to investigate the propagation of optical radia-
of optical radiation with a chemically active gas mixture, i.e.,tion in a cell containing a gas mixture; the cell is closed to
while nonlinear absorption can still prevent its profile from mass transfer. Let heat transfer with the environment take
being transformed into a structure with two maxima. In theplace through the side wall of the cell, and let the end walls
meantime, when the input radius of the beam is decreasetle thermally insulated. We also assume that energy is trans-
the influence of its diffraction can fundamentally alter theferred between molecular vibrational levels in a time much
space—time evolution of the region of high concentration ofshorter than the pulse duration. As a result of this assump-
the reaction produé. tion, the populations of the vibrational levels fit a Boltzmann
It must also be borne in mind that diffraction effects distribution® However, the transfer time exceeds the relax-
occur even when the initial diffraction length of the beam isation time of vibrational energy into translational energy.
several times the length of the cell containing the gas mixThe variation of the temperature of the medium must there-
ture, because the concentration of the reaction product irfore be taken into account. We also assume that the molecu-
creases rapidly during the interaction of laser radiation with dar vibrational levels are not equidistant and that the absorp-
chemically active gas mixture under certain conditidog-  tion of light energy is a resonance process inthen+1
tical bistability conditiongin the regions of highest intensity transition.
in the medium. As a result, owing to the dependence of the We consider the influence of a light beam having a ra-
absorption on the concentration of the given species of gaslius such that the diffraction length is commensurate with
light energy is “sapped” in this region of the beam. A con- the length of the cell containing the gas mixture. This con-
sequence of this phenomenon is a partitioning of the beardition is indicative of the need to take optical diffraction into
into subbeams, for each of which the diffraction length de-account. We also assume that the length of the cell is com-
creases and, hence, the same happens for the whole beanparable with the path of nonlinear refraction under the influ-
Another meagerly studied problem is the stimulation ofence of the thermal lens due to heating of the medium and
chemical reactions when light energy is injected through moalso the influence of the thermal lens due to the variation in
lecular vibrational levels and is subsequently converted intahe composition of the medium as a result of chemical reac-
thermal energy. This technique for the control of reactions igion. We assume in this regard that the concentrations of the
conducive to the more efficient utilization of laser enefgy:  reaction product and the starting mixture are locally related.
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This approximation is valid, for example, in a reaction wave numbera, is the initial beam radius, the transverse
A+B«C (whereA andB are the starting substances, &dd coordinatex is measured in units ciy, andD is a coeffi-

is the reaction produgtif the concentration of one of the cient, which is equal to unity under the given normalization,
starting substance@ay B) is highly predominant over the but is retained in Eqg1) to aid in analyzing the influence of
other substances and if the diffraction coefficients of the rebeam diffraction on the spatial distributions of the tempera-
action product and the initial gas differ only slightly. The ture, concentration, and intensity of the light beam.
chemical reaction can then be characterized by a single func- The coefficient§, characterizes the amplitude absorp-
tion: the concentration of its product. In this case the intertion of light by all molecules associated with the reaction
action of the diffracted beam with the medium can be dejproduct. The timed is measured in units of the characteristic

scribed by the system of dimensionless equations relaxation time. The parameter characterizes the rate of
IA change of the temperature relative to the rate of the change
— +iDA, A+ie, A+ 8y8(N,E)A=0, of the composition of the gas mixture. The coefficieptand
9z Dy are equal to the ratios of the characteristic relaxation time
0<z<L,, O0<x<L,, to thg characteristic heat-cgnduction_ and diffu.si.o.n times, re-
spectively. The parameter is the ratio of the initial beam
E" power to the power spent in changing the composition of the
en=a(T—To)+B(N—No), 5(N1E):UNF)”+21 mixture from the original gas to the reaction product. The
( coefficient v, which is proportional to the termT¢—1),
aT E—-E(T) characterizes the reaction ener@y,is the ratio of the acti-
e =XALTH Vf(NvT)JFTET- t>0, vation energies of the reverse and forward reacti&ns the
ratio of the pre-exponential factors of the reverse to the for-
JE E-E(T) ward reaction,r,t is the normalized time constant for the
ot - AleN.B)= P relaxation of vibrational to translational energyjs the total
absorption cross section of the maximum number of mol-
ﬁ—f(N T)+DWA N, A = 9 ecules of a given species in the vibrational transitioa n
- ’ N= LN 1=

e’ +1 with the difference between the populations of levels
and n+1 of the absorbing mode as specified by the ratio
1 Te E"/(1+E)"*2, and the parametél is equal to the ratio of
f=(1—N)exp< B f) —kNex;{ B T)’ =A% (D) e photon energy to the activation energy of the forward
reaction.
Self-induced effects of the light beam are described by
Al,_o=A(X)VIo(t), the e, term in Egs.(1), in which « is the ratio of the input
5 beam powerP, to the thermal self-focusing powew &0
lo(t)=(1—exp(—t/7))%, 7=0.1, corresponds to self-defocusing of the beaand 8 is pro-
2 portional to the difference in the refractive indices of the
(Xx—L,/2) : . . .
AO(X)ZEXF{ -, A|x=O,LX:0- reacUon_product and the starting substance. It is _posmve if
a the starting substance is less dense than the reaction product,
and it is negative in the opposite situatidn;is the boundary

ot

subject to the initial and boundary conditions

ﬁ =0, Xﬂ =+ p(T-Ty), of the region along thg axis. Under the boundary conditions

2 x=0L, 24 x=0L, (2) the constanty dictates the rate of heat transfer with the
environment, whose temperatureTig.

Ali=0=0, Tli=0=To, f[=0=0, Eli=0=E(To). In the numerical simulations a symmetric differencing

2) scheme is used for the quasi-optical equation, approximating

In Egs. (1) and (2) the complex amplitudé\(z,x,t) is  the differential operator with second-order accuracy in the
normalized to its maximum input valuél(z,x,t) is the di- space variables and time. Implicit differencing schemes of
mensionless concentration of the reaction produicfs,x,t) first-order approximation in time and second-order approxi-
is the temperature of the medium, normalized to the activamation in the space coordinates are used for the equations in
tion energy of the direct reaction in temperature units,N, E, andT.
E(z,x,t) is the normalized vibrational energy per unit vol-
ume of the gas in the given mode, aB(T) is the equilib-

rium value of this energy at the spec!fled tempergt_[nrg .RESULTS OF THE NUMERICAL SIMULATIONS
Under the above-stated assumptions the equilibrium vi-

brational energy is given by the expression In keeping with the subject set forth in the title to the
article, we fix the interaction parameters
E(T)= ——7—.
(1) exp(Teg/T)—-1 D=0.01, a=pB=0, y=0, Tg=1,
In the calculations we use an expressionE@l) preva- Dy=x=10"5 T,=0.375, k=05,

lent in the literaturé’: E(T) =exp{—(Te/T)}. Moreover,z is
measured in units of the diffraction lendth= 2ka§, kis the a=0.1, #5=2, L,=2, L,=1, 3
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TABLE I. Dependence of the time of onset of efficient reactigg on the ation of energy into heat, the same increase in energy leads

ambient temperatur&, with the absorption of light energy by the—23 to saturation of the temperature of the gas mixture. and the

transition 1=2) for q=50, =10, andd,=10. . . . . '
manifestation of this process is also twofold. On the one

To texp hand, an increase in the temperature stimulates reaction, so
that the concentration of the reaction product and, hence, the
0.25 1 . B .
02 10 absorption coefficient increase. On the other hand, the equi-
0.18 30 librium vibrational energy increases, reducing the fraction of
0.135 150 its conversion into translation energy and bleaching of the
0.125 >200 medium. The end result of this behavior is slowing of the

chemical reaction. Consequently, the ratio of the parameters
e and ry1 assumes an important role when the input of light

for which optical bistability is achieved in the case of weakly energy takes place through molecular vibrational transitions.
diffracted beams) —0). The diffraction coefficient in Egs. It essentially determines the time of departure of the vibra-
(3) corresponds to the effective manifestation of diffractiontional energy from its equilibrium value and is a measure of
along the investigated propagation channels, because the dée negative feedback between the absorption of light energy
gree of its influence is governed by the rafida. and variation of the concentration of the reaction product; an
The values of the parametere=0, 1, 2 correspond to the increase inN causesE to increase, and this, in turn, dimin-
absorption of light energy between the molecular vibrationaishes the injection of light energy into the medium.
levels 0 and 1, 1 and 2, and 2 and 3, respecti¥@jnce the Finally, we discuss the effects of optical diffraction. It
number of molecules existing in the unperturbed medium iralso has a twofold outcome. On the one hand, being mani-
the state with quantum numbegrcorresponding to a vibra- fested specifically as an increase in the beam radius, diffrac-
tional energyE; fits a Boltzmann distribution, as character- tion shortens the region of efficient reaction along zhexis
ized by the functiorE(T) in Egs.(1), the temperature of the and decreases the part of the region with the maximum con-
thermostat (surrounding the gas cglimust be raised to centration of the reaction product. On the other hand, diffrac-
achieve efficient stimulation of the reaction for=2. Con- tion can induce focusing of the light beam as a result of the
sequently, the kinetic laws for a laser-induced reversiblgefraction of its rays by the induced distributed amplitude
chemical reaction with the absorption of light energy by thelattice of the absorption coefficient — the reflection of rays
vibrational ground levelf=0) or by the first excited level from the less dense side regions of the medium. This phe-
(n=1) are analyzed fof,=0.125(as in our earlier papers nomenon further stimulates chemical reaction in the region
whereas fom=2 the numerical simulations are carried out around the axis. The time of influx of light energy due to
with Ty=0.25. The values given below fer andqin Egs.  focusing of the beam depends on the velocity of propagation
(1) differ for different numbers for the same reason. How- of the transverse switching wave; this velocity, in turn, de-
ever, for the analysis to be complete we investigate the depends onry. It obviously vanishes if the switching wave
pendence of the time of onset of efficient reaction on theescapes from the region occupied by the beam. We note that
ambient temperature far=2 with light energy absorbed in beam focusing is also induced by the transformation of its
the vibrational transition 2:3 (n=2). The modeling results profile to a distribution with an intensity trough on the axis
are shown in Table I. Herg,, is interpreted as the time of as a result of the efficient absorption of light energy. It also
onset of reaction near the input cross section of the cell. It i1as a finite lifetime, which is dictated by diffusion processes
evident from the table that,, increases rapidly as the tem- and thermal conductivity. These effects result in complex,
perature of the thermostat is lowered. A§<0.13 an effi- time-dependent spatial distributions of the light energy, the
cient reaction is not observed in our investigated time intertemperature of the medium, and the concentration of the re-
val O<t<L,=200. Outgoing heat transfer prevails over theaction product?
input of light energy in this case. We therefore reemphasize that the stimulation of chemi-
cal reactions in gases by diffracted light as its energy is ab-
sorbed by the ground vibrational transition is influenced by
We are concerned primarily with the laws governing themany physical factors, which simultaneously stimulgtesi-
formation of the region of high concentration of the reactiontive feedbackand limit (negative feedbagkhe reaction pro-
product when the radiated laser energy is absorbed by theess. We therefore begin our analysis of the interaction of a
ground molecular vibrational transition. In this case the ablaser beam with a chemically active gas mixture by examin-
sorption coefficient decreases monotonically as the vibraing the influence of beam diffraction, because in the absence
tional energy increases, corresponding to saturation of thef an unambiguous conclusion as to what role it plays, the
vibrational transition. results of the numerical simulations can be interpreted in
It is important to stress the fact that the spatial distribu-different ways. To that end, we carry out the calculations
tion of the concentration of the reaction product and its dy-with the coefficientD=10"°, for which diffraction effects
namics are acted upon by several different physical factors dtave scarcely any effect on our investigated paths.
once. For example, an increase in the vibrational energy As an illustration, Fig. 1 shows plots of the time depen-
leads to the above-indicated saturation of the absorption cadence of the light intensity for weak beam diffraction
efficient and, hence, a reduction in the injection of light en-D=10"° (a) and for fully developed diffractiorD =10 2
ergy into the medium. However, owing to the large relax-(b). A comparison of these figures shows that for the inter-

a) Case n=0
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; FIG. 2. (a) Dependence of the time of onset of efficient reaction on the
— logarithm of the relaxation time of vibrational energy at the center of the cell
(z=L,/2, x=L,/2) in the propagation of diffracted beam® € 10~?) for
0.1 the parameterg=_8, 5,=10, ando=1 with the absorption of light energy
by the ground vibrational transitiomé& 0); (b) intensityl =|A(z,x,t)|? on
the beam axis X=L,/2) at the timet=30 in the center of the cellz(
=L,/2, solid curve at its exit Z=L,, dashed curyeas a function of the
logarithm of the relaxation timé&he parameters are the same as in Fig. 2a

1 1 ]
10 20 30 ¢
FIG. 1. Time evolution of the light intensity at the center of the cell

(z=L/2, x=L,/2) during the propagation of a weakly diffracted bedn,  the heam intensity varies only slightly, because the chemical
=10"" (a) and a strongly diffracted bear®,=10" < (b) in the presence of . LT
reaction rate is insignificant.

absorption of light energy by the ground vibrational transitior=Q) for . - .
q=8, 6,=10, =1, and various relaxation times,t=10"* (solid curve, The reaction rate then increases abrujéyplosive ab-

1 (dashed curvg 10 (dot-and-dash curye sorption develops as a result of the closure of positive feed-
back between the absorption of light energy and the increase
in concentration of the reaction productWe denote this

action parameter§3) the character of the time evolution of time byt,,,. Its dependence on the relaxation time for fully

the intensity does not depend on the diffraction coefficiendeveloped beam diffraction is shown in Fig. 2a.

and is essentially governed by the dynamics of the absorp- In the next stage the absorption coefficient decreases on

tion coefficient. However, it does have a significant influenceaccount of saturation of the vibrational transition, and the

on the attainable values of the intensity and the time at whiclight intensity begins to increase gradually. A comparison of
bleaching of the medium sets in. We emphasize that, becausiee rate of growth of the intensity for diffracted and weakly
the reaction efficiency exhibits a threshold-type dependencdiffracted beamsgFig. 1) shows that diffraction only slightly

(due to the onset of optical bistabiljtypn the intensity, the alters the time evolution of the intensity. However, its mag-

transition to diffracted beams is accompanied by a qualitanitude depends to a large extent on the relaxation time and

tive transformation of the region of high concentration of thethe longitudinal cross section of the cell, as illustrated in Fig.
reaction product, in particular, a decrease in its longitudinalb. We see that the light intensity near the output cross sec-
length. tion of the cell begins to increase for large valuesrof.
Several stages of interaction of the laser beam with th& his behavior is attributable to an increase in the optical
medium are discernible in the figure and also depend on ththickness of the gas mixture, and bleaching of the latter re-
relaxation time of the vibrational energy: Fey+=10 there quires a longer time interval for the input of light energy; this
is an initial interval with a slight rise in the intensity, which interval, in turn, depends on the relaxation timg;. Nota-
does not occur for,t<1. In the initial stage of interaction bly, the essentially constant output intensity observed in Fig.
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a tially unchanged as,; increases from 0.1 to 1.0; this fact in
conjunction with the increased output intensity attests to the
more efficient injection of light energy.

We now analyze the spatial distribution of the region of
high concentration of the reaction product. In the case of
instantaneous relaxation of the absorbed light energy into
heat a very distinct longitudinal kink occurs with an essen-
tially uniform concentration of the reaction product within
the boundaries of the central region of the be&ig. 43. As
a consequence of high absorption the light intensity after the
switching cross section is small, so that the transverse width
of the region of 10% concentration of the reaction product
remains constant. But if the vibrational energy relaxation dy-
namics becomes significant, the region of maximum concen-
0.6} \ tration moves with time in both the longitudinal and the

transverse direction. In this event, diffusion causes the trans-
verse motion of the concentration wave to be superimposed
with another motion induced by beam diffraction, as illus-
trated in Fig. 4b. This figure shows the concentration level
lines, and one can clearly track the increase in the longitudi-
nal and transverse dimensions of the region of efficient reac-
N tion in comparison with the case represented in Fig. 4a. Sub-
! T ——— ) sequently, at certain values ofry; the maximum
0 02 04 0.6 0.8 1.0 z concentration can also be attained at the back wall of the cell.
FIG. 3. Longitudinal distribution of the concentration of the reaction prod- we em_phaS|ze_ that the mcregse.m the Iongltgdlnal 'e.”gth of
uct on the cell axis X=L,/2) with the absorption of light energy by the the region of high concentration is accompanied by simulta-
ground transitom=0 (a) and by the first excited transiton=1 (b) for ~ Neous motion of the leading edge of the region of high opti-
various relaxation timest,r=0.1 (solid curve, 1 (dashed curve 10 (dot-  cal intensity along the axis as a result of bleaching of the
and-dash curye D=10"?, and 9=10 at the timet=30 for 4=8 and  medium due to vibrational-energy saturation of the absorp-
o=1 (a) and at the tim&=80 for g=50 ando=10 (b). . . .
tion coefficient.
A similar spatial distribution of the region of efficient
reaction is encountered for weakly diffracted beams., for
2b (dashed curve indicates that asry; increases, the D=10°). Now, however, its transverse width decreases
vibrational-energy saturation of the absorption coefficient iswith increasingz, because there is no transverse flux of light
partially offset by a longitudinal increase in the region of energy from the beam-occupied axial zone of the cell.
high concentration of the reaction produétig. 33. As a We now consider the evolution of the optical intensity
result, the optical thickness of the medium remains esserprofile in the presence of strong diffractio €0.01). It
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FIG. 4. Level lines of the concentration of the reaction product at the timBO0 for q=8, §,=10, o=1, n=0, D=10"2, and relaxation times
7yr=10"* (a) and 10(b).
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should be noted that for all three designated relaxation times
7v7=10, 1, 0.1 an annular beam structure evolves at a certain 0.5
time, which depends omy,. Inasmuch as the depth of the

trough in the intensity profile on the beam axis and its rate of

change are determined here by the concentration of the reac- ~_ 0.4

tion product, which, in turn, depends e%t, the longitudi- =
nal cross section of its formatioflike the length of subse- Q.,'
quent focusing of the beanalso depends om . ~ 03
A scenario of the time evolution of beam focusing can Q:
be conceived by comparing the optical intensity profiles at 5, 0.2
~¢ .

different times for various relaxation times,; and cross
sectionsz. At a certain time following the formation of the
region of high concentration of the reaction product, an an-

: . . : 0.1
nular beam structure is formed in a particular cross section of
the mediung,, causing light to be focused in a cross section
zy+ 2z, . Diffusion causes the transverse width of the high- . ! ! : L ! )
region to increase with time fa<<z,. As a result, the reac- 20 40 60 80 ¢

tl(_)n _prOdUC_t gchIres a distribution that is nearly umform FIG. 5. Time evolution of the light intensity at the center of the cell
within the limits of the beam, so that the beam loses it§;—| 2 x=1,2) with the absorption of light energy by the first vibra-
annular profile and is transformed into a nearly Gaussiafional transition 6=1) for D=10"2, =50, 5,=4, c=10, and various
shape, and the optical focusztt z; disappears. Because of relaxation times:r,;=0.1 (solid curve, 1 (dashed curve 10 (dot-and-dash
time lag, the concentration in the medium lying after theu™e-
cross sectiorgy begins to increase later than in the region
lying before zy, causing the Gaussian profile to transform
into an annular profile in a new cross sectiy¥ z;, so that n=1, q=50, ¢=10, O0<t<75, §=410. (4
now the beam is focused in a new cross sectigr z; We note that the time interval up to the onset of explo-
+2;,. Subsequently, after a certain time lapse, a beam strugive absorption is shortened by increasipgand o. It is
ture having a single maximum is also formed already Withinimportant to emphasize that one value&E) corresponds
the limits of the regiorz<z,+z;. The focusing process then to two values ofE for the given dependence of the absorp-
repeats. Consequently, like the interval of the medium injon coefficient on the vibrational energy over a large range
which the light intensity has a minimum on the axis, theof the latter. Consequently, after the rapid departure of the
beam focus moves lengthwise along the cell. However, th§ibrational energy from its equilibrium value as a result of
direction of motion of the focus is no longer monotonic, the onset of explosive absorption, the absorption coefficient
owing to the variation of the transverse width of the beam agan lie either on the rising pad(E) (positive feedbackor
a result of absorption of its light energy and diffraction. on the descending part 6{E) (negative feedbagkdepend-
We have already observed these features of the dynanig on the timer, and the parameter, which characterizes
ics of the light intensity profile in previous modeling of the the rate of change of the temperature of the mixture. It is
propagation of annular beams in a chemically activepbvious that the stimulation of chemical reaction will follow
mixture 12 including a detailed analysis of the motion of the 3 different scenario under these conditions.
optical focus. For the case treated in the present paper the The main laws discerned for the preceding case are still
beam |n|t|a”y has a Gaussian profile. The laws describing,a"d, but they become even more pronounced_ However,
the motion of its focus therefore differ from those describedowing to the fundamentally different dependence of the ab-
in Ref. 12. sorption coefficient on the vibrational ener¢y now has a
In particular, the focus of the beam probably moves frommaximum), there are qualitative differences from the case
larger to smallerz in the initial stage of formation of the n=0. For example, the time dependence of the intensity at
high-concentration region, and only then does the abovethe center of the cel[Fig. 5) has a distinct minimum only for
described dynamics of its motion take place. ryr=10. It is important to emphasize that the beam intensity
It follows from these considerations that beam diffrac-undergoes several oscillations. The period and number of
tion (like saturation of the absorption coefficigm a certain  such oscillations depends strongly on the relaxation time of
time interval can cause the light intensity to increase in parthe vibrational energy: The period is equal to 40 for
of the medium. In view of the complex dynamics of the r,,.=0.1, is of the order of 6 for =1, and is of the order
transformation of the beam intensity profile, generally speakof 3 for ,;=10. The time of onset of the light intensity
ing, the intensity can undergo several time oscillations on thescillations also differs, decreasing ag; increases. Oscil-
axis of the initially Gaussian beam. lations take place both in the stage of the partially formed
domain of high absorptions(,+=0.1) and in the time inter-
val of maximum departure of the vibrational energy from its
We now analyze the effectiveness of controlling aequilibrium value ¢y1=1), as well as in the explosive ab-
chemical reaction when light energy is absorbed by the firssorption stage. All three situations have in common the de-
excited molecular vibrational level for the parameters velopment of intensity oscillations after formation of the re-

b) Case n=1
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lexp The foregoing conclusion is also confirmed by an analy-
40+ sis of the dynamics of formation of the longitudinal domain

of concentration of the reaction product. The steady-state

distribution ofN alongz for §,= 10 is shown in Fig. 3b. Two

301 ) 9 .
observations are relevant in this regard. First,dg+ 10 and
7v1= 0.1 the boundary of the domain is situated to the left of
201 the cross sectiom= 0.5 (Fig. 4 shows the results of the cal-

culations for §,0=4). Second, our analysis of the case of
10F weak heat removal has important bearing on the established
spatial distributions. In the presence of fully developed ther-
. . mal diffusion the structure of the absorption domain can un-
_1 0 1lgr,, dergo a more pronpgnced change fQr= (.TD. is a time
constant characterizing the thermal conductivity of the me-
FIG. 6. Dependence of the time of onset of efficient reaction on the Iogadium)_
rithm of the relaxation time of yibrational energy at the cgnter o_f the cell In contrast with the preceding case, the transverse struc-
&:;zs’%:g/f)gfggf I;ZH:OX'ngn‘;iiq%nﬁﬁftﬁf‘;ﬁf;;&f i}ﬁlr%ﬁfd ture of the domain of high absorption is also transformed.
energy by the first vibrational transitiom€ 1). For example, for small relaxation timg¢say, r,v=0.1) the
diffraction of radiation essentially fails to broaden the high-
region with increasing. The structure of the level lines of

gion of high concentration of the reaction product, whereinthe reaction product concentration is similar to the case of
the optical density is sufficient for the formation of an annu-Weakly diffracted beams.

lar beam profile. This result evinces the diffractiona | origin ~ When 7y is increased to 1, diffraction of the beam in-
of the oscillations. They can be amplified by the existingfluences the region of efficient reaction only in part of the
dependence of the absorption coefficient on the Vibrationeﬂie”. For Iarge relaxation times the transverse cross section of

energy if the absorption varies near the maximum. the domain of high concentration increases algnmgpeating
The dependence of the time of onset of efficient reactiorthe broadening of the beam radius. _
on 77 also exhibits qualitative changésf. Figs. 2a and 6 An analysis of the light intensity profile shows that the

we see that, as light energy is absorbed in the vibrationahotion of the focus retraces the path encountered in the ab-
transition 12, te,, NO longer icreases monotonically with sorption of light energy by the ground transition. The only
7y7 but instead there is an initial decrease g, followed by difference is more distinct focusing of the beam both in
a slow increase. This complex dependence is attributable t&rms of its peak intensity and in terms of its radiitsde-

the increase in the absorption coefficient as the product corfreases by a factor of 1.5-2 at the exit from the medium for
centration and the vibrational energy increase in the initiathe parameters compajedThis feature indicates sharper
stage of interaction and to its decrease with a further increaséansverse boundaries of the domain of high absorption.

in E. We note that the substantial increase in the relaxation

time of efficient reaction for small values of is due to the c¢) Case n=2

essentially quadratic dependence of the absorption coeffi- The bistable dependen& T) mentioned in Ref. 3 for a

cient on a smal! quantltY(N and E are small in the initial chemically neutral medium can also occur in this case. Con-
stage .Of mterac_tlo)n_ln_ the interval of timesr, 7= 1__ 10 th.e sequently, the unambiguous interpretation of the results of
behavior oftey is S|m|Ia_r to t.he case O.f .absorptlon of gt e numerical simulations requires a preliminary investiga-
energy by the ground vibrational transition. tion of critical points of the system of equations describing

Jhb? 'T)'t'al p?rt. ofdthe ]Eie”pende'?ce Oy, ON gVT cag the stimulation of chemical reaction with the injection of
probably be explained as follows. For small; the rapi light energy through the 2 3 transition within the frame-

temperature increase near the input cross section of the cell i ork of a point model. This problem is of independent in-

?ccomﬁz_inr:e:ih by Lhe _forrr:atlon of aldom‘;']n of n'gg_absi;]p’[erest and is beyond the scope of the present study. Here we
lon, whic en begins to move along the cell. SINCe M€y agq the fact that the laws governing the laser-induced
absorption coefficient is proportional # in the case ana-

. o . chemical kinetics of a gas reaction with the absorption of
lyzed here, the velocity of the domain is also proportional toIight energy by the vibrational transition-23 (n=2) for

E. For small7yy the nonuniformity in the longitudinal dis- To=0.25 are similar to those obtained far=1 and
tribution of the vibrational energy is clearly pronounced by ,=0.125

virtue of the strong absorption of light energy by the newly

formed domain. Asryt increases, the formation of the do- CONCLUSIONS
main near the front wall of the cell slows down, the absorp-
tion coefficient becomes more uniform along the medium It is evident from the foregoing discussion that allow-
(within the boundaries of the incipient domgimand the do- ance for processes involving the relaxation of absorbed light
main evolves more uniformly with time. In this case, accord-energy into heat in the laser stimulation of reversible chemi-
ingly, the value oft,,, for 7,7~0.1 represents the arrival cal reactions fundamentally alters their kinetics from the
time of the leading edge of the domain of high absorption ataws obtained on the basis of instantaneous relaxation. In
the cross sectiom=L,/2. particular, the stimulation process has a distinctly time-
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An approximate theoretical model for calculating the reflected and refracted fields of a Gaussian
light beam at a plane interface between two isotropic media is formulated on the basis of a
Fourier integral. In the vicinity of the critical angle of incidender total internal reflectionthe

model predicts the presence of two refracted beams, one displaced along the interface by

an amount equal to the Goos—htaen shift; curvature of the phase fronts and nonalignment of
the effective directions of energy and phase propagation occur for each beam, as in an
anisotropic medium. ©1999 American Institute of Physids$1063-78499)01304-3

Wave reflection and refraction phenomena are often enbetween two isotropic media at=0 with dielectric permit-
countered in the most diverse branches of physics. Ontvities g; (atx<0) ande (atx>0), and let the wave field of
would think that these phenomena could be described by the beam at the interface be written in the form
simple and reliable model based on the plane-wave approxi- .
mation and the Fresnel equatiohé.However, such an ap- Ui(0.2)=exp(—Z°/w’ +iBp2), @
proximation is not entirely correct in the presence of totalwhere 8, andw are the propagation constant and the effec-
internal reflection. In reality, in the vicinity of a plane inter- tive half-width of the beam along the interfathe time
face between two transparent media the field in a refractinactor expfiwt) is omitted here, and the dependence of the
medium is described by a homogeneous traveling wave fofield on the tangential coordinagewhich is perpendicular to
angles of wave incidence arbitrarily smaller than the angle othe plane of incidence, is disregarded
total internal reflectionthe critical anglg¢ and is described The dielectric permittivitiess; and ¢ can be complex,
by an inhomogeneous wave decaying in the direction awajye., absorption is admitted in both media. We expand the
from the boundary for angles of incidence arbitrarily greaterfunction (1) into a Fourier integral in plane-wave modes with
than the critical anglé-* The model system experiences an propagation constani8 along the interface, whereupon the
abrupt change in its qualitative state, but such a change dodégld of the incident beam near the interface is represented by
not really take placé® The problem is that the actual wave the expressiott
fields are always bounded and inhomogeneous in space, and
the reflection and refraction laws for spatially confined wave . (x,z)= f
beams differ from the laws for an infinite plane wavé The
:j;rp]);r|:gfl|§cf;%(.30|ally significant in the presence of total in A(B) = (W22 exp — w2 B— By ]24), @

So far theoretical studies of the total internal reflectionwhere «;= (kis;— 8?)*? is the component, normal to the
of spatially confined beams have been reduced to investiganterface, of the wave vector of eaith) Fourier component
tions of the reflected field, because excessively cumbersomst the field, andk,= w/c is the wave number.
integral equations are obtained for the refracted fiefdlo We also seek the reflected fidlj and the refracted field
the best of our knowledge, there is only one pé;imalwhich U in Fourier integral form. Allowing for the fact that each
the refracted field of an inhomogeneous light beam subjecteplane-wave Fourier component is reflected and refracted in-
to total internal reflection has been investigated theoreticallydependently of the others, we can at once write integral

In that paper an exact solution of the differential equa-equations for these fields*
tion for the wave function of the refracted field has been
constructed in the form of a double integral, and a simple Ur(X,Z)IJ
asymptotic approximation has been found for it, but certain
effects such as, for example, the Goosntten shift>® .
cannot be described in this approximation. The objective of  y(x 7)= T(B)A(B)expli ax+iBz)dg, 3)
the present study is to develop a more realistic approxima- —o
tion of the theory of field calculations in the reflection and

+

ooA(,B)exp(i aX+iBz)dg;

— oo

+

"R(B)A(B)exp(— i ayx-+iB2)dp;

—o0

refraction of a Gaussian beam, which is the simplest mode\f\lhere

of a spatially confined light field. a=(kie—B)Y% R(B)=(a;®—a0)/(a;®+a0®)),
Let a Gaussian light beam be incident from the negative

x direction at an angle other tham/2 on a plane interface T(B)=1+R(B)=2a;0/(a;0 +aB;) (4)

1063-7842/99/44(4)/5/$15.00 417 © 1999 American Institute of Physics
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are the Fresnel reflection and refraction coefficiénfs® much greater than the critical angle, i.e., whgh(1
=0,;=1 for TE polarization of the incident light field, and +4/B,w)<B. or By(1—4/B,w)>B., where g,

O=¢g, O;=¢; for TM polarization. =ko(Ree)Y2. The following approximation is then valid:
It will be helpful in the ensuing discussion to represent _ _ i 2172
the coefficientsR and T (4) in terms of the parameter, a(B)=ap=Bo(B=Bo)lap;  ap=(koe=Bp)™%  (7)
which we call the reflection parameter: However, if B, lies in the interval of integrationB,(1
_ . _ ) —2IBpW) < B=< B,(1+ 2/B,W), the parametes,, is found to
R(B)=exp(—2v); T(B)=1+exp—2v); b b P b :
(B)=exp(~2v) (B) exp(—2v) be very small or to vanish altogether, rendering the approxi-
. 1 [14+a0;/a;® mation (7) invalid. To circumvent this difficulty, we expand
v=tanh *(«;0/a0;)=In 1-a0,/a,0) (5)  the parameter with respect tq3, not at the poinf3,, but at

the pointB= B+ s=pf,,, wheresis a certain complex quan-

The physical significance of this parameter is totally ap-tity. Calculations for various values of this quantity and a
parent; its real and imaginary parts characterize the variasomparison of the results with exact calculatioskow that
tions of the intensity and the phase of a plane wave in reflecthe optimum value is= — (1+i)/2w, which corresponds to
tion. the expansion

To find the spatial distribution of the reflected and re-
fracted fields, it is sufficient to substitute E¢4) and(5) into a(B)=aw= Bu( B~ Bw) ay=ag=a(B=By), ®
(3) and to evaluate the resulting integrals. Integral equationghere
of this kind are often met in various problems involving the )
propagation of wave beams in layered systéfhis particu- Bw=Bp— (1+1)/2w;
lar, for calculations of exciting fields in planar dielectric (W2 @212 (2. @2 . 2.
waveguides.In this article, therefore, together with the spe- aw=(koe = B [Koe = Aot By(1+1)/W]TS
cific results of calculations we also note some unconven- gy =q, —B,(1+i)/2Wey,; o=Bp/ay. 9)
tional methods for performing such calculations. . . ) .

In calculating integrals of this kind, it is customary to ~ The first term of the expansiof8) ag differs from its
use an approximation based on the assumption that the ligPunterparta;, in the expansion(7) by the added complex
wavelength\ = 27/k, is small in comparison with the half- quantity in the square root. Obviously, for large values of the
width of the beamw, i.e., that the conditionkows 1 difference|kge — B¢, i.e., far from the region of total inter-
holds3-®® The functionA(8) in the integrals(2) and (3) nal reflection, this increment can be disregarded, but near the
then differ appreciably from zero in a very narrow interval of fitical angle of incidence it renders the coefficient(9)
the variable of integration Bp(1—2/8yW)<B< Bp(1 finite (at least in a nonamplifying 'medlum, with nonnegatwe
+2/B,W), so that the linear approximation in the argument'm €) and thus ensures that the linear representa8pmvill

B can be used for the parametey: be valid.
Equations(6) and (8) can be used to find an analogous
ai(B)=aip—0oi(B—B);  aip=(Ksei—Bo)Y? approximation for the reflection parametéy:
o= BpRe(Lap). (6) v~vg+q(B—Bu): vB=tanh‘1 |aB :
The normal component of the averaged wave vector of %ib
the beany;, can be complex-valued by virtue of absorption, 0.0k (c—c)0
but the smallness of the refractive index means that the ~ 10 : (10)
imaginary part of the parameter; can be ignored. In the a'ib(@zaizb_@iza'g

oppqsne case, 1.e., for strong absorption na sem|—|nf|n|teor’ sinceo is not very large except at near-critical angles of
medium, the exciting field2) becomes negligible at the in- . .
incidence,
terfacex=0.
Substituting the expansioi®) into Eqg. (2), for the inci- g~—0,0/0 .

dent field we obtain Substituting Eqs(5), (6), (8), and(10) into Eq. (3), we

Ui(x,2) =exp —[z— g X]2W2+i[ Bpz+ ajpX]). can calculate the spatial distribution functions of the re-

. L . . . .flected and refracted fields. For the reflected field we obtain
This equation is the well-known expression for the field

of a Gaussian beam, neglecting transverse diffractional U, (x,z)=exp —2vg+4g3W 2—[z+ o;x— 2, 12w 2
spreading of the amplitudén the geometrical-optics ap- .
proximation), and it is valid at small distances from the in- +i{Bpz—aipx—4dr[z+oix—2q]}). (11

terface in question|k|<kow?).*® Here the phase of the field From now on the subscripandl are abbreviated notations

depends on the longitudinal coordinate of beam propagatiofpr the real and imaginary parts of the quantity to which they

(Bpzt ajpX), and the intensity depends on the transverse cogre attached.

ordinate ¢— o;X). It follows from Eq. (11) that the effective reflection pa-
For the reflected and refracted fields this sort of simplerametery ¢ is given by the equation

procedure of linearizing the spectral dependence an 8 S

works only for beams at angles of incidence much smaller or Vef= U~ 20R/W*. (12)
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Even if allowance is made for the fact that the quantity
vg (10) does not coincide with the value of the reflection
parameter v =tanh }(®;q,/O«;,) corresponding to the
Fresnel equations;* the real part ob ¢ is smaller tharv g,
so that the average reflection coefficidRt exp(—2ves) IS
somewhat larger than the Fresnel coefficient. Moreover, the
beam shifts as a unit whole along the interfdatong thez
axis) by the amount

Az=20,~20, Byay | Oko(abrt as)(ei—er) "2 -
13

i.e., we have the Goos—Hahen effect® which is not iden-
tical for TE and TM field polarizations.

Equation(11) describes another phenomenon: The direc-
tion of propagation of the phase of the reflected beam, beingc. 1. biagram of the reflection and refraction of a beam near the critical
specified by the imaginary exponent of the exponential funcangle of incidence.
tion (11), does not coincide with the longitudinal coordinate
(Byz— ajpX), which is parallel to the lines of constant inten-
sity pf the fleldj Th|_s longitudinal C(_)ordlnate obviously de- y(x,z) = exp(i agx+iBpz){exp —[z— orx]%
termines the direction of propagation of the beam energy
(11). Consequently, the effective wave normal deviates from W2+ioy[z— opx]XIW?) +exp( — 2vg+ 4qRW
the ray normal in the direction of the interface by the angle

5,=40,eXa,r/O(g;— er) koW (a2 gt a2 g),

2

—[z— orx—2q,1%/W2+i[ oy x— 4QR]

X[z— orx—20q,1/W?—2qgo x/W?)}, (16)
which differs for TE and TM field polarizations. For the \ i, is written as the superposition of the fields of two
reflected beam in an isotropic medium, therefore, the inducga, s At the interfacg=0 their amplitudes are equal to
tion of anisotropy takes pla_ce, eliciting aslig_ht t.)irefringence.the amplitudes of the incident beaft) and the reflected

, Al thege .effects. resulting from the spatlgl Inhomogene'beam(ll), respectively; the second beam is displaced along
ity of the incident field are the most conspicuous at N€althe interface relative to the first by the Goos-Adaen shift
critical angles of incidence. We now estimate their order of(13) (Fig. 1). The constant-phas e surfaces of both beams
magnitude in the optimal case: (16), generally speaking, are not planar, and they have a

ver=vp— 02 NI O2(g;— er)KoW; constant curvatur& =2ogo, /Byw?. The extremumK =
—1/2w is attained at near-critical angles of incidence. Other
Aziw=(0;/0)eX42/(e;— eg)kow}? effects are maximized in this same region: The reflection

5 Ua _ap parameter for the second refracted beam decreases by the
6, ={2%20;ex 10 (&~ er)}(kow) "% 149 same amoun(tl?) as for the reflected field, and the amplitude

We compare the last quantity with the aperture angle irpttenuation coefficients for the refracted beams differ by the
which a Gaussian beam must propagate, i.e., with the ang@M0unt 2iga /w?. Another phenomenon, analogous to the
of its diffractional spreading, which has been disregarded”dUCt'O” of anisotropy for the reflected field, is readily dis-
above. This angle is equal to Q) (Refs. 4 and Band cerned: The directions of propagation of the intensity per-
becomes much greater than the anglg14). Hence it fol- ~ Pendicular to the planes— ogx=const andz— orX—20qg
lows that the diffractional spreading effect is stronger than= const do not coincide with the directions of propagation of
the effect of angular shifting of the wave normal and cer-the phase, which are governed mainly by the coordinate de-
tainly prevents it from being observable experimentally. FofPendence ¢gx+ B,2) in Eq. (16). It is characterized by the
the refracted field3) the imaginary part of the coefficient ~ angle
9) of the linear expansion af with respect tg3 (9) cannot 8~ (1— agror! Bo)(1+ o) 12
be disregarded as it was for the incident and reflected beams

in regard toa; (6). The integralg3) in the expression foy ~ beween the effective phase vector and the ray normal,
are now integrals of the form whose maximum valué~ (8pw) ~*?is again attained in the

region of near-critical angles of incidence.
tee . . If we make use of the fact that wave beams used in
_TR—B. —iC12— _
wa XA~ A= B ICI 210X = BpliW)dB, (19 optics and acoustics usually obey the condititgn() /%> 1,
the expressions for the reflected and refracted fieldsand

in which the linear approximation fails for large the inte- (16) are simplified:

grand becomes far too large faf3—B,)o,>0. To sur- _ 0
mount this difficulty, we replace the argumerg< 3,) of U (X,2)~Rg exp(i[ Bpz— aipX] — [+ o X]Iw*);
the term containingo, in Eq. (15) by its average valugC/2 U ~T - n o 2
over the effective interval of integration. We then have the (x,2)=Tg expli[ Bz + apx]~[2= orX]
approximate representation of the refracted fi@d W2+io[z— opx]x/IW?), 17
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FIG. 2. Spatial distributions of the intensityand the phase of the refracted at the interface of two transparent media with refractive indjee$.6 and
£1?=1.5 at angles of incidence’ Smaller than the critical angl@), equal to the critical anglé), and B larger than the critical anglé). The scale along
the x axis is magnified 208 relative to the scale along theaxis.

where Rg= exp(—2vg)=(jp,® — ag®)/(¢,®+apg®;) and Ty field (17) refracted at the interface of two transparent media
=1+Rg=20;,0(a;,® + ag®;) are the reflection and whenk,w=4.1x10" The rapid change of phase along the
transmission coefficients for the averaged directions ofxis as specified by the factor ekfi{z) has been ignored in
propagation. plotting the graphs. A comparison of Fig. 2 with correspond-

In application to such beams almost all the above-ng graphs in Ref. 7 shows that the approximati@a) far
analyzed phenomena are found to be negligible, probablpetter approximates the exact solution than the approximate
with the exception of curvature of the wave front and thesolution obtained in Ref. 7. In particular, it can be used to
difference in the directions of the phase and ray normal fodescribe the nonlinear dependence of the phase on the nor-
the refracted beam. mal coordinatex. Figure 2 and Egqs(9) and (17) show that

The graphs in Fig. 2 illustrate the spatial structure of thethe attenuation mechanism in a refracting medium comes
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An investigation is made of the amplification of a Gaussian electromagnetic pulse in a
Cherenkov waveguide laser for the cases of long and short waveguides. It is shown that in the
first case, the concept of a characteristic pulse duratipoan be introduced. It is

established that when the pulse duration is shett £fy) the gain is determined only by its

spectral width, and the amplification process leads to a change in the pulse envelope. It is shown
that in a short waveguide pulse amplification can be achieved without any change in shape.

© 1999 American Institute of Physid$$1063-784£99)01404-X

INTRODUCTION

PROPAGATION OF AN ELECTROMAGNETIC PULSE IN A

PLANAR WAVEGUIDE

The amplification process in a Cherenkov waveguide la-
ser has been studied by many autfiofsn cases where an
external monochromatic probe wave is supplied to the sys®
tem (note that the present autfidnas considered the case

Let us assume that a monochromatic TM wave propa-

gates along the axis in a planar waveguide. We shall as-
sume that the symmetry plane of the waveguide coincides
with the yz plane and its thickness isa2 The projections of

where the amplified radiation is formed from the spontanes o alectric and magnetic fields are then given by

ous nois¢ Various waveguide shapes have been analyzed in
the literature to enhance the efficiency of interaction between
the electron beam and the surface wave. These range from
the simplest planar and cylindrical waveguides to more com-
plex configuration4=® The amplification mechanism in a
Cherenkov waveguide laser depends on the quality of the
electron beam and the waveguide sia&alstf showed that

if the electron density, is high (the high-gain caseand if

the electron beam spread is small and the waveguide is fairly
long, instability may appear in the waveguide-mode—
electron-beam system with the growth rage-3/p,. If the
electron density is low(the low-gain case the gain is
G~pg (Ref. 1. In this limit the gain is determined by the
ratio between the spread of tlzeprojection of the velocity
Av, and the spread of the projection of the photon wave
vectorAk,=2/L due to the finite waveguide length For

a long waveguide Av,/v,>Ak,/27k,) the simplest ampli-
fication mechanism is based on the imposition of a static
magnetic field along the electron bedmFor a short

|x|>a,

ik
E,=Evexdli(kz— o) Fqx], Ey=0, Ex=E;,

X

i
H,=0, HfﬁEz, H,=0; (1)
Ix|<a,
Ex=Eysin(kyx)exdi(k,z—wt)], E,=0,
ik, :
Ex= Ko Eo,cogkax)exdi(kz—wt)],
2X
icw .
Hyx=0, Hy=—7—E;,codkx)exdi(k,z—wt)],
ckoy
H,=0. ()

Heree is the dielectric constant of the waveguide. The

(Av,/v,<Ak,27k,) waveguide(Ref. 3 the magnetic field wave amplitude€,, andE,, are related by

plays a focusing role and the amplification mechanism is
based on the fact that the momentum conservation law is not
satisfied along the waveguiddt was noted that all these

results were obtained assuming that the amplified signal is

exp(—axa)

EZZ: Elz Sin(kzxa) .

()

Without loss of generality, we can assume tkaj is a

monochromatic. In practice, however, the probe wave alreal quantity. The frequency and projection of the wave vec-
ways has a finite duration In the present paper a detailed tor of the natural waveguide modes are related by

analysis is made of the electromagnetic pulse gain as a func-
tion of its widthA w=1/7 in long and short waveguides. It is

tan(kz,a) = ey /Koy,

4

shown that in the first case, the gain depends strongly on thehere

pulse durationr and is accompanied by a change in shape. In
the second case, we find the condition under which amplifi-
cation takes place without any change in shape.
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We will be interested below in millimeter electromag- The ampIitudesEfZ and E,, have the simplest form

netic waves propagating synchronously, € w/v,) or al-  when the termsv,x and vsx in formulas (12) are small
most synchronouslykg~ w/v,) with the electron beam. It (|p,x|<7, |vax|<7),

follows from Eq.(4) that each velocity, corresponds to a ,
set of natural waveguide modes having the frequencies =._= __ exr{ _(nz-1
wi(v,) (i=0,1,...). Theentire following analysis refers 1z =1z

only to a single waveguide mode.

Let us now assume that an electromagnetic pulse of du- . i~ 1 v, vy | dEy
ration 7 propagates in the same waveguide. Its field may be B2~ ) E22+§k2xa kT s_qo ET (13)
represented as a superposition of the figlgsand (2) 2 X
where
E= f dw E(w)exdi(k,z— wt) —gyx] and soon. (6) exp(—qga) (v,2—1)2
Ex,=E1, exp — > (14
For conciseness we shall only consider therojection sin(kz,@) T

of the electric field of the wave. To be specific, we shall[since the field1), (2) only differs appreciably from zero in
assume that the spectral expansion of the field has a Gaussigy interval—a—qy lex<a+ q;1, the inequalities used to
profile derive formulag13) imply that the pulse propagation time in
this region is shorter than the pulse duratioh
(7) It follows from Egs.(13) and(14) that the signal enve-
Iope has a Gaussian profile and its group velocity is
=1/v; (9). For a monochromatic waver{-«) expres-
S|ons(13) and(14) are the same as formulé$) and (2).
Let us now assume that an electron beam propagates in

((,0— wO)ZTZ
z(w) \/;E]_ZGX T

and we shall find the pulse envelope in the laboratory coors
dinate system. It is clearly impossible to integrate H).
exactly. In order to S|mpI|fy the prqblem we shall assumey,q field (1), i.e., on either side of the waveguideote that
that the pulse spectral widthw = 1/7 is not very large. We

this gives a weak dependence of the field amplitidg on
shall also assume that in this frequency range the dISpeI’SI()[ﬂez coordinate and tim@. Fairly cumbersome calculations
of the waveguide material can be neglectetw)=¢

show that in this case the Maxwell equations can be reduced
= const (this is easily satlsfled in a quartz crystal, for ex-

to the form
ample. Suppose thai°, qx, kZX, andkg are the frequency
and projections of the wave vector of the carrier wave. It  JP P o 12 N
follows from Egs.(4) and(5) that for frequencies nearwg 9z Tvat T ), dx _szyRe- (-E%). (15

the projections of the wave vectirare given by . i
Herej is the electron beam current density and
k=K + 1180, Q=02+ 1200, koy=k3, +v3d0. (8) 1 Ok0
C w

E2 exp(—2qa)

Here the detuning isSo=w— ® (only linear terms with = %W 17
X

respect to this parameter were taken into account in the cal-
culations, X{el(a0?+ (K01 +adi (eqp)®+ (k501 (16)

caw® qga[(k X)2+82(qx)2]+2[(k D2+ S(QX)Z] is the energy flux of the electromagnetic pulse acrosxthe

=50 0 > 2 0.2 > > plane. If the pulse duration is large- ), expressior(16)
ckz axal (kg + &7(0) 1+ 22l (Kg) >+ (6)*]° is the same as the energy flux of a monochromatic Wéle

vy= (1K= 0c?)/q0, va=(wls/c?— 1 kO)/KS,. (9 (@
The formulas(8) hold when

ELECTRON BEAM CURRENT IN THE FIELD OF A SURFACE

1 0.-1 0. -1
, Oxvy ™, Kaxvg 't WAVE

Sw<min{kdv;

Substituting Eq(8) into Eq. (6), we find that thez pro- Let us assume that the initial electron beam has a Gauss-
jections of the electric field outside the waveguide>@  ian spread of momentum projections
corresponds to+ andx<—a to —) and inside the wave-

guide (—a<x<a) are respectively given by ¢ ()= 41n2\% 1
E~Er(71)exi®;), (10 .
[ px+ Py (P, Po)®
E,=Ep (m ) expi®,) +Ey (7, )expid,). (11 Xexp —4In2 —— A2 —4|n2T
Here the following notation is introduced: ) _l o ”
We then direct the static magnetic field(0,0—Hy)
O =k0z— 0%t*iqdx, 7y =wzFivx—t, along this beam. We assume ttats the waveguide length

o o0 . and its beginning is located at the point 0. Solving the
Q; =k;z— 0 tEKyX, 75 =viZEvaX—t. (120 viasov equation
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af+ af+ E+1 X(H+H &f—O

exactly for the static magnetic field and in the linear approxi-

mation for the field(1), we find the electron distribution
function in these field$=f,+ f, (Ref. 1. We then calculate
the electron beam curreft=epyfv- f,dp. If the magnetic
field is fairly strong,H,>mcw’A/|e|py, we obtain

Ix=0,

“+ o [}
jimisctiz=—ie%o [ do [ dp,[ “pud,

2m
Xf do
0

exqi(kzz—wt)]—ex;{i(viz— wt)

vZEZ(w) afo F( )
— —eXp — X
w—Ku,+in' Pz O

X

] (18)

(an infinitely small imaginary component;’ is introduced
in order to correctly bypass the Cherenkov pole
Note that the first term in the curreril8) is usually

taken into account when the amplification region in a free

electron laser is larde(L—) while the second term is

S. Oganesyan

is the effective width characterizing both the photon beam
and the electron beamy=v,z—t,

9:=161In(2)q3(b—po)/ D%, gy=20z/7*(b—po).

Note that the envelope of the currg0) is larger than
the envelope of the amplified signall3), (14) T
=71D¢e/A)>7. In addition, oscillations having the period
T;=(=/8In 2)?D2/qslb—po| appeared along the current en-
velope. We shall now calculate the currént. We know®
that in the short waveguide limit, we can neglect the electron
momentum spread, i.e., we can assume thigt
= 8(py) (py) (P, — Po) - Taking into account the expansion
(8), we write the phase-matching condition in the form
0—kpo=w’—ko+ dw(1—riv,). Quite clearly, when
the wave group velocity is equal to the electron beam veloc-
ity (v1‘1=v0) or the pulse duration is fairly large
7> |1—v1vo|/|0®— k20|, the second term in this expansion
can be neglected. In this case, the current

Uz &fo

i,,=iepoE Jd _
J2z PoE1z p wo—kgvz ap,

(v1z—1)?

2 (22)

xexr{ iwO(viz—t)—qdx—

taken into account when the interaction region is bourtfled. j directly proportional to the height of the pulse being am-
Hence, in the first case the signal is amplified by electron:b“ﬁed (10), (13).

lying on the Cherenkov conew(—k,v,=0), whereas in the

second case it is amplified by electrons outside this cone
(0—k,w,#0). We shall initially integrate over momentum GAINS
and frequency in the curreit,. We shall assume that the

momentum p,=b satisfies the phase-matching condition

w—k,v,=0 for o=w’ k,=k?, andp, =0. Then, the solu-

tion of this equation can be written in general form as fol-

Substituting the current®0) and(22) into Eq. (15) and
integrating the partial differential equation, we obtain
p=poexpG, L), where

- 2 mc 2h—
lows p,=b+q.p, +d,pT + 03w, Where G,= _4\/;(4 In 2)3’2p0r0)\0Q _(&) Po
b Po Dfe Dfe
4:=0, ==, b—pn)2 2 D2 _ A2
2m?c? xexp{—4|n2#lexp( —77—2 fez H
fe T Dfe
_b (b 1), Bp=-2 19 X[cosg17) + 0,7 sin(g; 7)] (23
Q3_w°ﬁ§ me (vor1—1), BO—?- (19 917) 0927 917m) |,
) ye 1. _5[MC) d sifO
Assuming for simplicity thaquf<AH, we obtain Gy=2m“pgrgL“Ng "By °Q . @F (29
0
2 .
. _ Po | “MCcEy(b—po) Here the factor is
ji,=m"Y44In 2)3/2Poro)\o<ﬁ) i , R
fe Q=(eBo—D/(e—1)By
b—po)? 2
Xex%_4|n2¢ ElZ X 1_2Wiiﬁ[1_s(m_cz) :|
Dfe NoeBd To o ’
0 o 0 7? Aﬁ and the parameter '@=(w°—kgvo)L/200. In the first case,
xexg i(k;—w™t) —g,X— 2 D2 different points on the pulse envelope clearly have different
fe gains G;=G;(#), and this dependence is oscillatory. The
X[coqg,7)+g,7msin(gy7)]. (200  gain depends on the electron energy spread and on the width
of the signal frequency spred@1). For a monochromatic
Here wave both these effects disappear.
21102 We shall make a more detailed study of the case when
=| A?+161In(2) s (21) the mismatch i®—py=—D+./+/8 In 2. In this case, the cen-
” ° ter of the pulse envelopep=0) has the maximum gain
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Iy

We introduce the concept of the characteristic tirp@n
the basis of the conditiodh|=4+8 In2q3/7 (20). Taking
Eq. (19 into account, we obtain

B mc( po\?
G1mac 8-4pof oM oQ o0 : (25

2
r
TO:27771\/|n2T0|U0V1_1| _0 @, (26)
mc?) 4
whereTy=\/c.

We assume that the pulse duration is large 3 7. In
this case, the effective width B,~A| and the gair(25) is
the same as the monochromatic wave Yain

2
mc/( po
Go=8.4por oA oQ E( ) :

ny

If the pulse duration is shoffy< <7, the gain(25)

(27)
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CONCLUSIONS

We shall illustrate these results by means of numerical
estimates, first considering the case of a long waveguide. We
shall assume that the electron beam densitypis-0.5
x10°cm ™2 (jo=1.25Alcnt), its average energy i§,=U
+mc=660keV, and the angular and energy spreads are
6=A, Ipp=10"2, and A/E;=0.5x 10 2. We shall assume
that a pulse having the carrier frequena9y=4.7x 10" 1 Hz
(A\o=4 mm) is amplified. Suppose that the waveguide is
made of quartze=3.9), its length isL ;=7 cm, and the static
magnetic field isHy=4 G. We then find from Eq(26) that
for the selected parameters the characteristic time is
70=0.5ns. If the pulse duration is larges3, 7o= 1.5 ns, the
gain (27) is Go=0.1cni t. The gain(28) for a short pulse
7=19/3=0.2ns is an order of magnitude loweG,
=0.01 cm . This factor should be taken into account when
setting up an experiment. Note that the g&f) goes to zero

depends on the duratiom and decreases as it becomesfor the first and second times at the pointg,|=0.2ns,

shorter. For very short pulses<€ry) the gain of the enve-

lope center is

7_2

G=—Go. (28
70

Taking into consideration the definitio(26), we find

that the amplificati on of short pulses is determined only b

their spectral widthA w=1/7.

We shall now analyze the gain at the pulse wings. Su

stituting Eq.(27) into Eq. (23), we obtain

2D2 —A2
Y fe I .
G 77)=GoeXP( —— —— —|Lcoggn) +gzusin(gn)].
T Dfe
(29
Here we have
_ 4y2In2q; V2 7 0
g 7'2Dfe 7'2(1+ 7'(2)/72)1/2.

Clearly the trigonometric factor in expressi¢29) de-

creases from one to zero &g| increases. The gain then
becomes negative, i.e., the electron beam absorbs the energg
of these sections of the wave. Thé€n again goes to zero

|7,/=0.5ns.

We shall now analyze the second regif@d). We shall
assume that the waveguide lendgth=4 cm and that all the
other waveguide and radiation parameters are the same as in
the previous case. Bearing in mind that the function
d sirf®/d®? reaches its maximum of 0.5 f@=—1.26, we
find that in this case the average electron beam energy

Yshould beE,= 690 keV. Note that under these conditions the
bpulse group velocity 4./c~ 1/e B=0.39 is not equal to the

electron velocityvy/c=0.67. Assuming that the electron
density ispg=0.6x10%cm ! (j,=15A/cn?), we then ob-
tain the gainG,=0.1cm ! for pulses of duration>56 ps.
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A spectral three-dimensional problem is solved to determine the resonant frequencies of a branch
formed by the orthogonal intersection of cutoff rectangular waveguides. Expressions for the

Hmng @andEn,g modes are derived and analyzed. Two classes of free nonradiating modes typical
of this structure are identified and analyzed. Numerical calculations are made of the

dispersion relations obtained for the different modes. 199 American Institute of Physics.
[S1063-784299)01504-4

INTRODUCTION in the waveguide branci: and2 are regions of rectangular
The electrodynamic characteristics of waveguidewaw'}g!Jldes of_cross sgct|ortn§<c andaxc, respectively,
nd 3 is a region of dimensionaxXbXxc formed by the

branches, variable cross-section waveguides, T-junction s tersection of waveauides and 2. We shall assume that
abruptly expanding sections, and so on have been studied B L 9 L o
ach region is filled with a magnetic insulator of permittivity

various author$-® Resonators based on waveguide branche . o )
9 i and magnetic permeability;, wherei=1, 2, or 3. To

have the property, which is of practical importance, that they’! '\
can support natural modes of oscillation when theS|mpI|fy the problem, we neglect the losses of electromag-

waveguides are cutoff waveguides. This feature is Charactep-etIC energy in the metal walls and the filling material. The

istic of waveguide structures formed from rectangifaand 2”3\2 Izslgﬁerggiha;tt\r/‘vz\?:nltfi}(;;f :(]162 eraenjr:‘bgjns dh;)(;/vir; Itl’;]glg-
circular waveguide$!° In these studies, which were con- guices.

cerned with damped modes, free oscillations were studied f()t?::aegl;rr:c?]f :2&52% ?ﬁsS(':'el;fé?%FTEGSZ?OT;:L?EP;E%OQW
the two-dimensional case. Y ’

The sparse mode spectrum, high intrinsic Q-factorsseIect eveni,n=02,...) and oddr,n=13, ... ) reso-

(7000 or higher,and the possibilty oflocalzing the siec- w1 B.28 (O ECE F RSy 8 BB B
tromagnetic field in small volumes mean that these resona- 9 P 9

. . - lls of the waveguides forming the branch. Here we con-
tors can have extensive practical applications. At resenwa . o f
P PP b %l((jer modes with an odd number of variations of the field
alo

waveguide branches are used as measuring sections to det ng thex andy axes. The number of variations of the field
mine the local parameters of dielectric and ferrite 9 y axes. Ihe
(g) along thez axis is arbitrary.

materialst® to determine the direction of the axes of the re-
fractive index ellipsoid for anisotropic materials, and so on.
These branches are also used to fabricate passive and active
microwave devices. Astionenko and Motornettkaescribed AT
a semiconductor microwave oscillator with a wide mechani-
cal frequency tuning band and the capacity to sum the power
of several semiconductor diodes. e
The fields of application of these resonant structures can HH
be extended by studying the characteristics of the three-
dimensional modes in them. Makeev al1?*3 studied free
three-dimensional oscillations in an orthogonal branch of cir-
cular and radial waveguides. Here we describe a method of
calculating the resonant frequencies of free electromagnetic
oscillations under conditions where the field varies along
three axes of the coordinate system in an orthogonal branch a' 4
of rectangular waveguides. —_—
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FORMULATION AND SOLUTION OF THE SPECTRAL
PROBLEM

We shall solve the problem of free oscillations in the 2 ¢

structure being investigatedFig. 1) assuming that the 3
dampedE )y and Hyp)g modes exist. We shall use the
method of partial regions for which we isolate three regionsFIG. 1. Waveguide branch formed by two orthogonal waveguides.

1063-7842/99/44(4)/5/$15.00 426 © 1999 American Institute of Physics
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In order to describe the electromagnetic field in all re-

gions of the branch, we shall use the magnefil") and
electric (ITI°) Hertz vectors forH-type andE-type waves,

Yu. G. Makeev and A. P. Motornenko 427

The expressions foy,, and y,’,g are the same as those
given for yy,q and 'yr'ng in the first region withm replaced by
nandequ, replaced bys,uo.

respectively. The components of the electromagnetic field The Hertz vectors describing the electromagnetic field in
required to solve the problem are expressed by means dfie third region are expressed as the superposition of the
Maxwell equations in terms of the Hertz vectors using aHertz vectors of the first and second regfons

well-known method.

The magnetic and electric Hertz vectors for regioare
written as Fourier series in terms of the dampggl; or E,g
electromagnetic modes of the corresponding waveguide

1
H:jnlg —ZOE Amg——SIN Pmyx
Pm g
sin pyz,
X ext ~ Ymgy = b2 cospyz, @
where

09=0, 2, 4,...,
7mg:(pﬁ1+ ps_kzslﬂ“l)l/z g=1, 3, 5,...

weEq
€ _
Ino=—z— E Cmg

cosp
mg i e S mx
sin pyz,

X ext ~ Ymgy = b2 cosp,z, @)

where

g=1, 3, 5,...,
Ymg=(Pm+ Py —K2e1u1)'?) g=0, 2, 4, ...

Ang(Cng) are the amplitudes of the magnetielectrig
modes in the first rectangular waveguidp,,=mm/a,
pg=gm/c, k=2m/\, \ is the resonance wavelengthjis the
resonant angular frequendys \/— 1, andz, is the unit vec-
tor along thez axis.

sinh(I’mgy)
107 6= 202 Amg 7 % = COSPmX oS T mgh/2)
sin pyz
X1 cosp, Z+zoz Brng—— Sin Pay
g
sinh(Tgx) | " Po 5
><coshfngaIZ) CoSpgyZ, ©
o wsg cosiImgy)
g™ Z Cmgpz ps cos pmxcost(Fmgb/Z)
sin pg wes
><[cos:pz Zo—— Z Dho 25|npny
nPg
coshI',gx) sin pgz, 5
><coshfngaIZ) CoSpgyZ, ©
where

g=0, 2, 4,...,
1—‘mg:(przn"' ps_k283:u’3)1/2 g=1, 3, 5,...,

g=1, 3, 5,...,
Fr’19=(p§+ps—kzs3u3)l’2 g=0, 2, 4,... .

The expressions for the Hertz vectors in each region are
written in a form satisfying the Helmholtz wave equation.
The electromagnetic field expressed in these regions in terms

By analogy with the previous case, the Hertz vectors off the appropriate values of the magnetic and electric Hertz
the second waveguid@egion 2) are written as the sum of Vectors satisfies the radiation condition and the finite energy

the damped waves in thedirection

1
th__ZOE Bng 53 2 2 sin p,y

nPg
Sin pgz,
xexy] — 7ng(x—a/2)][ cospyz, 3)
Hﬁzgz L2 2 Ding 21 5 COSpLy
nMg
sin pgz,
Xexd — Yng(X— a/2)][ cospgz, (4)

whereB,4(D ) are the amplitudes of the magnetédectrig
modes in the second waveguide, gng=nm/b.

condition in any bounded region of the structfire.

As a result of imposing the conditions of continuity at
the interfaces on the tangential components of the magnetic
and electric fields, we obtain a system of functional equa-
tions which can be reduced to two systems of linear algebraic
equations of the second kind for the coefficients
Akg:Amg(Ckg:Cmg (Wherek is the number of variations of
the electromagnetic field of a resonant mode in an empty
waveguide by projecting the magnetic and electric modes of
first one and then the other waveguide in terms of eigenfunc-
tions. The difference between these systems is that ingone
is even and in the other it is odd. Thus, these systems can be

combined by assuming=0, 1, 2, 3,... , andhen writ-
ten as follows:
168:2)) ( 1)(m 1)/2p2
Ch~2p 2 Cmi—gr— Qng=0, )

Sr,nfkg
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16 (_1)(“’1-1)/2 2
2 Amg—pk

=0, 8
Mgab - Smfkg ng ( )

Axg
where
12 2 . _ 2 2 .
Smmy =T inmyg T Paem s Stinm =T (mg+ Prmy
frg= (H10317kg) 1+ (1alkg) ~Hanh(Tygb/2);

fng: (M2a327ng) “4 (/-L3an) _1tanr(rnga/2);

A/,

f&g=81a31*y(<g+ 83F{<gtanf‘(l—‘kgb/2);
frg=e2a32¥ng T e3l pgtani(l'4a/2);
_1\(n—1)R2 2 _a1\(n—1)/2
_2 (-1 . ’ _E pn( 1 . 1.0 ! 1
Qmg= sf. ¢ Qme™ T 0.5 7.0 75
" ng 4 Shfng b/a

K?equg+ PkPg— ps K?eqma+ PnPg— pé FIG. 2. Calculated curves of the normalized resonant wavelength for the
a3~ 2 (3T 5" Hi0 (1,1) andHyq; (1,1'-3,3") modes as a function db/a: e;=¢,

K101+ PrPg— Py k°e111+ PnPg— Py —e3=1, u1=po=ps=1; a/c=0 (1,1'), 0.5(2,2"), and 1.0(3, 3").

The solution of the system&@) and (8) is nontrivial if
the determinant of each system is zero. By setting the deter-
minants of the systems of linear algebraic equatighsand  can only occur when the branch contains an insulator or a
(8) to zero, we obtain dispersion relations which can be usedhagnetic insulator which provides conditions for wave
to find the spectral parameters of the structure using its givepropagation in this region.
geometric dimensions and the known parameters of magnetic Figure 2 gives the calculated curves of the normalized
insulators in each region of the branch. resonant wavelength of the first class dfo and Hqq4
modes in an empty branch plotted as a functiorbtd for
various values oé/c. The calculations were made assuming
that one damped wave exists in each waveguide forming the
We shall begin our analysis of the system of equationsranch. By analogy with Ref. 7, the values of the resonant
(7) and (8) with the case where the free oscillations of thewavelength are normalized to the critical wavelength in the
branch have no variations of the field along thaxis (two-  waveguide section having the largest transverse dimensions,
dimensional modgsAssuming thag=0 in Egs.(7) and(8), i.e., curves 1-3 are normalized to \.=2/[(1/a)?
we obtain systems of equations which are the same as those(1/c)?]*2, and curves1'-3' are normalized toX\,
described by Korobkiret al.”® It should be noted that the =2[(1/b)2+ (1/c)2]Y2 The points of intersection of curves
structure of the systertV) is identical to the system studied 1,1’ (2,2 and3, 3') correspond to the case where the propa-
in detail by Shestopaloet al* Thus, the conclusions reached gation constants are the same in both waveguides. Calcula-
in that study that the method of reduction can be applied tdions of Eq.(7) for the H,;o mode and the similar equation
the determinants of the equations can also be taken to appfgr the H,,; mode in the approximation indicated above
to the equations derived here. The modes under consideshowed that foa/c=0 (c—~) the resonant frequencies of
ation in the waveguide branch are described by electromaghese modes are the same for lalh and they are also the
netic fields which decay exponentially with increasing dis-
tance from the branch region. Thus, EG&.and(8) contain
no matrix quantitiegsuch asSy,,) andSy,,)) which leadto  TABLE 1.
singularity of the solutions.

ANALYSIS OF RESULTS

The free oscillations described by E€f) will subse- Mhe
quently be denoted ad,,; modes and those described by Mode
Eq. (8) will be denoted a&,,y modes. Number of terms
in inner sum Hi1o Hipp
Hmng MODES IN AN ORTHOGONAL BRANCH 1 1211617 1.090702
. . 2 1.206781 1.088932
For theH,, modes, as in Rgfg. 7 and 8, we can isolate 3 1207831 1089318
two classes of resonant nonradiating modess: natural modes 4 1.207445 1.089176
in the branch, with real propagation constamgy, ¥ng, 5 1.207672 1.089243
I'ng, and I'ng in all regions, and natural waveguide— 6 1.207527 1.089206
i i 7 1.207588 1.089229
insulator modes for whicly,y and y, 4 are real and’,,y and
I . inar 8 1.207548 1.089214
ng @r€ IMaginary. _ _ 9 1.207575 1.089224
A distinguishing feature of the first class of modes is that 10 1.207556 1.089217

they can exist in an empty branch, whereas the second class
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TABLE II.
}\/)\C 1-2
Mode 4
Order of
determinant
of sum Hio Hipg
O 2
1 1.211617 1.090702 §
2 1.204085 1.087940 & Mo ——======c
3 1.205039 1.088359
4 1.204612 1.088134
5 1.204765 1.088191 3
6 1.204657 1.088151 —
7 1.204708 1.088170
8 1.204666 1.088155
9 1.204688 1.088163 0.8 . .
10 1.204667 1.088155 1.0 5.0 20 e

FIG. 3. Calculated curves of the normalized resonant wavelength as a func-
tion of the permittivity of the insulator filling the branch regioh{2)—

same for allH 119 modes. Thus when the dimensi@nis H1(H1119) mode of branch3 — E;;; mode:\ is the critical wavelength in
. . the waveguide with the insulator.
increased appreciably, the spectrum of natural mode frequen-

cies of the branch becomes more abundant. An increase in

the ratioa/c (curves2,2 and3, 37) leads to a decrease in exist in the orthogonal branch, just as in the two-dimensional

the resonant wavelength of tle;;; mode, while that of the case® where a similar result was obtained for tiig,

H110 mode remains constant. mode. Thus, we made numerical calculations for the funda-
In order to determine whether the infinite system ofmental E;,; waveguide—insulator mode. In the calculations

equations converges, we calculated the determinant of thge assumed that there is a single type of propagating mode

system(7) as a function of the order of the determinant andin the waveguide intersection region and we analyzed the

the number of terms in the inner sum in Ed) as a function casea=b=c. Curve3 in Fig. 3 gives the normalized reso-

of the order of the determinant and the number of terms imant wavelengti./\ . as a function of the permittivity of the

the inner sum for théd ;0 andH;;; modes. The parameters sample filling the waveguide intersection region for thg,

of the system used for the calculations wesc=1, mode.

alb=1,e1=e,=e3=1, u1=p,=puz=1. Table | gives the An orthogonal branch of rectangular waveguides was in-

results which show thak/\. varies as a function of the vestigated experimentally for the case=b=c in the

number of term& taken into account in the inner sum in Eq. 2—3 ¢cm wavelength range. The resonant frequencies of the

(7). In this case, the order of the determinaM)(was 1. H,,;,andH;;; modes were measured in the empty branch of

Dependences ok/\. on the order of the determinant are rectangular waveguides of X1.1 mm cross section. The dif-

illustrated in Table II. For the calculations the number ofference between the calculated and measured values of the

termsN in the inner sum and the order of the determinéint resonant frequencies did not exceed 1%. For the practical

were taken to be the same. implementation of devices based on these structures it is best
Figure 3 gives the results of numerical calculations ofto use the lowest-frequendy;;o or H;;; modes.

the dependenca/\.=f(g) (A\.=2Ve/[(1/a)?+ (1/c)?]*?)

which illustrate how an insulator of dimensioa&kbXxXc in  CONCLUSIONS

the region of intersection of the waveguides influences the . .

resonance properties of the branch. The conditions used to A spectral problem of practical importance has been

calculate the curves of/\; are the same as in the previous solved for an electrodynamic system in the fo_rm of an or-
case. For clarity we consider the caseb=c. Curvesl and thogonal branch of rectangular cutoff waveguides. The re-

2 in the rangexn/\.=1 correspond to the first class b, sults can be used to deyelop active and passive components

andH,;; natural modes. Part of cun (for \/A.<1) cor- for microwave engineering and also to develop means of

responds to théd,,, waveguide—insulator moée It can be making nondestructive measurements of the parameters of
111 - . . . . . . . .

seen from Fig. 3 that the the longest wavelengths are for th[eernte and dielectric materials or for monitoring these in a

natural modes in the branch when all the regions are cutoi‘i’mdumIon cycle. The method usgd_ here can also be_ applied
regions. to study the resonant characteristics of structures in other

fields of physicqsuch as acoustics and gasdynamics

E MODES IN AN ORTHOGONAL BRANCH
mng 'R. Mittra and S. W. LeeAnalytical Techniques in the Theory of Guided
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The equations of motion for a charged patrticle in crossed magnetic and electric fields are used to
make a numerical simulation of the operation of a magnetic resonance mass spectrometer

for which the ion trajectory in the analyzer is divided into various sections. The calculations take
into account the real structural dimensions and the parameters of the main components and
systems and also allow for its operating characteristics in various regimes, as obtained by
investigating a prototype. The calculation s yield the optimum geometric, electrical,

frequency, phase, and magnetic parameters of the device, for which one can achieve a resolution
Rsooe~1.35X 10° and a current efficienci,~0.006. © 1999 American Institute of
Physics[S1063-784£99)01604-9

1. The magnetic resonance mass spectrometeronstruct an MRMS with a rated resolution at half-height of
(MRMSs) proposed and developed” at the A. F. loffe  the mass peak greater than®1Based on a specially devel-
Physicotechnical Institute of the Russian Academy of Sci-oped precision electromagnet for which the magnetic induc-
ences possess good analytical characteristics which enaltien can vary between 0.05 and 0.5 T with a measurable mass
these devices to be used to solve various physical problemgange of 3—200u. As well as having high resolution, this
One line of development involves maximizing the sensitivity spectrometer should have the highest possible stability and
at the expense of some loss of resolution. For instancegperate stably under various conditions. This device is de-
MRMSs having the highest absolute and isotopic sensitivisigned for precision measurements of the atomic masses of
ties recorded so far have been used to study the isotop&table and unstable isotopes over a wide range of mass, mea-
composition of helium and other rare gases: primary heliumsurements of the mass difference of fit¢" —3He™ doublet
neon, and argon have been discovered in the Earth’s nfantlep determine the rest mass of an electron antineutrino, deter-
ideas have been developed on the degassing of the Earthmining the energies of chemical bonds in molecules, and
the rate of sedimentation and age of sedimentary rocks haweeasurements of fundamental physical constants, in particu-
been determined, especially the growth rate of manganedar ,ur’,/,u,\,, and so on.
iron nodules, and the half-life of tritium has been measured 2. The operating principle of the MRMS, its various op-
by a new helium isotope meth8dand so on. erating regimes, and proposed methods of calculating its ana-

Another line of development of MRMSs is aimed at lytical characteristics were described in detail in Refs.
achieving high resolution with correspondingly lower sensi-10, 12, and 13. Thus, we shall merely give a schematic of
tivity. These devices are required for precision measurethe MRMS analyzefFig. 1) using the notation adopted in
ments, e.g., to measure atomic masses or fundamental physite earlier publications. As in these previous studies, the pro-
cal constants. Magnetic resonance mass spectrometers hay@am for simulating the MRMS analyzer is based on calcu-
been used for the most accurate measurements of the prottating the trajectory parameters of an isolated ion in the cen-
magnetic moment in nuclear magnet%H‘sM’,/,uN and have tral plane of the device. Whereas Mamyehal ! used nine
also recorded théH" —3He" doublet for the first time, in transcendental equations to describe the ion motion in the
which the difference between the ion mass A ~2 analyzer and Arueet al!? used of the order of fifty equa-
X10°u (Ref. 11. The resolution of this mass tions, we use what we consider to be a more logical method
spectrometét at the half-height of the mass peak was of simulating and calculating the parameters by solving the
Rsooe~ 3.5X 10°. Since this MRMS was based on a perma-equations of motion for an ion in the device. For this purpose
nent magnet with a magnetic inducti®@~0.12T, it oper- the ion trajectory in the analyzer is divided into various sec-
ated in a narrow range of ma$3—4 U and could not be tions, where the ions are exposed to the action of the static
used for a wide range of applications. Nevertheless, thignagnetic field alone or to superposed static magnetic and
mass spectrometer was used to verify experimentally andlternating electric fields. In an analyzer with a three-
confirm the validity of the proposed MRMS theory, it was chamber modulator there are ten such secti®S;1S; —
used to investigate various operating regimes, and to studyetween the source and the modulatdy, — in the first
how changes in the electrical, frequency, and magnetic panodulator gapgd, — in the central electrode of the modula-
rameters influence the analytical characteristfcs. tor (an arbitrary field-free spaged; — in the second modu-

Taking these results as our basis, we began to design atator gap, $;S, — from the modulator to the drift slit,

1063-7842/99/44(4)/7/$15.00 431 © 1999 American Institute of Physics
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FIG. 1. Schematic of MRMS analyzet:— ion source2 — modulator,3 — ion collector,4 — reflecting gapf — rf modulating voltage generatog, —
source exit slitS; — slits in modulator electrode§, — drift slit, S; — analyzer exit slitSy; andSy, — aperture slitsgd, andd; — widths of gaps between
central and side electrodes in modulator, aad— width of central modulator electrode.

S,Sa2S; — from the drift slit to the modulatord,, d,, d;  d is the width of the modulator gap, aré is the angle
— second transit of the modulator, ai®dS; — from the  formed by the plane of the modulator gap and xtexis.
modulator to the analyzer exit slit. The results of the numeri-  The solution is given by
cal calculations for each section of trajectory are the initial
conditions for the next section. X(t)=Xc+r sifwo(t—t,)— ¢]

We shall position thex andy axes of the coordinate

. . . o
system in the central plane of the device so that the magnetic +D{ 2 coswt,(cosO —cog we(t—t,) — O])

field vector will be directed along the axis (Fig. 1). We g

shall assume that the modulator gap is an ideal plane-parallel

capacitor perpendicular to the central plane of the device. il c0sO (cos wt— cos wt,,)
w

The system of equations describing the ion motion in the
crossed uniform magnetic and alternating electric fields in

the planar modulator gap is then given by +sin wo(t—t,) —O]sin wt,+sinO sin wt |,
o Y | b(w2- w?sin® sinwt
ge @0t TPleaT eSO sinet, Y(O=yc+r cofwo(t—ty)— ]
d? dx il in® +si —t)—
d_tiz/: —woa—D(wg—wz)cos(B sinet 2 +D o coswt, (sin® +siM wy(t—t,)—0O])
B B . . (1)
X(th)=Xn,  Y(t)=Yn, X(th)=X,, Y(th)=VYn.
Herex(t) andy(t) are the coordinates of an ion of charge +c0g wo(t—t,) — O]sin wt,+c0sO sin wt,
and massm at timet, wg=qHy/mc is the ion cyclotron
frequency in the uniform magnetic fieldHy, |E| 3

= (U/d)sin wt is the field strength in the modulator gdpjs
the amplitude, ana is the angular frequency of the modu- where Kc,yc) are the coordinates of the center of the circle
lating voltage; of radiusr along which the ion would propagate in a uniform

U magnetic field in the absence of an electric field
q
D=————, ) .
md(w%_wz) XC:Xn+yn/w01 yC:yn_Xn/wOa (4)
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lvn|=Vx2+y2 is the velocity on entering the gap, y(t)=—vpsifwo(t—t,) — ¢]
r=v,/wg, andg¢ is the angle between the velocity vectqr @
and thex axis on entry to the gap. +D{w coswtcod wo(t—ty) — O]

We supplement the syste(B) with an equation for the — g SIN® sin wt— wq SiM wy(t—t,)
point where the ion meets the opposite boundary of the ]
modulator gap _®]S|n wtn—w cod cos (J)t} (9)
[X(t) —x1]sin® —[y(t) —y;1]cos® =0, 5
where Q(l,.yl) are the coordinates of an arbitrary point on The initial parameters are set as: the ion coordinates at
the opposite boundary of the modulator gap. the exit slit of the ion sourcex{g,yno=0), the ion energy

Eliminating x(t) and y(t) from Egs.(3) and (5, we  anq angle of emission from the sourcdqUy,

obtain an equation fot which is the time when the ion N
. a=arctanky/yo)], and the phase of the rf modulator volt-
reaches the opposite boundary of the modulator gap age wt,o. In addition, the following parameters are defined

r co wo(t—t,)—+0] to simulate the mass analyzer: the magnetic fidlg the
amplitude of the rf modulating voltagd, the charge and
=hey+ D[sin ot— il cos wt,sin wo(t—1t,)] mass of the ions being studied/q, the geometric param-
o eters of the analyzer, i.e., the diameters of the working orbits
Dy, D4, and D,, which determine the coordinates of the
—sin wtncos{wo(t—tn)]] , (6)  centers of the analyzer slits, the widths of the ion source slit

So, the modulator slitS;, the drift slit S, the analyzer exit
wherehe; = (Xc—X1)sin®@—(yc—y,)co® is the distance be- slit S;, and the aperture sl,g, located on the orbit at 90°
tween the center of the circle along which the ion wouldfrom the source slit, and the geometric parameters of the
propagate in a uniform magnetic field and the boundary ofmodulatord,, d,, andds.
the modulator gap. A program was written for an IBM PC in the languages

The transcendental equati@d) can be solved numeri- FoxPro and C. The calculation part of the program gives the
cally, with the first term in braces playing the role of a cor- results in numerical and graphical form. The other part of the
rection to the timet, which is calculated from the equation program provides a convenient interface for entering the ana-
for zero electric field and® =0, lyzer parameters, semiautomatic tuning of the parameters of

N the modulating device to the operating regimes, and facilities

@olto~tn) = $— O +arccoshc, /). D for collecting the results in a database for further processing.

Note that Eq(7) gives an exact solution for the problem It was shown in Refs. 2, 10, 12, and 13 that the operating
of determining the point of intersection of the ion trajectory regime of the MRMS analyzer is subject to certain additional
in a uniform magnetic field with a given planar boundary, for relationships between the defined parameters of the mass
example, with the slit planes of the mass analyzer. Then foanalyzer. Finding the set of parameters for which the mass
the modulator gap, the method of solution involves the norpeak is observed is equivalent to tuning a real device. The

mal iteration procedure program tuning regime is based on calculating the central ion
wo(ti11— 1) = ¢— O +arccoghe, /r) trajectory and estimating tr_le firs_t-order aberrations which
can be used to obtain the direct ejection voltage, to estimate
D @ . the precision of tuning tafor example@ a compensation
T sineti- g O° @lpSIn mode of operation, the resolution, and the efficiency of uti-
lization of the current from the ion source.
X[ wo(ti—t,)]—Sin wt,cod wo(ti—t)]!, During checks on the program and at the initial stages of

the calculations we investigated how the final results of the
(8) calculations were influenced by the number of steps over the
source exit slit, the angles of emission of the ions from the
< ) i o "exit slit, and the ion energy and frequency of the modulating
accuracy of 10° for three or four iterations. Substituting the voltage. An increase in the number of parameter steps be-
value obtained for the timeinto Eq. (3), we obtain the ion yeen 4 factor of 2 and a factor of 10 significantly increased

coordinates at the exit boundary of the modulator gap. Thg,e computation time although the resolution and other char-
ion velocity components are then determined from equation aristics varied negligibly

obtained from Eq(3) by a single differentiation with respect

which converges very rapidly and gives a relative calculatio

3. The following factors associated with the design char-

to ime acteristics and operation of the device were taken into ac-
X(t) =v,c0§ wo(t—t,) — ¢] count in thg calculations whose results are pregented belo_w.

_ The precision electromagnet developed specially for this

+D{w coswt, sifwy(t—t,)— 0] MRMS has pole pieces of diameter 600 mm and an interpole

gap of width 53 mm. When designing the magnet, we as-
sumed that the working orbit of the MRMS would be located
X sin wt,+ o sin® cos wt}, at a distance of approximately two interpole gaps from the

— wg €OV sin wt+ wecog wo(t—t,)— 0]
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edges of the pole pieces so that edge effects had a minimafBLE |.
influence on the uniformity of the magnetic field for a work-
ing orbit of diameteD ;. Thus, only those variants in which
D; was 400-10 mm were considered in the calculations. 36.0 42.2 6.2 351 1.076  0.0078

Dg,cm Dy cm  D,—Dg,em  Ug=~0.9U;3  Rgpo/10° K,

Preliminary calculations showed that the nonuniformity ofgg'i fé'g 2'2 gg; 1'832 8'88?2
the field on the working orbiA.&H/Ho (whereHO is the field ¢4 42.8 6.2 353 1078  0.0077
strength on the symmetry axis of the pole pieces at the centes.s 43.0 6.2 353 1.077 0.0077
of the gap does not exceed:7x 10 ® with no additional  37.0 43.2 6.2 353 1.074 0.0077
shimming. The design and characteristics of the electromag®-? 432 72 409 1.224 - 0.0068
t will be described in detail after the final setting up and,;’ 434 72 410 1225 0.0068
net wi g up andsg 4 43.6 7.2 411 1228 0.0067
alignment. 36.6 438 7.2 411 1.225 0.0067
Since the MRMS ion source is situated inside the anas6.8 44.0 7.2 411 1.223 0.0067
lyzer chamber, its geometric dimensions should be smalf37-0 44.2 7.2 411 1220 0.0067

For the device under construction we developed a small ion
source whose ion-optical system incorporated a crossed-slit

three-electrode lens which could focus the ion beam in the

horizontal and vertical planéé.The accelerating potential Uy increases, the resolution of the MRMS increases, i.e., itis
differenceU,, in the source was-2000V, so that instabili- Dbest to operate at high modulating voltages.

ties of the accelerating voltage, scattered electric fields, con-  Table | gives the results of calculations Réqy, andK,

tact potential differences, and space charge had a negligib@s @ function oD, and D, for two different values of the
influence on the beam propagation over the initial orbit ofdifference O>—Do). In this case, the diameter of the work-
diameterD,, and did not reduce the resolution of the device.iNd 0rbit Dy is calculated assuming that the MRMS is oper-
From this point of view it would also be advantageous to2ting in the compensation modfe™® For these differences

increaseU, substantially (several times or even tens of D2~ Do ©of 6.2 and 7.2cm the required values ofy

times. However such an increase would involve an almost_ 0.9U35 are 352-1 and 411V, respectively. The calcu-

proportional increase in the geometric dimensions of the inlatIOnS show that as the d|am_eter_ differendg — Do in-
eases, bothJ,; and the resolution increase. The values of

sulating elements and the entire ion source, as well as th% di terd dD. d cinfl R For it ;
amplitude of the modulating rf sinusoidal voltage , which € diameters)o andLi; 0o NOL INTUENCERsoy,. FOT IS par
the current efficiency,, which determines its sensitivity,

would be extremely difficult to stabilize. Thus, the calcula- o .
tions were made for the rangig; = 300—600 V in which the decreases with increasin®,—Do so that the product
required stability ofU s is reasonably attainable RsowK, remains almost constant,

q y rf y : Figure 2 givesRsqy, andK,; as a function of the modu-

Since changes in the orbit parameters of the analyzer. .. .
lead to changes in the direct ejection amplitudes, the qatlng voltageU ; for two values of the diametei3, andD,

.. : . and also their differenceB,—D,. The calculations show
condition U; <0.9U,53 was used to obtain a unique treat- 2 =0

. : that for each set of geometric parameté&g, D,, and
ment of the calculated results, whadeg is the amplitude of D,— D the resolutionRey, increases while the current ef-

. . . . 2
the modulating voltage required to achieve the compensattlo]ri1ciencyKI decreases with increasiidy; . This improvement
mode of the MRMS. Another constraint taken into accountL

in th lculati . 4 by the dielectri h n the resolution with increasing; can be explained, first,
In the calculations was imposed by the dielectric strength o y the fact that the dispersion of the device increases and,

the accelerating gaps in the modulator. As a result, the 98%cond, the deflection of the packets cut out by the drift slit

widthsd; andd; were set at greater than 0.5mm. g g yequced, which indicates a fall in the modulation aber-
4. One of the most important aspects from the point of

view of the design of the device is to determine how the
resolutionR and the current efficiencl{, are influenced by

the diameter$, and D, and by their differenc®,—D,,. Reose X
The diameter differenc®,— D, determines the ampli- 1400000 17
tude of the rf modulating voltage needed to ensure that ions - +0.0080

of a particular mass and chardé/q leaving the source, 1300000 + ]
enter the analyzer exit sl after the first pass through the s Jo.0075
modulator, i.e., in the direct ejection regime. The direct ejec- 1200000 ]
tion peak corresponds to the lowest amplitude of the rf volt- | —o.0070
ageU 5 at which the ions ente8;. Therefore, the value of 110000 - ]
U3 uniquely relates the geometrid,, D, and electrical 0.0065
Uy, o parameters of the motion of ions having a particular i ]

. . . 0000000 o s 1 o o 100060
ratio M/q in the magnetic fieldd and can thus be used as a 340 360 380 400 420 440
relative measure of the modulating voltage . In most of U,V

the calculations we used the_relatlm: 0.9J13 since first, FIG. 2. ResolutiorRsy, and current efficiency versus amplitude of modu-
the absolute _value of O, !s 30-50 V V\{hICh Prevents |ating voltage: D,—Dg)1=6.2 (1), 6.6 (2), 7.2cm(3); O,A,0 — K, ,
nonresonant ions from entering the exit slit, and second a®@,A, B — Rgy,.
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rations. These two factors also explain why an increase in Ry,
Rsq0, is Observed with increasing differenBe — D for rela- 750000
tive values ofU;;=0.9U 3.

The decrease iK, is caused by an increase in the modu- 700000

lation amplitude of the ion beam and a reduction in the num-
ber of ions in packets cut out by the drift s&,. These

AR AR AN RN RN e
[N

650000
calculated dependenc&sqy,=f(U;) andK,=f(U;) show
good agreement with the experimental data obtained using ‘60”000
the MRMS prototypé?
The calculated data given in Table | and plotted in Fig. 2
. . . . . 550000 | RN I T I I N BN W AT IS BT A AT A
show that in order to achieve a high resolution, it is best to 20 25 30 35 70
have large difference®,—Dg and high values ot . Sps fM

It is known from the theory that in any type of mass
spectrometer the resolution is directly proportional to the dis
persion and inversely proportional to the width of the ion
beam image on the plane where the analyzer exit slit is lo-
cated. The width of the image includes the width of the slit ining vertical focusing of the ion beaf,the output current
the ion sourcein our caseSy), the exit slit S3), and all the  from the source and the overall sensitivity of the MRMS
aberrations which contribute to the ion beam broadening. Iprototype were improved by almost an order of magnitude
the calculations we allowed for the aberrations caused by thgith the resolution being maintained. Although in most of
spread of ions over angles of emission from the source anghe calculations the slit widts, was taken to be 28m, we
energies, and also beam aberrations caused by the modulgonsidered it quite permissible to reduggto 20—25um.
tion process. The width of the aperture sl$,, positioned at 90° from

In order to calculate the magnetic aberrations, we neethe source determines the angular aberrations of the ion
to know the real distribution of magnetic field inhomogene-beam and can therefore influence the resolution and sensitiv-
ities on the drift orbit of diameteD; which is not known ity of the MRMS. However, since the angular aberrations
exactly at present. Thus, on the basis of investigations caimake a small contribution to the beam imagel um) if the
ried out using the MRMS prototype we estimated that thetotal width of the image is-50,um, varyingS,, between 0.2
aberrations caused by these inhomogeneities may be betwegnd 2.0 mm leads to changesRgq, of 1—2%. The final slit
5 and 15um. Bearing in mind that in preliminary investiga- width S,; will be chosen experimentally when the ion source
tions the magnitude of the magnetic field inhomogeneitiess tuned.

AH on the drift orbit did not exceed 7x 10~ ° of H,, these The three slits in the modulator electrodes, having the
estimates of the magnetic aberrations seem realistic. Consgame width and denoted &, do not directly determine the
quently, the contribution of these aberrations to reducing theesolution and sensitivity of the MRMS since their width is
resolution of the device does not exceed0%. tens of times greater than the width of the source exitSglit

We shall now analyze how the widths of all the slits However, it is quite clear that for any slit widtl®; in the
determining the ion trajectory from the ion source to themodulator, there is an electric field sag which indirectly in-
detector influence the resolution and the current efficiency ofijuences the modulator efficiency and the resolution of the
the MRMS. device. Investigations using the MRMS prototypshowed

Since the width of the ion-source exit sBy (when var-  that the presence of these sagging electric fields is similar to
ied over a small range close to the real vajugarely influ-  increasing the width of the accelerating gaps of the modula-
ences the resolution at the peak half-heiggo,, the pro-  tord; andds, which lowers the resolution of the device. This

gram was designed to calculate the resolution at 1% peakffect can be compensated by increasing the amplitigle
height by two methods: analytically, using the dispersion and
the width of the ion beam image, and also from the peak

FIG. 3. ResolutionR,, calculated by two methods as a function of the
‘width of the source exit slit.

profile. Graphs oR;q,~f(S;) obtained by the two methods R L 1x,
are plotted in Fig. 3. The substantial difference between the ze0000F 7
values ofR,, is evidently attributable to the increased influ- » ~0.006
ence of the “tails” at the base of the line in the analytical 720000 |
method. C

The sensitivity of the MRMS is determined not only by 580”00;" 10.006
the width of the ion-source exit sl but also by the focus- suo000 |
ing properties of the specially developed ion soutt&%and o
by the current efficienci, which is equal to the ratio of the 600000 3/ N +0.00%
current entering the exit slit of the analyZgy to the current . ,l', T N B
leavingS,. Assuming that the sli§, is uniformly filled with 0.8 12 @5 o 20 24

ions, reducing the widtl®, will lead to a proportional reduc- 2
T{IOI‘I in the OUFpUt Current of the source. H_OWGVGI’, by IMProV-FiG, 4. ResolutiorR, 4, and current efficiency versus width of drift slit—
ing the focusing properties of the ion optical system, includ-R;y, 2 — Ryen, 3 — Rsgy. and4 — K.
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FIG. 5. Dependences #5q, (1) andK,; (2) on width of analyzer exit slit.

However, for selected widths of the acceleratirdy ,(ds)
and field-free ¢l,) gaps in the modulator, sagging of the
fields in the electrode slits imposes constraints on the io
energy spread and the highekr;, the more stringent are
these constraintS. Bearing in mind that in the MRMS pro-
totype, the amplitudéJ,; was ~570V but in the device be-
ing developed, this is-400V, the influence of the sagging
electric fields should be weaker. Thus, in the calculations th
slit widths S; were taken to be the same as in the prototype

i.e.,, ;=1 mm. e .
! The most difficult results to interpret are those of calcu-

The drift slit S, sets the diameter of the working orbit lati q e h h luti tth S
D, and cuts out ion packets from the modulated ion beam@atons to aetermine how the resolution of the MRMS is

Changing the widtls, causes a proportional change in themfluenced by the widths of the accglerating 9aps in the
current efficiencyK, and an inversely proportional change in modulgtordl andds, and also by the width of the f|elq-free
the resolutionRyq,. This is because as, decreases, the SP2ce in the central electrodl. One the one hand, if the

aberration caused by modulation of the beam decreases. Tﬁl@meterSDO and D, are kept const_ant, ch_anges in the
calculations show that wheB, is increased from 1.0 to widthsd,, dy, andds lead to a change in the diameter of the

2.4mm, the modulation aberrations increase from 4.5 td/vorking orbitD,. This must be accompanied by a change in

26um. Figure 4 gives the dependencBs,~f(S,) and the magnitudes and phase of the modulating voltdgeto
K,=f(S,). The optimum width of the drift ;”82 is in the €nsure that the MRMS operates in the compensation mode.

range 1.7—2.0 mm for which the modulation aberrations arét)n the other hand, if the W_idths OT the accelerating gaps
11-18um. andd; are varied, the electric field in these gaps and thus the

Figure 5 gives the resolutioRsg, and the current effi- ion trajectories varytrochoids. The result of the influence
ciencyK, as a function of the wid?(k)]/oof the analyzer exit slit of these two factors is that the calculated resolution of the
_ _ _ MRMS remains almost constant in the presence of appre-
for Sp=28um, S,=2.0mm, andJ ;=0.9U 5. ) _ . "
S S M, S, " 13 ciable changes ind;, d,, and ds if the condition

The optimum slit widthS; to maximizeK, is equal to
ﬁhe width of the ion beam image allowing for all aberrations.
It can be seen from the graph that the optimum slit wisl{h
is ~50um and in the range 40—50m the relative drop in
K, is appreciably less than the relative increas®igo,. In
order to compensate for magnetic aberrations neglected in
éhe calculations, the value &; should be increased toward
the upper limit. Thus, in the final calculations the width of
the analyzer exit sliS; was varied between 45 and afn.
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FIG. 6. ResolutionRsy, versus width of accelerating gaps andd; for
symmetric f;=d3;) and asymmetric gapsd(#ds): modulatord,=2.0 FIG. 8. Dependences &5y, 0N the width of the field-free spach ,d,,d3
(circles and 2.2 mm(triangles. for Us#0.9,3, dy=d3, mm:1— 0.8,2 — 0.9, and3 — 1.0.
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2 The calculations also showed that this MRMS system is
140;‘;;‘;7 stable over a wide range of geometric, electrical, and fre-
quency parameters. Comparing the results of the calculations
used to construct a MRMS witRs,,~350 000 (Refs. 11
and 12 with the results obtained here, we note some signifi-
cant advantagesuch as an improvement in the resolution of
the static stage of the device by increasing the orbit radius,
an appreciable reduction in the amplitude of the rf modulat-
ing voltageU,;, and an increase in the diameter differences
D,—DgyandD,—D;), which in our opinion indicate that the
37 T qalculated analytical characteristics can be achieved in prac-
d,mm tice.
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A new method of determining the heat-conducting properties of diamond films is proposed,
based on the photoacoustic effect. This method is used to study diamond polycrystalline films
grown on silicon by chemical vapor deposition in a microwave discharge plasma. The

thermal conductivity obtained was approximately half that for single-crystal diamondl9%®
American Institute of Physic§S1063-78429)01704-3

INTRODUCTION measurements of the thermal conductivity and nondestruc-
tive investigations of large-area films. A consequence of
Among the many remarkable properties of diamond, onehese problems is that measurements made in different labo-
of the most interesting from the applied and fundamentatatories give completely different values of the thermal con-
point of view is its thermal conductivity. We know that dia- ductivity, even for identical film samplésThere is thus a
mond single crystals have the highest thermal conductivityheed to search for new methods of measuring the thermal
of known materials (up to 25Wcm 'K~ at room  conductivity which would be effective for studying diamond
temperatur®, which, in particular, makes diamond a prom- materials.
ising material for fabricating efficient heat transfer systems
fqr mlcroeleptrqnlcs devices such as Iaser and MICrowave | -\ ~5UsTIC EFFECT IN DIAMOND FILMS
diodes, multichip modules, and so on in which a large quan-
tity of heat is released locally. High thermal conductivity In the present paper we analyze the possibility of mea-
may prove one of the advantages of fabricating various misuring the thermal conductivity of diamond films using a
croelectronics devices using doped diamonds with semicormnethod based on the photoacoustic effect, whose physical
ducting properties. The extensive prospects for the practicalature is similar to the mirage effect widely used to study
use of diamondsincluding as heat transfer systenase to a  thermal conductivity(including that in diamond filnts). In
large measure attributable to the development of techniquabte mirage effect, a laser probe beam propagating along the
for synthesizing diamond films by chemical vapor depositionsurface of an object is displaced as a result of refraction in a
(CVD).2 gas or liquid in contact with the surface and heated nonuni-
Despite the major interest in this problem, no reliableformly by the heat released when the object absorbs light
methods of measuring the thermal conductivity of CVD dia-from another fairly high-power light sourogulsed laser
mond films have yet been developed. Usually, the thermaDne usually measures the time delay of the displacement
diffusion length is measured experimentally and the thermatelative to the light pulsdor the phase shift, if the light is
conductivity is calculated using tabular data on the densityeriodically modulated
and specific heat of diamorid® The fact that these param- In the photoacoustic effect, an acoustic wave forms in
eters for polycrystalline films may deviate from the tabularthe gas surrounding the sample as a result of the sample
values and also the spatial nonuniformity in the properties obeing heated by absorbing an intensity-modulated light
the films and other factors lead to errors in calculating thebeam. The amplitude and phase of the acoustic wave are
thermal conductivity. The thermal conductivity can be deter-measured using a sensitive microphone placed together with
mined directly by methods based on measuring the steadyhe sample in a hermetically sealed measuring€éfi This
state temperature distribution in a sample with a particulafactor, which distinguishes the photoacoustic effect from the
configuration’® However, the high thermal conductivity of mirage effect, means that the thermal conductivity can be
diamond materials makes these measurements fairly conobtained directly from the experimental data without using
plex and in addition, specially shaped film samples are readditional parameters.
quired, which limits the range of application of these meth- A theoretical analysis of the photoacoustic effect yields a
ods. In particular, it is impossible to make local general expression for the acoustic wave amplititfeal-

1063-7842/99/44(4)/5/$15.00 438 © 1999 American Institute of Physics
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though this is fairly cumbersome and difficult to interpret. In plitude of the photoacoustic signal is linearly proportional to
some cases of practical importance this expression can lbe light absorption coefficiengt~ 8) (Refs. 8—10, formula
simplified substantially. For example, if the sample thicknesg5) may be simplified substantially

is substantially greater than the effective light absorption K 2

depth 1B (where 8 is the absorption coefficientwhich in _1:(%
turn is smaller than the characteristic thermal diffusion Kz 102
length = (k/ mpCv)*2, wherek is the thermal conductivity,
p is the density, andC is the specific heat of the material
being studied, the acoustic wave amplitipean be given as

(6)

A
Note that formula(6) was obtained assuming that the
samples have fairly similar geometric dimensidtiscknes$

and similar optical and heat-conducting properties. In addi-
1 tion, the light modulation frequency should satisfy

a=Yy : 1
vkpC = /ﬂ-pkcv<|, )

If the light penetration depth is greater than the thermal

diffusion length (18> ), then wherel is the sample thickness.
Substituting tabular data for single-crystal diamond into
B formula (7), which are clearly the limiting values for poly-
q:YZpC—v""Z’ crystalline fimg (k=25W-cm™*.K~%, p=3.5gcm 2, and

C=6.19Jg *-K™ 1), we find that for a 10@.m thick dia-
whereY, andY, are constants comprising a combination of mond wafer conditior(7) will be satisfied for a modulation
parameters determined by the experimental conditions, thiequency above 3.5kHz and that for a 5@ thick wafer
properties of the gas filling the measuring cell, and the basgimilar to those used in heat transfer systems, the modulation
material on which the sample is deposited. frequency should be less than 150 Hz. This estimate shows
It is easy to see from Eqg¢l) and(2) that if the mea- that the proposed method can be implemented in relatively
surements are made at the same light modulation frequengmple experiments at modulation frequencies attainable
for two samples of the same shape, the corresponding amphvith normal mechanical choppers.
tudes of the photoacoustic sigreal andq, will be related by

(o] [k2p,Co @ EXPERIMENTAL VERIFICATION OF THE METHOD
—_— = 3
a2 kip1Ca The proposed method of measuring the thermal conduc-

if the light absorption depth is less than the thermal diffusionflVity was checked out experimentally usingx4 mm,
length, and by 300um thick single crystals of t_ype .1b synthetlp dlamond
and also samples of polycrystalline films grown in a micro-
a: B1p-C> wave discharge plasma as described by Graebhet® A
@Z \ BapiCy (4 diamond film 57um in diameter was grown on a silicon
substrate and then separated by etching the silicon in a mix-
if the thermal diffusion lengthu is less than 18. ture of hydrofluoric and nitric acids. The film thickness var-
It can be seen from formuld8) and(4) that by making ied between-250 and~200um from the center toward the
measurements at the same frequendp different spectral edge. Six &8 mm samples were cut from different sections

ranges for which the light absorption depth is less than omlong the radius of this disk using a focused laser beam.

greater than the thermal diffusion lendthe wavelengths of The prepared samples exhibited morphology typical of
monochromatic light; and\,, respectively, we obtain diamond polycrystalline films with characteristic clearly de-
5 fined faceting of randomly oriented crystallites. The Raman
ﬁ=<@ (%) (%) 5) spectra of the films recorded using 633 nm helium—neon la-
ky, \pB1 WAL EIIAL )\1’ ser radiation revealed a single line at 1322 onith a full

width at half-maximum of around 4cm, which corre-

where the subscripts; and \, indicate the wavelength at sponds to crystalline diamor(&ig. 1). The almost complete
which the quantity in parentheses is measured. absence of any light scattering in the spectral range 1350—

Formula(5) can be used to determine the relative changel800 cm ! indicates that the films contain no nondiamond
in the thermal conductivity in different sections of a diamondcarbon'? A characteristic feature of these films was the ob-
film or different samples with similar dimensions and ratiosservation of intense luminescence centered around 740 nm
of thermal diffusion length to light absorption depth. The (Fig. 2) (excited using the 633 nm helium—neon laser )ine
absolute value of the thermal conductivity can be deter- which indicates that the diamond crystal lattice contains sili-
mined if we have a sample with known heat-conductingcon inclusiong>14
propertiesk,, such as a diamond single crystal. In additionto ~ The photoacoustic measurements were made using an
the amplitude of the photoacoustic sighal measured in twaipdated photoacoustic spectrometer made by Princeton Ap-
spectral ranges, we also need to know the light absorptioplied Research CorporatioiModel 6002. The light source
coefficientB, and B, in the relatively weak absorption range was a 1 kW xenon lamp. A grating monochromator was used
(B>1/u). Assuming that over a fairly wide range, the am- to select light in a particular spectral range. The amplitude of
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FIG. 1. Raman spectrum of CVD diamond film.
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FIG. 3. Spectral dependences for the amplitgtleand phasg?2) of the
photoacoustic signal.

Figure 3 shows typical spectral dependences for the am-
plitude and phase of the photoacoustic signal recorded at a
modulation frequencyr=90Hz. Since the photoacoustic
amplitude is proportional to the absorption coefficient over a
wide range of value¥!! the amplitude spectra in Fig. 3

the photoacoustic signal was norr_nallzed to the ﬂ‘_"‘Shlam'Pepresent the absorption spectra of the diamond film. Their
spectrum by means of a_pyroelectrlc detector. The light Wa%hape is typical of diamond polycrystalline films and is in-
modulated by a mechanical chopper at frequencies betwegficative of hand—band absorption for photons whose energy
v=_20Hz and 5kHz. The size of the light spot on the samplgg higher than the diamond band gap of 5.4@25 nm. In

was 3x3mm. All the measurements were made at ro0Mys yange 225-250nm the amplitude of the photoacoustic

temperature in an air-filled cell.
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FIG. 2. Photoluminescence spectrum of CVD diamond film.

signal falls appreciably because the fraction of light absorbed
in the film is reduced as a result of reflection from the plane
faces of the diamond crystallité3 The phase of the photoa-
coustic signal depends on the ratio of the characteristic light
absorption and thermal diffusion lengths, and its spectral de-
pendence also reflects the spectral dependence of the light
absorption coefficient.

The absence of any clearly defined absorption lines in
the visible, which are a consequence of various structural
defects and amorphous carbon impurities in the diamond
films, 151 correlates well with the Raman spectra shown in
Fig. 1.

It was established by direct measurements in transmis-
sion that the absorption coefficient of light in the range 200—
220nm is at least Pam™ !, which satisfies one of the con-
ditions used to obtain the initial formulg4) and (2). The
second condition g<I) is demonstrated clearly in Fig. 4,
which gives the frequency dependence of the ratio of the
photoacoustic signal amplitudes for a diamond single crystal
and samples of diamond filmgj£{/q;) cut from the central
part of the 57 mm wafetcurve 1) and from its edge region
(curve 2). At low modulation frequencie@up to v~200 H2
the thermal diffusion length exceeds the thickness of the
films and the single crystal, as follows from formy& and
estimates made earlier, and the amplitude of the photoacous-
tic signal for both types of samples is determined mainly by
the heat-conducting properties of the material used for the
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measuring cel(stainless stegt®!! Thus, the amplitude ratio
g,/q, in this frequency range is close to 1. At higher fre- FIG.5. Thermal cond_uctivity(l) an(_i densityp (2)‘f0rdifferent sections of
quencies the thermal diffusion Iength becomes appreciamye'same diamond film as a function of the distance measured along the
. . . adius from the center.
less than the sample thickness, and the rajifq, is deter-
mined by the ratio of the thermal conductivities as given by
formula (6). The fact that some points on the frequency de-
pendence lie outside the general dependence may be becamsend film also correlates with the change in its thickness
at the corresponding frequencies 800 H2 the thermal dif- and density determined from the weight of samples with
fusion length in the polycrystalline film is less than its thick- known dimensiongFig. 5. The deterioration of the thermal
ness, whereas this condition is not satisfied for the diamondonductivity and reduction in the density at the edges of the
single crystal. Substituting into formul&7) the values diamond film may be attributed to the appearance of pores in
[=250um and v=300Hz and the tabular values for dia- the structure which are caused by the nature of the diamond
mond, p=3.5gcm 2 and C=6.19J1-K™! (Ref. 1), we  deposition in this zone.
find that the thermal conductivity of polycrystalline films is The presence of a fairly large quantity of silicon impu-
~13W-cm 1.K™1, rities in these films is evidently a consequence of the ex-
This estimate can be refined by using our experimentafremely high degree of activation of the gaseous medium
data and formul#6). It can be seen from Fig. 4 that the ratio which is required in order to increase the growth rate of the
g,/q; is ~0.7 for the sample cut from the central part of the film but also causes the reduction of silicon from quartz
film and ~0.5 for the sample cut from the edge, i.e., thecomponents in the reactor with the appearance of silicon in
thermal conductivity of the polycrystalline film is0.5 of  the gas phase, and its subsequent incorporation in the depos-
that of the single crystal in the first case and.25 in the ited film.1° At the same time, the high degree of activation
second. Unfortunately we did not have the technical capabilleads to secondary nucleation of the diamond and conse-
ity to determine the thermal conductivity for the diamond quently results in the formation of additional intercrystallite
single crystal used in these experiments. However, its valuboundaries which impede the propagation of heat.
is most likely in the typical range for these crystals, 15-20  To conclude, we have shown that in principle, the pho-
W-.cm 1. K~ (Ref. 7). As a result, we find that the thermal toacoustic method can be used to determine the thermal con-
conductivity in the central part of the diamond film may be ductivity of diamond materials, including diamond polycrys-
7-10W.cm . K~ while that at the edges is 3.5-5 talline films. With some refinement, the proposed method
W-.cm 1.K™1 may be used for rapid diagnostics of this fundamentally im-
Bearing in mind data on the correlation between theportant parameter of diamond CVD films. The noncontact
heat-conducting properties of diamond films and the width obptical nature of these measurements means that the spatial
the diamond line in the Raman spectfayur values of the distribution of the heat-conducting properties of diamond
thermal conductivity are fully consistent with the observationfilms with a large surface area can be measured.
that the Raman linewidth 4 cni is substantially greater than The authors are grateful to A. A. Smolin and S. I. Voro-
that for the single crystals~2 cm 1). The radial variation nin for preparing the samples of diamond films for the inves-
of the heat-conducting properties of the polycrystalline diatigations. One of the authors would like to sincerely thank
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A theoretical and experimental investigation is made to determine how cesium in the volume and
at the surfaces of an ion source influences its emission characteristics. It is shown that

under the real conditions of an ion source, cesium in the volume makes an appreciable influence
to the kinetic processes but barely affects the iHn current extracted from the source.

However, cesium at the surface of the source increases thieHcurrent severalfold even when

the H—H  conversion efficiency is low¥~10"2). The theoretical conclusions show good
agreement with the experimental data obtained in the present stud#99® American Institute

of Physics[S1063-784(99)01804-9

INTRODUCTION influences the H ion current extracted from the source.
. . . . owever, even when the H—Hconversion efficiency is low
Thée_Apresent .pap.er IS a cont.muauon' of a serles. Oryw 10 %), cesium at the surface of the source increases the
studies™ on the kinetic processes in negative hydrogen 'O~ jon current severalfold. These theoretical conclusions

sources with a reflex discharge. Here we report theoretical,, .. good agreement with the experimental data obtained.
and experimental investigations of the influence of cesium in

the volume and at the surface of an ion source on its emis-
sion characteristics. It has been shown in various experimer=XPERIMENTAL INVESTIGATIONS OF SOURCE EMISSION
tal studies(see, for example, Refs. 5)-that the addition of CHARACTERISTICS

cesium vapor to plasma sources substantially increases the The source is shown schematically in Fig. 1. The elec-
H™ ion current density and improves the gas economy of theron source was a heated tungsten cathtbd2mm in diam-
source. In order to make optimum use of this effect, we nee@ter. A diaphragn® limiting the radial size of the discharge
to identify its mechanism. It is probably attributable to the and the plasma colum® was positioned in front of the an-
enhanced efficiency of the'Hion formation processes in the ode chambef3. The electrons which ionize the gas were
discharge volume or to the additional formation of kbns reflected by an anticathodg at the same potentia| as the
at the surface of the anode which has a low work functiorcathode. Gas was admitted into the anode chamber via equi-
because of the cesium film. The influence of cesium in volgistant aperture§. A maximum field of up to 2kOe was
ume processes has been examined in various theoretic@irected along the axis of the system. The ions were ex-
studies. Bakshiet al®~'* investigated a cesium—hydrogen tracted through a slit by the field of the electrodeThe
discharge at high hydrogen pressure and showed that a coameter of the discharge chamber was 2.5mm and the an-
paratively small amount of added cesiuM/Ny;,=10"%  ode diameter was 5mm. This ratio of parameters gave the
—10?) significantly alters the plasma parameters in the gasnaximum negative ion yield. The hydrogen pressure in the
mixture. The concentration of negative hydrogen ions maysource chamber was varied betweenx @ 2 and
reachNy-=10"cm™3 (Ref. 9. The generation of negative 2x10 ! Torr, the discharge voltage was varied between 100
ions at the cesiated surfaces of the discharge chamber amadd 200V, and the discharge current between 1 and 10 A.
aspects of H ion extraction were not considered in Refs. The extracting voltage was varied between 8 and 14 kV. The
8-11. plasma parameters were measured in order to compare the
In contrast to Refs. 8-11, Fukumasa and Nitekam-  experimental results with the calculations. The plasma den-
ined only the influence of cesium via surface effects involv-sity in the column obtained from measurements of the ion
ing the conversion of H, H, and H to H™ at the cesiated current to the anticathode increased proportionately with the
anode of a two-chamber source. These authors note that sufischarge current and reached¥idm™2 (the electron tem-
face conversion may increase the concentration ofibhs  perature in the discharge column varied between 2 and 6 eV
severalfold compared with a pure hydrogen discharge. when the pressure varied betweenx20 ! and
Here we make numerical calculations allowing for the2x 10 2 Torr). The plasma parameters outside the column
influence of cesium on the volume mechanisms for the forwere measured using a thin cylindrical probe inserted in the
mation of H ions and for the formation of Hions at the plasma through the emission slit and oriented perpendicular
cesiated surface of the anode. We show that under the retd the magnetic field. The plasma density at the edge was
conditions of an ion source, cesium in the volume makes approximately an order of magnitude lower than that in the
considerable contribution to the kinetic processes but barelgolumn, and the electron temperature pat 1x 10~ Torr

1063-7842/99/44(4)/7/$15.00 443 © 1999 American Institute of Physics
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FIG. 2. Emission characteristics of souree— extracted H ion current
versus pressure in source chamiger— with cesium,2 — without cesium,

was around 1eV. Even these data show that this discharge $glid curve — 1.540 mm emission slit, dashed curve — 8.0 mm
an analog of the discharge in the well-known two-chambef™Mission slit. b — gas consumption per unit extracted Hon current

. .. . versus pressurgl, 2 — source with cesium for emission slits of &40 or
systems developed for neutral particle injectors. Inside the . 4 mm, respectively8 — source without cesium , 0:740 mm emis-
discharge the fast electrons create a dense plasma and pgwn slip.
duce vibrationally excited FHimolecules, and outside the col-
umn optimum conditions exist for the formation of ibns.
The electrons are cooled by diffusion perpendicular to thewvhich is an order of magnitude higher than that in pure hy-
magnetic field. drogen.

Cesium was introduced by the sputtering of a cesium  Even these experimental results indicate that cesium has
dichromate pelle8 placed on the reflectof (Fig. 1). When a predominantly surface effect. This is evidenced mainly
the discharge was initiated in the presence of this pellet, th&tom the fact that an increase in the slit width with added
discharge voltage dropped to 50V and the negative ion cureesium does not lead to a proportional increase in the ex-
rent extracted from the source decreased. After several hoursactedH™ ion current(Fig. 2, curvesl). Without cesium
the discharge voltage returned to the levels typical of purdowever, the extracted current is always proportional to the
hydrogen and the H ion current increased. Measurementsslit width (curves2). Another two factors also indicate the
were also made under these conditions. surface nature of the effect) tesium has the greatest effect

Figure 2a gives the Hion current extracted from the at low gas pressures, when volume processes are less impor-
source as a function of pressure at an extraction voltage dant; 2 with added cesium, the extracted Hon current
14 kV. It can be seen that the addition of cesium appreciablgepends more weakly on pressure compared with a pure hy-
alters the emission characteristics of the source. The maidrogen discharge.
changes are as follows) the maximum density of the H However, for confirmation we carried out special experi-
ion current increases;) 2he gas economy is improved, espe- ments in which the emission slit was shut off by a metal grid
cially at low pressurdFig. 2b); 3) the admission of cesium 9 isolated from the anodéFig. 1). The metal grid had a
has less effect as the slit width increases. spacing of 0.2 mm and a transmission coefficient of 0.8. The

Attention should be drawn to a change in the behavior ofvoltage at this grid relative to the anode was varied between
these curves: whereas in pure hydrogen there is an optimum 25 and +25V. Figure 3 gives the H ion current as a
pressure at which the best gas economy is achieyed (function of the grid voltage at various pressures for pure
~10 ! Torr), when cesium is added it is inversely propor- hydrogen and with added cesium. Without cesium the maxi-
tional to the H pressure. The best gas economy~<i%  mum negative ion current is observed at grid voltages of the
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a -5} 3 and 5V, depending on the pressure, i.e., the electric field
between the column and the anode is a retarding field for the
electrons and H ions. At a grid voltage of the order of the
plasma potential the electric field in the plasma is partially
compensated, and the conditions for the extraction of elec-
trons and H ions formed as a result of volume processes
become more optimal than those at zero potential. If the grid
potential is increased further, the electrons and negative ions
begin to be trapped by the grid. This can explain the exis-
tence of a maximum negative ion current a voltages of 4—5V
without cesium and the second peak in the presence of ce-
sium. The maximum at zero grid potential in a cesium—
hydrogen discharge indicates that most of the idns are
created at the cesiated surface of the emission slit at zero
potential.

NUMERICAL SIMULATION

In order to determine the current density of the negative

RS NS NS N S NS T H™ ions and calculate the concentrations of chargeg, (
‘75 _5 ” gv 8 15 NHf, NH;, NH*! NCSJr, NCS;)' and neutl’a| NHZ’ NH!
-’ NH,(v) Ncg mixture components, we solved a system of

transport equationg1)—(3) together with the Boltzmann

equatiort®*4
N
7+d|vl“i:2_ KiNi+ 2 ki NiN;, @
i 1]
oN,
Fi:MiENi_DiW @

(u; has the appropriate charge sign
ne+ NwaNH;+NH++NCr++NCs;! (3)

whereE is the radial electric field, ang; and D; are the
mobilities and diffusion coefficients of the charged compo-
nents, respectively.

We assumed that the plasma was uniformly distributed
along the axis of the discharge chamber and in the azimuthal
direction.

The spatial distribution of the neutral components was

7_ assumed to be uniform along all the axes since their mean

TN T N Y free paths are of the order of or greater than the chamber

-1 -8 /] g 1% radius under the experimental conditions. Thus, for these
Ve ¥ components we find dil/;=0.

FIG. 3. Negative hydrogen ion current versus potential of emission elec- The rates of the inelastic processes

trodes (0.% 40 mm emission slit covered by gjida — without cesium, 2q (=
— wi i . -2 5 __ -2
b — with ceflzum, source pressurk— 3.74x10 %, 2 — 5.6X10 4, and kij =/ f sQiij(s)ds (4)
3 —8.7<10 “Torr. m

were calculated using the electron energy distribution

function fo(&). In Eqg. (4), ¢ is the electron energgin elec-
order of 4-5V. In the discharge with added cesium twotron voltg, m is the electron mass$in gramsg, q=1.602
maxima are observed: a clearly defined peak at zero potentiad 10~ *?erg/eV, andQ;; (&) is the cross section of the corre-
and a less defined peak at around 5V. However, the maxsponding elastic procegm centimeters squargd
mum electron current extracted from the emission slit corre-  The electron distribution function in the discharge was
sponds to an electrode potential of the order of 4-5V in botldetermined from the Boltzmann equation assuming that the
cases. These results may be interpreted as follows. Proledectron density in the column depends weakly on the radius.
measurements show that the plasma potential relative to tHewas shown in our earlier studitd that in pure hydrogen
anode is positive in the discharge region and varies betweethe electron distribution function in the column has a flat
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TABLE I. 50
Process No. Process i i ’
45— .
1 Hy(v)+e—Hi +e+e, v=0,..., 14 L
2 H+e—H"+e+e Wbk g
3 H,+e—H+H+e
4 H+ H(wall)—H, [
5 H, +e—H+H S
6 H,+e—H,(v)+e, v=1,2,3 - .
7 H,+e—H5(BS] ,cllly) +e—H,(v)+e+ho, NE -
v=1,..., 14 S ;
8 Hy(v) +H— H,(»') + H = T
9 Ho(v)+wall=Hy(v'), v=1,...,14,»'=0, ..., v E: i
10 Hy(v)+e—H +H, v=1,..., 14 vt 3
11 H+e—H- ok P
12 Hy +e—H +H" B -
13 H™+H; >H+H, 5L - 1
14 H +H"—H+H P
15 H +Hy—H+Hy+e i //
16 H +H—H+H+e 10 .__4_‘,__
17 H +e—H+e+e - /,/‘/.’
18 H; +e(wall)—H, sk ///
19 H* +e(wall) —H
20 Cote~Cs'+e I S S
+
;g gz; igichg:Ci% M 005 o1 T0.75 020 025
23 Cs' +H —Cst+H Py, 1077
24 Cs; +H —Cs+Cst+H ) ) )
25 Cs +e(wall)—Cs FIG. 4. Density of H ion cgrrent at anod_e surface Versus pressure in
26 H+ e(wall)—H- source:1 — pure hydrogen discharg®,— discharge with added cesium

allowing only for volume reactiong — discharge with cesium only at the
surface 4 — the same ag; U, V: 1-3 — 120,4 — 50.

hydrogenT, and the negative ion3 - is 4x10°K. The

plateau between the beam input energy-df00 and~ 20 eV ) ; g
temperature of the other ions and atomic components in the

and at low energies is almost Maxwelliail (= 3-5eV). : !
Between the column and the anode the electron distributiof!iXture is close to room temperature. _

function has no high-energy component because of the Eduations(1)—(3) and the Boltzmann equation were
strong magnetization of the electrons along the radius angolved taking into account the elementary processes listed in

the electron temperature is lower than that in the columnl@Ple I. The transport coefficients, describe linear pro-
(Te<1eV). As a result, the electron distribution function CESS€S in terms of concentratioNos. 4, 9, and 18-20 in

outside the discharge chamber was assumed to be Maxwell2P'e ).

ian o, with a radially dependent temperature obtained from 't should be noted that the calculations neglected the
the energy balance equation mechanism for the formation of negative ions via Rydberg

states, since numerical estimates show that under the present
3 dT. \F o experimental conditions the contribution of this mechanism
FVeqr = & FNHJO efom(e)Q,(e)de, does not exceed a few percent. The formation of negative H
ions in the volume by dissociative attachment of electrons to
2 . CsH molecules was also neglected since the CsH concentra-
f0m=—T;3’2e‘ Te. (5) tion is low under our discharge conditions. The most opti-
V mistic estimates show that the rate of roduction by this
mechanism is two orders of magnitude lower than that via

Here V. is the electron drift velocity at right angles to the
process No. 1@see Table)l

magnetic field with allowance for the ambipolar fiet@, (&)
is the cross section for excitation of the first vibrational level
of H, (since vibrational excitation is the main channel for CALCULATED RESULTS AND DISCUSSION OF THE
loss of electron energy between the column and the a)nodeExpERlMENT
ande, is the vibrational quantum enerdin electron volts. As was noted in the Introduction, the main purpose of
The mobilities and diffusion coefficients were calculatedthis study was to determine how cesium in the volume of the
with allowance for the magnetization. We assumed that theischarge chamber and adsorbed on the surface influences
ions have a Maxwellian distribution throughout the dischargehe emission characteristics of a negative hydrogen ion
chamber. The main mechanism determining the transport csource with a reflex discharge. As a result we made a nu-
efficients for the electrons at pressupe~0.1Torr and merical simulation of a reflex discharge for three main sce-
plasma densities of 10'°~10“cm™ 2 is scattering by ions. narios: 2 a pure hydrogen dischargéaking into account
As in Ref. 2, we assumed that the temperature of atomiprocesses 1-19 in Table |) 2esium is present only in the
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lllT‘l’
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FIG. 5. Distribution of the density of various
plasma components and temperature along the
radius of the discharge columa — electron
density (16cm3%); b — H' ion density
(10"cm™3); ¢ — H, ion density (183

- cm ®); d — H™ ion density (16'cm™3); e —
density of CS ions (13%cm %), electron
temperaturgeV). Curvesl-4 — the same as

in Fig. 4.
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volume of the discharge chambg@rocesses 1-253) ce-  energies higher than the Cs excitation energy decreases. The
sium is present only at the surfageocesses 1-19, and)26 electron temperaturel, (T.=—1/(dIn(fy/de)), which is
Conversion of H to H™ ions at the cesiated surface was meaningful up to<20 eV) then decreaseig. 5f), in agree-
neglected, since the concentration of atomic hydrogen wagent with the experimental data. However, a drop in the
much higher than the H concentration under these dis- glectron temperature and in the number of fast electrons
charge conditions. slows the rate of formation of vibrationally excited, Ithol-
Figure 4 gives the current density of negative hydrogenycjes and therefore Hions. At the same time, a drop T,
ions .- at the anode, plotted as a function of pressure fofjg,ys g 4 reduction in the rate of electron detachniert
the three cases listed above. It can be seen from Rigude ..o No 17 the cross section for this process depends

2? that the addition of cesium vapor fo the volume_of thestrongly on temperatuyeand also reduces the rate of, H
discharge chamber under conditions where the discharg

voltage is artificially maintained merely leads to a negligibleifsogat\'/a?i ?]nid thutisvtr:e i::}ﬁ)/n:i/er:jtr;';tltr)nmofvzii;on:;]c hyoilrogen
increase in the current,- at a higher pressure compared 9. 9, ch 1S aclively involve emoving the - .
with pure hydrogericurve 1). The main mechanism respon- brational excitation. These last two factors promote an in-

sible for the formation of negative hydrogen ions in this caseCré@se in the concentration of Hons. These negative and

as in a pure hydrogen discharge, is the dissociative attactRositive effects of introducing Cs into the volume almost
ment of electrons to vibrationally excited hydrogen mol-cancel out when the same discharge voltage is artificially
ecules(process No. 10 A slight increase in the negative ion Maintained(Fig. 4). The actual lowering of the voltage to
current when Cs is added is attributable to the followingS0V observed in experiments where cesium is added to the
factors. In volume processes cesium plays both a positivéolume leads to a reduction in the Hon current(Fig. 4,

and a negative role. Since cesium has a low electron excitaurve 4). Thus, in agreement with the experiments the nu-
tion and ionization energy, the number of electrons havingnerical simulation indicates that cesium in the volume can-
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F 7 section is zero at electron energies:1.25eV and at ener-

i % 7 . gies of ~10eV reaches-2x 10" °cn?. Since the electron

L 1 temperature outside the column decreases along the radius

i (42 (Fig. 5f), the rate of this process drops sharply, which leads

Z . to an increase in the Hconcentration despite some decrease
e 7 7 in their rate of formation. If it is artificially assumed that the

rate of process No. 17 is constant, the maximum disappears.
It can be seen from Fig. 5e that for a discharge column of
L radiusR,=0.125 cm the maximum Hion concentration is
j achieved forR/R,~1.4. The experimental results given for
Z various diameters of the anode chamb®y show good
” agreement with the calculations: the maximum negative ion
10 H E 7 current extracted from the source without cesium is obtained
for Ry/R=2. It was noted in Ref. 4 that some difference
. between the numerical values of the calculated and experi-
| 7 mental negative ion current extracted from the source can be
explained first by the fact that the area of the plasma emis-
10"” | o sion surface near the slit is considerably greater than the
b j surface area of the slit; second, for these pressures the diffu-
[ . sion approximation used in the calculations to analyze the
i H™ ion motion is at the limit of its validity.
i A reduction in the H ion current observed experimen-
tally at high pressures may be caused by charge transfer of

T
AN

12

107 H negative ions with the gas jet leaving the emission slit of the
H g ﬁ;ﬂ source. Estimates show that at high pressure this process
[ d | alzdl% d'j iz may result in the loss of up to 30% of Hions leaving the
H H. =0 =2 v=4 v=6 »=8 p=10 =12 V=14 slit, which is quite sufficient for the appearance of a maxi-

‘ mum on the experimentally measured dependencép).

FIG. 6. Comparative concentrations of atomic and molecular hydrogen and |t can be concluded from these experimental results and
also various vibrationally excited levels of the, Hholecule:1 — pure  c51cy|ations that cesium in the volume of the ion source can-
hydrogen discharge? — discharge with cesium only in the volume. . . . .
not increase the Hion current. The observed increase in the
H™ ion current is caused by conversion of hydrogen atoms at
the cesiated surface of the anode. In other words, the addition
not increase the current density of the Hons extracted Of cesium converts a volume-type of Hon source into a
from the source. surface plasma type.

In contrast, allowance for conversion of H to Hat the This work was supported by the Fund for Fundamental
anode with adsorbed cesium even with a conversion effiResearch of the Ministry of Science of the UkraiAegree-
ciency y=10"2 leads to an increase in the Hturrent(Fig. ~ ment No. F4/342-97-32, 1997
4, curve3) and the H'! concentration in the voluméFig.
5e) by a factor of 2—4. Without making a detailed compari-
son between the calculations and the experiment, we notép. M. Golovinski, V. P. Goretski, A. V. Ryabtsewet al, Zh. Tekh. Fiz.
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Influence of impurities on the photoluminescence of modified InP crystals
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Atyrau University, Atyrau, Kazakhstan
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It is shown that a new emission band at 1.35 @V K) is observed in the photoluminescence
spectra of laser-modified InP crystals, irrespective of the type of impurity or its

concentration in the initial crystal. It is established that the emergence of this band is a common
property of the lattice defect state of the modified semiconductors19@9 American

Institute of Physicg.S1063-784£99)01904-2

The luminescence properties of modified InP crystals @ =d, exp—kT/e*),

has been reported previousiyt has been shown that a new - L .
. ; : .where the characteristic energy lies in the interval 3.4—
band with a maximum at an energy of 1.35eV is observed in )
.3meV for different crystals.

the photoluminescence spectra at 77 K on account of the ran- : 4 . .
dom distribution of structural defects after laser treatment The half-width of this band varies nonmonotonically as
the temperature increas¢Big. 2). In the low-temperature

The objective of the present study is to investigate the 'nﬂu'rangeT<230 K it increases linearly, attaining its maximum

ence of the dopant impurity in the initial crystal on the lumi- 5,6 a1 = 230- 250 K (for different crystals It decreases
nescence properties of the laser-modified crystals. in the high-temperature range>250 K.

The original materials used to prepare the modified crys-  The maximum energhiv,, also varies nonmonotonically
tals weren-type and p-type InP: nominally undopedn  yjth increasing temperaturéFig. 3, its curves exhibiting
=(1-2)x10cm™3, doped with tinn=2x10"¥cm3, and qualitatively the same form for all crystals. However, the
doped with zincp=(7-8)x 10'°cm°. The laser treatment energy maximum for modified crystals obtained from as-

procedure applied to the crystals is described in Ref. 1. Priogrown p-InP exceeds the corresponding values of the crystals
to the measurements the crystals were etched in a freshly

prepared HO:HNO;:HCI (6:3:1) polishing etchant at room
temperature.

The luminescence spectra of the initial crystals at 77 K
exhibited typical emission bands with energy maxima of %"}
1.415eV, 1.405eV, 1.371eV, and 1.113eV. At room tem-
perature the luminescence spectra of these crystals consit
of only one broad band with an energy maximum of 1.344-
1.347 eV. The nature of these bands is discussed in Refs.
and 3. 2

After irradiation by trains of pulses with a total energy
density of 100 J/cr the polished surfaces of the crystals
undergo a visible change, irrespective of which dopant is
used. At 77 K the photoluminescence spectra acquire a ne_«
emission band with an energy maximum of 1.350 eV. How-
ever, its intensity is much lower than the intensity of the o'
edge band of the initial crystals. As the total irradiation en-
ergy density increases, the intensity of this band increase
attaining its maximum value d&=250—300 J/crh At 77 K
its intensity is 5—-10 timefor different crystalsthe intensity

units

arb

&

of the edge band of the initial crystal. o° . . '
The temperature curves of the main parameters of th 0 100 200 300
1.35 eV band coincide qualitatively for all the crystals, but T,k

certain d!fferen_ces are observed quan_tltatlvely' For exampl IG. 1. Temperature dependence of the total intensity of the 1.35 eV band
.the total mtgnsny decreases exponentially as the temperatug modiied crystals obtained from different grades of initial I{®; InP
increasegFig. 1): (Zn); (2) InP(SN); (3) InP.
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FIG. 3. Temperature dependence of the energy maximum of the 1.35 eV
band of modified crystals obtained from initial InP with different types of
conductivity: (1) p-type; (2) n-type.
1 1 1
0 100 200 Joo increasing temperature indicates that the density of states has

LK tails near the allowed bands, formed there as a result of the

FIG. 2. Temperature dependence of the half-width of the 1.35 eV band Ofandom distribution of structural defects of the InP Crystal

modified crystals obtained from different grades of initial Inf@=-3) the itself after laser treatment.

same as in Fig. 1. Consequently, the emergence of a new 1.35 eV band in
the photoluminescence spectra of the modified InP crystals at
77 K does not depend on the type of impurity or its concen-

obtained fromn-InP at the same temperature. Here the temiration in the initial material and is a common property of the

perature corresponding to the maximum vatue, for modi- ~ defect state of the crystal lattice.

fied crystals prepared fromInP, ~120K, is lower than for

crystals obtained fr.om-InP,' - ?‘40 K IN. G. Dzhumamukhambetov and A. G. Dmitriev, Fiz. Tekh. Poluprovodn.

Apart from their quantitative differences, the tempera- 27 641 (1993 [Semiconductor€7, 356 (1993].

ture curves of the main parameters of the 1.35 eV emissiortE. W. Wiliams and W. Elder, J. Electrochem. Soc. No. 12, {P873.

band coincide, irrespective of the dopant used. The non-L. I. Kolesnik, A. M. Loshinski, A. Ya. Nashel'ski, and S. V. Yakobson,

monotonic variation of the energy maximum and the half- '2V- Akad- Nauk SSSR, Neorg. Matet7(12), 14 (1983.

width as well as the exponential decay of the intensity withTranslated by James S. Wood
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Modeling of the low-temperature production of gas-sensitive tin oxide films
V. V. Kisin, S. A. Voroshilov, V. V. Sysoev, and V. V. Simakov

Saratov State Technical University, 410054 Saratov, Russia;
N. G. Chernyshevski Saratov State University, 410601 Saratov, Russia
(Submitted February 24, 1998

Zh. Tekh. Fiz.69, 112—-113(April 1999

The deposition of tin oxide films by reactive sputtering of a stoichiometric target is investigated.
Conditions are determined for the formation of a crystal layer structure and the acquisition

of gas sensitivity without subsequent high-temperature annealingl99 American Institute of
Physics[S1063-784£99)02004-9

Stannic oxide (Sng) films prepared in vacuum from a onto unit surface of the chamber walls and the substrate
stoichiometric source become sensitive to gases after thdy=2p/(27mkT)Y? wheremis the mass of the oxygen mol-
are annealed in oxygériThey acquire this property because ecule,k is Boltzmann’s constant, arilis the absolute tem-
during deposition some of the oxygen is unavoidablyperature.
pumped out of the region where the film is formed. As a  Allowing for the fact that free-electron capture takes
result, an amorphous or heterophase layer containing SipJace in the chemisorption of oxygen and assuming that, ow-
Sn0O, and Sn@is deposited, and its homogenization requiresing to the difference in the densities of free charge carriers,
many hours of subsequent treatment at high temperatdres,oxygen atoms do not stick to SnO as well as they do to Sn
making it difficult to integrate the active layer into complex and do not stick at all to SnQwe obtain the condition for a
sensing devices such as, for example, smart sensors. constant oxygen pressure to exist in the chamber
' At the same.time, homogeneous polycrystalline $nO q=V(o+a+ nB),
films can be obtained as the result of a low-temperature pro-
cess involving the injection of oxygen into the reactor, with-Wherea, g, andy are the fractions of the chamber wall and
out having to resort to high-temperature treatment. Howevegubstrate surfaces coated with Sn, SnO, and,Sn€3pec-
the conditions underlying the formation of a layer possessindvely, 7 is the sticking coefficient of oxygen to Sn@=1
a specified stoichiometry are still not very well defined, ast doNa/VofA; is the input oxygen fluxg=SN,p/FoVoAs
evinced by the attempts of different research groups to ust the evacuation efficiencil/ = FAJ/2fA is the relative flux
gas mixtures with various oxygen contefit§.Obviously, —©f oxygen onto the chamber walls and the substrate,/And
the composition of the growing layer is not solely dependenfnd As are the areas of the target and the deposited film,
on the oxygen flow. respectively.

The objective of the present study has been to construct The area occupied by the metal increases as a result of
and experimentally test a model of the process of lowthe spraying of Sn onto SnO and decreases as a result of
temperature formation of a gas-sensitive layer by the reactive
sputtering of a stoichiometric target with the capability that
the model can be used to relate the composition of the de-
posited layer to the parameters of the technological process Z
and equipment.

We consider the rf-bias reactive sputtering of a $nO 1.6
target. We assume that the metal and the oxygen are sput®
tered at the same constant rt&@he Sn atoms are deposited 5
on the walls and substrate, and the oxygen raises the partiag
pressurep of the oxygen in the chamber. The presspris <
also influenced by the injection of oxygen from the external 08
source. At a flow ratey the number of oxygen molecules in
the chamber increases at the radgq,/V,, where Ny is

Avogadro’s number, andl; is the volume of one mole under 04

standard conditions. Evacuation causes the number of oxy-

gen molecules to decrease at the @&, /PyVq, whereP, 0| RTINS W E T

is atmospheric pressure, agds the evacuation rate of the 1 0 c maarb unitéom 0000
pump. The rateS is customarily assumed to be independent 0>

of p in the design of industrial vacuum systems. I:ma“y'FIG. 1. Dependence of the composition of a tin oxide film on the influx of

ac_cording to m0|eC_U|ar kjnetic theory, oxygen atoms are adaxygen for the fractions of1) Sn; (2) SO, (3) SnG;; (4) ratio of O, to Sn
mitted from the region with pressupeat a flux per unit time in the layer.
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The model has been tested experimentally by means of
an apparatus of the UVP-2M type. Tin oxide films were de-
posited by magnetron sputtering of a stoichiometric gnO
target. During the process the total pressure of the argon—
oxygen mixture was 3 mtorr, and the discharge power was
approximately 100 W/cf The substrate temperature was
set at 170°C so that the disproportionation of SnO would
prevent crystallization of the layer in a lattice differing from
20 30 “ 50 §0 a rutile-type lattice. Samples were prepared by deposition in

argon with subsequent annealing in an oxygen atmosphere or
b by deposition in an argon—oxygen mixture. The film thick-
ness was chosen in accordance with the thin-film gas sensi-
Sn0,(101) tivity model.” X-ray structural examinations were performed
by means of a DRON-2.0 diffractometer, and the electrical
properties were measured in a three-electrode gas sensor
configuratiorf
The films grown in argon were x-ray amorpho{isg.
23) and did not exhibit gas sensitivity. A two-hour anneal in
an oxygen atmosphere at a temperature of 700 °C induced
A crystallization of the layergFig. 2b), a change in the elec-
20 30 %0 50 50 trical conductivity, and the suppression of gas sensitivity.
The injection of oxygen into the chamber led to the forma-
c $nl, (@) tion of a gas-sensitive polycrystalline film during deposition
without additional heat treatmefiFig. 29. A maximum of
the gas sensitivity was observed for films deposited in a 1:3
argon—oxygen mixture, which for our apparatus corre-
sponded to an input flow ratg=10°. A further increase in
the flow rate led to an increase in the resistance of the layers
as a result of a decrease in the density of intrinsic donors
and, hence to degradation of the gas sensitivity.

The proposed model has thus been used successfully to

relate the composition of the deposited layer to the param-
20 L 3‘0 L 4'0 eters of the technological process and equipment, and also to
26, deg determine thg conditions for gas-sensitive layers to be ca-

pable of forming at low temperatures.

Sng, (110)

SR, (211)

7, arb. units

$na, (107)
10, (110)

FIG. 2. Diffraction patterns of resulting tin oxide layefa) deposition in an
Ar atmosphere without heat treatmefii) deposition with heat treatment in
an O, flow; (c) deposition in a 1:3 Ar/@gas mixture.

L . 1y. K. Fang and J. J. Lee, Thin Solid Filni$9, 51 (1989.
oxidation. The area occupied by SpiBcreases as a result of 2¢ \illiams and G. Coles, Sens. Actuators2B-25, 469 (1995.

the oxidation of SnO and decreases as metal is sprayed ontd.-L. Huang, D.-W. Kuo, and B.-Y. Shew, Surf. Coat. Techrid, 263
it. Under steady-state conditionNsa= S and ¥ 3= y. 4996, _ _

The results of calculations of the dependence of the film gigf(cllggz G. Mattogno, A. Galdikast al, J. Vac. Sci. Technol. A4,
composition on the oxygen input into the chamber are ShOWI‘BM_ Di Giulié, A. Serra, A. Teporeet al, Mater. Sci. Forum203, 143
in Fig. 1. Without the external injection of oxygen€1) (1996.
the film consists of a mixture of the Sn, SnO, and $nO °S. K. Andreev, L. I. Popova, V. K. Gueroguiev, and E. B. Manolov,
phases. As the flow rate of oxygen is increased, the resultingxac\f“?i;‘; 132%(129266\/ V. V. Simakov. and S. A Vorashiov.
film acquires a composition close to SnO, and with a further P.roc'eeding’s .of .thg Ter;th. EL.Jropean &Ionferer'me. on Solid’ State
increase ing its composition is close to SnOIf conditions Transducers—"Eurosensors X,”Vol. 3 (Leuven, Belgium, 1996
are established on the substrate such as to prevent the cryspp. 977-980.
tallization of SnO, the formation of amorphous layers can be®V- V- Kisin, S. A. Voroshilov, V. V. Sysoev, and V. V. Simakov, Pribory
expected at low oxygen flow rates, and polycrystalline layers <" &SP~ No- 5, pp. 178-18(1995.
can be expected at high oxygen flow rates. Translated by James S. Wood
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Generalization of the Fresnel law to the case of a pressure-wave-induced displacement
of the interface between acoustic media

V. A. Pozdeev
(Submitted March 18, 1998
Zh. Tekh. Fiz69, 114—-115(April 1999)

The problem of interaction between a nonsteady-state pressure wave and a moving interface
between acoustic media is analyzed and solved for the first time with allowance for a finite
displacement of the interface induced by the wave. An analytic solution is obtained using a
nonlinear time transformation method. Expressions are obtained for the law of motion of the
interface, and for the reflected and transmitted waves as a function of the time profile of

the incident wave and the acoustic characteristics of the medial99® American Institute of
Physics[S1063-784£99)02104-3

The interaction of an acoustic wave with a fixed inter- do(X,1)=po(t—x/Cy), (5)
face between acoustic media is described by the well-known . ] )
Fresnel formula$.Isakovici showed that a Doppler effect Whereg; are the velocity potentials of the motion of thté
appears when harmonic waves are incident on an interfac®edium (=1, 2), ¢10is the potential of the incident wave,
moving at a constant velocity. The present autisoived the ~ ¢11 iS the potential of the reflected wave, amg is the
problem of interaction between a nonsteady-state pressuR9tential of the transmitted wave.
wave and a moving interface for a given arbitrary time law. ~ T1he pressure and velocity components are related to the
Here we analyze the reflection and propagation of pressuréelocity potentials by the well-known formulas
waves at an interface whose displacement is caused by the i, Fys
incident wave. pi= TPiTrr Vit
As in Ref. 3, we shall assume that a plane pressure wave
is incident normal to the interface from a first medium hav- Following Ref. 3, we shall solve the stated problén-
ing the acoustic resistaneg= p;c,, Wherep, is the density () by the nonlinear time transformation methbtiHere we
of the medium and; is the velocity of sound in the medium. give the expressions for the reflected and transmitted waves

(6)

X

The time profile of the incident wave has the fopy(t). in the form

When the wave interacts with media which are initially at

rest, it becomes displaced, the wave is reflected from the (x,t)= =% (F, (19) %)
moving interface, and a wave is generated in the second Put b= 7, Pul+ ),

medium whose acoustic resistancezjs= p,C,, z,#2;. TO oy

pe specific, we direct thle_co_ordlnate in the opp03|te_ (_1|rec- Do(X, )= 2 plo(f_(tﬁ)), ®)
tion to the motion of the incident wave and we position the Zt27

origin at the initial location of the interface. We measure the h
time from the instant when the front of the incident wave " © ©

reaches the contact interface. We assume that the acoustic f+(t‘1’):t‘1’—2h(w+(t‘1’))/cl, t2=t+x/c1,
media are nonviscous and will describe their motion by lin-

ear equations. f_(19)=t3+(1—cy/cy)h(w_(t9))/c,, t9=t—x/c,,
The following boundary conditions are satisfied at the

moving interface between the two media: t=w, (&) —t+h(t)/c,=§,
(P1=P2)lx=n®y=0, P1=P1ot P11, (1) t=w_(&)—t—h(t)/c,=¢&>. ©)
(Ul_U2)|x:h(t):0’ v1=010+ V11, ) We can sh(_)w that expressio(i—(9) are equivalent to

the corresponding results of Ref. 3. We shall use the bound-
dh ary condition(3), the coupling relationv,=p,/z,, and ex-

U2|x:h(t):a' ©) pression(8) to determine the law of motion of the interface

between the media as a result of elastic deformations. We
where p; and p, are the pressures and andv, are the  gptain

particle velocities of the media, art) is the (as yet un-
known) law of motion of the interface. dh

We introduce the velocity potentials of the perturbed dt  z;+2,
motion of the media

Py(t—h(t)/cy). (10)

If the condition (1(t)/(c t))?<1 is satisfied, Eq(10)
D (X, 1) =D o(t—X%/Cq) + Ppra(t+X/Cq), (4) may be written in the approximation
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dh 2 dpyt) 2

dt  z;+z, dt 21+ 2, P1o(D)- (19
Equation(11) can be integrated to yield
2 oxd — P1ot)
3tz C1(z1+2y)
P1o(7)
j 401(214_22) plO( T)dT' (12)

We shall analyze an incident wayegg(t) = pgexp(— «t),
wherep, is the wave amplitude andis the time constant. In

this case, the initial equatiofi0) can be integrated exactly:

c
h=— ;lln(1+,80(e’“t—1)/cl), (13)
where Bo=2pg/(z1+2,)<1.
If we confine ourselves to the time intervakt)?<1,
Eq. (13) gives

Z,— 24 0
P11~ ) Po eXp(— atj), (15
2z, 0
po~ ) Po eXp(— axty), (16)
where

o8]/ 18]
e

It can be seen from expressiofigh—(16) thata; <« is

V. A. Pozdeev 455

always satisfied and consequently, the reflected wave is
stretched compared with the incident wave. Whgrc,

a,> a, the transmitted wave is stretched relative to the inci-
dent one whereas when>cq, a,<«, the transmitted wave

is compressed.

It is interesting to consider the inverse problem of deter-
mining the form of the incident wave when the law govern-
ing motion of the interface between the media is known. Let
us assume that

h(t)=vo(t)—agt?/2,
Then, in accordance with E10), we obtain

17

0=st=2vgy/ay.

Cc1(z1+2,) 2a,t
)= 1-(1-my) \/1+ ———
P1o(t) > { ( 1) er(l—my)?
_ UO(Zl+ 22) B aot " :|
2 vo(1—my)
_Yo
ml—Cl. (18

Thereafter, expressions for the reflected and transmitted
waves can easily be derived using expressiagnand (8).
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Transfer matrix method for media with quadratic optical nonlinearity
S. V. Fedorov

Institute of Laser Physics, 199034 St. Petersburg, Russia
M. A. Kaliteevskil, N. V. Lukovskaya, and V. V. Nikolaev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted April 2, 1998
Zh. Tekh. Fiz69, 116-117(April 1999)

A transfer matrix method is developed for media containing nonlinear layers. This method can
be used to calculate the propagation of light, the electromagnetic field profile, and also
second-harmonic generation in layered structures containing a layer exhibiting quadratic
nonlinearity. © 1999 American Institute of PhysidsS1063-784£99)02204-7

The transfer matrix methdd® is widely used to calcu- Here the transfer matrix across the structiiris the product
late the optical properties of layered structures. For a layeregf the transfer matrices across the various layers and the
medium, problems involving the propagation of light in a poyndaries between them. The transfer matrix across a single

layered structure and determining the frequencies of th@qnjinear Jayer is determined by solving the system of dif-
natural optical and polantoﬁ modes of this structure are ferential equatiorfs

reduced to multiplying the transfer matrices across the indi-
vidual layers forming the structure. For a linear medium the

transfer matrices have dimensions ¢f2 The specific form

of the matrices is determined by selecting a pair of param- dE-;

_ H s *
eters(basig describing the electromagnetic field. The com- q7 ~ TikiEsamimEL B, (2a)
ponents of the electric and magnetic fiéltsngential to the
interface of the two media or the amplitudes of waves propa-
gating in opposite directiodgre most commonly used as the

i dE.
basis. 2 — +ik,E.L ,—ipE2 (2b)

When various waves undergo mixing at some particular dz
layer (for example, at a lattice of quantum wires, where the
incident and diffracted waves are mixethe dimensions of

the transfer matrix are twice the number of waves bein . .
mixed? s%/\/hereEilz are the amplitudes of waves propagating along

Recent advances in the field of vertical lasers, especiall{);e normal to the layeréthe direction of thez axis) 2”d o
the experimental observation of second-harmonic generatiof'® OPPosite  direction,  respectively(w) = (w/2c%)

in these system’ necessitate the development of an ad-X¢iki(®)€i€e is the nonlinearity parameter, which is pro-
equate theoretical calculation method which can effectivelyportional to the sum of the components of the second-order
solve the problem of light propagation in layered structuregionlinear susceptibility tensaf (o, 2w).

containing nonlinear layers. If the nonlinearity is so small that it hardly changes the
The aim of the present paper is to develop a transfeamplitude per pass through the nonlinear layer, the solution
matrix method for media with quadratic nonlinearity. of the system(2) can be written as

We shall consider a layered structure on which a wave of

frequencyw and amplitudeE; is incident. Let us suppose
that the structure contains layers in which the light undergoes
frequency doubling. The amplitude coefficients of reflection
and transmission of light at frequenciesand 2v, denoted

ri, r, andt,, t,, may be obtained by solving the system of

E.1(2)=exp(*xik12) (AL 1B+~ i9ZEL Ei00), (33

linear equations E.2(2) =exp(£iko2) (AL 2EL 00— i 72E2 1), (3b)
tlél El
0 r1E1

whereE.. ;o andE. »q are the wave amplitudes at the bound-
ary of the nonlinear layer andl. ;=1 for | 5zE. o <1.

0 roE; In this approximation the transfer matrix across a non-
linear layer of thickness; will have the nondiagonal form

t2E1 =E 0 . (1)
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A, ekl 0 —ind,E* ;™% 0
0 A_ e k] 0 —ind;EX 108 Kl
Nj: —j 77djE+1Oeik2dj 0 A+Zeik2dj 0 . (4)
0 —indE_;0e k2% 0 A_ye ke
|
For an arbitrary nonlinearity per pass through an isolated E(n1+01) E,
layer, the exact solution of the systé@), after two integrals (+n+1) (=
of the equations are taken, is reduced to an elliptic intégral. E 1o | "B
This solution may be represented by formul@s assuming E(fgol) =L 0 . (6)
that the values ofA.,, depend on the coordinate and the E(0+1) ()
input amplitude\ . ; {z,E . 19,E+50). In this case, the struc- —20 ra Eq
ture of the transfer matrix5) remains the same, since the o _ _
nonlinear wave interaction takes place in pairs. Substituting Eq(6) into Eq. (4), we can determine the

In order to find the transfer matrix across the nonlinearmatrices of the nonlinear Iayeﬁﬁi#”“) and thus the matrices
IayerA(4), that is to say the transfer matrix of the entire sys-of the entire systenf (1) in the (n+ 1)th order of pertur-
tem T, we need to define the amplitudes of theand 20 bation theory. Convergence of the iteration process for
waves at the boundary of the nonlinear lafer g arld Ei20 n—ow is guarantegtifor »D|E;|<1 whereD is the total
in terms of the amplitude of the incident radiatién, but  thickness of the structure. As a result, we solve a system of
this can only be accomplished if we know the amplitude ofalgebraic equations of the tygé) for the unknown ampli-

the waves reflected from the system,E, since tudes of the field in the nonlinear layers.
- To conclude, we note that the proposed algorithm for the
Eio Es transfer matrices and spectral parameters of nonlinear lay-
E_10 rE, ered_ systems is u_nivers_al. It can easily b_e _gen_erali_zed to
E = o | (5) ma_trlces of large dimensions Whgn _the ra_d!atlon field is de-
+20 scribed by a large number of pairwise mixing plane waves
E_2 r2E1 and to a different type of nonlinearity of the layers.

The authors would like to thank the Russian Fund for

whereL is the transfer matrix from the edge of the structureFundamental Researérant No. 97-02-18341

to the boundary of the nonlinear layer.
However, the reflection coefficients , are determined
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roth approximation(i.e., for the linear theonythe transfer (1999
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Transition to chaotization and loss of self-averagability in two-dimensional two-phase
media at the percolation threshold

S. P. Luk'yanets
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Ukrainian National Technical University, 252056 Kiev, Ukraine
(Submitted April 21, 1998
Zh. Tekh. Fiz69, 118—121(April 1999)

Giant fluctuations of the electric field, recently identified experimentally in two-dimensional, two-
phase media at the percolation threshold, are discussed. A hierarchical realization of these
media is used to show that for Re=0 (whereo; and o, are the conductances of the phases
and Imo,/Im o,>0 the hierarchy construction procedure yields the Dykhne expression

o=+ 0,0, Whereas for Inv,/Im o;<0 the procedure becomes chaotized and the medium loses
its property of self-averagability. €999 American Institute of Physics.

[S1063-784299)02304-1

The effective conductance, of a randomly inhomoge- In particular, these medidykhne mediainclude those
neous medium, which by definition relates the volume-at the percolation threshold. Various auttfor$iave recently
averaged fields and currents, is a quantity which characteshown that for Rer;=0 and Rer,<Im o, these media ex-
izes the overall conductance of an inhomogeneous samplaibit giant fluctuations of the local electric field. In particu-
For a quasisteady-state field, is broken down into two |ar, this implies that the modulus of the electric field is not
terms, each having its own particular dependence on the fielgyeraged over dimensions of the order of the standard corre-
frequency, the conductances and permittivities of the phasegtion length (see the experiment described by Lagarkov
and their concentration. In two-phase, highly inhomogeneougt a|%). Entin and Btin® put forward the idea that a renor-
media these dependences are steepest in t_he so-called Qritiﬁﬁ’élization group mapping for complex impedances with low
region, where the concentration of the highly conductingigcq) |osses leads to a dynamical chaos scenario and a fractal
phase is near the percolation threshold _ dependence of the impedance for hierarchical chains.

Dykhne' derived an expression for the effective conduc- o, example of a hierarchical construction of a medium
tance Te of a two—d|mgn5|onal two-phasg med_|um with a with a geometrically equivalent phase configuration was de-
geometric average equivalent phase configuration scribed by SchulgasérMorozovski and Snarski® Adopt-

o= @, (1) ing the approach from Ref. 8 and considering t-he limiting

case Rer,=Rec;=0, we can show that depending on the
whereg; are the local conductance of the phases, at a corsign of h=Im ¢,/Im o4, the medium will have fundamen-

centrationp=0.5. tally different properties. Foh>h,=0, the medium is self-
a b c
—_— e 00
5,(7) S, (1) 6,(1)
516,615,655,
\ ﬂ”’ 6"(7) sl(f)
S e

FIG. 1. Procedure for systematic construction of a Dykhne hierarchical medium.
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FIG. 2. a — Behavior of the iteration sequen@& when the purely imaginary values of the conductances of the phases have the sarhe=sighg;
b—d — chaotic behavior of the iteration procedure lier0: h=—0.2 (b) and -2 (c,d).

averaging, and the effective conductance is determiasdt Note that the numerical coefficients in Eg) appear as

should bé by the Dykhne formuldl). Whenh<h.=0, the  a result of normalizing to the geometric dimensions of the

medium loses its self-averaging property, and it is difficult tototal conductance of a medium with a large numberthe

introduce effective transport coefficients. limit an infinite numbey of strips. The iteration procedure
According to Ref. 8, at the first step the medium “is (2) has the invariant

assembled” from strips of different thickness having the

conductances; ando, (Fig. 13. By making the strip thick- o (N)oj(n)=0i0,=a, 3

nesses tend to zero, i.e., by homogenizing the medium, we

obtain a single crystal with the principal components of theallowing for which Eq.(2) may be written in the form

conductance tensos (1) and o, (1) (Fig. 1b. Then, by

cutting strips of equal thickness from this crystal in the par- & (n+1)=(o, (n)+alo,(n))/2,

allel and perpendicular directions, we assemble a new single

crystal (Fig. 19 for which the principal components of the o(n)=ala, (n). (4)

conductance tensor arg(2) ando, (2). It is easy to show ” *

that at each stage we have It is easy to shoW that for cases of reab;>0 and
o (n+1)=(o,(n)+0y(n))/2, 0,>0, whenn—o we obtain expressiofil) for the effec-

tive conductance of the mediufiiThe mapping(4) does in
o (n+1)=20, (N)ay(n)/(o (n)+a(n)). (2)  fact have a fixed stable poiwt|(©) =0, (*)=0= Vo0,
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1) a=0,0,<0 (i.e., o4 ando, have the same sign; for
example, the elements of the first and second phases are
capacitances whose active resistances can be neglelrted
this case, we arrive at the same result as for sgadnd o,.

The procedure has stable fixed points and the effective con-
ductance is given by

Te=0 (%)=0|(®)

iVloio,[, IMma;>0, Imo,>0,
=\ —iV]oyo,, IMo1<0, Ima,<O0. ®)

2) a=0,05,>0 (i.e., o1 and o, have different signs, for
example, the elements of the first phase are capacitances and
those of the second phase are inductances whose active re-
sistances can be neglectedh this case, for the mapping
given by Eq.(4) no fixed points or stable cycles exist. It
follows directly from Eq.(4) that for a=o,0,>0, o)(n)
ando, (n) have different signs for any. This implies that in
this case, the medium does not become isotropized. For con-
venience we convert to the dimensionless variables
Xp=Im o, (n)/|o4| andy,=Imay(n)/|o4| in Eq. (4), and
then this equation can be rewritten in the form

Xn+1= (Xn+0/X0)12,  ya=h/x,, (6)

whereh=o,/04. The initial value is nowx,=*1 and the
parameter defining the different mediahsFigure 2 shows
the behavior of the iteration seqen@ for varioush. When
h>0 the sequencg, converges to a stable fixed poixt
(Fig. 2a. Whenh becomes negative, the sequence ceases to
converge and als decreases, it increasingly exhibits traits of
chaotic behavior(Fig. 2b—2d. The procedurg6) in fact
leads to chaotic dynamics, and for the mappiy f(x)
=(x?+a)/2x (wherea is positive and realthe Julia setl;
separating the basins of attraction of the stable fixed points
+ h coincides with the imaginary axfsOn J; the mapping

(4) induces a one-dimensional mapping which reduces to Eq.

FIG. 3. Convergence of the iteration procedure with the mapping functioyg) and determines the dynamics on the Julia set. The map-

f(x) = (x+h/x)/2 to the fixed stable pointh for h=0.02>0 (a) and loss of
stability of the iteration procedure fdr= —0.1<0 (b).

For largen, o, (n) has the form

o, (N)~\o10(1+0.50,/0,—1)exp—n)),
which suggests that the procedure converges rapieiy.

2a).

ping (4) is conjugate with the mappinB(u)=u? obtained

by substitutingu= (x+h)/(x—h). The imaginary axis
(Julia set then becomes a single circle on which the dynam-
ics are defined by the mapping8)=26(mod1). As we
know 19 this mapping generates chaotic dynamics.

The qualitative behavior of, as a function oh may be
explained using a graph of the mapping functiix) = (x
+h/x)/2 which determines the iteration procedifreg. 3.
Figure 3a shows a sequence of iterations and its convergence

We shall investigate Eq4) for purely imaginary values to the fixed stable pointh for h>0. For fairly small nega-
of o4 ando, and we shall show that under certain conditionstive h (Fig. 3b the sequencg, initially decreases monotoni-
the procedure loses its fixed points and stable cycles, and thelly to zero(f(x)~x/2, |h|<|x|), although the map has a
sequencer|(n) ando, (n) becomes chaotized. This implies “dip” near zero (f(x)~ —|h|/2x, |x|<|h|<1), as a result of
that the medium obtained by this procedure is not selfwhich the sequence loses its monotonicity, changes sign, and

averaging. For purely imaginary; and o, the elements of
the sequence determined by the proceddjewill also be
imaginary Rer, (n)=0, Reo(n)=0. The iteration proce-
dure has the same form as E@). Note that for purely
imaginaryo| ando, the parametea is real.

Two cases should be distinguished.

after a certain number of iterations, returns to the region of
high values(compared with/h|) and again begins to tend
monotonically to zero. A% decreases further, the dip near
the zero increases, which reduces the intervals of monotonic-
ity, and increases the irregular regions and the amplitudes
Xp -
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This procedure can also be used to obtain the spectrum This work was partially supported by Grants from the
of resonant frequencies which is determined by the set oRussian Fund for Fundamental Research No. 97-02-18397
valuesh= o, /0, whose number increases with the iterationand “Nauka-Servis” No. 1-200-96.
stepn as 2", for which the procedurés) diverges.

To sum up, an example of one possible realization of
Dykhne media with a hierarchical structure has been used ta, \, Dykhne, Zh. sp. Teor. Fiz59, 110(1970 [Sov. Phys. JETR2,
show that for certain values of the conductances of the 63(1970].
phasesl a medium, while remaining a Dykhne medium in the’F. Brauers, S. Blacher, and A. K Sarych&vactal Reviews in the Natural

; _di ; _ :_and Applied Sciencegdited by M. NovakChapman and Hall, 1995

geomeme.iI Sensg¢two dlmenSIO.nal’ two phase,_ geometri SF. Brauers, S. Blacher, N. Henrioulle, and A. K SarychevBiok of
cally qu!va!ent phase co_nflguratbon_loses its  self- Abstracts of the Fourth International Conference on Electrical Transport
averagability in terms of physical properties, and the concept and Optical Properties of Inhomogeneous Media, ETORIMbscow,
of effective transport coefficients is thereby lost. Topics for 41995- p. 4 Submitted to J. Phys. ]

further discussion are whether other possible procedures re N. Lagarkov, K. V. Rozanov, A. K Sarychev, and N. A Simonéid.

. . . . p. 56.
sulting n Dykhne media lose their property of Se'lf' SE. M. Baskin, M. V. Entin, A. K Sarychev, and A. A Snarskii, Physica A
averagability and whether the “usual” checkerboard realiza- 242 49(1997. ;
tion of a Dykhne medium loses its self-averagability. j“K/'-JV-SEr?t'I” and GJ '\F/JH EmnerEoT; ng;t-M 467(1996.

_ We are grateful to EM. Baskin and M. V. Btin for 4, ¢ Morosoveld and A. A énarsl((; Uk?)r: Fiz. Zh.28, 1230(1983.
discussions on the absence of self-averagability of the effece .o, peitgen,The Beauty of Fractals: Images of Complex Dynamical
tive properties of weakly absorbing media, and to M. V. System$Springer-Verlag, New York, 1986; Mir, Moscow, 1993, p.]93
Entin for allowing us to familiarize ourselves with Ref. 6 104, G. SchusterDeterministic ChaogPhysik-Verlag, Weinheim, 1984;

. S : . ) . Mir, M 1988.
prior to publication and for fruitful discussions of this work M+ Moscow, 1988
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Thermomechanical effect in a planar nematic induced by a quasistatic electric field

R. S. Akopyan, R. B. Alaverdyan, S. Ts. Nersisyan, E. A Santrosyan,
and Yu. S. Chilingaryan

Erevan State University, 375049 Erevan, Armenia
(Submitted May 15, 1998
Zh. Tekh. Fiz.69, 122—-124(April 1999)

A thermomechanical flow of uniformly oriented nematic liquid crystal induced by a quasistatic
electric field is observed. This flow occurs when the electric field strength exceeds the

static Fredericksz transition threshold. The effect is attributed to an electric-field-induced
nonuniformity of the director orientation which is required for the onset of the thermomechanical
effect. The experimental results show good agreement with the theoretical estimates.

© 1999 American Institute of PhysidsS1063-784£99)02404-9

1. Thermomechanical effects in cholesteric liquid crys-difference was varied between 0 and 10 °C with an error of
tals have been studied both theoretically and0.1°C.
experimentally:~* Akopyan and Zel'dovich predicted ther- In the absence of the quasistatic electric field we de-
momechanical effects in nematic liquid crystetM_Cs) with  tected no thermomechanical effect involving the appearance
a nonuniform director distribution. In particular, those au-of a hydrodynamic flow perpendicular to the temperature
thors showed that a prerequisite for the establishment of gradient. For a cell of thickneds=70um and a temperature
thermomechanical hydrodynamic flow is the presence ofyradientAT=4.7 °C the threshold electric field for the ap-
three gradients: temperature, director distribution, and hydropearance of a hydrodynamic flow wak,=0.25V. As the
dynamic flow velocity. The thermomechanical rotation of anstrength increased, the flow velocity increased, tending to
NLC film was first observed experimentally by Lavrentovich saturatgFig. 28. This increase was caused by an increase in
and Nastishif,who measured the thermomechanical coeffi-the orientation gradient of the NLC director. Bt=14V the
cient. Akopyaret al.” observed a thermomechanical effect in velocity wasV,,~1.06um/s. As the field was increased
a hybrid-oriented NLC and also investigated oscillatory re-further, the director orientation gradient and the thermome-
gimes for the thermodynamic flow velocity. It was demon-
strated experimentally that no thermomechanical effect oc-
curs in homogeneous planar and homeotropically oriented
NLCs.

Here we report the observation of a thermomechanical
hydrodynamic flow in a planar oriented NLC induced by a
.
]

\

quasistatic electric field. The effect is attributed to a nonuni-
form reorientation of the NLC director above the &der-

icksz transition threshold. However, the hydrodynamic flow
occurs in the presence of a vertical temperature gradient and ™

a nonuniform director distribution. This effect provides valu- :—_:::—_-::::I:::::::::Z—_—i:}
able information on the electroelastic properties of NLCs. - -
2. For the experiments we used a cell containing a planar =z T
oriented sample of the nematic liquid crystal 5CHg. 1). e = ::.;— = ~l
-— O ® —

At the bottom of the substrate a planar boundary condition
was imposed by polishing. The boundary condition for the 27 Fe—S—smeeoar e aaaar 3

top of the substrate is free. As a result we have a uniform p———=——— - —_—_—_— — —_-

planar orientation for the NLC director. We used glass sub- e L N L

strates3, 1 mm thick, on which we deposited electrically =

conducting coatings. A quasistatic electric field was applied -~

to the substrates. A vertical temperature gradient was created N

by using circulating wated with two controllable tempera- n

tures. The thermal conductivity of the substrates was be- \_j 5

tween two and three times that of the NLC film. This is an

important condition to ensure that the boundary conditions

are constant for the temperature. The hydrodynamic motiof . . .
. . num powder,3 — glass substrates with transparent electrically conducting

was Obseryed by adding aluminum pow@ep the NLC ata  ¢oating,4 — circulating water5 — optical illumination, ands — micro-

concentration of the order of I8wt%. The temperature scope.

| IL/I/I |
&

IG. 1. 1 — Planar oriented nematic liquid cryst&l— particles of alumi-

1063-7842/99/44(4)/2/$15.00 462 © 1999 American Institute of Physics
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12 ) V01481 @)
. mas L(mo—1m1)"
0.8
0.4
0 L We shall now analyze a nematic liquid crystal with an

| I} i | [ il
0 2 4 6 8 1012 14 16 18 20 initially uniform director distribution. No thermomechanical
v hydrodynamic flow appears in this cell in the absence of a
director gradient. However, under the action of external

2
i 4’2 i b fields the director distribution may become distorted and in-
< 35k duce a thermomechanical effect. We kffothat at the
JF threshold electric field
2.51
2 .
15 T [47K
0..; Einr 2L g’
0 1 1 | | 1 1 | }
0 S0 700 750 200 250 300 350 400

t,s whereK is the Frank elastic constant aaglis the anisotropy
of the permittivity, a Fredericksz transition occurs wherein

FIG. 2. Electric field strengtly versus liquid crystal flow velocity for a the molecules are reoriented by the angle

cell thickness. =70 um and temperature gradieAfT=4.7° (a) and oscil-
lating behavior of the establishment of the hydrodynamic flow velagity

. L /(E_ Eihr)
0=0p, SIHZ, On= ? 3
chanical hydrodynamic flow velocity fell to zero at

=18.4V. Before a steady-state flow was established, the ve-

locity exhibited oscillatory behavior caused by competition ~ Substituting the distributiof8) into Eq. (1) and integrat-
between reorientations of the NLC director and the hydrodyINd: We obtain the maximum velocity
namic flow (Fig. 2b.

3. For the theoretical estimates we shall first consider the FAT
thermomechanical effect in a planar oriented nematic with — Vmax=gz—~&0m- (4)
the directom: n,=sin¢, n,=0, n,=cosé. For instance, for 2
the hybrid orientation we havé= * (/2L). Let us assume
that the temperatureb(z=0)>T(z=L) are maintained on This dependence of the hydrodynamic flow velocity on
the substrates of the liquid crystal cell. Then, if a directorthe temperature gradientA{)/L shows good agreement
orientation gradient exists along tkecoordinate, a thermo- with the experimental results. Thus, in an NLC cell with an
mechanical hydrodynamic flow appears in the direction ofinitially uniform director distribution a field may induce a
the x axis: V(2)=¢,V,(z). We shall consider a situation thermomechanical effect whereby, in the presence of a ver-
which is steady-stated(dt=0) and homogeneous in the tical temperature gradient, a uniform hydrodynamic flow is
(x,y) plane @/9x=aldy=0). In the thermomechanical established perpendicular to the normal of the plane of the

single-constant approximatiog{=£&,= ... &,=¢&) we ob-  field-induce d reorientation of the director and the tempera-
tain the Navier—Stokes equation in the fGrm ture gradient. In these experiments the nonuniformity of the
director distribution was provided by a quasistatic electric
d2v de dv. field. However, in uniform cells a thermomechanical effect

(manZ+ ﬂzng)d—zszrz(?h— 72)NxNz d_zx can be induced by static magnetic and optical fields.

1 dg)? 2 3 4
=Z§VT e (3—nyn,— 1505+ 16n;n,+ 12n))

1 6 2 3 4 1F. M. Leslie, Proc. R. Soc. London, Ser.397, 359 (1968.
+ Z§VTE(3+ 3nyn,—ni—3ngn,+4ny). (1) 2M. J. Stephen and J. P. Straley, Rev. Mod. Pi.617 (1974).
3J. Janossy, Mol. Cryst. Lig. Cryst. Left2, 233(1982.
4V. F. Shabanov, S. Ya. Vetrov, G. M. Zharkogtal,, Opt. Spektrosk63,
Here VT=(dT/d2) is the temperature gradient ang and 1368(1987 [Opt. Spectroscs3, 811(1987].
7, are the Miesowicz viscosity coefficients. For the specific °R- S. Akopyan and B. Ya. Zel'dovich, Zh.kBp. Teor. Fiz.87, 1660

s . (1984 [Sov. Phys. JETRBO0, 953(1984].
form of the distribution 0(2) we need to solve Eq(l) 60. D. Lavrentovich and Yu. A. Nastishin, Ukr. Fiz. ZB2, 710(1987.

numerically with the boundary conditionsV,(z=0) "R. S. Akopyan, R. B. Alaverdyan,.EA. Santrosyaret al, Pis'ma zh.
=V,(z=L)=0 and obtain the velocity distributioW,(z). Tekh. Fiz.23(17), 77 (1997 [Tech. Phys. Lett23(9), 690 (1997].

This distribution is close to parabolic with a maximum at the 8L. M. Blinov, Electro-Optical and Magneto-Optical Properties of Liquid
. . . Crystals[Wiley, N York, 1983; Nauka, M , 1978

center of the cell. For a hybrid cell this maximum has the CPYSt@istWiley, New Yor auka, Moscow, 19F

form Translated by R. M. Durham
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Heat release accompanying current injection into a composite superconductor
in a stable superconducting state

V. R. Romanovskii

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
(Submitted May 15, 1998
Zh. Tekh. Fiz69, 125-128(April 1999)

An investigation is made of the Joule dissipation of energy in the superconducting phase of a
composite superconductor as the current in it increases. It is shown that at high rates of
current injection the dissipative processes are characterized by an appreciable release of heat,
which substantially influences the critical energies for the loss of superconductivity and

the velocity of the normal zone. An analytical expression is given for calculating the power of
the thermal losses during current injection. 199 American Institute of Physics.
[S1063-784299)02504-0

Studies of thermal losses in composite superconductonaith the initial and boundary conditions
form the basis for estimating the stability of their thermal _ _
properties. In thermal stabilization theory it is generally as- T(r.0=To, E(r.0=0,

sumed that the current flowing inside the composite varies JE wo dl
negligibly? Consequently, in descriptions of the thermal N—+h(T—-Ty) =0, — = T

g . . - ot 7 ar| 27r dt
processes taking place in superconducting windings the Joule r=ro r=ro

heat release is neglected at temperatures between the COOlia-fgrec and\ are the specific heat per unit volume and the

:empelrature apd tTeI §o—caltl'ed fre&stn;ethtrar:(.snmt).n teTgﬁr"i‘hermal conductivity of the composite in the transverse cross
ure. In experimental investigations of e kinetics o esection,pS andp,, are the electrical resistivities of the super-

normal zone in superconducting composites carrying a faPzonductor and the matriX,s andJ,, are the currents flowing

. : 3 4
idly varying current, lwakumaet al.” and Vysotskyet al. in the superconductor and the matrix, respectivelyis the

observed anomalously high normal-zone propagation Veloc'éoefficient of filling of the composite by the superconductor,

ties whose existence is outside the limits of the theory devel;

d far. | der t lain th ffects. Pukh h is the coefficient of heat transferf, is the coolant tem-
oped so ar.6 n order to explain these efiects, Fukhov an erature T ¢ is the critical temperature of the superconductor,
Rakhmanov® proposed a model which assumes that th

andJs; and T s are the given rise parameters of the current—

heating of a superconducting composite depends weakly O\poltage characteristic of the superconductor.

the details of the temperature dependence of the heat release In addition to the numerical model, we make use of the

in the superconducting state and is a consequence of a reducqiaracteristic features of the conditions for stable current

tion in the current-carrying capacity of the S'T'perconducmrinjectiorf-"lO to write a simplified analytical expression for
caused by an increase in the rate of current rise.

i ) _ . calculating explicitly the thermal loss power averaged over
We shall so_lve this problem in a nonisothermal apProXi- e cross section of the composite. First we shall consider the
mation assuming that the ;uperconductor temperatngange of currents whose upper limit is the so-called cutoff
changes in response to the action of any external perturbin rent |, above which the superconducting state is un-
factor. This allows us to study the laws governing the loss O&able. Sn:e,cond, we shall allow for the existence of a maxi-
superconductivity in a more correct formalisth. mum currentl . flowing in a superconducting composite

Let us assume that initially ho current flows na COOIedWith a nonlinear current—voltage characteristic, assuming an
composite superconductor of circular cross section and th%finitely slow rate of current injectioft Finally, we shall

the current then begins to increase linearly at a given ralte‘bear in mind that the temperature distribution over the com-

:Ne shaltl deterrgmel trt'e mstanigneprljs _dls_tgbunons of tht osite cross section is almost uniform but the density of the
emperature and elecromagnetic Tield inside a Composity, o flowing in the matrix is much lower than the critical

situated in its selt-magnetic field by solving the system Ofdensity of the superconductor. Subject to these assumptions,

equations we approximate the averaged power of the Joule heat release
aT 1 9 oT 9] 1 o/ OE by the formula
—_— —_ + —_—— — JE—
CH T rar |\ Mo TEY rom Tyt ) 1 os(1—A)
Gz—JEde—J’Eds
S S S IS

J=ndst (1= 7).
T_T HereJc, is the critical current density of the superconductor
E=] ﬁ L__¢ =] 1 at the coolant temperatura, is a parameter which takes into
SpS ex J T mpm ( ) .
s s account the nonlinear nature of the superconductor current—

1063-7842/99/44(4)/4/$15.00 464 © 1999 American Institute of Physics
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0.00031 47,21; Iimrpﬁol—ﬁmax and performing suitable transformation, we
4'34 write the desired expression for the heat release power in the
’ superconducting phase
4.23
4.22 t)= ﬂﬂ | max In I max _ I(t) @
4.21 47 dt S Fmax— 1(1) T max .
0.00021 w20
3 : This formula can be used to determine the background
= 4.190 temperature of a superconducting composite preceding the
3 onset of instability for arbitrary rates of injection. For all
ik <l , this temperature is a solution of the heat balance equa-
tion
0.00011
ar hp T—Ty) +G(t T(0)=T 3
_ — + =
c dt S ( 0) (v, (0)=To €)
and we obtain in quadratures
0.0000 1 ! ! ! 1 o Al 1nax ft | max I(7)
%79 420 421 422 423 424 425 T)=Te+ — +— — _—
iy O=Tot 4 dt cs ol Tma (7)) Tax
FIG. 1. Time variation of the Joule heat release and composite temperature h p
for d1/dt=10 A/s. xXexg — C—S(I—T) dr. (4)

Figures 1 and 2 give temperature dependences of the
voltage characteristic, artelis the electric field strength. For Joule losses released in a wire in a stable superconducting
a wire of circular cross section this field is given Iy  state per unit lengtls;=G S22 for all typical rates of cur-
= (pol2m)(dI/dt)In(r/ry), where r,(t) is the penetration rentinjection. For the calculations the initial parameters were
depth of the electric field, which is related to the injectedtaken as: ro=5x10"*m, ¢=1000J/(m-K),
current by I(t)=mnJco(1—A))(r5—r3). Supplementing X =100 WAmK), h=10W/(n?-K), To=4.2K, #=0.5, p;
these expressions with the condition that in the limit=5x10""Q-m, p,=2%x10"00.m, J;=4x10" A/m?,

a.021
501
B
™~
2
g"’ 0.011 FIG. 2. Time variation of the Joule heat
~ release and composite temperature for

O dl/dt=10" Ass.

a.00

4.0




466 Tech. Phys. 44 (4), April 1999 V. R. Romanovskil

Ts=0.048K, and Tcg=9K, which describe the A.,=e€e"/e' and the relative increase in the velocity of the
temperature-averaged thermophysical and electrophysicabrmal zoneA,=V"/V' that will take place upon anfold
properties of a niobium titanium superconductor in a coppeincrease in the power of heat release=()"/q’) for the same
matrix cooled with liquid helium. For these parameters wecurrent injected at two different rated’/dt andd!”/dt:
obtainl ,,=1226 A, and the injection cutoff current has the

value 1,=1120A for dI/dt=10A/s and the value Ae=1-1.5r-1)q'/(1-i—q"),

| ,=367A fordl/dt=10" A/s.

The solid curves in Figs. 1 and 2 give the numerical
calculations made by solving the systétwhile the dashed
curves give those using formuld®) and (4). The straight
lines with data points show the change in the power of thevherei is the dimensionless current agds the dimension-
heat flux transferred to the coolant, also per unit length of théess power of the additional heat release.
compositeWs=r,h(T—T,). The insets compare the corre- These expressions show that even when the injected cur-
sponding values of the composite background temperaturnt does not reach the cutoff current, an increase in the
calculated using the two models described above. additional Joule heat release is accompanied by an abrupt

As expected, at slow rates of current injection the Jouldncrease in the decay rate, and the rise raté\,,. Conse-
heat release is negligibly higher than the heat flux transferregluently, even at the stable current injection stage the critical
to the coolant over the entire range of superconductor backenergies may decrease substantially and the velocity of the
ground temperature all the way to the onset of instability.normal zone may increase.

Therefore the electric field induced by the current injection ~ TO conclude, we draw attention to the fact that for all
barely heats the composite. As the rate of current injectioffl!/dt>0 the curves ofGs and Wy describing the tempera-
increases, this difference increases. As a result, in the stabldre dependences of the released and extracted heat have
stage of current injection the Joule heat release may appré&nly one common point af=T,. Physically this is attribut-
C|ab|y exceed the C00|ing power of the coolant and the Corable to the nonsteady'state behavior of the instantaneous
responding power of the thermal losses obtained for slovgomposite temperature described by E8). Thus, at the
injection. For instance, far=200 A, which is attained in the Stable current injection stage, the temperature field of the
casedl/dt=10A/s, the heat release power @.=0.302 composite will only decay to some thermodynamically stable
X 10" °W/m, while for dl/dt=10"A/s it is G.=0.299 temperature distribution depending on the features of the su-
X 10"2Wi/m, i.e., three orders of magnitude higher. As canPerconductor current-voltage characteristic and its cooling
be deduced from the results, this difference increases as tfate whendl/dt=0. In the existing theory this specific fea-
current increases further. Consequently, at fast rates of injeéure of the evolution of the thermal processes in composite
tion the permissible increase in the composite temperatursuperconductors with current injection is neglected.

against the background of Wthh any instabi“ties can de_ It therefore fO”OWS that the intensiw Of the heat release
velop, becomes very appreciable. in the superconducting phase depends on the change in cur-

Adequate allowance for the role of the temperature facfent and, appreciable thermal losses occur at high rates of
tor in describing the dynamics of the dissipative processelicrease. The heat released in this case differs by several
taking p|ace in Superconductors also forms the basis for exOI’deI’S of magnitude from that released Under SlOW injection.
plaining the difference between the results obtained by thdhis heat release is accompanied by an appreciable rise in
numerical and analytical models. The largest difference i$he composite temperature as a result of the nonsteady-state
observed directly before the onset of instability. In this con-dissipative processes taking place in the superconductor. Re-
text, we should note that it is incorrect to use form(@ato sults obtained by both numerical and analytical solutions
determine the heat released after the onset of instability. IM/ere compared. The latter can provide both qualitative and
this case, the magnetic flux diffusion inside the composite igluantitative descriptions of the energy dissipation process
an avalanche-like process which will be accompanied by inthat occurs in real superconducting wires without destroying
creasingly intensive heat release. An analysis of these statéde superconductivity.
is outside the scope of the simplifying assumptions used This work was supported by the Russian Fund for Fun-
above which do not permit taking into account in an analyti-damental ReseardfProject No. 97-02-16066a
cal model a substantia lly nonsteady-state magnetic flux pen-
etration process initiated by instability.

Changes in the thermal state of the SlJpercondl"Ctin(-:llv. A. Al'tov, V. B. Zenkevich, M. G. Kremlev, and V. V Syche&tabi-
phase of a composite superconductor and the existence of amzation of Superconducting Magnet SystinsRussiafl, Energoatomiz-
appreciable additional heat release must necessarily be takewat, Moscow(1984, 312 pp. o
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sible thermal perturbations and the velocity of the normalsy, ,v\;akl;rhayo,i?im;’netaké’ K. TF;};}M al, Cryogenics30, 686 (1990.
zone in its irreversible propagation along the composite. We*v. s. vysotsky, V. N. Tsikhon, and G. B. J. Mulder, IEEE Trans. Magn.
shall assess the possible qualitative influence of this effectMAG-28, 735(1992. _
using the approximate formulas given in Ref. 5. Then under A 2 Pukhovand A. L. Rakhmanov, Sverkhprovodimd$lIAE) 5, 1620

qonditions of poor Coqling one can optain the fg”OWing €S- 6A. A. Pukhov and A. L. Rakhmanov, Sverkhprovodima®tIAE ) 6, 1165
timates for the relative decrease in the critical energy (1993.
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Ellipsometry as a rapid method of establishing a correlation between the porosity
and the gas sensitivity of tin dioxide layers

D. Ts. Dimitrov, V. V. Luchinin, V. A. Moshnikov, and M. V. Panov

St. Petersburg State Electrical Engineering University, 197376 St. Petersburg, Russia
(Submitted May 19, 1998
Zh. Tekh. Fiz.69, 129—130(April 1999)

It is shown for the first time that reflection ellipsometry may be an effective method of
establishing a correlation between the main parameters of gas-sensitive layers and their optical
characteristics, suitable for rapid monitoring. This can advance the capability of predicting

the properties of a material from its preparation conditions and consequently can reduce the
optimization cycle time and thus lower the cost of a technology.19®9 American

Institute of PhysicsS1063-78499)02604-3

Recently, increasing attention has been focused on thpared on 22KhS ceramic, glass ceramic, Polykor, and optical
micro- and nanoporosity of materials, which substantially in-quartz substratgshe refractive indices of the substrates were
fluences their properties as gas-sensitive detectors. In orddetermined by ellipsometry using a pure surface mobegl
to predict the gas-sensitive properties of materials used iexplosive evaporation. The evaporation temperature was
adsorption detectors, it is relevant to develop rapid method$150 °C. The layers were then oxidized in a controlled rare
of monitoring the porosity of gas-sensitive layers to predictgas (argon atmosphere at oxygen partial pressures of 0.25

their sensitivity and selectivity. and 0.35 atm. The oxidation process consisted of two stages:
The samples used for the present study are based on th@v-temperature annealing @t=225 °C for 6 h followed by
conventional material for gas-sensitive senso&nG,_,, high-temperature annealing &t=525 °C for 30 h. The tech-

doped with highly volatile impuritiegtellurium and ioding  nological aspects are described in detail by Dologwal.®
which create vacancy defects and pores in the layers durinBakin et al* showed that iodine is removed from the
the treatment process. The aim of the present paper is twamples as,| Snl, or Snl, forming a porous structure. Dur-
demonstrate that reflection ellipsometry is an effectiveing the treatment process the pore concentration depends on
method of monitoring the layer parameters by establishing #he initial level of doping. Table | gives the relative gas
correlation between their porosity, gas sensitivity, and optisensitivity of layers of tin dioxide for toluene at a concentra-
cal parameters. tion of 60 mg/m.

A distinct disadvantage of S0, sensors is their rela- In the present paper we suggest using an optical rapid
tively low selectivity for specific gases, which impedes de-diagnostic technique based on ellipsometric measurements of
tection in mixtures containing several reducing gases. Wehe effective refractive index to establish a correlation be-
know that selectivity can be achieved by integrating severaiween the technological parameters of the layer synthesis
detectors having different relative sensitivitfedltering the ~ process and their gas sensitivity.
porosity of the material is also an effective method of con-  The ellipsometric angle¥” andA for these layers were
trolling the sensitivity to different gasédn the present case, determined using an updated ER device, and the refrac-
gas-sensitive layers of tin dioxide supersaturated with vacartive index and the thickness of the transparent layers of tin
cies and pores were formed by doping the initial tin chargedioxide were calculated using the Holmes metfdthe ad-
with highly volatile impurities such as iodine and also iodineequacy of the isotropic substrate—isotropic layer model is
and tellurium. Layers of tin doped with impurities were pre- confirmed by the satisfactory agreement between the results

TABLE |. Characteristics of technological preparation conditions of tin dioxide layers.

Sample Quantity andcomposition of dopant Oxygen pressure Sensitivity Refractive
No. in initial mixture during synthesis, atm to toluene, % index,

1 Undoped Sn® 0.25 56 1.97

2 SnT€l) — 5.7 mol% 0.25 78 1.66

3 SnTel) — 22.4 mol% 0.25 59 1.85

4 SnT€l) — 26.6 mol% 0.25 51 191

5 SnTel) — 14.1 mol% 0.25 68 1.75

6 Undoped Sn® 0.35 50 211

7 SnT€l) — 26.6 mol% 0.35 65 1.74

8 | —5at% 0.35 70 1.85

1063-7842/99/44(4)/2/$15.00 468 © 1999 American Institute of Physics
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TABLE II. Ellipsometric angles for layers Nos. 6 and 7 on a quartz sub-
strate at an angle of incidence of 55°. o2
T~ — 5
No. ¥, deg A, deg 2 70 ﬁ\\\
6 18.95 164.64 < F T —— A
7 9.52 206.50 N A -
Nt

Jot+

20 1 } i )
obtained for layers prepared on quartz, Polykor, and ceramic 1.7 1.8 1.9 20n

substrates and also at dlfferent points in the same sgmple.FlG. 1. Gas sensitivity of SnQ, layers for toluene G,y = 60 mg/nf) as a
These layers were previously examined by atomic forceynction of the effective refractive index.
microscopy to establish a correlation between the porosity,
gas sensitivity, and refractive indé»n investigation of the pressure. Figure 1 also gives data for undoped tin dioxide
surface topology showed that the gas-sensitive layers with samples. The correlation between the gas sensitivity of these
high impurity content have a substantially more developedayers and their refractive index is satisfactorily described by
surface relief. For instance, the characteristic size of the suthe dependence shown approximately in the figure: the
face roughness at the base may differ by an order of magnhigher the porosity, the lower the refractive index of the
tude, with typical dimensions of 0.1—¢dm. SnG,_, layer. We have therefore shown that laser interfer-
The difference in the refractive indices of the layers de-ometry can be considered to be an effective method for rap-
termined by ellipsometry cannot be attributed merely to thedly monitoring the porosity of layers to predict their gas
surface roughness. The difference between the ellipsometrigensitivity.
angles for layers of the same material with smooth and rough The authors are grateful to A. Yu. IIin for supplying
surfaces on substrates having the same surface structudata from studies of the microrelief of layers by atomic force
should not exceed 2—3°, according to existing estimfites microscopy.
which is substantially less than the difference obtained in the  This work was partially supported by Grant No.
present investigatiofiTable ). TsMID-37 from the Ministry of Education of the Russian
The correlation established between the gas sensitivitffederation.
of the detectors and the refractive index of the sensor film _
suggests that th diference between the refractive indices off & Yo7Eon Sovson e chare o I @,
the tin dioxide layers reflects the different degree of porosity. North Holland, Amsterdam, 1977: Mir, Moscow, 1981
Although a porous material is an optically dissipative 3T. Oyabu, Y. Ohta, and T. Kurobe, Sensors and Actuators, No. 9, 301
medium, no absorption was observed in the lay&rs @) in 4(1986- . o _ o
these ellipsometric investigations. Thus, the porosity of a Al'gsg'nBak'”' M. V. Bestaev, D. Dimitroet al, Thin Solid Films296, 168
material with a grain size of the order of the radiation wave- sk | polotov, A. B. Zi'berman, Yu. L. Ilin et al, Izv. Akad. Nauk Ross.
length is manifested as a reduction in the refractive index Akad. Nauk Neorg. Mater., No. 1, 83994.
averaged over volume. 6V. I. Pshenitsyn, M. I. Abaev, and N. Yu. LyzloEllipsometry in Physi-

. . cochemical Researdhin Russian, Khimiya, Leningrad(1986.
Table_ I_ a_'nd Fig. 1 re\_leal a good corre_lat|on betwe_en the7M. V. Bestaev, D. Ts. Dimitrov, A. Yu. Il'inet al, Izv. Akad. Nauk
gas sensitivity(characterized by the relative change in the sssr, ser. Fiz2, 549(1998.
resistance of the sens&R/R) and the effective refractive °G. V. Rozhnov, N. V. Bukhtiyarova, V. A. Kemarskiet al, in
index, and the porosity of the film has a dominant influence Ellipsometry: Theory, Methods and Applicatidiis Russiad, Nauka, No-
on its gas sensitivity compared with the influence of well- 0SPsk(1993. pp. 34-44.

known technological parameters such as the oxygen partiaranslated by R. M. Durham
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A study is made of the efficiency of forming high-power wide-band and ultrawide-band radio
pulses by a sequence of resonance compression steps. An analysis is made of the
compression of radio pulses with a rectangular envelope in a chain consisting of two or three
compressors, and also in a chain where the output signal from the first stage has an

exponential trailing edge and the other stages have rectangular envelopes. The maximum energy
storage efficiency is determined for a cavity excited by a signal with an exponential

trailing edge. ©1999 American Institute of Physids$5$1063-784£99)02704-X]

Novikov et al! showed that high-power wide-band and For compressors with single-mode cavities the following
ultrawide-band microwave pulses can be obtained by serelationships hold:rg~T, t;>7,, Qg<Qy, so that Egs.
guential resonance compression achieved by alternately stat)—(3) are transformed to give
ing and rapidly releasing the pulse energy in a linear chain of
cavities. However, any increase in the number of compres- M2:4'8(1_qu_ti(1+'8)/27P))2Mg/(1+B)Z’
sion stages clearly leads to additional energy losses. Conse-
quently, the energy characteristics of these devices may be 5 ) ) o )
poor and depend strongly on the parameters of each stagdhereMg=1/2a is the cavity gain is the round-trip at-
For instance, the efficiency of the device in Ref. 1 did nottenuation constant of the wave, affids the round-trip time.

=y, np~1, M2~ gyt IT, 4

exceed 7% at a gain of 28 dB. In this context the possibil- For a chain ofN compressors we then obtain
ity of optimizing these systems to enhance the gain and the N N
efficiency naturally arises. MZ=t, .1:[1 il Tn=tyen /Ty, %Nmi];[l 7 (5)

In the present paper the gain and the efficiency are ana-
lyzed for the sequential compression of microwave pulsegynereT,, is the round-trip time in the cavity in the last stage.
with a rectangular envelope and also for the compression of  ggtimates show that two or three stages are a realistic
pulses with an exponential trailing edge. proposition. A larger number leads to an unjustified increase

1. Pulses having a nearly rectangular envelope are compy the weight and size of the system and appreciably lowers
press«_ed in a chain o_f czompressors _W_lth single-mode cavitieg,e efficiency. The duration of the output signal from the first
For this case the gaiM“ and the efficiency of energy trans- giage cannot exceed 30-40ns, since any further increase re-
fer to the loadx for each stage are given by sults in an extremely long cavity at this stage, with a propor-

M2=48(1—exy —ti(l+,8)/27-p))2 tional d_ecrease in the g_aim/l(f~_1_l'l'1). Thus, for the second
and third stages the inequalitigs ;< 7,53, (t,=T1, t3
X(Tp/TB—ﬂ—l)/(l+B)2, x©= 1Ny, (1) =T,), are satisfied, which imply that the cavities at these

stages must operate with strong overcouplif ,(85>1).
where B is the coupling coefficient between the cavity andAS% result wepl‘indr;2 ~038 (Refg 3, and ch))r er?e(fvio- a)nd

the .rf sc_acnonli is the input pulse durat.|or’r,p andrg are the three-stage systems expressi¢Bshave the form
cavity time constant and the attenuation constant of the out-

put pulse,ny is the energy storage efficiency,, is the cav- M§:2~0.8n1t1/T2, Mﬁ,:3~0.647;1t1/T3,
ity efficiency,
5 %N:2%0.8771, %N:3%O.647]1. (6)
= 4B7p(1=exp(—t(1+ B)f2my))" It can be seen from Ed6) that the gain of the system
(ti(1+B)?) (from Ref. 3, used to compress pulses with a rectangular envelope is a
function of the storage efficiency of the first stage and the
7,=1-Qg/QnH, (2)  ratio of the durations of the input and output pulses, while

the efficiency is only a function of the storage efficiency of
She first stage. In the first stage fairly long cavities must be
used, having an almost constant valuegf, so that for
givent, the optimum valug3, is also constant; therefore, if
the durations of the input and output pulses are fixed, the

Qu andQg are the cavity Q factors in the storage and releas
regimes.

Equations(1) and (2) readily yield a relationship be-
tweenM?, ny, 7,, t;, andx:

M2= ot | Ta=xti I 75 = 7uti(Qo/Qe— B— 1)/ s, gain and efficiency of the chain will be constant almost re-
gardless of the individual parameters of the first stage. Thus,
Qu=0Qx(1+B). 3 in this particular case the choice of the first stage should be

1063-7842/99/44(4)/2/$15.00 470 © 1999 American Institute of Physics
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dictated merely by the acceptability of its overall weight (1= Bo— 12/ 78)12B,~2zIn2/ (1~ 2). (13
characteristics and electrical strength for a given input power
level.

2. Single-mode cavities can deliver pulses with a rectan
gular envelope and have a high géim to 20 dB. However,
because of their low Q factor and small volume, these cannot  7,,,=4(1— 75/ 71,,)/e*~4/e’—0.54, (14
store a sufficiently large quantity of energy, and thus they . .

. . 7 and the gain decreases monotonically as
cannot be used to obtain pulses with a high stored energy.
Relatively high-Q multimode cavities are more suitable for M3~ 4M(2)2¢B/(e27p2)~4M(2)2/
this purpose, since these have a large volume with small 5 5
overall dimensions and can form fairly long high-energy (e%(B2+1))—47e/(e°T3). (15)
nanosecond microwave pulses-{00ng. However, since Thus, these last expressions indicate that when the cavity
they have a high storage efficiency(~0.6), compressors s excited by a signal with an exponential trailing edge, the
with multimode cavities have a relatively low gain (0dB)  storage efficiency cannot exceed 0.54 and the gain decreases
and an output signal with an exponential trailing edge. Thismonotonically as the exciting pulse becomes shorter, it tend
makes them uncertain prospects for use in the first stageo unity for 7z~2T,. However, since for oversize cavities
while their use in the second and third stages is very doubtene generally hasg>10T,~0.17,,, the second-stage gain
ful. Thus, we shall only consider a chain with a multimode will be at least 5—-10 in any case. For a chain of two or three
cavity in the first stage and single-mode ones in the follow-compressors expressio(f, (10), and(11) readily yield ex-
ing stages. The output pulse envelope for a compressor witressions fon\/|§I and sy :

a multimode cavity is given By

b%(t) =881 8s(1—exp —ty(1+ B1)/27,))?P,

In general Eq(13) can be solved numerically. However,
in the limiting case when,,> 7g, it is easy to establish that
Bo~1pp /73— 1. Theny,, tends asymptotically to

Ml%l:2:%1772t1/T21 Mﬁ|:3=0.8x1n2t1/T3,

, xN=2= %172, xn=3=0.8%172, (16)
X exp—trg)l(1+B1)°, @ where x; is obtained from Eq(1) and 7, is determined by
where Bz is the output coupling coefficient of the cavity, formulas(12) and(13).
Be=Tp/ 78— B1—1, andPy is the generator power. It follows from Eqg.(16) that, unlike a chain of compres-

It can be shown that in this case, the storage process i®ors with rectangular pulses, in a chain where the signal has
the second-stage cavity is described by the differential equan exponentially decaying edge the gain and efficiency after

tion the first stage are determined by the energy transfer effi-
) ciency not only of the first stage but also of the second. Since
dby /dt+ba/27p0~ VBoD1 (1) MoiTo, (8)  generallyx,~0.6 (Ref. 2 and 7, as given by Eq(12) is
whereM, is the gain of the second-stage cavity. 0.3-0.5, in this case the efficiency of the firs’F two stages wiII.
From Eqs.(7) and(8) we find t_Je almqst the same as that for a cha_ln of s!ngle-mode cavi-
ties. This also applies to the gain. This confirms that a mul-
b,(t)=—4+b,(exp —t/7y) timode storage cavity is undoubtedly promising for the first

stage.
~eXp(~/27g)) 714 7gb1(0)/(T:M o2 275 = 710)). 3. To conclude, this analysis has shown that for a se-
9 quential compression of pulses with a rectangular envelope

after each compression stage and also of pulses with an ex-

ponential trailing edge after the first stage and a rectangular

envelope in the following stages, the gain and efficiency of

the system for fixed input and output pulse durations and a

M,(t)2=4M gz(exp( —t/my) —exp( —t/275)) %/ ((1+ B5) given number of stages are almost constant. This implies that
there is some freedom in the choice of size of the first-stage

X (1_ TpZ/TB(1+B2))21 (10) cavities.

72(1)=M(t)2T,/ 75. (12) It_has been establisr_]ed that the energy syqrage efficiency
for microwave pulses with an exponential trailing edge does

It can then be shown thall,(t)2 and 7,(t) have a maxi- not exceed 0.54.

wherery=27p,/(1+ 3,).
The gainM% and storage efficiency;, of the second
stage are then given by

mum at t=t,,, which is given byt,=2z7gIn(2/(z—1), The author would like to thank Yu. G. Yushkov for sup-
where z= 1, /(7g(1+ B5)). Then M,(t)? and 7,(t) have porting this work.
the values
M2 =4B,1 Z(Z(l/(l—z))_Z(Z/(l—Z)))Z/ 1S. A. Novikov, S. V. Razin, P. Yu. Chumerin, and Yu. G. Yushkov,
2m 2'B Pis'ma Zh. Tekh. Fiz16(20), 46 (1990 [Sov. Tech. Phys. Letl&(10),
_ 132 784(1990].
((1+52)(z=1)"T2), 23, N. Artemenko, Zh. Tekh. Fi6(10), 163(1996 [Tech. Phys41, 1058
_ 2 (1996)].
N2m=MomT2/ 75 . (12 3S. V. Baraev and O. P. Korovin, Zh. Tekh. FEO, 2465 (1980 [Sov.

These expressions yield an equation to determine the™s: Tech- Phye25, 1444(1980]

optimum input coupling3, of the second-stage cavity Translated by R. M. Durham
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An investigation is made of the influence of changes in atmospheric pressure with altitude and
the thundercloud geometry on the development of lightning propagating upward to the
ionosphere. It is shown that the mechanism for the development of high-altitude lightning does
not differ from that for the formation and propagation of ordinary lightning between a
thundercloud and the ground. It is established that high-altitude lightning forms as a result of a
reduction in pressure with altitude and can only take place from thunderclouds located at

high altitudes. ©1999 American Institute of PhysidsS1063-784199)02804-4

Studies of the physical mechanisms responsible for théy changes in pressure, atmospheric humidity, and thunder-
development of discharges between thunderclouds and thdoud geometry. Studies of discharge processes as a function
ionosphere observed recently from artificial satellites andf these parameters are important to identify the physical
termed “high-altitude lightning™? are important from the mechanisms for the development of high-altitude lightning.
scientific viewpoint and to determine their influence on the  We shall take a dipole electric charge distribution as the
characteristics of the ionosphere. Mechanisms usually corthundercloud model. We kndwthat the upper part of the
sidered responsible for the development of high-altitudecloud is usually predominantly positively charged while the
lightning include the propagation of streamers in thelower part is predominantly negatively charged, i.e., the
quasielectrostatic field of a thundercldddand breakdown thundercloud is an electric dipole. In addition to the main
by runaway electron$® In the first case, the lightning is charges, small regions of positive charge may occur at the
initiated and develops without any external factors being inPase of the thundercloud. The charged regions of the dipole
volved, whereas in the second case the initiation of the lighthave geometric dimensions of the order of a few kilometers.
ning is influenced by cosmic rays which generate high- ~ The change in pressure with altitude is expresset by

energy electrons which, on entering the strong electric field

of the thundercloud, are accelerated and create a flux of sec- p(z)=p(0) exp{ -
ondary avalanches. The second mechanism is supported by

the fact that the electric fields in a thundercloud are an Orde\fvherep(O) is the pressure at sea level, anib the height

of magnitude lower than the breakdown levels, and the i~ hove sea level in meters.

tiation of discharges in the absence of some other factors There exists a threshold field for breakdown, which is

can_not be exple_uned_. However, this mgchanlsm requIres €Xyetermined by the equality of the frequencies of ionization
perimental confirmation, whereas the first mechanism OCCUrS 4 attachment. For air this field B /p~24V/(m-Pa. It
in laboratory experiments. Extensive experimental data hagy,, |4 pe noted that these fields are required to initiate a
been acquired to support the electrical nature of the formagyeamer discharge or an avalanche—streamer transition but
tion and evolution of a leader discharge in long air gapsSnq; for streamer propagation. These fields may be found near
However, laboratory experiments are usually carried out inyicroinhomogeneitiegsuch as raindrops, charged particles,
nonuniform gaps with a particular electrode geometry and agnqg so op in a thundercloud. We knowthat the develop-
near-normal pressures. It is therefore necessary to study hoyent of a streamer discharge preceding the formation of a
changes in atmospheric pressure with altitude influence thader discharge depends on the air pressure, and the critical
formation and evolution of high-altitude lightning. The influ- electric field strength required for the propagation of stream-
ence of the thundercloud geometry on the formation of thesgrs decreases with decreasing pressure. Measurements in
discharges also requires investigation. long air gaps show that at atmospheric pressure positive
In the present paper we investigate how changes in aistreamers propagate in a figkg,/p~5 V/(m-Pa (Ref. 10.
mospheric pressure with altitude and the thundercloud geonmat an altitude of 20km, where the pressure is
etry influence the formation and evolution of lightning dis- p=8.2x10° Pa, the critical field for streamer propagation
charges from the top of thunderclouds to the ionosphere. Weiill be E%~41kV/m.
show that high-altitude lightning can be explained using ex-  The condition for a streamer—leader transition must be
isting concepts on the mechanisms for the development cfatisfied to initiate a lightning discharge. This condition is
streamer and leader discharges. usually satisfied if the electric field strength over the length
The development of high-altitude lightning is influenced of the streamer zone in the leader exceeds the critical value,

In10
] : 1)

18400~
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FIG. 1. Variation ofE/p with distancez from a thundercloud of radius

Ry=5 km for various cloud charge® when the upper part of the thunder-
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streamer—leader transition is only satisfied when the poten-
tial (charge of the thundercloud exceeds the critical value.
However, at high altitudes the condition for streamer propa-
gation can be satisfied at substantially greater distances from
the thundercloud because the pressure decreases exponen-
tially with altitude. For a uniformly charged spherical thun-
dercloud the electric field behavior may be expressed as fol-

lows: FIG. 2. Simulated patterns of breakdown trajectories, neglecting changes in
atmospheric pressure with altitu¢® and allowing for pressure changés.

A A AN AN ANANANAVAY AN AN A AV Ay 4y,

E=——, r>R,, (2
formation of upward-directed lightning is mainly influenced
whereR, is the radius of the thundercloug,is the volume by changes in pressure with height above sea level. The de-
charge density, and,=8.85< 10" >F/m is the permittivity ~ velopment of upward lightning becomes preferred when the
of free space. upper part of the thundercloud is situated at an altitude of
Measurements show that the volume charge density imround 20km or higher. This is also confirmed by
thunderclouds reachep~4nC, and the electric field observationg.Since clouds are usually lower than this, high-
strength ig E,,;,d=~50—100 kV/m(Ref. 11). altitude lightning is observed less frequently than cloud-to-
Figure 1 givesE(z)/p(2) as a function of the distanee  ground discharges. For certain ratios of thundercloud param-
from the upper edge of the thundercloud. It can be seen thaters and altitude, discharges can develop both toward the
the drop in pressure with altitude leads to a slower decreasground and upwardFig. 3).
in E/p with distance but that at high altitudes this quantity is ~ The physical pattern of the development of high-altitude
even higher than it is near the thundercloud. This behavior oflischarges is in many respects similar to the so-called incom-
E/p as a function of altitude has the result that it is prefer-plete discharges observed in long air gaps. The “blue jet”
able for the discharge to propagate upward from the thundedischarges correspond qualitatively to the development of
cloud rather than toward the ground. This is confirmed by thehe streamer zone of a positive leader, while the “red
following results. sprites” correspond to the processes in the streamer zone of
We shall use a method based on fractal th&ofyto  a negative leader. For instance, the minimum propagation
simulate high-altitude lightning. In Ref. 12 we used this velocity of a positive streamer corona in*4iand the propa-
method to simulate the formation of lightning with allow- gation velocity of the luminous front of a blue jet discharge
ance for intracloud discharges but we neglected the influencare the sameuv(~10° m/s) and they also have the same geo-
of changes in pressure with altitude. Here the fractal methodnetric shape. We note that the streamer zone of a positive
is used to simulate lightning discharges for various values ofeader is a conical region filled with a branching structure of
the potential, charge, and altitude of the thundercloud abovstreamer channels at whose fronts the amplification of the
the ground neglecting and allowing for changes in atmodield is sufficient for ionization. The same fine structure
spheric pressure with altitude. Figure 2 shows simulated pashould be observed in blue jet discharges. In Refs. 3 and 4
terns of breakdown trajectories from thunderclouds posiblue jet discharges are represented as the development of a
tioned at various altitudes. The calculations show that theingle streamer channel, but this model is incorrect, since the
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where(} is the apex angle at the tip of the streamer zdgge,
is the length of the streamer zone, ang-8.85x 10 2F/m
is the permittivity of free space.

The electric field at the front of a positive streamer zone
at an altitude of 40 km i€%,~3.4kV/m. The apex angle of
the streamer zone is usually~ 15° (Ref. 4 and the length
of the streamer zone is~=20 km. Substituting these values
into formula(3) we find that the charge in the streamer zone
is Q~0.7 C which gives an average electron concentration
ne~10"m~3. In laboratory discharges the charge of the
streamer zone is usuall®~10"°C. Estimates made from

7 7 7 7 777 777 77777 direct measurements of the luminous exitance of high-
altitude discharges giva,~10"m™3, i.e., they agree with
FIG. 3. Simulated pattern of a lightning trajectory propagating simulta-gur results. The intensity of the discharge optical radiation is
neously toward the ground and upward. determined by the densities of the air molecules and by the
rates of excitation of radiative transitiofisand may be ex-
pressed in terms of the charge concentratigras follows?

field at the front of this streamer is inadequate for ionization.
Red sprite discharges generally follow positive cloud-to-
ground lightning and are observed at substantially higher
altitudes compared with blue jets. The penetration of the
quasielectrostatic field of a thundercloud is small at high o
altitudes because the medium is highly conducting. Thus, Substituting the average value for the charge concentra-
only a rapidly varying field penetrates at high altitudes, sucH!on Ne~ 100"'m™3% we obtain the radiation intensity
as that created by discharges directed toward the ground:10°R (1R= 107 photonm™2-s™*) which also agrees
Qualitatively, red sprite discharges are very similar to dis-With the direct measurements. _ _ o
charges from plasmoids formed at the front of the streamer 10 conclude, the development of high-altitude lightning
zone in a negative leader in laboratory experiments in théS Strongly influenced by changes in pressure with altitude
atmosphere. The mechanism for the formation of these plagind for a given size of thundercloud there are critical poten-
moids is presently unknown. They may be formed as a resul@ls at which a discharge may form. This explains why light-
of the action of the electromagnetic field of high-power light- Ning propagating from the tops of clouds to the ionosphere is
ning. However, we can postulate that the nature of the foronly observed at high altitudes above 20 km where the pres-
mation of plasmoids in laboratory experiments and in high-Sure of the atmosphere is less than one-tenth of the pressure
altitude lightning is the same. One of the most probabledt Sea level. . _ .
mechanisms may be the focusing of streantptasma fila- This work was supported financially by the Russian
ment$ in a nonuniform electric field. This is because Fund for Fundamental Resear@@rant No. 97-02-16382)a
streamer formations are polarized in an external electric
field, i.e., they acquire dipole moments. Particles in a thun-
dercloud also acquire dipole moments and this promotes
their focusing in regions of strong field. Estimates made as-
suming that the Coulomb repulsion forces are equal to thglvwv- t gggﬁkﬁt g'éoGﬁoghézggs-lzggl(i’g%%ﬂg%-
forces qf attraction of the dlpole moments _show thc_';\t thiss,, 5’ Pas’k’o,.U. SPIr):aﬁ, and T. F. Bell éeophys. Res. L28. 301
mechanism does not contradict the observations. This samea9gs.
mechanism may result in the formation of cells in a thunder-*A. I. Sukhorukov, E. V. Mishin, P. Stubbe, and M. J. Rycroft, Geophys.
cloud. We know that a thundercloud has a cellular structure.,R®> 'g&tr-g\:,";cf?(bg‘)&-"kh and R. Roussel-Dupre, Phys. Left185
Cells with different densities of excess charge were also ob- ;¢4 ('1993. AR ' ' pre, Fhys.
served when cumulus clouds growing into thundercloudséa. v. lvanovski, Pis'ma zh. Tekh. Fiz22(12), 6 (1996 [Tech. Phys.
were probed by airplan€. Lightning is clearly initiated in Lett. 22(6), 480(1996].
these zones of excess charge density. 72/|4(2A) %na%ggd E. P. Krider, IEEE Trans. Electromagn. ComBMC-
It is interesting to determine the parameters of high-spandnook of F;hysicaI,Quantitiesedited by I. S. Grigor'ev and E. Z.
altitude discharges and compare them with the parameters ofveilikhov [in Russiai, Energoatomizdat, Moscod991).
discharges in laboratory conditions. For instance, using thlezC- T. Phelps and R. F. Griffiths, J. Appl. Phy&, 2929(1976). _
Gauss theorem we can estimate the charge introduced by th(%'ﬁ"(g) F;eo”(‘i‘gg);'[%cﬁviﬁfsgng 4'6\3"(1\392]0”1*’9“"0""" Zh. Tekh. Fiz.
streamer zone of a leader from the known electric fieldyy, DY. Rustet al, in P.roceedinés of the Niﬁth International Conference
strength at the boundary of the streamer zBgeas on Atmospheric ElectricitySt. Petersburg, Vol. 1, 160992.
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discharge
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Results are presented from an investigation of the generation and focusing of shock—acoustic
waves by a multicenter discharge in an electrolyte in the shape of a segment of a sphere

of radiusR=170 mm and apertur® =145 mm. It is shown that compared with the well-known
electric-discharge generators of shock—acoustic waves, the development of this type of
generator holds great promise. 99 American Institute of PhysidS1063-784£99)02904-9

At present, shock—acoustic wave generators are finding In the present paper we consider the possibility of gen-
increasing applications in medicine, underwater acousticgrating and focusing shock—acoustic waves created by a
and in scientific research. Topical problems involve formingmulticenter discharge in a liquitiThis is a discharge where
shock—acoustic waves-0.1-1us) of a particular geometry numerous plasma centers are formed above the surface of
in a given space. The following methods of generating andne of the electrodes, outside the interelectrode gap and open
focusing shock—acoustic waves are currently available foto the shock—acoustic wave radiation. The shape of this sur-
noninvasive lithotrypsy, surgery, and therdyl — using  face may be specified. Here we report the first results of
point electrical breakdown in water focused by a reflector inelectrodynamic investigations for a multicenter electric-
the shape of a truncated cavity of an ellipsoid of revolution;discharge emitter in the form of a segment of a sphere
I — using an electromagnetic emitter, where a concaveof radius R=170mm with a radiation working aperture
metal membrane is set in motion by electromagnetic radiab =145 mm.

tion; Il — using piezoelectric elements mounted in a mosaic  The apparatus is shown schematically in Fig. 1. A posi-
pattern on a segment of a sphere or other profile, IV — usingive emitting electrodd. in the form of a segment of a sphere
laser methods with various geometric profiles. and having peaking devic&was prepared by special tech-

nology as a periodic grating structure in an insulating frame-
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FIG. 2. Results of measurements of the peak parameters of shock—acousti ¢
FIG. 1. Schematic of multicenter electric-discharge generator of shock-waves at the focus for three electrolyte concentrations as a function of the
acoustic waves with focusin@ and magnified multicenter electrode). capacitor voltage.
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75F generator R=170 mm, nine turns, sector working diameter
-l U= kv D=220mm, gap between planar coil and membrane
50k 2 p 250um) for the same parameters of the initial current source

and energy stor€ shows that the multicenter generator has

< 25k advantages over well-known electric-discharge generators
- “L because the discharge time can be reduced. Figure 3 shows
ok N oscilloscope traces of the current for geometrically similar
— electromagneti¢tracel) and multicenter generatotsace?2)
25 i \/ with the same capacitive energy store. These traces show that

| | by replacing the inductive load with an active one, we can
reduce the discharge time and therefore the duration of the
i shock—acoustic wave. We note that this electromagnetic gen-

_ _ o erator has parameters close to the optimum for this type of
FIG. 3. Oscilloscope traces of the current for geometrically similar shock—

acoustic wave generators using the same current soliree:electromag- generatoF. . .
netic, 2 — multicenter. We know that the sharpness of focusing and the ampli-

tude of the focused shock—acoustic wave depend on the pa-
rameterk=D/F (F is the focal length i.e., the largek, the

work K with apertures3 (d=1 mm). The entire surface of better the focusing of the wave. However, for electromag-
the electrode, except for the peaking devices, was coveregetic generators an increase in the paramietéor fixed F)
with insulator. The steel peaking devices had an average erificreases the inductantg(L ~D) which therefore increases
areas~0.15mnf and heighth~0.1 mm. The distance be- the discharge time~R L C and the duration of the shock—
tween the peaking devices wks 3 mm, and the number of acoustic wave. Reducing the inductance of electromagnetic
these emitting peaking devices was around 2000. A coppetenerators by reducing the gap between the coil and the
negative electrodd comprising a spherical segment of di- membrane is limited by the electrical strength of the insulat-
ameterD=220mm was positioned at a distanee=4.5 ing spacers. For a multicenter shock—acoustic wave genera-
(+0.5) mm below the positive electrode plate. The electroddor (with the same energy stof€), the situation is the re-
system was immersed in an electrolyte solution. A capaciverse. In this case, if the electrical conductivify of the
tanceC=2 uF charged from a current sourc¥)(was dis-  electrolyte is fixed, an increase in the aperture leads to an
charged across the working electrodesnd4 by means of a  increase in the number of peaking devicesnd the total
controllable spark gap. The pressure field was measured €lectrode are=ns, which reduces the load resistanke
using a tourmaline piezoelectric transdu&ewith 0.5mm  ~H/(y S), the discharge time, and hence the duration of the
spatial resolution and 0.Q5s temporal resolution. The dis- generated and focused shock-acoustic waves. The larger
charge current was monitored using a low-inductance shuritumber of peaking devices means better erosion resistance
Rs=10%Q and an S-9-27 oscilloscope connected to a percompared to type | point electrical-breakdown generators.
sonal computer. Multicenter discharges were generated in afye also note that for voltages above 8kV the discharge time
aqueous solution of 5-20% sodium chloride at voltages bemay decrease nonlinearly as a result of electrodynamic pro-
tween 1 and 10kV. cesses at the peaking devices, but this topic is outside the

Figure 2 gives results of measuring the peak parametergcope of the present article.
of the parameters of the shock—acoustic waves at the focus This work was supported by the Russian Fund for Fun-
for three concentrations of the electrolyte solutigfb, 10%, damental Research Grant No. 96-02-19329.
and 20% NaQlfor capacitor voltages up to 10kV.

We established that an increase in the concentration of
the electrolyte' solution red.uc'es.the amplitude of the emitteqlKh. Raikhenberg, Radiotekh. Elekirons(9), 194 (1988
shock—acoustic wave. This indicates that the eletroacoustiey, v andriyanov, A. A. Li, and V. S. Teslenko, Vopr. Kurortol. Fizio-
efficiency depends on the electrolyte concentration. At low terapii LechebnbFizkul't. No. 3, 54(1993.
discharge energies the oscilloscope traces of the pressuﬁé/'. S. Teslenko, A. |. Zhukov, and V. V. Mitrofanov, Pis’'ma Zh. Tekh.
pulses show a rarefacton wave. As the discharge energy; %2415, 201588 [Tech s, Loy, rsitoos)
increases, the rarefaction wave may be converted into a com-q3), 199 (1994].
pression wave because of cavitation processes in the focdlvu. V. Andriyanov and S. P. KryuchkovAcoustics of Inhomogeneous
regionf‘ Media (Dynamics of Continuous Media 110 Russian, Novosibirsk

A comparison between this multicenter shock—acoustic (1999, pp. 12-18.
wave generator and a geometrically similar electromagnetiCranslated by R. M. Durham
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Galathea plasma trabsontain current-carrying conduc- possible. Bearing in mind these constraints, we selected
tors immersed in the plasma. These conductors are calledingsten, which can reduce the neutron and gamma energy
myxines and are specific to the GalatRe that analyses of flux tenfold at a low vapor pressure~(@0 'Torr at
possible myxine designs are urgently required for the devel--2000 K) with a thickness of 10—15 cm. Its thermal conduc-
opment of a Galathea fusion reactor. tivity is ~100 W/mK and the thermal diffusivity is-0.4

In the present paper we consider fundamental aspects @fr?/s. The most important characteristic of tungsten is its
the design of a myxine with a superconducting chord for aarge neutron albedo, which in our model reache60%.
demonstration reactor, i.e., a Galathea with a pulse duration The thickness of the gray zone with the heat-insulating
of around 1000s. The myxine parameters should be mainzacuum shield was selected as 45cm. The rate of tempera-
tained during burning of a DT plasma, from which a neutrontyre rise of the layer was estimated here neglecting the ther-
flux of 1 MW/m? reaches the myxine surface. The main fea-ma| conductivity of the shieldN~0). This zone is mainly

tures of the myxine design described below were reported ajtainless steel. In addition, three water-based layers used to

4 .
conferences: _ . o moderate the fast neutrons and reduce the energy release in
We consider a three-zonéor triple-shel) radiation-  the gray zone.
accumulative myxine in which the outéfred” ) shell is The blue zone(cryozong contains a NgSn supercon-

heated toT~2000K and effectively radiates up to 90% of gucting chord immersed in a hydrogen slush with a heat of
the incident energy flux from the plasmaMW/m®). The = f,jon of 4.2 J/crh The minor radius of the cryozone is
next(“gray” ) layer is separated from the red by a multilayer 55 ¢y the cooled volume of one linear meter of the myxine
heat-insulated vacuum shield and should reduce the energy approximately 0.2 fim, the thickness of the supercon-
flux to the superconductor by a factor of approximatelyducting coil is around 5cm, with a minor radius of 20 cm,
1000. Fm:llyt,_ the third( t.)“:;.a ) Zone 1s thed gryohzc:jne. A and the total cross section of the superconductor is
superconducting NiSn winding is immersed in hydrogen ~630cnt. The permissible energy at the superconductor is

e o nting 0 M. The pover T (o the Non i i 1
b P y 800 W/m for a 1000's pulse.

point of hydrogenT=14K. In the working state the tem- . . .
) . : This myxine design presupposes that there are thermal
perature may rise to 17 Kevaporation point of hydrogen at | . . ) . .
1atm, at which NaSn is still a superconductor. The cryo- bridges passing through the heat-insulating vacuum shield
' g&ld linking the gray zone with the red zone and the cryo-

zone is also separated from the gray zone by a heat-insulat ) .
vacuum shield to reduce the heat flux to the cryozone oufone. Estimates show that the heat fluxes flowing across the

task is to determine the transport and absorption of neutrontg‘ermal bridges are considerably lower than the incoming

and gamma rays in this myxine design. We report results ofN€rgy flux with the neutrons and gamma rays. We propose

preliminary calculations of the energy distribution over thethat tungsten should be used in the red zone for structural
minor diameter of the myxine, which is taken to be 1.7 mStrength and that stainless steel should be used in the gray
with its volume divided into 15 layers. The calculations were@Nd blue zones. The myxine cross section is shown in Fig. 1.
made using the MCNP cotleecommended for neutronics 1he thickness of the red zoriingsten is 15 cm, the thick-
calculations at ITER. The specific heat of the materialsness of the gray zone with the heat-insulating vacuum shield
which can be used in the myxine varies between 1.6 and 3.65 45 c¢m, and the cryozone radius is 25cm.

Jien® K for C, Si, W, and Fe, respectively. Estimates show  The heat distribution over the myxine thickness from the
that the average myxine temperature would react000K  neutrons and gamma rays was calculated for several sets of
after a 1000's fusion pulse if there is no cooling. Thus, ramaterials. The simplest version is shown in Table I, which
diation of most of the energy by the red layer limits the indicates that 15cm of tungsten is sufficient to absorb most
myxine temperature. We shall analyze each myxine zone iof the energy in the red zone, and the release in the cryozone
greater detail. is then reduced approximately 1000 times.

The main constraints on the red zone are that it should We then determine the current in the myxine required to
absorb approximately 90% of the neutron and gamma-rajorm a magnetic layer 50 cm thick around the myxine, be-
energy, the materials should have a low vapor pressure &veen the plasma boundary and the myxine surface, to pre-
2000 K, and the thickness of this zone should be as small agent fast alpha particles from reaching the myxine. For a

1063-7842/99/44(4)/2/$15.00 478 © 1999 American Institute of Physics
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TABLE I. Distribution of neutron and gamma-ray energy release over fif-
teen layers of myxine cross section.

Layer Material W, W /cn?
1 Hydrogen 1.82—-03
2 Nbs;Sn 8.3E-03
3 Hydrogen 2.1E—-03
4 Ice 3.9E-03
5 SS 1.5€—-02
6 SS 3.0E—-02
7 SS 1.06-01
8 Ice 45E—-02
9 SS 1.6E-01
10 SS 2.68-01
11 SS 8.38-01
12 Water 4.3@-01
FIG. 1. Cross section of myxind=—red zone2—gray zone 3—blue zone, 13 Tungsten 2.08+00
4—magnetic layer of myxineg—vacuum shields with thermal insulati@n 14 Tungsten 2.35+00
15 Tungsten 5.38+00

Note Each layer is 5 cm, layers 1-3 form the cryozone, layers 4—-12 form

L . the gray zone, and layers 13-15 form the red zone; layers 4, 8, and 12 are
magnetic fieldB~1 T at the outer boundary of the magnetic \yater, and layers 1 and 3 are hydrogen slush.

layer, the current in the superconductor should he 7 MA

for the chosen dimensions. Estimates show that the totalhoyld not exceed 1/20 of the cost of the magnetic system
mass per linear meter of myxine together with the structurgyith the radiation shield in the ITER reactor.

is around 15tonnes. In this case, levitation of the myxine

may be sustained by an additional transverse magnetic fielda. 1. Morozov, Pis'ma zh. Tekh. FizL6(15), 86 (1990 [Sov. Tech. Phys.

of around 0.03T. Lett. 16(8), 597(1990]. _

The myxine is one of the principal components of the ﬁi;é:q”;r;’ﬁ;‘s’lgnjg\é(kgggr]'p“m"' Fiz. Plazmyl8, 838 (1992 [Sov. J.
Galathea so that an estimate of its cost will give some idea 0B | morozov, V. A. Nevrovsky, and V. 1. Pistunovich, Rroceedings of
the overall cost of a Galathea fusion reactor. At present it is the Sixth Conference on Engineering Fusion ProbleBis Petersburg,
difficult to make an absolute cost estimate. However, its cost4i9?7Momzov V. A Nevioveky. and V. 1. Pistunovich. IAEA Techmical
may be _compared with that of the ITER experimental toka- C.or.nmittee m’eet.ing. on “InnO\ye’\tive A[;p;oaches to F’usion,” Pleasanton
mak fusion reactor. (USA), 1997.

The design of the myxine may be compared with one *®MCNP—A General Monte Carlo Code for Neutron and Photon Transport
section of the ITER fusion reactor, having a single toroidal Version 3a, _edited by J. Briesmeister, Report No. LA-7396-M, Rev. 2, Los
magnetic coil together with a radiation shield, i.e., 1/20 of A/amos Natonal Laboratory1986.

the reactor. From this it follows that the cost of the myxine Translated by R. M. Durham
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