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New model interaction potential for the description of charged particle motion in matter
E. G. She kin
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A new model interaction potential, in the form of a screened Coulomb potential, is proposed.
Analytical expressions are derived for the stopping power of ions in elastic collisions. A
program is written for Monte Carlo calculations of the ion ranges in an amorphous substance,
taking inelastic losses into account in the continuous-slowing approximation and taking
elastic collisions into account in the approximation of the new model interaction potential. The
ranges of Cu and Rb ions in C and B targets are calculated. The results of the calculations
are in good agreement with experiment. ©1999 American Institute of Physics.
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INTRODUCTION

Various models of the interatomic interaction potent
are used in describing the motion of fast charged particle
matter. Extensive use has been made of screened Cou
potentials,1 which are written in the form

V~r !5
Z1Z2e2

r
FS r

aD , ~1!

where Z1 and Z2 are the nuclear charges of the collidin
atomic particles,e is the electron charge,r is the distance
between the colliding atoms,a is the screening length, an
F(r /a) is the screening function.

Usually F(r /a) is approximated by its expansion in
sum of exponentials:1

F~r /a!5(
i 51

n

ci exp~2dir /a!. ~1a!

The values of the coefficients of the expansionci anddi

for various potentials are given in Refs. 1 and 2. The s
plest potential of the type~1! is the Bohr potential, for which
in Eq. ~2a! we haven51, c151, and d151. Interaction
potentials of the type~1! are used in the Monte Carlo com
puter simulation of the sputtering of materials, the reflect
of ions from the surface of a solid, ion implantation, e
Despite the relatively simple form of the interaction potent
~1! and ~1a!, the calculation of the parameters of a fast p
ticle after elastic scattering by the target atoms requires
merical integration,1 which drastically increases the compu
ing times and involves a large number of trials. It wou
therefore be helpful to construct a new model potential t
would correctly reflect the principal scattering laws and t
could be used to derive analytical expressions for calcula
the parameters of a fast particle after elastic scattering.

CONSTRUCTION OF A NEW MODEL INTERACTION
POTENTIAL

Grandeet al.3 have published the results of a comparis
of the experimental ranges of low-energy and mediu
4811063-7842/99/44(5)/5/$15.00
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energy heavy ions in boron and carbon with the results
Monte Carlo calculations using the TRIM code. The resu
of calculations by the TRIM code, which uses a so-cal
universal interaction potential to describe the elastic scat
ing of ions, disagree strongly with the experimental resu
On the other hand, the passage of low-energy and medi
energy heavy ions through matter has been investigated
series of papers4–7 using a simpler approximation of the in
teraction potential. In those studies a modified hard-sph
model was used, where the scattering of ions was treate
the hard-sphere model and the total elastic scattering c
section was assumed to depend on the energy of the io
was obtained in terms of the known energy dependence
the ion stopping power. The analytical expressions obtai
in Refs. 5 and 6 are in good agreement with experimen
results3 for low ion energies corresponding to a normaliz
energy«,0.1 ~standard notation is used here!. When the
energy is increased in the theory, the standard deviation
the projected ion ranges are observed to be too high, pres
ably because the interaction potential used in the theor
too rigid.

In light of the unquestionable success of the modifi
hard-sphere model in describing the passage of low-ene
heavy ions through matter, it is proposed that the screen
function be introduced in the simplest form, which has
effect similar to the hard-sphere model in that it ensure
finite radius of interaction of the colliding particles, but wit
a softer interaction potential than for hard spheres, wh
goes over to a Coulomb potential at high ion energies. T
proposed screening function is

F~r !5H 12r /a for r<a,

0 for r .a,
~2!

wherea is the screening length.
The scattering angle of the incident ion in an elas

collision with a target atom in center-of-mass coordina
~CM frame! is given, according to Ref. 1, by the relation

x5p22w0 , ~3!
© 1999 American Institute of Physics
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where

w05E
r min

` r dr

r 2A12
r2

r 2
2

V~r !

Er

,

r is the impact parameter,r min is the distance of closes
approach of the colliding particles,Er is the kinetic energy in
the CM frame, which is related to the ion energyE in the
laboratory frame~for stationary target atoms! by the equation
Er5m2E/(m11m2), m1 is the mass of the ion, andm2 is
the mass of the target atom.

Substituting the potential~3! into Eq. ~1! with the
screening function in the form~2!, after simple mathematica
transformations we obtain an equation for the cosine of
scattering angle in the CM frame:

cosx512
2~12t !~ r̃/a!2

4t14t~ r̃/a!1~ r̃/a!2
, ~4!

wheret5(r/a)2 and r̃5Z1Z2e2/Er .
The resulting equation~5! can be used to determine th

ion stopping powerSn in elastic stopping and the stragglin
V2 of the energy losses in elastic collisions. According
Ref. 8, these functions are given by the relations

Sn5E
0

Tmax
T ds, V25E

0

Tmax
T2ds,

whereT is the energy transferred to the target atom in co
sion with the ion,Tmax54m1m2E/(m11m2)2 is the maxi-
mum energy transferred, andds is the differential scattering
cross section.

Taking into account the relationsT5Tmaxsin2(x/2) and
ds52prdr, we obtain

Sn5Tmaxpa2f ~X!, V25Tmax
2 pa2F~X!,

where

f ~X!5X@~11X!ln~111/X!21#,

F~X!5X2@11~11X!~1/X22 ln~111/X!!#,

X5
~ r̃/a!2

4~11 r̃/a!
. ~5!

We transform to the conventional dimensionless va
ables used in analyzing the motion of fast particles in mat
according to Ref. 8:

«5E
m2aTF

Z1Z2e2~m11m2!
,

sn~«!5
m11m2

m1

1

4paTFZ1Z2e2
Sn~E!,

v~«!5
1

p S m11m2

4Z1Z2e2m1
D 2

V2~E!,

aTF50.8853a0 /(Z1
2/31Z2

2/3)1/2 is the screening length in th
Thomas–Fermi approximation, anda0 is the Bohr radius.
e

-

-
r,

From Eqs.~5! we obtain expressions for the ion stoppin
powersn(«) and the stragglingv(«) of the energy losses in
the form

sn~«!5S a

aTF
D 2

« f ~X̃~«!!,

v~«!5S a

aTF
D 2

«2F~X̃~«!!,

X̃~«!5
1

4

~aTF /a!2

«21~aTF /a!«
. ~6!

It follows from Eqs.~6! that sn→ ln «/2« andv→1/4 in
the limit «→`, coinciding with the asymptotic behavior o
the functionssn andv for the Coulomb interatomic interac
tion potential. In the limit«→0 we havesn→(a/aTF)2«/2
and v→(a/aTF)2«2/3, consistent with the hard-spher
model.4

In low-energy experiments the ion stopping power is o
served to have approximately a square-root dependenc
the energy,8 which differs from the dependencesn(«) given
by Eqs.~6!. To bring Eqs.~6! closer to reality, it is proposed
that the screening lengtha be assumed to depend on the io
energy. In this way the screening function in the interact
potential~1! is assumed to depend not only on the distan
between the colliding particles, but also on the energy of
ion. If the dependence of the charge state of the ion~which
largely dictates the screening function! in its motion through
matter is taken into account,8,9 the stated assumption appea
entirely reasonable. To ensure thatsn→A« in the limit
«→0, in Eqs.~6! we introduce the energy dependence of t
screening length in the form

a5aTF«21/4/b, ~7!

where the parameterb can be regarded as a fitting paramet
For this energy dependence of the screening length

stopping power and the straggling assume the form

sn~«!5
A«

b2
f ~X̃~«!!,

v~«!5
«3/2

b2
~X̃~«!!,

X̃~«!5
b2

4~«3/21b«3/4!
. ~8!

In Figs. 1 and 2 the ion stopping powers and straggl
of the energy losses, calculated from Eqs.~8!, are compared
with the corresponding functions for the Molie`re and Kr–C
potentials given in Ref. 8. Forb50.54 the ion stopping
power obtained in this paper essentially coincides with
stopping power for the Kr–C potential at ion energies in t
interval 1023<«<0.1. For b50.6 these stopping power
essentially coincide in the energy interval«.0.1. The
energy-loss straggling obtained in this paper forb50.54 is
greater than the straggling for the Molie`re and Kr–C poten-
tials. For b50.7 the straggling calculated from Eqs.~8! is
close to the straggling for the Kr–C potential.
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NUMERICAL SIMULATION OF THE RANGES OF IONS IN
MATTER USING THE NEW MODEL POTENTIAL

We have developed a program for simulating the ran
of ions in matter by the Monte Carlo method, using t
above-described model interaction potential. Let us first
the approximations used in the program. We conside
stream of ions with initial energyE0 in normal incidence on
the surface of a solid. The surface is located at the sp
coordinate x50, and the solid occupies the half spa
x.0. As the ions pass through the material, they experie
elastic collisions with target atoms with random variations
their energy and direction. We assume that in motion
tween successive elastic collision events an ion loses en
in inelastic collisions, which are treated in the continuou
slowing approximation. We trace the motion of the ion un
its energy drops below a certain threshold levelEth . By anal-
ogy with Ref. 5, the threshold energy is defined in terms
the displacement energy of a target atomEd . The computa-
tion is also stopped when the ion goes beyond the boun

FIG. 1. Stopping powers of ions for various interaction potentials: the Kr
potential~solid curve!; the Molière potential~dot-dashed curve!; calculated
from Eq. ~8! for b50.54 ~dotted curve!; the same, forb50.6 ~dashed
curve!.

FIG. 2. Straggling of the energy losses for various interaction potentials
Kr–C potential~solid curve!; the Molière potential~dot-dashed curve!; cal-
culated from Eq.~8! for b50.54 ~dotted curve!; the same, forb50.7
~dashed curve!.
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of the solid (x,0). When an ion comes to rest in the mat
rial, the coordinate at which it stopped is determined a
written to a file from which the spatial distribution of ion
implanted in the material is constructed. The number of tri
~number of ion trajectories traced! is set relatively high to
ensure that the results will be statistically reliable.

In the Monte Carlo simulation of various processes ra
dom variables are customarily expressed in terms of one
dom variablej distributed uniformly in the interval from 0 to
1. In the simulation of ion ranges in matter the distance t
versed by an ion between successive elastic collisions,
impact parameter, and the azimuthal scattering angle are
garded as random variables. The probability density funct
of the ion energy changing from« to «8 as a result of inelas-
tic slowing processes during its motion between two succ
sive elastic collision events is determined in accordance w
Ref. 7 from the relation

p~«,«8!5
1

Q

s~«!

paTF
2 se~«!

expF2E
«8

« 1

Q

s~«8!

paTF
2 se~«8!

d«8G ,

~9!

whereQ54m1m2 /(m11m2)2, se(«) is the stopping power
of the ions in inelastic slowing, ands(«) is the total elastic
scattering cross section, which is defined interms of
screening length,s(«)5pa2(«).

On the basis of Eq.~7! we haves(«)5paTF
2 /(b2A«).

Equation~9! permits the energy«8 to be expressed in term
of the random variablej by means of the law of transforma
tion of random variables.10 Assuming thatse(«)5kA« , we
readily obtain

«85«kQb2
. ~10!

The inelastic energy losses of an ion is described in
continuous-slowing approximation by the equation7

d«

dl
52Ase~«!,

whereA5QnpaTF
2 , andn is the density of target atoms.

The determination of the distance traversed by an
between elastic collisions from the above equation is ob
ous:

l 5
2

Ak
~A«2A«8 !. ~11!

Substituting Eq.~10! into ~11!, we express the distancel
in terms of the random variablej:

l 5
2A«

Ak
~12jkQb2/2!. ~11a!

The valuej50 corresponds to the maximum distan
between collisionsl 52A« /(Ak). For j51 we havel 50. If
inelastic processes can be ignored,k→0, it follows from Eq.
~11a! that l→ ln(1/j)/ns(«). This condition corresponds to
the limiting case of free motion of the ion between elas
collisions.1

The variation of the ion parameters as a result of ela
scattering by a target atom are described by relations ta
from Ref. 1:

e
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cosQ5S 11
m2

m1
cosx D YA112

m2

m1
cosx1S m2

m1
D 2

,

«9

«8
5S 112

m2

m1
cosx1S m2

m1
D 2D Y S 11

m2

m1
D 2

,

whereQ is the scattering angle of the ion in the laborato
frame,«8 is the energy of the ion before collision,«9 is its
energy after collision, and cosx is defined by Eq.~4!, in
which t is proportional to the square of the impact parame
and is modeled by the random variable according to the
lation t5j.

The coordinatexk of the k th collision of an ion in the
material is determined by summing the corresponding
placements of the ion along thex axis as it moves betwee
successive elastic collisions:

xk5 (
j 50

k21

l jm j ,

wherel j is the distance traversed by the ion between thejth
and the (j 11)st elastic collision, andm j is the cosine of the
angle between the trajectory of the ion after thejth collision
and thex axis.

According to Ref. 5,m j obeys the recursion relation

m j5m j 21 cosQ1A12m j 21
2 sinQ cosc.

The azimuthal scattering anglec is expressed in terms of th
random variablej by the relationc52pj.

Our tracing of the trajectories ofN ions from their first
entry into the material until they stop produces a set of v
ues of the coordinates at which the ions stop in the mate
x̂i , i 51, . . . ,N. These calculations are used to plot his
grams of the spatial distribution of implanted ions and
determine certain averages: the average projected rangRp

and the rms deviationDRp of the projected ranges:

Rp5
1

N (
i 51

N

x̂i , DRp5A1

N (
i 51

N

x̂i
22Rp

2 . ~12!

RESULTS OF MONTE CARLO CALCULATIONS

To describe the ranges of ions in matter by the giv
model, it is necessary to specifyk, which characterizes the
inelastic energy losses, andb, which characterizes the
screening length. We regardb and k as fitting parameters
and determine them by trial and error in comparing the
sults of the numerical calculations with experiment. In Ta
I the experimental values ofRp and DRp from Ref. 3 are
compared with the results of the Monte Carlo calculatio
For each energy the calculations are carried out by track
105 histories. The relative error of calculation of the avera
value ofRp , estimated in accordance with Ref. 10, does
exceed 0.3% in this case. The values ofb andk for the given
ion–target pairs are determined in the stage of prelimin
calculations. We haveb50.67 andk50.04 for the pair
Cu–C, b50.6 and k50.04 for Rb–C, andb50.57 and
k50.05 for Rb–B. It is evident from the table that the resu
of the numerical calculations are in good agreement with
r
e-

-

l-
l,

-

n

-
e

.
g

e
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y

e

experimental data. The maximum relative deviation of t
theoretical values ofRp andDRp from the experimental doe
not exceed 17%. The absolute deviation does not exc
42 Å. Figure 3 shows histograms of the spatial distribution
Cu ions in a carbon target, calculated by the Monte Ca
method, for two approximations: with inelastic losses tak
into account (k50.04) and without inelastic losses (k50).
When inelastic losses are disregarded, the maximum of
spatial distribution shifts toward higher values ofx, and the
distribution broadens. For example, ask is varied from 0.04
to 0,Rp increases from 1555 Å to 1742 Å, andDRp increases
from 362 Å to 440 Å. It follows from Fig. 3 that the spatia
distribution of implanted 200-keV Cu ions in a carbon targ
is very accurately described by a Gaussian distribution:

Ni~x!5
1

DRpA2p
expS 2

1

2 S x2Rp

DRp
D 2D .

TABLE I. Parameters of the experimental and theoretical ion ranges.

Experiment Theory

Ion Target E, keV « Rp , Å DRp , Å Rp , Å DRp , Å

Cu C 30 0.250 280 90 300 88
50 0.416 430 130 441 124
79 0.582 570 160 579 157

100 0.832 785 215 791 205
150 1.248 1180 320 1162 283
200 1.664 1547 400 1555 362

Rb C 10 0.047 104 40 121 34
30 0.143 210 70 242 65
50 0.238 330 90 347 90
80 0.380 500 145 496 123

100 0.475 590 160 593 144
150 0.713 850 215 846 195
200 0.951 1077 270 1106 245

Rb B 20 0.105 170 45 167 43
50 0.264 325 80 317 78

100 0.527 565 150 552 125
300 1.581 1550 320 1592 310

FIG. 3. Spatial distribution of implanted Cu ions with energyE5200 keV
in a carbon target. The histograms are calculated by the Monte Carlo me
for b50.67, k50.04 ~solid curve! and k50 ~dotted curve!. The curves
represent Gaussian distribution functions forRp51555 Å, DRp5362 Å
~solid curve!and forRp51742 Å,DRp5440 Å ~dotted curve!.
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These results show that the proposed interaction po
tial can be used to described the ranges of ions in matter
high accuracy when the stopping of the ions is governed
both elastic and inelastic energy losses. We can use
newly developed program to determine the domain of ap
cability of the modified hard-sphere model proposed in Re
4 and 5 for calculating the ranges of low-energy ions«
,0.1) in amorphous substances. In the modified hard-sp
model scattering is isotropic in the CM frame, and the to
elastic scattering cross section of the ions is described,
cording to Ref. 4, by the relations(«)52paTF

2 sn(«)/«. In
the Monte Carlo calculations we determinesn(«) for the
modified hard-sphere mode from Eq.~8!.

Corrections corresponding to this model have been in
duced in the program for the Monte Carlo calculations of
ion ranges. The results of the calculations for the pair Cu
in the modified hard-sphere model approximation are sho
in relative form in Fig. 4. The quantitiesr p anddr p plotted
in the figure are the ratio of the corresponding quantitiesRp

and DRp calculated in the modified hard-sphere model a
proximation to the ranges calculated in the approximation
the new~real! interaction potential. It follows from Fig. 4
that the projected ion rangeRp calculated in the hard-spher
model approximation essentially coincide with the range c
culated for the real interaction potential over the entire
ergy range. The rms deviationDRp in the modified hard-
sphere model approximation is too high. The relat
function dr p increases as the energy is increased. We
that dr p,1.1 at ion energiesE<10 keV («<0.083), and
dr p'1.2 at an ion energyE530 keV («50.25). This com-
parison shows, therefore, that the modified hard-phase m
can be used to calculateRp and DRp in the energy range
«,0.2. In the range of higher energies the modified ha
sphere model can be used to calculate the projected r
Rp ,but the rms deviationDRp is much too high in this case

FIG. 4. Ratio of the ranges of Cu ions in a carbon target, calculated by
Monte Carlo method in the modified hard-sphere approximation and
our new model potential,b50.67,k50.04; the circles representr p , and the
squares representdr p .
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CONCLUSIONS

We have proposed a new model interaction potentia
the form of a screened Coulomb potential. We have deri
analytical expressions for the scattering angle in the cen
of-mass frame as a function of the impact parameter and
ion energy. We have obtained analytical expressions for
stopping power of ions in elastic collisions and the straggl
of their energy losses. We have written a program for sim
lating the ranges of ions in matter by the Monte Ca
method, taking elastic energy losses into account in the
proximation of the new interaction potential and taking i
elastic losses into account in the continuous-slowing
proximation. We have calculated the rangesRp DRp for Cu
and Rb ions in carbon and boron targets. The results of
culations agree very accurately with the experimental resu
indicating that we have made a good choice of interact
potential. Our comparative calculations of the ranges of io
in matter in the approximation of the new model interacti
potential and in the approximation of the previously dev
oped modified hard-sphere model have shown that the m
fied hard-sphere model can be used to calculateRp andDRp

at low energies«,0.2. The projected ion rangeRp in the
modified hard-sphere model essentially coincides over
entire energy range with the projected range calculated in
approximation of the new, more realistic interaction pote
tial. This agreement can be utilized in the future to determ
the fitting parameterb in the equation for the screenin
length of the new model potential by a quick and easy p
cedure, which does not use Monte Carlo calculations
relies instead on the simpler technique of comparing the
perimental values ofRp with analytical results7obtained in
the modified hard-sphere model.
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Instability of a charged spherical drop moving relative to a medium
A. I. Grigor’ev, V. A. Koromyslov, and S. O. Shiryaeva

Yaroslavl State University, 150000 Yaroslavl, Russia
~Submitted November 3, 1997!
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It is shown that the critical self-charge for the onset of instability of a charged drop in a flow of
an ideal fluid decreases as the flow velocity of the fluid past the drop increases, i.e., a
complex instability arises which is a superposition of the instabilities of the free surface of the
drop with respect to the tangential discontinuity of the velocity field at the free surface of
the drop and with respect to the self-charge. ©1999 American Institute of Physics.
@S1063-7842~99!00205-6#
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Charged particles moving relative to a medium are
countered in various problems of technical physics, geoph
ics, and technology.1–3 However, despite a great number
studies of the breakup of freely falling drops in the atm
sphere~see the survey in Ref. 4!, problems associated wit
the functional relations involved in the development of ins
bility in drops with respect to their self-charge and the ta
gential discontinuity of the velocity field at the free surfa
of the drop have not been investigated to date. This prob
has very important bearing on thunderstorm electricity
regard to the study of the physical mechanism underlying
initiation of lightning discharges. According to Refs. 5–
lightning can be initiated from a corona discharge in t
vicinity of a freely falling, large, waterlogged hailston
However, the strength of the external electric field requi
to trigger a corona discharge in the vicinity of a hailstone
far above the levels actually observed in thunderclouds.
the other hand, it is known from experiments6 that airflow
around the boundary lowers the critical external electric fi
for triggering a corona discharge. This kind of phenomen
can be attributed to the interaction of two types of instabi
of the free surface of the water layer on the boundary s
face: its instability with respect to the induced charge,3 and
its instability with respect to the tangential discontinuity
the velocity field.8

Inasmuch as the critical conditions for instability of ca
illary waves on a charged surface of a liquid in the prese
of a tangential discontinuity of the velocity field does n
depend on the viscosity,9 the discussion that follows can b
simplified by confining it to the ideal-fluid approximation.

1. Let an ideal, incompressible, dielectric medium
density r1 and dielectric constant« move with a constan
velocity U relative to a spherical drop of radiusR of an ideal,
perfectly conducting fluid of densityr2, which carries a
chargeQ. We wish to determine the critical conditions fo
instability of capillary oscillations of the drop under the co
ditions described here.

The entire investigation is carried out in spherical co
dinates with origin at the center of the drop in the line
approximation with respect to the perturbationj(Q,t) of the
equilibrium spherical surface of the drop due to thermal c
illary waves of amplitude;1028 cm. We write the equation
4861063-7842/99/44(5)/7/$15.00
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for the perturbed surface of the drop in the formr (Q,t)
5R1j(Q,t). We assume that the wave motions in the s
rounding medium and in the drop, like the potentialF of the
electric field of the self-charge in the vicinity of the drop, a
of the potential type with harmonic velocity potentialsC1

andC2, respectively, which obey the Laplace equation. T
problem is stated mathematically in the form

DF50; DC i50 ~ i 51;2!; ~1!

r 50: ¹C250; F5const; ~2!

r 5R1j: F5const;

r 5R:
]j

]t
1

1

r 2

]C1

]Q

]j

]Q
5

]C1

]r
; ~3!

]j

]t
5

]C2

]r
; ~4!

2r1

]C1

]t
1r2

]C2

]t
2r1~¹C1!22PE1Ps50; ~5!

r→`: ¹C15U; F→0. ~6!

The squared term;(¹C1)2 is retained in Eq.~5! be-
cause it contains a term of zeroth-order smallness;Ps is the
pressure due to surface tension,PE is the pressure created b
the electric field on the free surface of the drop, ands is the
coefficient of surface tension.

2. To simplify the solution of the problem, it is useful t
transform to dimensionless variables, in whichR51, s51,
andr251. All other quantities~for which we keep the same
notation as before! are then expressed in units of their cha
acteristic values

r * 5R; t* 5R3/2r2
1/2s21/2; U* 5R21/2r2

21/2s1/2;

p* 5R21s; Q* 5R3/2s1/2.

Here, as in the similar Helmholtz instability problem,8,9

we setr1 /r2[r. We seek a solution of Eqs.~1!, together
with Eqs.~2! and~6!, for C1 andC2 and for the perturbation
j(u,t) in the form
© 1999 American Institute of Physics
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C1~r ,t !5w1(
n

Anr 2(n11)Yn~m!exp~St!;

C2~r ,t !5(
n

Bnr nYn~m!exp~St!; ~7!

j~r ,t !5(
n

ZnYn~m!exp~St!;

whereYn(m) are normalized spherical harmonics,m[cosu,
S is the complex frequency, andAn , Bn , andZn are quan-
tities of the same order of smallness;w is the velocity poten-
tial of the fluid flow in the vicinity of the unperturbed spher
cal surface, the gradient of which gives an expression for
freestream velocity field:

V5¹w52
R3

2r 3
@3n~U•n!2U#1U,

wheren is the vector normal to the surface of the drop.
We assume for definiteness that the velocityU is in the

same direction as thez axis in a Cartesian coordinate syste
Making use of the fact thatez[ercosQ2eQsinQ and n
[er , we write an expression for the fluid flow velocity in th
vicinity of the drop in spherical coordinates:

V5U cosQ F12
R3

r 3 Ger2U sin Q F11
R3

2r 3GeQ . ~8!

Substituting the solutions~7! and ~8! into the boundary
conditions~3!–~5! and invoking the well-known10 recursion
relation

sinQ
]Yn

]u
5

n~n11!

A~2n11!~2n13!
Yn11

2
n~n11!

A~2n11!~2n21!
Yn21 ,

we obtain the following in the linear approximation wit
respect to the small parameters:

r 51: (
n

SZnYn~m!exp~St!2
3

2
U(

n
Zn

3S n~n11!

A~2n11!~2n13!
Yn112

n~n11!

A~2n11!~2n21!
Yn21D

3exp~St!1(
n

~n11!AnYn~m!exp~St!50; ~9!

(
n

SZnYn~m!exp~St!5(
n

nBnr nYn~m!exp~St!; ~10!
e

.

2rS(
n

AnYnexp~St!1S(
n

BnYn

3exp~St!13rU(
n

AnF n~n11!

A~2n11!~2n13!
Yn11

2
n~n11!

A~2n11!~2n21!
Yn21G

3exp~St!2
Q2

4p« (
n

~n21!ZnYn

3exp~St!1(
n

~n21!~n12!ZnYnexp~St!50, ~11!

where the relations

r 51: ¹C15F2(
n

An~n11!Yn~m!exp~St!Ger

1F2
3

2
UsinQ1(

n
An

]Yn

]Q
exp~St!GeQ ;

~¹C1!2'
9

4
U2sin2Q23U(

n
An

3F n~n11!

A~2n11!~2n13!
Yn11

2
n~n11!

A~2n11!~2n21!
Yn21Gexp~St!;

have been taken into account, and the expressions for
pressuresPs(j) andPE(j) are written in the form9

Ps~j!5(
n

~n21!~n12!znYn~m!exp~St!;

PE52
Q2

4p« (
n

~n21!ZnYn~m!exp~St!.

Multiplying Eqs. ~9!–~11! by Ym and integrating over
the angleQ, we obtain a system of homogeneous equatio
for the unknown amplitudesAn , Bn , andZn :

SZn2
3

2
U~anZn212bnZn11!1~n11!An50; ~12!

SZn5nBn ; ~13!

2rSAn1SBn13rU@anAn212bnAn11#

2F Q2

4p«
~n21!2~n21!~n12!GZn50;

an[
n~n21!

A~2n21!~2n11!
; bn[

~n11!~n12!

A~2n11!~2n13!
. ~14!

From Eqs.~12! and ~13! we can readily obtain
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An5
1

~n11! H 3

2
U~anZn212bnZn11!2SZnJ ;

Bn5
1

n
SZn .

Substituting these relations into Eq.~14!, we obtain an
infinite system of homogeneous algebraic equations that
be used to find the amplitudes of the capillary oscillations
the drop:

rU2KnZn222rUSLnZn211$¸nS22rU2Mn1gn%Zn

1rUSLnZn111rU2JnZn1250;

W[
Q2

4p«
; M[

9anbn21

2n
1

9bnan11

2~n12!
; Kn[

9anan21

2n
;

Ln[
~9n16!an

2n~n11!
; I n[

~9n112!bn

2~n11!
; Jn[

9bnbn11

2~n12!
;

a
il-

an
n

ns
a-
an
f

¸n5[
r

~n11!
1

1

n
; gn[~n21!@n122W#. ~15!

3. The necessary and sufficient condition for the ex
tence of a solution of the homogeneous system~15! is that
the determinant constructed from the coefficients of the
known amplitudesZn be equal to zero@see Eq.~16!#.

This equation is the dispersion relation governing t
spectrum of capillary oscillations of the drop as a function
dimensionless physical parametersW, U, and r. The spec-
trum changes as these quantities are varied, and for defi
values ofW, U, andr certain solutionsSn

2 can pass through
zero and become positive. When this condition is satisfi
the amplitudes of the corresponding capillary oscillati
grow exponentially with time, i.e., the drop becom
unstable3 and decays according to the law described in R
11. The condition for the onset of zero solutions of the d
persion relation is that the free coefficient of the dispersi
relation ~16! be equal to zero@see Eq.~17!#:
U¸2S22rU2M21g2 rUSL2 rU2J2 0 . . .

2rUSL3 ¸3S22rU2M31g3 rUSL3 rU2J3 . . .

rU2K4 2rUSL4 ¸4S22rU2M41g4 rUSL4 . . .

0 rU2K5 2rUSL5 ¸5S22rU2M51g5 . . .

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

U50. ~16!

Ug22rU2M2 0 rU2J2 0 0 . . .

0 g32rU2M3 0 rU2J3 0 . . .

rU2K4 0 g42rU2M4 0 rU2J3 . . .

0 rU2K5 0 g52rU2M5 0 . . .

0 0 rU2K6 0 g62rU2M6 . . .

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

U50. ~17!
of

ocity

ct

ty
The system~15! is infinite, and the determinant~17! is
also of infinite order. It is convenient to seek the critic
conditions for the onset of instability of the capillary osc
lations ~i.e., the critical interdependence ofW, U, andr! by
successive approximations, considering two, three, four,
more equations of the system~15!. On the other hand, certai
conclusions can be drawn at once about the solutions
Eq. ~17!.

If mode interaction is disregarded, the critical conditio
for instability of thenth capillary mode have the simple an
lytical form

~n12!2
1

~n21!
rU2Mn2W50. ~18!
l

d

of

It is evident from this result that the necessary value
the Rayleigh parameterW for the onset of instability of the
drop with respect to the self-charge decreases as the vel
and density of the medium increase. ForW50 we obtain the
condition for the onset of instability of the drop with respe
to the tangential discontinuity of the velocity field:

rU2>~n21!~n12!
1

Mn
.

It is evident from Eq.~18! that the critical value of the
Rayleigh parameterW5W* for the onset of instability,
evaluated forn52, decreases rapidly as the flow veloci
around the drop increases:

W* 542rU2M2 . ~19!
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FIG. 1. Dependence of the critical Rayleigh parameterW on the dimension-
less parameterrU2 for the fundamental~second! mode.

FIG. 2. Dependence of the real and imaginary components of the dim
sionless frequencyS of capillary motions of the fluid on the dimensionles
velocity U of the flow past the drop.
The critical relationW5W(rU2), calculated numeri-
cally from ~17! for n52 using the first six equations of th
system~15!, is plotted in Fig. 1. A comparison of the resul
of the numerical analysis with the analytical relation~19!
show that the solutions converge very rapidly — in two
three steps — in the given successive-approximation pro
dure. It is evident from Fig. 1 that the relatio
W5W(rU2) differs very little from the linear relation pre
dicted by Eq.~18!.

From the geophysical standpoint the rapid decrease
the critical value of the parameterW for the onset of
intrinsic-charge instability of the drop asrU2 increases has
motivated renewed efforts to construct a physical mode
the initiation of lightning discharges.6,7,12 Existing notions
are based on the concept of a corona discharge being
gered in the vicinity of a large thawing hailstone fallin
freely in a thundercloud, and the results obtained ab
canbe used to reconcile the initiation model with the realit
of a thundercloud~from the measured charges at the boun
aries, the strength of the electric field in the interior of t
cloud, and the rate of descent of the hailstones!.

The dispersion relation of the problem without mode
teraction also has a simple form:

n-

FIG. 3. Dependence of the real and imaginary components of the frequ
S on the flow velocityU.
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FIG. 4. a: Dependence of the real and imaginary components of the frequencySon the velocityU, r51, W50 ~the mode orders are indicated by the cur
numbers2–7!; b: dependence analogous to Fig. 4a, drawn to a larger scale.
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and in the limitU→0 coincides with the well-known disper
sion relation for the capillary oscillations of a charged dr
in a dielectric medium.9

4. Numerical calculations by successive approximatio
according to the dispersion relation~16! show that the quali-
tative behavior of the capillary frequency of the drop as
function of the freestream velocityS5S(U) is the same for
the different modes atW50; it is shown in Fig. 2 for the first
six modes whenr51023. The curves are labeled by th
mode orders2–7. One noticeable phenomenon is the pa
wise interaction of even and odd modes, which generates
oscillatory solutions8 and9. Branches8 and9 of the disper-
sion relation, which differ from branches2–7 in that they
have both real and imaginary components, are the resu
interaction between the second and third modes and betw
the fourth and fifth modes, respectively. The parts of
ReS5ReS(U) curves situated in the region ReS.0 deter-
mine the instability growth rates of the corresponding ca
lary modes of the drop. In a certain velocity range, therefo
s

a

-
he

of
en
e

-
,

the instability of the drop is oscillatory~branches8 and9!, as
is typical of instability of the Kelvin–Helmholtz type.8,9–13

Another striking feature is that to the right of the velo
ity interval in which the second and third modes interact,
growth rate of the aperiodic instability of the third mode
higher than the growth rate of the aperiodic instability of t
second mode. A similar pattern is observed for the fourth a
fifth modes. This result can be interpreted in the light of E
~20!, which give the dispersion relation without mode inte
action. It is evident at once that the derivative ofSn

2 with
respect torU2, which gives the growth rate ofSn as U
varies, is proportional ton•Mn;n3, i.e., without mode in-
teraction the instability growth rates of the higher mod
increase with the mode order as the surrounding flow ac
erates. An increase in the wave number of the most unst
mode as the shear flow velocity increases has also been n
in an analysis of the classical Kelvin–Helmholtz instabili
on the flat free surface of a fluid.9

The indicated difference in the growth rates of the s
ond and third modes should be mirrored phenomenologic
in the relations governing the breakup of an unstable dr
For example, if the maximum instability growth rate occu
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for the second~fundamental! mode for given densities of th
drop and the medium and for a given passing flow veloc
~the rate of descent of the drop in a nonmoving medium!, the
unstable drop acquires a shape that resembles a sphero
revolution @characterized by the second Legendre poly
mial P2(m)# and then breaks up into two approximate
equal daughter droplets. If the maximum instability grow
rate occurs for the third mode, the shape acquired by the d
resembles a parachute@characterized by the third Legend
polynomialP3(m)#, and it breaks up into a set of small an
somewhat larger droplets. These two possible breakup c
nels have been observed experimentally.4 The oscillatory in-
stability of a freely falling drop differs in experiments.4

It should also be noted that the critical dependences
W, r, and U for the sixth and seventh modes have be
obtained for a low degree of mode interaction, since the
terminant for the first six equations of the system~15! was
used in the numerical calculations. This consideration
counts for a certain difference of the qualitative behavior
the ImS5Im S(U) curves for the sixth and seventh mod
from the lower modes.

The region of oscillatory instability becomes wider
the density of the medium increases. This situation is ill
trated forr51022 in Fig. 3. The curves are numbered th
same as in Fig. 2. Clearly, not only does the region

FIG. 5. Dependence of the real and imaginary components of the frequ
S on the velocityU for r51023 and a Rayleigh-subcritical chargeW53.5.
Curve10 is the result of interaction between the sixth and seventh mod
y
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Kelvin–Helmholtz instability broaden, but the frequenci
corresponding to the given solutions (ImS) also increase.
Otherwise the qualitative relations describing the behavio
the S5S(U) curves are similar to those shown in Fig. 2.

The S5S(U) curves shown in Figs. 4a and 4b exhib
something of an exotic character in that they have been
culated for equal densities of the medium and the drop. H
not only is interaction observed between consecutive mo
— the second and third~curve8! and the sixth and sevent
~curve11!, but branches corresponding to interaction of t
second and fourth modes~curve9! and third and fifth modes
~curve 10! are also given. Nonetheless, such a depende
can be realized for physical entities such as ball lightn
and help to explain why there have been no accounts
rapidly moving ball lightning in eyewitness reports.14,15

When a charge is present on a drop~Fig. 5!, the main
trends of theS5S(U) curve are as described above exce
for a decrease in the critical velocities at which the dr
becomes unstable, consistent with the analytical relation~19!
and the data in Fig. 1. The curves are numbered the sam
above.

Figure 6 illustrates the case of a drop carrying a cha
slightly above the critical value for Rayleigh decay:W
54.5 @the drop becomes unstable atW54 ~Ref. 3!#. It is
evident that an unstable solution characterized by the gro

cy

.

FIG. 6. Dependence of the real and imaginary components of the frequ
S on the velocity U for r51023 and a Rayleigh-supercritical charg
W54.5.
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rate of the second mode exists at low passing flow velocit
Otherwise the givenS5S(U) is identical to the one shown
in Fig. 5. The critical velocities at which the drops becom
unstable are further reduced in this case.

The relationS5S(U) for a highly supercritical charge
W510 is shown in Fig. 7. This situation differs from the on
discussed above in that the fundamental mode has the lo
instability growth rate among the modes, and the instabi
of the higher modes, which, depending on the velocityU, is
oscillatory or aperiodic in character, governs the breakup
the drop.

The emergence of a high electric charge on a drop in
cates that two different types of instability can occur in
instability with respect to self-charge3,11 and instability with
respect to the tangential discontinuity of the velocity field

FIG. 7. Dependence of the real and imaginary components of the frequ
S on the velocityU for r51023 and a highly Rayleigh-supercritical charg
W510. Curves8 and9 are the result of mode interaction:8 — between the
fourth and fifth modes;9 — between the sixth and seventh modes.
s.

est
y

f

i-

t

the free surface.8,9,13The interaction of these instabilities cre
ates several different channels for breakup of the unsta
drop. In any case the daughter droplets now carry h
charges regardless of the channel by which breakup occ

5. A charged drop immersed in a flow of an ideal liqu
or gas can become unstable and emit highly charged drop
at values of the charge which are subcritical in the sens
instability with respect to self-charge~Rayleigh instability!.
This phenomenon is possible by virtue of the superposit
of two types of instability: instability of the free surface o
the drop with respect to the tangential discontinuity of t
velocity field and instability with respect to the self-charg
The flow past the drop can acquire both aperiodic and os
latory instabilities, depending on the density ratio of the dr
and the charge, the charge of the drop, and the flow velo
past the drop. Aperiodic instability can be achieved by d
formation to a prolate spheroid and breakup of the drop i
two droplets of comparable size~at low passing flow veloci-
ties! or by deformation to a parachute configuration a
breakup into a set of small and slightly larger droplets~at
high passing flow velocities!. The results of the foregoing
analysis are in agreement with experimental data.4
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Asymmetric interaction of blast waves and shock waves with a body flying
at supersonic velocity
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The problems of asymmetric interaction of a blunt wedge traveling at supersonic velocity with a
cylindrical blast wave from a point explosion and with a plane shock wave are investigated
by numerical simulation. The evolution of the interaction flow is analyzed, and data are obtained
on how the structure of the shock layer changes. ©1999 American Institute of Physics.
@S1063-7842~99!00305-0#
t
su
th

de
l,
th
s
t

y
e
c
g

im
lo
th
a

e

b
t
lv
th

a
l

n
n
o
th
dy
th
th

it
an
wi
n
se

ave
ec-
the

ng

la-
ck
e

e.

e
ve.
r-

at
m-
an

ve
-
ion

nt-
-
h a
-
it-
er-

e

o-
INTRODUCTION

The last few years have witnessed a steady interes
problems relating to the interaction of bodies moving at
personic velocity with various types of disturbances in
incident flow,1–12 specifically with an explosion zone.1,3–7

One of the most frequently encountered gasdynamic mo
of explosion is the instantaneous point explosion mode13

wherein a shock wave, bounding a gas volume in which
distribution of the parameters is markedly inhomogeneou
both space and time, propagates from the center into
surrounding space. The main mass of the gas trapped b
shock wave is concentrated near the wave front, where v
large pressure and density gradients are observed. The
tral zone is characterized by an almost total absence of
and by a very high temperature. Transient phenomena st
lated by the supersonic motion of a body through an exp
sion zone produce significant changes in the structure of
flow around the body and impose dynamical and therm
loads on the body. Axisymmetric interaction flows have be
investigated in several papers.1,3–6The results of calculations
of the encounter of a supersonic (M`52.95), spherically
blunted cylinder with a low-intensity (MS51.2) plane blast
wave are given in Ref. 1. The gas dynamic parameters
hind the blast wave front were assumed to be constant in
calculations. In this case a new steady flow begins to evo
around the bow section of the body, corresponding to
flow parameters behind the incident wave front.

The results of calculations of the flow of interaction of
supersonic (M`52.0) blunt cone with a with a spherica
blast wave (MS54.37) from a point explosion are given i
Ref. 6. The flow around the body remains extremely u
steady throughout the entire interaction stage. As the c
moves deeper into the interior of the explosion zone,
forward part of the bow shock rushes away from the bo
causing the bow shock to stretch out toward the center of
explosion. The pressure ratio at the symmetry point of
bow shock tends asymptotically to unity.

Turchak and Kamenetski�

3,4 have numerically modeled
the interaction of a supersonic, spherically blunted body w
a spherical blast wave emanating from a point explosion
having, at the instant of encounter, a radius comparable
the blunting radius of the nose of the body. Calculatio
were carried out up to the time at which the body pas
4931063-7842/99/44(5)/4/$15.00
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through the center of the explosion and overtakes the w
front of the undisturbed blast wave. It was shown that s
ondary rarefaction and shock waves are formed inside
shock layer in this case.

Data on asymmetric interaction are all but lacking, bei
represented solely by a calculation1 of the lateral effect of a
plane shock wave (MS51.1) on a supersonic (M`52.95),
spherically blunted cylinder.

In this paper we discuss the results of numerical simu
tion of the asymmetric interaction of blast waves and sho
waves with a blunt wedge moving at supersonic velocity. W
consider the problem for the planar, two-dimensional cas

STATEMENT OF THE PROBLEM AND NUMERICAL
METHOD

Figure 1 shows an interaction flow diagram at the tim
t5t0 for the case when the oncoming wave is a blast wa
A cylindrically blunted, infinite wedge moves with supe
sonic velocity through a homogeneous medium, which is
rest. The velocity vector of the wedge is parallel to its sy
metry axis. A steady flow moves past the wedge with
outgoing bow shock. Att5t0 a point C of the bow shock,
not a symmetry point, hits the wave front of a blast wa
of radiusR(t0) propagating from a cylindrical point explo
sion in the same medium at rest relative to the explos
centerO8.

The problem is solved in Cartesian coordinates$x,y%,
whose origin is located at the center of the cylindrical blu
ing of the wedge and whosex axis coincides with the sym
metry axis of the wedge. The medium is an ideal gas wit
constant specific heat ratiog. To describe the unsteady, pla
nar interaction flow, we use Euler equations of motion wr
ten in the form of integral equations expressing the cons
vation laws.5 To form dimensionless variables, the pressurp
and the densityr are scaled to the pressurep` and the den-
sity r` in the undisturbed body and in the explosive atm
sphere, the velocities are scaled to (p` /r`)1/2, linear dimen-
sions are scaled to (E/a0p`)1/n, and time is scaled to
(p` /r`)21/2(E/a0p`)1/n. HereE is the linear energy density
of the cylindrical point explosion,a05a0(n,g) is a self-
similar constant,13 andn is the symmetry parameter~n52 for
a cylindrical explosion!.
© 1999 American Institute of Physics
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The system of equations of motion is solve
numerically.5 The bow shock is treated as a mathemati
discontinuity~singled out!, and all the other shocks are com
puted by the shock capturing technique. The calculations
carried out on a 68320 grid.

The governing parameters of the problem are the M
numberM` of the flow around the wedge before encount
the Mach numberMB of the blast wave front at the instant o
encounter, the specific heat ratiog of the gas, the coordinate
x0 , y0 of the explosion centerO8, the half angle of the wedge
b, and the ratiol5R(t0)/r of the initial radius of the blas
wave to a characteristic dimension~in this case the cylindri-
cal blunting radius! of the wedge.

NUMERICAL RESULTS

Here we give the results of calculations forM`52,
MB54.841, x0520.06345, y0520.09807, b510°,
l540.13, andg51.4. At t5t0 parameters corresponding
the solution of the problem of an instantaneous point~cylin-
drical! explosion propagating in a medium wit
counterpressure13 are specified in the interior of the explo
sion zone. Figure 2 shows the pressure and density distr
tions along the radius of the explosionR(t0) at the time of
encountert0. At the wave front we havePB522.62 andrB

54.777. The nature of the pressure and density distribut
behind the wave front of the incident blast wave correspo
to the earlier stage of the explosion with counterpress
when the solution is qualitatively similar to the self-simil
solution of the problem of a powerful explosion.13 Sharp
gradients ofp andr occur in the vicinity of the wave front
where the main mass of the gas disturbed by the explosio
concentrated. The central zone of the explosion is charac
ized by a high temperature and a ‘‘plateau’’ in the distrib
tion of the pressure along the space coordinate. The dyn
ics of the process of transient interaction of the superso
body with the explosion zone is illustrated in Figs. 3 and
which show the calculated fields of equal densities at t

FIG. 1.
l
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successive times. The dashed curve in each figure indic
the boundary of the central high-temperature zone of the
plosion. The interaction flow diagram corresponding to F
3 is shown in Fig. 4. At a timet5t1 ~Figs. 3 and 4! the wave
front of the cylindrical shock wave, interacting with the bo
shock, reaches the surface of the wedge and is reflected
it. For the lower part of the bow shock~below the axis of the
wedge! the interaction with the blast wave front exhibits
regular behavior. The waves intersect at the pointT1 ~Fig. 4!,
from which emanate two reflected shock waves and a con
discontinuity. An irregular interaction occurs when the inc
dent blast wave runs into the top of the bow shock. A fiv
shock configuration is formed with two triple pointsT2 and
T3, both of which are distinctly visible in Fig. 3.

Proceeding from the pointT1, the refracted part of the
blast wave moves within the shock layer and is incident

FIG. 2.

FIG. 3.
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the lower surface of the wedge. A Mach-type reflection n
takes place from the triple pointT4. As the refracted blas
wave emanates from the pointT3, it has a low intensity and
is not identifiable in Fig. 3. Simultaneously with the interse
tion of the shock waves, a new flow pattern begins to fo
around the nose section of the wedge, specifically an
steady, divergent, floating flow behind the wave front of t
incident cylindrical blast wave. The velocity of the gas
each point of this flow is the sum of the velocity of the g
relative to the explosion centerO8 and the translational ve
locity of the center relative to thexy coordinate system. It is
evident in Fig. 3 that supersonic flow around the nose ta
place at an angle of attack.

Additional shock-wave configurations are formed as
result of interference of the two processes — flow around

FIG. 5.

FIG. 4.
-

n-

t

s

a
e

body and the collision of the shock wave fronts. A trip
point T5 appears on the bow shock as a result of the irregu
head-on collision of the shock waves, and another sh
wave emanates from this point. The new shock wave, in tu
intersects with the wave reflected from the lower surface
the wedge, forming still another triple-shock configurati
with the triple pointT6 ~Figs. 3 and 4!.

As the body moves through the interior of the explosi
zone, the conditions of flow around the forward section
the wedge change, and the blast wave front weakens.
increase in the standoff distance of the bow shock from
body is noted at a timet2 ~Fig. 5!. The lower part of the bow
shock relative to the axis of the wedge moves through a
of lower density and rapidly departs from the body, its inte
sity diminishing. The elongation of the bow shock in th
direction of decreasing density, i.e., toward the explos
center O8, is evident in Fig. 5. Simultaneously the shoc
structures with the triple pointsT5 and T6 disappear. The
interaction of the incident blast wave with the upper part
the bow shock is still an irregular five-shock process and
accompanied by an increase in the length of the Mach st

Figure 6 shows a graph of the pressure distribution o
the surface of the body at the two timest1 andt2. The coor-
dinate

j5
4

p/22b

l

r

~l is the distance along the surface of the wedge! is measured
from the forward critical point of the wedge. The positiv
direction of j corresponds to the upper face of the wedg
The maximum peak pressure occurs on the lower surfac
the wedge after the Mach stem when the refracted blast w
is reflected from the surface of the wedge. The pressure
tribution at time t1 confirms the presence of a comple
shock-wave flow structure about the nose of the wedge.
flow stagnation point shifts from the forward critical point o
the body~j50! to the lower face of the wedge~j>23!.

At time t2 the peak pressure after the Mach stem d
creases. This effect is attributable to the decay of the b
wave intensity with time. The presence of an almo
constant-pressure zone on the surface of the wedge is
plained by the entry of the wedge into the explosion zo
where small disturbances propagate with very high velo
ties, rapidly equalizing the pressure.

FIG. 6.
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We have also investigated the asymmetric interact
problem for the case when the oncoming incident wave h
plane front and constant gasdynamic parameters behind
front. The governing parameters in this case areM` , MB ,
b, g, and the anglev between the axis of the wedge and t
shock wave front. Here we give the results of calculations
M`52, MB54.37, b510°, g51.4, andv5243°. For the
given anglev the wave front of the incident shock wav
before encounter is parallel to the lower straight part of
bow shock. Figures 7 and 8 show the flow patterns in
form of equal-density lines at two times. The shock-wa
interactions and the nature of the flow around the nose of
wedge at timet1 are similar in this and in the precedin
example~Figs. 3 and 7!. The later time is characterized b
the stable onset of steady flow around the wedge at an a
of attack, because the flow parameters behind the incid
shock wave are constant~Fig. 8!. We call attention to the
configuration formed in the interaction of the incident sho
wave with the upper part of the bow shock. The local int
action parameters~the intensity of the colliding waves an
the angle between them! are such that the encounter diagra
is necessarily irregular. A distinct five-shock configurati
with two triple points is not evident in Fig. 8. The ang
between the incident shock wave and the refracted part o
bow shock is 43° and, according to Landau’s concept
shock directionality, this refracted shock is ‘‘incoming’’ fo
the triple pointT. Most likely a compression pulse transm
ted from the vicinity of the nose of the wedge attains t

FIG. 7.
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triple point, inducing such a deformation of the shock-wa
structure.

We close with the remark that the proposed method
be used to reliably simulate complex gasdynamic flows
coarse computational grids and also to investigate trans
processes of interaction of supersonic bodies with vari
inhomogeneities.
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Effect of cathode surface state on the characteristics of pulsed hollow-cathode glow
discharges

N. V. Gavrilov and S. E. Romanov

Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, 620049 Ekaterinburg, Russia
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A study is made of the effect of pulse repetition rate (0.1– 103 s21) and average discharge
current~0–1 A! on the breakdown delay time and burning voltage of low-pressure glow discharges
(p,0.1 Pa! in an electrode system of the reverse magnetron type with a large cathode
surface area ('103 cm2). It is shown that increasing the repetition rate leads to a many-fold
reduction in the statistical spread in the delay time and in the discharge formation time,
while the average discharge current has a significant effect on the burning voltage. The mechanism
for the observed phenomena is interpreted qualitatively in terms of the presence of thin
dielectric films on the cathode surface. ©1999 American Institute of Physics.
@S1063-7842~99!00405-5#
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INTRODUCTION

Low-pressure reflex discharges inside a hollow cath
in a low magnetic field are operated in a repetitive-puls
mode in plasma sources for large electron and gas
beams.1,2 The discharge is excited in an electrode syst
with a large interelectrode gap~.10 cm! at low gas pres-
suresp,0.1 Pa by applying a relatively low pulsed voltag
U of amplitude 2–3 kV. The large area of the working su
face of the hollow cathode (;103 cm2) and the low duty
cycle of the pulses mean that the average ion current a
cathode is low, although the pulsed current density is usu
1–10 mA/cm2 for beam current pulse durationst ;0.1–1
ms and repetition ratesf ;1 – 100 s21. Conventional oil
vacuum pumps can be used to obtain the vacuum in sou
for technological purposes. Because the samples have t
changed periodically, the electrodes in the source come
frequent contact with the atmosphere. Thus, despite pa
glow-discharge conditioning of the cathode surface, both
sorbed gas atoms and contaminants may be on it.

Under these conditions the experimentally measured
lay times to breakdown are rather long, from tens to h
dreds of microseconds. Experiments3,4 have shown that the
delay time depends on the applied voltage, gas pressure
magnetic induction, which determine the rate of rise of
current in the gap during the development of Townsend a
lanches, but also on such parameters of repetitive-pulsed
eration as the pulse repetition ratef and the current pulse
durationt and amplitudeI. A dependence of the measure
delay time on the prehistory of the discharge and
repetitive-pulsed operating parameters for other discha
burning conditions has been observed before.5,6 However, in
all the previous reports, changes in the statistical aver
values of the delay time were studied, while in o
experiments4 a substantial change in the delay time was o
served with a minimal statistical scatter in the measured
ues. It was shown4 that the burning voltage of pulsed dis
charges also depend on the pulse repetition rate, as well a
4971063-7842/99/44(5)/4/$15.00
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the magnetic inductionB, pressurep, and current amplitude
I. Since changes in the ignition and burning conditions
pulsed discharges have a significant effect on the opera
and parameters of beams from charged-particle sou
based on these discharges, studies of the discharge ch
teristics in the repetitive-pulsed mode are essential.

In this paper we study the effect of the pulse repetiti
rate and average discharge current on the delay time
burning voltage of a large hollow cathode glow dischar
and propose a qualitative explanation for processes on
glow discharge cathode which are capable of affecting
properties of the pulsed discharges under experimental
ditions.

EXPERIMENT

In the experiments we used the electrode system o
ion source1 ~Fig. 1! consisting of a cylindrical hollow cath
ode1 of stainless steel with equal lengthL and diameterD
~150 mm! and a rod anode2 of tungsten with a diamete
d53 mm and lengthl 5100 mm located on the system axi
Gas~argon, nitrogen, oxygen! was fed directly into the cath
ode hollow and pumped out through the end3 of the cath-
ode, which was covered with a fine~0.636 mm! stainless-
steel grid. The pressure of the gas in the vacuum vessel f
gas feed of 1 cm3atm/s into the discharge gap was 0.01 P
The vacuum was created by a oil-diffusion pump withou
trap. A longitudinal magnetic field with an induction of 1 m
was created by solenoids4. A cylindrical Langmuir probe5
with a diameter of 0.4 mm and length of 6 mm was moun
on the axis of the discharge system.

Discharges were excited in a repetitive-pulsed mo
with a repetition rate that could be adjusted over the inter
0.1–1300 Hz. The pulse duration was varied over 0.1–1
and the pulse rise time was less than 5ms. The pulse voltage
amplitudeU applied to the gap was varied over 1–3 kV. Th
instability in the voltage pulse amplitude and repetition ra
was less than 5%. The discharge current was varied o
© 1999 American Institute of Physics
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0.05–20 A. In the experiments on the effect of the aver
discharge current on the burning voltage of the pulsed
charge, we used a cw discharge with a regulated curren
0.1–1 A. In this case a pulsed voltage was applied the
with a dc discharge burning in it.

The breakdown delay timet was defined as the interva
from the time the voltageU was applied until the time of the
sharp drop in the voltage across the discharge gap to a
of 0.9U. The burning voltage of the discharge was measu
after the discharge currentI reached its steady level. The da
presented here were averaged over 64 oscilloscope mea
ments.

Before the measurements were made, the discharge
tem was aged for an extended period~;1 h! with a fixed
value of the average discharge current until the paramete
the pulsed discharge ceased to vary. Figure 2 shows plo
the breakdown delay timet as a function of the time 1/f
between discharge current pulses in argon after aging a
erage currents of 0.5 A~curve 1! and 0.1 A~curve 2!. An

FIG. 1. A sketch of the electrode system.

FIG. 2. Breakdown delay time as a function of the time between disch
current pulses:U52 kV, I 52 A, t50.1 ms.
e
s-
of
p

vel
d

re-

ys-

of
of

v-

increase inf leads to a sharp reduction in the delay timet,
andt also depends on the preliminary aging conditions. A
frequency of;5 s21 the statistical scatter in the values of th
delay time has fallen to a minimum~;2%! owing to the
instability in the amplitude and repetition rate of the puls
and in the discharge formation time~Fig. 3!. Besides a re-
duction in the statistical spread over frequenciesf ,5 s21, a
decrease in the minimum detected delay times was also
served. As the frequency is raised further, the delay ti
continues to decrease monotonically and the scatter int re-
mains minimal. After replacement of argon by nitrogen
oxygen and extended aging of the cathode, thet( f ) curves
and the variations in the scatter int with frequency are es-
sentially the same as for the argon discharges. The dist
tive feature of repetitive-pulsed discharges in oxygen is
much lower rate of increase int for f ,200 s21.

The current–voltage characteristic of discharges in
verted magnetron electrode systems is rising and the dif
ential resistancedU/dI of the discharge decreases with ri
ing current. Thus, in the pulsed high current regim
(I;5 –10 A!, the discharge burning voltage depends wea
on the current amplitude, but its magnitude can be eit
higher or lower than the burning voltage of dc discharg
with lower currents for the same conditions in the gap. T
magnitude of the average discharge current has a more
portant effect on the discharge burning voltage in t
repetitive-pulsed mode. Figure 4 shows some data illust
ing the effect of the average current in the discharge gap
the burning voltage of pulsed and dc discharges. A pul
voltage was applied to the gap with a dc discharge in it a
current of 0.1–1 A and a discharge with a frequencyf 510
s21 and a current amplitude of 10 A was excited. As the
current was raised, the voltage of both the dc and the pu
discharges increased. After the dc discharge was ex
guished, the burning voltage of the pulsed discharge fel
the lower initial values after a few minutes. Over the fir
e

FIG. 3. Breakdown delay time as a function of discharge current pu
repetition rate:U52 kV, I 510 A, t51 ms.
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1–2 min the discharge delay time rose slightly~by ;5 ms!.
Increasing the current pulse repetition rate leads to a ris
the burning voltages of both discharges.

The time constant for decay of the plasma was de
mined from the rate of change, after the discharge was tur
off, of the ion current in the circuit of a Langmuir probe th
was negatively biased relative to the cathode. The time
the voltage across the gap to fall to zero was a fewms. The
estimated decay time for the discharge lies within 15–20ms.

DISCUSSION OF RESULTS

The discharge delay timet is determined both by the rat
n at which initiating electrons appear in the discharge g
and by the formation time of a glow discharge structure
the gap as the result of the development of a series
Townsend avalanches. A decrease in the statistical spre
t with increasing repetition rate~Fig. 3! is evidence of a
higher current of initiating electrons. In the experiments, t
current may be caused by the presence of residual charg
the gap, the influence of metastable atoms and molecule
post-discharge electron emission from the cathode.7 Since
the drop in the plasma density in the volume as the plas
decays is caused by wall recombination, the density fall m
be exponential, as confirmed by experiment. In this ca
estimates show that the effect of residual charges can s
up at repetition rates on the order of 1 kHz for a const
plasma decay time of;30 ms. Since a change in the dela
time is observed at much lower repetition rates, while
measured plasma decay times are 15–20ms, we conclude
that the behavior of thet( f ) curves is not caused by residu
charges in the discharge gap. It is also improbable that m
stables exist on the cathode surface for such long tim
~;0.1 s!.

Under the experimental conditions the most proba
reason for the appearance of initiating electrons in the
charge gap may be post-discharge electron emission from
cathode. The characteristic drop in the current with time
post-discharge emission can explain the behavior of

FIG. 4. Burning voltages of pulsed~1! and dc~2! discharges as functions o
the dc discharge current. The parameters of the repetitive-pulsed disc
are I 510 A, f 510 s21, andt51 ms.
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t( f , 1/f ) curves shown in Figs. 2 and 3. The reduction in t
rate n at which initiating electrons appear as the pause
tween current pulses is increased leads to a rise in the a
age values oft and to their statistical spread. The prese
experiments are distinguished by the use of a cathode wi
large working surface area, which has led to a reduction
the statistical spread in the values of the delay time and
permitted direct measurements of the discharge forma
time at the low current densities following emissio
(10217– 10216 A/cm2) from a cathode surface that has be
partially conditioned in the discharge and made it possible
study the dependence of the discharge formation time on
conditions in the gap and on the parameters of the repetit
pulsed mode.

The statistical spread int falls to a minimum forf .5
s21 ~Fig. 3!. The further reduction int with increasingf may
be caused only by a change in the formation time of a gl
discharge. As the ratef is changed from 10 to 1300 Hz, th
discharge formation time in argon falls several fold~from
60–80 to 10–15ms under the conditions of Fig. 2!. The
average discharge current during preliminary aging of
cathode has the opposite effect ont, i.e., increasing the cur
rent leads to a drop int and reducing the current, to a drop
the delay time, but the changes int in this case are less, 5–1
ms, and take place over a rather extended time~several min-
utes!. This dependence oft on the average current indicate
that aging is not equivalent to an ordinary cleaning of co
tamination from the cathode surface, but provides for
establishment of some equilibrium state of the surface aft
certain relaxation time.

An increase in the burning voltage of the pulsed d
charge is observed when the dc discharge current is
creased within the same interval~Fig. 4!, as well as when the
average current of the repetitive-pulsed discharge is
creased by varying the pulse repetition rate.4 Turning off the
dc discharge leads to recovery of the initial voltage and de
time after a few minutes. After the steady state of the cath
surface has been attained, no significant change in the pa
eters of the repetitive-pulsed mode is observed over an
tended period~several hours!.

These data imply that changing the average discha
current has a significant effect on the state of the cath
surface, in which both the ion–electron emission and
electron after emission coefficient of the cathode chan
Here the means by which the magnitude of the average
rent is changed~by varying the pulse repetition rate or b
varying I, t, and dc discharge current! has different effects
on the variation int and the same effect on the burnin
voltage of the discharge. This variation in the emission pr
erties of the cathode can be explained by assuming that t
are nonconducting thin films on the cathode surface, wh
regeneration and properties are determined by the magni
of the average discharge current.

It is known8 that the effect of an ion flux on a meta
surface depends on the relationship between the ion cur
density and the flux of residual gas particles adsorbed on
cathode surface. Under ordinary conditions, a regime of p
dominant sputtering and cleaning of the cathode is achie
only at rather high ion current densities of 0.1–1 mA/cm2.

rge
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When chemically active impurities are present in the volu
and the ion current density is low, a dynamic equilibriu
may develop between the adsorption and sputtering
cesses such that a layer with a modified chemical comp
tion and structure may exist on the cathode surface for a l
time. Direct measurements of the composition of the cath
surface in a dc glow discharge have shown9 that the reduc-
tion in the discharge current with time coincides with a lo
ering of the impurity content on the cathode surface, wh
the thickness of the contaminating oxygen- and carb
containing film is estimated to be only a few tens of Å. Th
dielectric films and post-discharge emission at current de
ties of 10218– 10215 A/cm2 have been observed i
experiments10 after all kinds of cleaning, including variou
combinations of high temperature annealing in vacuum
processing with glow discharge electrons.

The presence of nonconducting films on the cathode
face makes it possible to explain both the features of
ignition process and the dependence of the discharge vo
in the quasistationary phase of the discharge on the pa
eters of the repetitive-pulsed mode. The drop in the form
tion time t with rising pulse repetition ratef and the corre-
sponding rise in the post-discharge emission current oc
because whent@1/n, many-electron ignition takes place.
the current in the gap rises in an avalanche, i.e.,I (t)
5I (0)exp@2t(m21)/t#, wheret is the time of flight of an
ion andm is the current gain in the gap, then a several-fo
drop in the formation time means that the initial currentI (0)
has increased by roughly the same order of magnitude. T
the experimentally observed drop int means that the after
emission current density rises by 4–5 orders of magnit
while the time interval is reduced from 1021 to 1023 s.

The dynamics of the post-emission process has b
studied by measuring the discharge delay times under v
ous conditions and after various kinds of processing5,7,10over
times ranging from a few seconds to tens of hours. All th
data indicate a rise in the rate of change of the post-disch
emission current as the time from discharge cutoff is
duced. The high repetition rates used in our experiments
lowed us to make measurements with a short time de
(1023 s! relative to the time the discharge is quenched and
obtain a high rate of change of the post-discharge elec
emission current for 1/f ,1022 s.

It is known that adsorption of atoms of the princip
contaminant impurities, oxygen and carbon, on a metal
face raises the work function of the metal and, according
reduces the ion–electron emission coefficientg.11 Increased
field emission of electrons can take place as a result of
formation of a thin insulating film on the metal surface that
permeable for ions bombarding the cathode and the for
tion, in that film, of an electric field which facilitates th
escape of secondary electrons from the metal owing to
Schottky effect. This kind of field is created by the develo
ment of a positive electrical charge on the film surface ow
to emission from the discharge and the deposition of posi
ions.5,7 Microscopic inhomogeneities on the cathode surfa
which aid in enhancing the field within the film cause po
discharge field emission from the cathode.

The rapid drop in the post-discharge emission curren
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low levels indicates that there is little contamination of t
cathode, which, nevertheless, has a significant effect on
properties of the pulsed discharge. It should be noted tha
presence of a cathode surface layer with a variable com
sition and structure does not cause significant contamina
of the beam of gas ions.1

CONCLUSION

The state of the cathode surface in a glow discha
under imperfect vacuum conditions depends on the ave
discharge current and has a significant effect on the igni
and burning parameters of a pulsed discharge. At low av
age discharge currents thin insulating films form on the ca
ode surface and they cause a significant reductions in
discharge delay time and the discharge burning voltage.
the average current is raised, the influence of the films
reduced. The relaxation time for the discharge paramete
a few minutes when the average current is varied.

A technique based on using a cathode with a large wo
ing surface area and varying the pulse repetition rate o
wide limits has made it possible to study the dynamics of
variation in the post-discharge emission with high time re
lution and to observe a sharp rise in the after emission c
rent density when the time interval following quenching
the discharge is reduced. A high post-discharge emiss
current density from the large cathode surface at eleva
current pulse repetition rates ensures many-electron initia
of the discharge, one consequence of which is a reductio
the discharge formation time.

The high degree of influence of thin films on the em
sion properties of the cathode of a glow discharge obser
in these experiments makes it necessary to take the exist
of these films into account in experiments with pulsed gl
discharges in devices operating under commercial vacu
conditions.
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A dynamic model for plasma opening switches is proposed. The basis of the model is the
appearance and development of force instabilities~pinch and sausage! in a spatially nonuniform
plasma accelerated by a magnetic field as a driver piston. The proposed model does not
require the invocation of subtle effects in the pinch collapse phase and makes it possible, without
going beyond the framework of magnetohydrodynamics, to explain the principal operating
features of plasma opening switches and to obtain quantitative estimates consistent with
experiment. ©1999 American Institute of Physics.@S1063-7842~99!00505-X#
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INTRODUCTION

Plasma opening switches are one of the most powe
generators of electrical pulses. Further increases in t
power, matching them to loads, extending their range of
plications, controlling their operation, etc., require the c
ation of a model that describes their operation in a satis
tory manner. One often cited model,1 based on the formation
of double layers and a carrier deficit, does not describe
main operating characteristics of plasma opening switc
and has been shown2–4 to be unsatisfactory. Other models3–6

can explain only particular aspects of the phenomenon, w
out providing a complete picture of the processes in a pla
opening switch. They do not take the plasma dynamics
the mutual effect of the storage device and load on
plasma into account.

In this paper a dynamic model for plasma openi
switches is proposed based on the appearance and dev
ment of force instabilities~pinch and sausage! in a spatially
nonuniform plasma accelerated by a magnetic field. W
the plasma in the pinches and sausages collapses, high
age pulses are generated which switch the current from
storage device of the plasma opening switch into the loa

ESTIMATES OF CHARACTERISTIC PARAMETERS

As a rule, a plasma opening switch consists of a segm
of coaxial line, one end of which is attached to an ene
source or transmission line while the other is connected
load. The load is usually a vacuumdiode and a capac
bank with a capacitanceC is used as an energy sourc
Plasma guns are positioned azimuthally in the outer e
trode of the coaxial line and these inject plasma radially
ward the central electrode. The inductance of the source
transmission line up to the plasma gun forms the induc
storage systemL0 of the plasma opening switch. The relativ
gap between the outer electrode~diameterD! and the inner
diameterd, given by (D2d)/2d, lies between 0.5 and 10 o
more for various designs. This leads to a difference of
order of magnitude or more between the magnetic press
5011063-7842/99/44(5)/5/$15.00
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at the inner and outer electrodes. Estimates of the chara
istic parameters are given here for an inner electrode ra
r'2 cm.

The major studies of plasma opening switches have b
done for maximum currents of 104– 106 A with a discharge
half period of 231027– 1.531026 s and a current rate o
rise of 1012– 1014 A/s. The operating period of the plasm
guns is generally much longer than the time for the induct
storage unit to build up with the current. Despite the lar
number of papers on plasma opening switches, the inje
plasma~mainly of carbon! has not been studied adequate
The input particle densitiesn are most often 1012– 1014 cm23

~Refs. 1 and 7!. In many papers the particle density is es
mated using the model of Ref. 1. A number of papers8 refer
to an optimum density;1013 cm23 at which a plasma open
ing switch still operates.

The velocity of the injected plasma is;53106

cm/s.1,9,10 If we assume that the plasma expands into
vacuum, then a good approximation for the sound spee
the absence of a magnetic field will be 106 cm/s, which
yields an estimate ofT0'53104 K for the temperature.
Here we assume the electron and ion temperatures are e
In Ref. 7 the calculated temperature lies within 4,T,8 eV.
It is natural to assume that the injected plasma expands a
the electrodes, as well. Then, by the time the inductive s
age device is being fed by the current, its characteristic a
size will beR;Vt0'10 cm, wheret0 is the delay between
the time of plasma injection and the onset of filling. In som
designs for plasma opening switches the expansion along
electrodes is limited by the design.

For the chosen plasma parameters the Debye radiu
'1024– 1023 cm, which is substantially smaller than an
dimensions of the plasma, so it can be regarded as quas
tral. The electron mean freepath;0.1–10 cm and may be on
the order of the largest dimension of the plasma. The e
tron Larmor radius for a current rate of rise;1012 A/s is
much shorter than the mean free path and any dimension
the plasma;10210 s after the current feed is turned on. Th
time is much shorter than the characteristic current r
times.
© 1999 American Institute of Physics
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These estimates show that the possibility of a magn
dynamic description of the plasma motion must be exami
in detail for each specific case. As for the motion perp
dicular to the magnetic field, because of the smallness of
Larmor radius, we shall assume that this approximation
satisfied.11 In the following, essentially only this kind of mo
tion is considered.

We shall assume that the plasma is fully ionized and
electrical conductivity is>107

•T0
3/2'1014 s21 ~Ref. 11!.

During the current rise time of 1027– 1026 s, the magnetic
field penetrates the motionless plasma to a depth of;0.3–1
cm as a result of the skin effect, a distance much smaller t
the size of the plasma along the storage device. Thus,
shall assume that the magnetic field has not penetrated
plasma.

The magnetic pressureB2/8p is comparable to the ga
kinetic pressure (nkT0;102 dyn/cm! for a rate of current
rise of 1012 A/s over a time;1029 s, which is at least two
orders of magnitude shorter than the current buildup time
the storage system. Over a time of the same order of ma
tude, a shock wave develops and moves through the un
turbed, current-free plasma. Thus, we shall assume tha
current is distributed over a thin layer of compressed plas
and for purposes of estimates and a qualitative discuss
we use a ‘‘snowplow’’ model. The propagation of the ma
netic field along the plasma opening switch will be det
mined by the plasma motion and not by diffusion.

The characteristic velocity according to a snowplo
model with a sinusoidal current rise and a uniform distrib
tion of the densityr up to the time it reaches its maximum
will be12 U5231022I 0 /(r1/2d), whereI 0 is the current am-
plitude in kA. For the GamblI system13 with n51012

cm23, this formula givesU'23108 cm/s, or several order
of magnitude greater than the spin velocity, which elimina
an apparent contradiction between the experimentally m
sured propagation velocity of the magnetic field13 ~measured
at '53108 cm/s! and that calculated from its diffusion.

With these plasma parameters the mean free path
photons of all types is much greater than the plasma size
we shall assume it to be transparent.

QUALITATIVE MODEL OF SWITCHING

The boundary of a uniform plasma accelerated by a u
form magnetic field parallel to it, is unstable. The accele
tion dynamics is such that it initiates the appearance
development of the Rayleigh–Taylor instability.

In a plasma opening switch the plasma injected by
discrete plasma guns is spatially inhomogeneous. The di
bution of the plasma density along the storage unit has b
noted.14 Because it is reflected from the inner electrode a
because of the spreading geometry, the plasma will be in
mogeneous along the direction of injection, as well. It
natural to assume that it is also inhomogeneous along
azimuth, and this has been confirmed in direct measurem
of the electron density.7

The inhomogeneity of the plasma density and the diff
ence in the directions of its spread velocities lead to nonu
form acceleration of the front of the shock compress
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plasma, to nonuniformities in the velocities gained by it, a
to a complicated geometry of the plasma surface. The pic
can be made worse by the order of magnitude differe
between the magnetic pressures at the central and outer
trodes. Between the plasma guns, where the plasma de
is lower, ‘‘tongues’’ of magnetic field are formed in the axi
direction. After passing the planes of the plasma guns,
‘‘tongues’’ of magnetic field that did not penetrate into th
plasma begin to expand owing to the density nonuniform
and gradient acceleration and the lines of force can close
pinches can form.15,16 It is well known17 that a plane layer is
unstable to pinches and sausages, even in the case of
mogeneous plasma. Pinch formation can be facilitated by
transparency of the plasma, as well. A transparent plasm
subject to the overheating instability, which develops in
pinches.17 In other words, we have all the conditions for th
appearance and development of force instabilities and
particular, pinches and sausages.

In the proposed dynamic model we assume that
plasma in the plasma opening switch is subject to pinchi
We believe that the plasma is accelerated by the magn
field along the storage unit and is compressed in pinch
with respect to which it is unstable. It is evident that th
assumption requires more detailed examination and justifi
tion. However, assuming that pinches and sausages ap
and develop makes it possible to explain qualitatively
main operational features of plasma opening switches
obtain some quantitative estimates of the characteristic
rameters that are consistent with experiment.

The generation of charged particle beams may serve
an indirect confirmation of the appearance of pinches
sausages in the plasmas of plasma opening switches.18 These
beams were observed in the first investigations ofZ-pinches
in controlled thermonuclear fusion research.19 The localiza-
tion of the high electric fields observed experimentally
plasma opening switch plasmas20 may be a consequence o
the development of sausages and a confirmation of their
sible appearance.

The collapse of the plasma in pinches leads to a rise
the induction of the conducting plasma channels. High vo
age pulses, which switch the current from the storage sys
of the plasma opening switch to the load, develop across
increasing inductance. The expansion of the plasma begin
slow down and the pinches begin to be compressed when
condition

B2/8p>p1rV2 ~1!

is satisfied, whereB is the magnetic induction at the pinc
boundary andp, r, andV are the pressure, density, and e
pansion velocity of the plasma.

Expressing the induction in terms of the currentI, we
obtain

I>Rc~2p~p1rV!!1/2, ~2!

whereR is the characteristic scale length of the plasma n
uniformity when a pinch develops andc is the speed of light.

Equations~1! and ~2! are basic to a quantitative expla
nation of the mechanism for operation of plasma open
switches. Equation~2! implies that the proposed model
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indifferent to the direction of the flowing current and, ther
fore, to the polarity of the electrodes. It has been noted21 that
plasma opening switches operate with arbitrary combinati
of the electrode polarities and plasma injection. The pola
effect9 may be caused by an asymmetry in the motion of
compressed plasma front owing to the large difference in
magnetic pressures at the inner and outer electrodes, b
plasma gun current flowing through the plasma, and by c
tinued injection of plasma into a region occupied by t
magnetic field. The model of Ref. 1 allows a plasma open
switch to operate only with a single electrode polarity, whe
the outer coaxial electrode is the anode and the inner,
cathode, while the plasma is injected from the outer el
trode.

Equation~2! explains the existence of the critical curre
I * , known as the cutoff current. The cutoff current and
dependence on various factors have been studied by m
authors. Equation~2! implies that for a small numberK of
plasma guns such that the plasmas from the individual g
do not overlap in a large part of the space between the e
trodes,I * }K. A dependence of this sort has been obser
experimentally.22 For a large number of plasma guns, t
plasma flows overlap, so the inhomogeneity of the plasm
reduced and it becomes more stable. In this case,I * in-
creases and, therefore, the time before the onset of switch
or the plasma opening switch ceases to operate, enteri
short-circuit regime.8

According to the model of Ref. 1, the critical current
determined by the ion velocity and the area covered
plasma on the central electrode but is independent of
number of plasma guns. Equation~2! implies that the cutoff
currentI * }n1/2. In many papers in the course of studying t
dependence of the cutoff current on the plasma density it
been noted that it increases with rising plasma density
when the plasma opening switch operates longer. A comp
son with experimental data is difficult because of the narr
range of the studies and of the unreliability of some of the

Usually the energy source for driving the plasma op
ing switch is a capacitor bank which charges the inducta
of the storage system. For more complete utilization of
stored energy the operating conditions are chosen so tha
critical currentI * is essentially equal to the maximum cu
rent I 0'V0(C/L0)1/2 in the ‘‘hard’’ circuit, whereV0 is the
initial voltage on the capacitor. In this caseI 0}n1/2. Many
researchers have noted that raising the plasma density a
the optimum leads to cessation of operation of the plas
opening switch;8 it operates in a short-circuit regime. In fac
increasing the particle density by an order of magnitude
quires a threefold increase in the current amplitude and
increase in the stored energy by an order of magnitude
practical cases, this is impossible, since it requires an o
of magnitude increase in the capacitance or three times
initial voltage.

Many authors7,23 have shown in studies of the depe
dence of the cutoff current on the delay between the time
plasma is injected and the beginning of the feed to the
ductive storage system that, besides the increase in the d
time, there is an increase in the cutoff current, and on t
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gering, the plasma opening switch operates in a short-cir
regime.

In the proposed model an increase in the delay ti
leads to a simultaneous increase inR, the characteristic scale
length of the inhomogeneity, and in the plasma density. T
increase inR is caused by expansion of the injected plas
and the increase in density, by continuous injection
plasma opening switch plasma and its reflection from
electrodes. Equation~2! implies that this requires a rise in th
cutoff current. When the delay time is increased furtherR
and n reach the values corresponding to a cutoff curr
greater thanI 0, operation ceases, and a short-circuit regi
is realized.

Operation can begin again after the passage of al
~;100 ms! delay time, as observed experimentally.23 The
continuously injected gun plasma fills a large volume a
becomes stable with respect to currents greater thanI 0. On
the other hand, it continually recombines and decays.
most rapid decay occurs at the edge of the plasma. In
center it is replaced for a long time by injection. After th
plasma gun stops operating, recombination and decay re
the volume occupied by the plasma. The characteristic s
length and density again begin to satisfy Eq.~2! and the
plasma opening switch starts to operate.

The recombination and decay of the plasma requir
certain time. This time may be determined by the experim
tally observed2 time shift between the operation of th
plasma opening switch and the passing of the plasma
current through zero in the course of its periodic variatio
Typically, after the plasma gun current passes through z
the cutoff current initially falls off and then again increas
and operation ceases until the gun current passes a
through zero. The plasma opening switch operates right a
the plasma gun current passes through zero, whenR and n
are essentially minimal. This picture is confirmed in an e
pecially convincing manner by experiments with an ape
odic gun current. Thus, the proposed dynamic model fo
plasma opening switch provides a qualitative explanation
the surprising dependence of the cutoff current on the pla
gun current waveform.2

The expansion of the plasma and its compression
pinches can begin with an increasing current nearI 0. Com-
pression leads to a drop in the characteristic scale lengthR of
the inhomogeneity which ensures further compression, e
for currentsI ,I 0, i.e., in the falling portion of the current
This experimentally observed fact2 finds a natural explana
tion in the proposed model and cannot be explained at a
terms of the earlier model.1

Naturally, the question of the stability of compression
parallel pinches arises in the proposed model. Assuming
the initial inductance of the pinches is small, it is easy
show in the electrostatic approximation that two para
pinches operate stably.

ESTIMATE OF THE SWITCHING TIME AND VOLTAGE

Because of the inhomogeneity of the plasma, the cy
drical geometry, reflection of the plasma from the electrod
and the acceleration of the plasma along the storage sy
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by the nonuniform magnetic field, Eq.~2! cannot be satisfied
simultaneously over the entire length of an inhomogene
this leads to the development of a noncylindricalZ-pinch
which ends in sausages.24 As noted above, the localization o
high electric fields observed experimentally in plasma op
ing switch plasmas20 can be a result of the development
sausages and serve as confirmation of their appearance

Collapse of the plasma in pinches increases the ind
tance of the conducting plasma channels. High volta
pulses develop across the increasing inductances and
switch the current from the plasma opening switch stor
system to the load. It has been shown25 that for instability
rise times much shorter than the current rise time, the v
ages that are generated can be much higher than the i
capacitor voltage and are determined mainly by the rate
increase of the inductance of the pinch. In fact, under th
assumptions we can regard the magnetic field as cons
over the time the plasma opening switch operates and f
small pinch inductanceL we obtain

L0•I 05~L01L !I ,

which yields U52L0İ 5L̇I 0. According to
magnetohydrodynamics,25 L̇ increases without bound in
sausage and, along withL̇, the voltage that is generated.

The snowplow model, which provides a satisfactory d
scription of the initial phase of aZ-pinch and gives the righ
order of magnitude for the compression time,26,27 yields
t5pcr1/2R/I 0 for the characteristic compression time an
therefore, the switching time. Whenn is changed from 1012

to 1014 cm23 and the currents from 105 to 106 A, this ex-
pression yields a value of 1028– 1027 s for t. These switch-
ing times are in satisfactory agreement with experiment.2,7

The characteristic magnitude of the voltage when
instability develops is given by25 U05V0 T/4pt, whereT is
the period of the discharge in the ‘‘hard’’ circuit. Fo
t'1028 s this expression gives the characteristic magnit
of the voltages that develop during switching. For a plas
opening switch7 with T52.531027 s, the above formula
gives U0'3V0, and for microsecond plasma openin
switches withT51.531026 s, we obtainU0'10V0. Usu-
ally a plasma opening switch operates on a diode load
the maximum voltages are limited by breakdown of the
ode, so they do not reach these levels. When a plasma o
ing switch operates on an inductive load, the generated v
ages are determined by the inductance and equal25

Lnİ'
Ln

L01Ln
•

L0•I 0

t
'2V0 ,

which is also in satisfactory agreement with experiment.2

In designs with a relative gap less than 1 and a la
number of plasma guns, the injected plasma is more unif
spatially and may be stabilized with respect to pinches
sausages. In this case the picture is very different from
described above. Let us estimate the velocity of the plas
from experimental data for the KALIF project.28 We have
chosen this experiment because its parameters have bee
closed in greatest detail.
;
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In terms of an energy approach, assuming that the
ergy in the storage system initially goes into the energy
the magnetic field in the inductance and into the kinetic
ergy of the motion of the entire plasma, we obtainV'4
3108 cm/s, while the acceleration dynamics for the ent
plasma as a whole impliesV'33108 cm/s. The snowplow
model gives a maximum velocity ofV'3.53108 cm/s. For
such a velocity the electric field strength at the central el
trode is'33106 V/cm, while the voltageLİ 0'23106 V.
In the best shots28 the maximum voltage measured b
nuclear techniques is 3.83106 V. The agreement betwee
these voltages and the experimental measurements is n
chance. The acceleration of the plasma in these designs
consequence of the development of force instabilities t
cause a rise in the inductance.

CONCLUSION

The dynamical model for plasma opening switch
based on the appearance and development of force insta
ties proposed here provides a natural explanation of the
istence of a critical current~the cutoff current! and of its
dependence on the particle density, the number of pla
guns, the delay between the time plasma is injected and
time the storage system is filled, and the current waveform
also explains the operation of plasma opening switches w
the polarity of the electrodes is changed, their triggering o
falling current, the speed of penetration of the magnetic fi
along the storage system, and the generation of charged
ticles. The proposed model can be used to obtain an estim
of the operating time and the magnitude of the voltage tha
generated.

The author hopes that this dynamic model for plas
opening switches holds true and notes that in the form p
sented here it is still too rough and requires detailed de
opment.

The author thanks the Russian Fund for Fundame
Research~Grant No. 95-02-04411! for financial support.
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10É. N. Abdullin, G. P. Erokhin, V. M. Kiselevet al., Abstracts of the VII
All-Union Symp. on High-Current Electronics@in Russian#, Tomsk
~1988!, Part III, pp. 49–51.

11L. A. Artsimovich and R. Z. Sagdeev,Plasma Physics for Physicists@in
Russian#, Atomizdat, Moscow~1979!, 320 pp.

12A. L. Velikovich and M. A. Liberman,Physics of Shock Waves in Gase
and Plasmas@in Russian#, Nauka, Moscow~1987!, 296 pp.



-

-

lds

.

.

505Tech. Phys. 44 (5), May 1999 P. I. Zubkov
13D. D. Hinshilwood, J. R. Boller, R. J. Commissoet al., IEEE Trans.
Plasma Sci.PS-15, 564 ~1987!.
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Approximate similarity of electrophysical and kinematic processes during pulsed
corona discharges in strong electrolytes

V. V. Shamko, E. V. Krivitski , and V. V. Kucherenko
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327018 Nikolaev, Ukraine
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Based on a theoretical method of dimensional and similarity analysis and on published
experimental data on the dynamics of corona discharges in strong electrolytes, dimensionless
numbers are found which make manifest the approximate similarity of electrophysical
and hydro/gasdynamic phenomena. A physical experiment is carried out, and generalized time
dependences are obtained for the current, voltage across the interelectrode gap, and
plasma radius in terms of these similarity numbers. ©1999 American Institute of Physics.
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A pulsed corona in water1,2 is a developed system o
leaders with a clustered spatial orientation. This orientat
develops in discharge gaps with nonuniform and highly n
uniform fields and is characterized by the fact that none
the leaders growing into the depth of the gap reaches
opposite electrode. This is the significant difference betw
a pulsed corona and a ‘‘linear’’ underwater spark discharg3

In the case of a discharge that is not completed by bre
down of the interelectrode gap, the entire discharge cur
flows through the boundary between the leader sys
plasma and the liquid medium. Because of the comparativ
small plasma–medium contact surface area and the high
sistance of the liquid layer between the clustered system
leaders and the counterelectrode, the discharge current i
tremely low, so there is little heating of the plasma in t
leaders. Since the conductivity of the plasma is clea
higher than that of the medium, a substantial fraction of
energy is released in the surrounding liquid, rather than
the corona itself.

When the external conditions are changed, especially
specific electrical conductivitys0 of the medium, the num-
ber of leaders increases, their diameter at the base bec
larger, and, for certain electrically conducting media a
field strengths,1,2 they cover the entire exposed surface of t
electrode and are converted into a continuous plasma for
tion ~plasmoid!. When threshold values of the conductivi
of the medium are reached, the leaders merge with one
other from the very beginning of the discharge and the p
moid fully reproduces the shape of the electrode tip. A
result, the energy of Joule heating is released in four regio
the plasmoid, the plasma–liquid transition layer, the volu
of the conducting liquid, and equivalent active elements
the discharge circuit. The experimental data accumulated
to now1,2,4on the phenomenology of this effect show that t
characteristics of corona discharges depend significantly
the external controllable parameters of the discharge circ
the conducting medium, and the electrode geometry.

The close attention given to corona discharges in rec
years is related to the experimentally established fact2 that,
5061063-7842/99/44(5)/5/$15.00
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under certain conditions, they have hydrodynamic instab
ties of rather high intensity comparable, at least, to the p
turbations generated by underwater spark discharges.
kind of hydrodynamic behavior is intrinsic to corona di
charges in strong electrolytes, which typically have a co
tinuous plasmoid whose shape can be controlled, so th
pressure distribution with a given configuration can be c
ated in the liquid. In this paper we shall discuss just this s
of discharge.

Although some first attempts have been made to deve
an electrodynamic model of corona discharges in stro
electrolytes2,5 and interpret them hydrodynamically,6 and al-
though individual aspects of the phenomenon have b
modeled somewhat satisfactorily, there is still not enou
factual material in this area to create a correct mathema
and physical model of the phenomenon. Thus, for syste
atizing the available experimental data and comparing th
given the differences in the experimental conditions,
seemed appropriate to generalize them on the basis of a
oretical method of dimensional and similarity analysis.7

The basis for seeking the structure of dimensionl
numbers is a set of dimensional physical quantities wh
determine the desired dynamical characteristics of the
charge with sufficient accuracy. In order to establish a se
dimensional parameters, it is necessary to assess the i
knowledge about the phenomenon under study. This t
was performed by making a careful analysis of the exp
mental papers1,2,4 containing the most systematic experime
tal data on corona discharges having a continuous plasm

In studies of electrophysical phenomena, the depend
variables are the currenti 5 i (t,$b i%) and voltageU5U(t,
$bU%) within the volume and the hydrodynamic variables a
the radius of the plasmoid and bubblea5a(t,$ba%), the
pressuresPa5Pa(t,$bP%) in them, and the pressures in th
primary and secondary compression wavesP5P(t,r ,$b r%).
The independent variablest, r, and$b j% in the arguments are
the time, spatial coordinate, and a set$ . . . % of dimensional
and dimensionless parameters important for the developm
of one or another aspect of the phenomenon.
© 1999 American Institute of Physics
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On analyzing the systematic experimental studies av
able today on corona discharges in strong electrolytes1,2,4

one can state that their electrophysical characteristics
most strongly affected by the electrical conductivity of t
liquid electrolyte. For the initial field strengthsE05U0 /r 0

5106– 108 V/m that have been studied, the threshold co
ductivity s* at which the discharge changes from a bran
ing corona into a continuous plasmoid lies within the inter
s051.6–3.3 S/m. The value ofs* is determined by the field
strengthE0 and decreases as the latter is raised.1 On passing
throughs* the voltage curvesU(t) change from those typi
cal of an underwater spark8 to bell-shaped curves, close i
shape to that of the current, and their maximaUm1

'(0.6– 0.9)U0 lie below the chargeU0 on the capacitor
bank. On passing throughs0'6 S/m, the discharge change
from aperiodic to oscillatory. Ass0 increases, the ampli
tudes of the current and power increase, while the duratio
the first half wave of the current~voltage! decreases. Thus
for 3.3<s0<20 S/m, the power amplitudeNm1 over the
interval 0.4<Nm1 /(U0

2AL/C)&1 is very much greater tha
for an underwater spark.8 The qualitative variation in the
electrophysical characteristics withE0 is analogous to tha
described above for the conductivity, and their reaction
changes in the electrolyte temperatureT0 is completely
equivalent to their reaction to a corresponding change
s0(T0). The electrophysical characteristics are insensitive
the hydrostatic pressureP0 of the medium, at least within the
range from 0.1 to 30 MPa.4

The hydro/gasdynamic characteristics of corona d
charges have some distinctive features compared to the
trophysical characteristics. In particular, they do not re
accordingly to the corresponding changes in the electr
conductivity and temperature of the medium. For examp
the amplitude of the secondary compression wave incre
as s0 increases but decreases with increasingT0. On the
other hand, the amplitude of the primary wave, although
also increases with rising temperature, has an extremum
the region of s0'8 –12 S/m,4 depending ons0. After
s0.1 S/m, the maximum radiusamax of the vapor–gas cav
ity and the periodt1 of its first pulsation essentially do no
react to changes ins0 ~although a noticeable dependen
t1(s0) has been observed at elevated hydrostatic press
at least forP0530 MPa!,4 while the depend very strongly o
T0, even fors0(T0).1 S/m. The amplitude of the first wav
is affected significantly by the radiusr D of the tip of the
positive electrode and the lengthl of the interelectrode gap
~when l is short!,4 which increasePm1 as they become
smaller. The hydro/gasdynamic parameters are found to h
a significant dependence on the hydrostatic pressure o
medium, becoming quite substantial for the cavity para
eters. There are, as yet, no experimental data on the pre
in the plasmoid and, as far as its kinetics are concerned
can only say that ass0 increases, the radius of the plasmo
decrease as the energy release comes to an end.2

It should also be noted that there are, as yet, no syst
atic data on the effect of such circuit parameters as the
pacitanceC, inductanceL, and equivalent short-circuit resis
tanceRk of the discharge circuit on the discharge dynami
The capacitance and inductance affect the discharge re
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depending on the relationship between the characteristic
pedance of the circuit and the load resistance, which inclu
the total resistance of the plasmoid,Ra , and electrolyte
layer, Re , averaged over the discharge time, andRk . For
Ra1Re1Rk>2AL/C the discharge will be aperiodic; othe
wise, it will be oscillatory. Here the role of the initial con
ductivity of the electrolyte, which was mentioned above
connection with the oscillatory character of the dischar
reduces to a change in the resistanceRl . Because of the
above mentioned features, and also because these circu
ements~C, L, Rk! must be formed during the discharge, th
will be included in the system of parameters controlling th
phenomenon.

Since one of the elements of the object under study
plasmoid, by analogy with underwater sparks8 we shall use
the spark constantA as a characteristic of the discharg
plasma.A is the coefficient of proportionality between th
pressure and electrical conductivity of the plasma, and
effective adiabatic indexg of the plasma. The initial density
r0 of an electrolyte based on H2O1NaCl varies as the con
centration of the solution is increased up to saturation
20%. From a hydrodynamic standpoint, this is a rather s
nificant factor, so the parameterr0 must be included among
the system of control parameters in a study of the hyd
gasdynamic phenomena.

Here we shall only consider those discharge regimes
which a continuous plasmoid is formed. In accordance w
Refs. 1 and 2, this places a lower bound on the conducti
of the electrolyte. Then, at least forE0&108 V/m,2 the time
to ignite a corona and the amount of electrical energy
pended in this stage are incomparably smaller than the c
acteristic discharge timeAL/C and the energy stored in th
capacitor bank, respectively. The ignition time is observed
decrease significantly with risingE0. Therefore, the un-
known dependent parameters of the corona discharge
not be sensitive to the factors controlling the discharge ig
tion phase. As a result, we can include the capacitor b
charging voltage and the radius of the positive electrode
in the system of control parameters in place of the initia
unknown ignition voltage and the initial radius of the pla
moid, respectively.

During a corona discharge the electrolyte is heated a
constant external pressure, and a temperature distribution
velops within it owing to resistive dissipation within the vo
ume. When the effects of molecular heat conduction
small,2 the density of the internal heat sources is proportio
to the rate of change of the temperature with a coefficien
proportionalitycp , which represents the specific heat at co
stant pressure. Therefore, the parametercp should also be
included in the system of control parameters.

To summarize, we can distinguish the independ
physical quantitiess0 , U0 , C, L, r 0 , l, r0 , T0 , A, P0 , Rk ,
cp , t, r, and g which determine the evolution of a coron
discharge in strong electrolytes and, in accordance with
bulk of the original experimental data and physical cons
erations, adequately characterize the electrophysical
hydro/gasdynamic phenomena within it. Therefore, with
independent dimensional variables and the 5 primary dim
sions ~kg, m, s, A, and K!, according to thep theoremof
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dimensional analysis we shall have 9 independent dim
sionless numbers. If we choose the quantitiesU0 , C, L, T0,
and r 0 as the variables with independent dimensions, th
the independent dimensionless numbers can be written
plicitly as follows:

PA5Ar0
2/~U0

2ALC!, Ps5s0r 0AL/C,

PR5RkAC/L, Pc5cpT0LC/r 0
2 ,

Pr5r0r 0
5/~LC2U0

2!, PP0
5P0r 0

3/~CU0
2!,

P l5 l /r 0 , P r5r /r 0 , P t5t/ALC, Pg5g. ~1!

For the dependent variablesi, U, P, anda of interest to
us, four additional dependent dimensionless numbers ca
written:

P i5 iAL/C/U0 , PU5U/U0 ,

PP5Pr0
3/~CU0

2!, Pa5a/r 0 . ~2!

The numberPA , which corresponds qualitatively to th
well known channel numberPk for an underwater spark9

and characterizes the complex action of the electrical par
eters of the discharge circuit and plasmoid on the medium
not entirely convenient, for example, in analyzing t
current–voltage–time characteristics over the entire
charge interval. The following combination of the numbe
PA andPs is more convenient for these purposes:

PAs5PA•Ps5As0r 0
3/~CU0

2!, ~3!

which is the ratio of the initial integrated energy density
the volume to the electrical energy density of the sour
Because of the low energy densities in the plasma and e
trolyte compared toCU0

2/r 0
3, it is appropriate to replace th

numberPP ~andPP0
) by a combination of the numbersPP ,

Ps , andPA :

PP8 5PP•~Ps•PA!215P/~As0!, PP0
8 5P0 /~As0!. ~4!

It is more appropriate to rewrite the dimensionless nu
ber Ps in the form

Ps85Ps
215~s0r 0!21/AL/C, ~5!

and then the dimensionless numbersPs8 andPR will repre-
sent the ratios of the resistances of the layer of electro
~for r 0! l ) and the circuit to the impedance, respectively.

Therefore, given Eqs.~3!-~5!, the above statement of th
problem will correspond to generalized solutions in the fo
of the dimensionless functions

P i5Fi~P t ,PAs ,Ps8 ,PR ,Pc ,Pg!,

PU5FU~P t ,PAs ,Ps8 ,PR ,Pc ,Pg!,

Pa15Fa1~P t ,PAs ,Ps8 ,PR ,Pc ,Pg!,

PP8 5FP~P t ,PR ,PAs ,Pc ,Pr ,Ps8 ,P l ,Pg!,

Pa25Fa2~P t ,PAs ,Pc ,Pr ,PP0
,Pg!. ~6!

HerePa1 corresponds toPa for the plasmoid andPa2 cor-
responds to that for the cavity. Obtaining dimensionless
pendences of the form~6! exhausts the possibilities of d
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mensional and similarity analysis. Approximate expressio
for the functionsF j in explicit form must be sought by gen
eralizing the experimental data. Usually this is done by r
resenting the functionsF j in the form of power law functions
of their arguments and fitting the exponents to experime
data. Although this approach does ensure fairly good ac
racy within the range of variation of the parameters in t
experiments, the resulting formulas essentially do not w
beyond these limits. Here it should also be noted that
possibility of modeling phenomena when more than two
dependent dimensionless numbers are involved~except for
the dimensionless coordinates and time! is extremely prob-
lematical. Thus, it is more appropriate to begin with physi
considerations and isolate the main dimensionless num
~or several of them! and then to show, by generalizing th
experimental data, that major changes in the secondary
mensionless numbers do not change the picture of the
cess.

Thus, for discharges in media with a single chemic
constituent,Pg drops out of the set of dimensionless num
bers, as it is derived only from the physical properties of
medium and is constant.P l has an effect on the discharg
dynamics only whenP l,1, so that for corona discharge
with a continuous plasmoid, for whichP l@1 ~Ref. 2!, it can
be neglected. The dimensionless numbersPR and Pr are
much smaller than unity, so we shall neglect them as w
sincePAs and Ps8 are of the order of unity. As result, in
stead of the dimensionless functions~6!, we can write down
their approximate analogs

P i5C i~P t ,PAs ,Ps8 !,

PU5CU~P t ,PAs ,Ps8 !,

Pa15Ca1~P t ,PAs ,Ps8 !,

PP8 5CP~P t ,P r ,PAs ,Ps8 ,Pc!,

Pa25Ca2~P t ,PAs ,Pc ,PP0
!. ~7!

It is easy to see that the structure of the generali
functions for the electrophysical characteristics and radiu
the plasmoid have been greatly simplified and they can n
be subjected to a generalized experimental test. To do
we have done an experiment with ranges for the dimensio
physical quantities U0515–47 kV, C50.5–12 mF,
L52.4–3.8mH, s053 –22 S/m, andr 050.5–5 mm such
that the numbersPAs and Ps8 remained constant. Ten dis
charges were produced for each set of fixed values of th
quantities, and the discharge currenti (t), voltage U(t)
across the discharge gap, plasmoid radiusa(t), and ampli-
tudePm1 of the primary compression wave were recorded
each. The data were then normalized to the correspon
scalesi M5U0AC/L, UM5U0 , aM5r 0 , PM5As0, and tM

5ALC. The measurement technique described in Ref. 2
used, along with the experimental data obtained there.

Figure 1 shows dimensionless plots of the current a
voltage as functions of time for fixed similarity numbe
(PAs52.5•1026 and Ps8529.4) ~the vertical bars on the
curves denote the 90% confidence intervals!. It is easy to see
that the numberPU ~Fig. 1b! is uniquely determined by the
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two numbersPAs andPs8 , while P i ~Fig. 1a! splits into two
regions: in the first~curve1! there are seven current regim
with a maximum ofP imax50.38 and in the second~curve2!,
three regimes withP imax50.08. Therefore, in terms of th
approximate similarity considered here, the current cha

FIG. 2. Normalized plots of the current~a! and voltage~b! as functions of
time and of the dimensionless numberb.

FIG. 1. Generalized time variations in the current~a! and voltage~b! for
b50.35.
c-

teristics are subject to a scaling effect. Since the distingu
ing feature of these two classes of electrophysical effects
difference in the characteristic times~for the first series of
curves tM<4.2 ms, and for the second,tM.4.2 ms!, it is
possible that the current scaling effect~as observed before8

for underwater spark discharges! is related to some threshol
time beyond which the approximate similarity breaks dow
Further generalization of the experimental data was car
out only for characteristic timestM<4.2 ms.

The extremely wide range of the dimensionless num
PAs51021021 makes it an inconvenient parameter, at le
for classifying the discharge regimes. Thus, instead ofPAs

we have constructed a combination of the numbersPAs and
Ps8 that is more convenient in terms of its numerical rang

b50.1@Ps8 /~4p2PAs!#0.1, ~8!

which is qualitatively similar to the dimensionless number9 h
for underwater spark discharges. For lowb the discharge is
oscillatory, and asb→1 it becomes aperiodic~Fig. 2!. The
numberb is more important thanPs8 in its effect on the
generalized time variations in the current, voltage, and p
moid ~Figs. 2 and 3!.

The normalized distribution of the maximum pressure
the primary compression wavepPm1

(P r) for fixed b50.35
is illustrated by Table I~n is the number of the discharg
regime andb5 idem).

In the first approximation this distribution has an acou
tic dependence.

Given that the resistance of the electrolyte layer w
prevail overRa and Rk , we conclude thatPs8 will be the
second principal dimensionless number of approximate s
larity of the electrophysical and kinematic characteristics o
corona discharge in strong electrolytes. However, as we h
done forPAs , it is better to use the construct

FIG. 3. Normalized plots of the radius of a continuous plasmoid as a fu
tion of time and the dimensionless numberb.

TABLE I.

P r PPm1
n

33 15.2 2
50 11.8 3
100 5.1 1
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d5~Pr•Ps8 !215s0E0
2/@r0r 0

2/~LC!3/2#, ~9!

which is a measure of the ratio of the energy flux of t
electric field to the energy flux of the dynamic head of t
liquid medium. We believe that the similarity numberd, on
which the corona discharge characteristics studied here
less dependent, does determine the threshold for the tra
tion of a branched pulsed corona into a discharge wit
continuous plasmoid. A preliminary estimate for this thres
old is d* 50.2. Whend.d* the discharge is a continuou
plasmoid.
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Periodic injector with a porous pellet mold for introducing fuel into plasmas
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A ten-barrel pneumatic injector for periodic introduction of fuel pellets into steady-state
thermonuclear experiments has been developed. Solid hydrogen pellets with diameters of 2.7 mm
and lengths of 3 to 4 mm are formed in each barrel at a rate of 0.1–0.2 Hz with periodic
pulsed heating of a porous insert, which is continuously filled with hydrogen and cooled with
liquid helium, and accelerated to 1–1.2 km/s. ©1999 American Institute of Physics.
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INTRODUCTION

Thermonuclear reactors must be equipped with syst
for delivering fuel in order to operate in a steady state. B
sides gas puffing, it has been proposed that pellets of s
hydrogen isotopes be introduced into a reactor, as they
etrate deeper into the plasma and have a positive effect o
parameters.1 Here the key problem is to develop a reliab
injector capable of delivering fuel pellets deep into the pl
main an uninterrupted periodic sequence at a rate of 1
Hz. Three methods have already been proposed for the
tinuous formation and periodic injection of pellets. In th
first, pellets are created by extrusion: either by alternat
operation of 2–3 piston extruders,2,3 using an extruder with a
‘‘gas piston,’’4 or using a screw extruder.5 in the second
method, fuel gas is continuously frozen at the rim of a rot
ing disk and the resulting ice is cut to form pellets.6 In there-
cently proposed, third method, pellets are produced by m
ing a small volume of initially frozen fuel which the
penetrates into a barrel through a porous material and is
zen there.7 Pellet injection at a rate of about 0.05 Hz h
been demonstrated with a single barrel injector using
technology and increased to 0.1 Hz by shooting in serie
3–5 pellets each.8 The multibarrel injector described in thi
paper was created in order to raise the injection rate ab
0.1 Hz.

DESIGN AND OPERATING PRINCIPLE OF THE INJECTOR

The injector consists of ten single-stage light-gas g
with a pellet mold, a diagnostic chamber equipped with
helium–neon laser and photodetector for recording the t
sit time of the pellets, a vacuum system, an electronic po
supply rack including a logic controller. When the injector
attached to a thermonuclear machine, a differential pump
system with guide tube for passage of the pellets and a
crowave device for measuring their mass is mounted
tween the two. Figure 1 is a sketch of the injector desi
The light-gas guns are located in two rows of five. Each g
is equipped with a pulsed valve2 for introducing the driver
gas into the barrel, a valve5 for introducing the fuel gas into
its independent porous mold1 and a gate valve9. The valves
for the driver and fuel gases are mounted in the upper pa
5111063-7842/99/44(5)/5/$15.00
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the front flange of the cryogenic vessel8, inside of which lie
the porous pellet molds and barrels6, which are protected by
a heat shield7. Ten low-heat-conducting valves3 are at-
tached to the bottom of the front flange; these control
flow of vapor from the liquid helium through the heat e
changes on the ten porous molds. Four vacuum-tight f
throughs for the leads from the vessel for the heaters
temperature sensors are also located on the front flange.
gate valves are made up of two identical aluminum housi
with five in a row. The gate consists of a steel plate with
aperture, 4 mm in diameter, for the pellets to pass throu
compressed between two Teflon gaskets. The plate is mo
by electromagnets and in 3–5 ms it hermetically closes
~opens! the barrel volume from the diagnostic chamber10.
The latter is hermetically joined to the two housings of t
gate valve and has two pairs of windows for monitoring t
flight of the pellets by a photodetector illuminated by a las
beam and for video recording them in flight under the lig
of a nanosecond spark. The diagnostic chamber can be
tated and attached in any position. Its flange, which is
cated opposite to the barrels, is made of polymethyl me
acrylate. A beam of light could be directed through it into t
barrel so it was easy, with the valve for the driver gas off
the side, to observe the formation of a pellet directly in t
barrel.

The fuel gas is fed through the valves5 into each porous
mold from a collector4 equipped with a manometer. Th
driver gas enters from a tank with a regulator directly in
the ten pulsed electromagnetic pilot valves with an inter
volume of 6 cm3 and an opening/closing time of about 1 m
The cryogenic and diagnostic chambers are equipped
vacuum probes and are pumped by turbomolecular
roughing pumps, respectively.

The major element of the injector design which det
mines the injection rate is the pellet mold. Figure 2 is
sketch of one of the porous molds. It is made from a block
high conductivity copper1 into which a series of coppe
grids with cell sizes smaller than 0.07 mm have been
pressed. Apertures equal to the inner diameter of a ba
have been cut through the grids along one axis. A barre3
and pipe6 are soldered to the opposite sides of the result
porous insert2 for delivery of the driver gas. A heat ex
© 1999 American Institute of Physics
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FIG. 1. A sketch of a multibarrel injector with a porous mold for fuel pellets.
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changer channel5 has been cut in the lower part of the mo
and in the upper part a hole has been cut to join the por
insert to a pipe for the fuel gas feed. A temperature prob4
is fastened to the middle portion of the mold and a manga
wire with a resistance of 20V was wound around the uppe
portion as a heater8.

During operation of the injector, vapor from liquid he
lium constantly circulates through the heat exchanger
cools the porous insert. During a shot, the driver gas flo
along a barrel, pushes a pellet7 out of it, and heats the
porous insert with the fuel frozen in it. The fuel~hydrogen
isotopes with triple points ranging from 14 to 20.6 K! melts
in the pores and penetrates into the barrel. There it freeze
form a new pellet. The driver gas pushes it out of the ba
during a regular shot and the cycle is repeated.

FIG. 2. Sketch of a porous pellet mold.
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EXPERIMENTAL RESULTS

The purpose of the first stage of the experiments wa
determine the minimum time for pellet formation. In th
connection, tests were made with different mold designs,
with firing from a single barrel. Here we present the resu
of some experiments with hydrogen pellets, since no sign
cant differences in the duration of these processes were
served in experiments with deuterium.

Two modes of pellet formation were realized durin
these tests. In the first, solid hydrogen was melted in
pores of the mold and the liquid droplet was frozen in t
barrel. In the second, solid hydrogen was heated in the p
to temperatures below the melting~about 13 K! and the plas-
tic hydrogen was extruded through the pores into the ba
and then cooled. The sequences of working pulses gener
by the logic controller during the pellet injection cycles f
these two modes are shown in Fig. 3. In both modes
injection cycle began with a pulse which opened the dri
gas valve. 10 ms after the valve was opened for 0.4–0.8
the 10-watt heater was turned on and delivered 4–8 J of
to the mold. In the extrusion mode, hydrogen at a tempe
ture of 13 K in the pipe above the mold moved, under a g
pressure of 3 MPa, into the barrel in the form of thin plas
filaments over a time of less than 0.5 s. This process
recorded by the video camera. Right after that, for 3–4 s
solid hydrogen was cooled in the barrel and the pellet form
was again fired by a pulse of gas from the valve~Fig. 3a!. In
this mode, the gate valve and hydrogen feed valve were
ways open. The process of forming and injecting the pel
is extremely simple and was performed by the driver g
feed valve and the heater. In the hydrogen melting mo
~Fig. 3b!, after the gas flowed out the barrel, the gate va
was closed for 80 ms. Solid hydrogen was melted in
pores and the liquid flowed into the barrel under the g
pressure of 0.1 MPa in the pipe above the mold. Part of
hydrogen boiled away and the vapor pressure within the b
rel and the surface tension force kept the droplet of hydro
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from spreading out along the walls. Over the 1–2 s a
melting of the hydrogen and the filling of the barrel with th
liquid, the hydrogen froze in the pores and no longer p
etrated into the barrel. The porous structure served simu
neously as a thermal valve and liquid hydrogen dispen
Then, over 6–8 s the hydrogen froze in the barrel and
gate valve was opened. 0.5 s after this a regular shot
fired. The driver gas and the gas formed by impact and
porization of the pellet on the flange of the diagnostic cha
ber were pumped out and the cycle was repeated.

The temperature probe signals shown in Fig. 4 permit
an evaluation of the stability of pellet formation and t
video record made it possible to estimate the pellet qua
dimensions, and velocity, as well as the reliability of inje
tion. It is evident from Fig. 4 that the time to heat the mo
in both modes was a fraction of a second, while the time
cool it and freeze the pellets in the barrel was different.
the extrusion mode the time to cool the mold to the init
temperature of 8 K was 5s during steady, periodic injectio
and this could be reduced to 3 s when the pellets were fire
in short series of 3–5 pellets each. When pellets were fi
with a separation of 3 s in longer series, the temperature
the mold rose, as shown in Fig. 4a, and the pellets broke
during acceleration. In the hydrogen melting mode, a de
of 3–5 s near the melting temperature~about 14 K! was
established for cooling of the mold. This can be seen cle

FIG. 3. Diagrams of the pulse sequence during forming and injection
pellets in the extrusion~a! and melting~b! modes:1 — driver gas valve
open,2 — gate valve closed,3 heater on,4 — gate valve open.
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from the inflection of the curve in Fig. 4b and is related to
phase transition of the liquid hydrogen into the solid. Ul
mately, in this mode the minimum time for cooling the mo
to a temperature of 8 K after a shot was 8 s. In both mode
helium was fed through the heat exchanger of the mold
rate of about 12 liters/hour.

The pellets photographed during their flight had differe
forms: transparent if they were molded in the melting mo
~Fig. 5a! and nontransparent if they were molded in the e
trusion mode~Fig. 5b!. Since both types of pellets were a
celerated to 1–1.2 km/s by a gas at a pressure of up to 6 M
without fracture and knocked small pieces out of the dia
nostic chamber flange upon impact, we may assume that
were sufficiently durable to pass through a differential pum
ing system to a plasma without significant mass loss. A fi
confirmation of this will, however, will be provided by
suitable experiment.

More than a thousand pellets were formed and acce
ated in the injector over a number of series with small tim
intervals between series. The main results are shown in T
I. The injection reliability was calculated as the ratio of u
broken pellets to the total number of pellets in a series. T
velocities of the particles in a series were estimated from
position of a pellet with respect to a ruler located in t
frame and from the time delay between the flash and the t
the pellet passed by the laser beam at the detector. The
locities varied between 1 and 1.2 km/s for acceleration
helium at a pressure of 6 MPa. Their diameter was 2.1–
mm and their length varied between 3 and 4 mm. The red

f

FIG. 4. The temperature of the mold as a function of time during the ex
sion ~a! and melting~b! modes:1 — pellet firing and heating of the mold
2 — solidification of hydrogen,3 — cooling of the mold and hydrogen
pellet.
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FIG. 5. Pellets formed in the extrusion~a! and melting~b! modes and accelerated to 1.2 km/s.
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tion in the pellet diameter compared to the inner diamete
the barrel~2.7 mm! is explained by friction and sublimatio
from the side surface as the pellet moves in the barrel an
in good agreement with experiments on other injectors9 and
with model calculations.

CONCLUSION

The first stage of testing a ten-barrel injector for stea
state, periodic injection of pellets of thermonuclear fuel h
been completed. The porous pellet mold has made it poss
to inject solid hydrogen pellets at arate of 0.1–0.2 Hz from
single barrel. At any time there are only a few pellets in t
f

is

-
s
le

a
e

injector, which makes it more attractive for tritium operatio
than extrusion injectors which contain hundreds of pellets
addition, there are no moving parts in the injector except
valves, so it is more reliable and more easily repaired a
can be regarded as an engineering device for steady-
thermonuclear reactors. After a mathematical model of
pellet formation is developed, the experiments will be co
tinued with the aim of raising the injection rate to 0.5–1 H
from a single barrel. Then it is planned to inject pellets fro
all 10 barrels in order to obtain a maximum firing rate.

The author thanks S. Sudo~NIFS, Japan! for support and
useful discussions, as well as B. V. Kuteev, A. P. Umo
S. V. Skoblikov, P. Yu. Koblents, and A. N. Shlyakhtenk
of
, %
TABLE I. Series of hydrogen pellets injected from a single barrel for different cycle parameters.

Injection cycle Number of Hydrogen pressure Driver gas Average Reliability
period, s, pellets in series in mold, MPa pressure, MPa velocity, m/s injection

5 12 3 6 1100 92
6 17 3 6 1200 76
6 25 3 6 1000 88
7 22 3 6 1000 84
527 76 3 6 1060 85
8 15 0.1 6 1200 67
9 26 0.1 7 1200 62
9 55 0.1 6 1100 60
829 84 0.1 6 1100 62
10 22 0.1 5 700 64
11 26 0.1 6 1000 73
8212 80 0.1 6 950 64
9210 138 0.1 6 1050 60
9214 211 0.1 6 1000 58
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Kinetics of an irreversible transition to a normal state by a multiconductor
superconducting composite
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A model that takes into account the discrete character of a multiconductor superconducting
medium is used to study the characteristic features of transition processes which occur when a
region of normal conductivity appears. This analysis is based on numerical simulations of
the propagation of a normal zone inside a superconducting region consisting of rectilinear
superconductors, with a model for the kinetics of the irreversible loss of the
superconducting properties of a single-ply, large radius winding. The thermophysical aspects of
the irreversible propagation of a thermal perturbation within the transverse cross section
of a multiconductor superconducting medium are analyzed. The major features of the phenomena
taking place during the loss of superconductivity by a discrete region are formulated as
functions of the conditions for heat transfer between its elements, the character of the perturbation,
the magnitude of the flowing current, and the conditions for stabilization. The influence of
longitudinal heat conduction on the magnitude of the transverse propagation velocity of a normal
zone is examined. ©1999 American Institute of Physics.@S1063-7842~99!00805-3#
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INTRODUCTION

Keeping a superconducting magnetic system working
ter a section with normal conductivity develops within it a
the subsequent propagation of this section along the wind
is one of the major specifications for superconducting m
netic systems and their protective circuits. Protective m
sures acquire a special importance for the construction
superconducting magnetic systems with a high level
stored energy, which if released, can destroy the magn
system. Thus, considerable attention continues to be pa
studies of the transition processes taking place in super
ducting magnetic systems after a section with normal c
ductivity ~a normal zone! appears in them.

Many theoretical results on transition processes have
one degree or another, been obtained on the basis of mo
of a continuous medium. In this case, the superconduc
magnetic system is regarded as an anisotropic contin
with averaged characteristics. As a result of this approxim
tion, the spatial–temporal development of a transition p
cess within the winding can be described by a model of
expanding ellipsoid1–3 with its major axis directed along th
axis of the wire. The following relationship holds betwe
the velocities in the transverseVy and longitudinalVx direc-
tions with which the dimensions of this region increase:Vy

5VxAly /lx, wherelx andly are the thermal conductivitie
in the corresponding directions. In this model,Vx is found by
solving the corresponding one dimensional problem of
transition of a single superconducting composite wire to
normal state.3 This approximation, however, does not pr
vide a complete description of the features of the transit
processes in a superconducting magnetic systems inclu
its discreteness.4,5 The characteristic mechanisms responsi
5161063-7842/99/44(5)/10/$15.00
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for the propagation of a normal zone in regions with multip
winding structures are thereby ignored.

STATEMENT OF THE PROBLEM

We shall consider the propagation of a normal zo
within a cooled superconducting medium with a discre
structure consisting of rectilinear superconducting comp
ites ~a superconductor in a normally conducting matrix!,
which is initiated by a powerful external thermal perturb
tion source. In order to simplify the analysis, we shall a
sume that the current in each element of the composit
constant, while their thermal and electrical properties are
dependent of the temperature and magnetic field. For
reason we shall neglect the temperature variation in
transverse cross section of each wire. We set the coordi
origin in the center of the segment with the initial tempe
ture perturbation and describe the symmetric propagatio
heat within adjoining composite superconductors, separa
from one another by a finite thermal resistance, by a sys
of equations of the form

C
]Tk

]t
5l

]Tk
2

]x2
2

hp

S
~Tk2T0!1

I 2

S2
r~Tk!

25
P

SR
~T12T2!, k51

P

SR
~2Tk2Tk212Tk11!, k52, N21,

P

SR
~TN2TN21!, k5N

~1!

with the initial and boundary conditions
© 1999 American Institute of Physics
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Tk~x,0!5H Ti , 0,x,x0 , k5ki , i 51, 2, . . . ,

T0 , x0<x<1, k5ki ,

T0 , 0<x<1, kÞki ,

]Tk

]x
~0,t !50, Tk~1,t !5T0 . ~2!

Herek51, . . . ,N is the number of a wire in the composit
C is the specific heat per unit volume of thekth element;l is
its longitudinal thermal conductivity;h is the heat transfe
coefficient; p is the cooled perimeter;S is the transverse
cross sectional area;P is the contact perimeter between tw
neighboring wires;R is the thermal contact resistance;I is
the transport current in each wire;T0 is the temperature o
the cooled medium;Ti is the initial temperature of the ther
mal perturbation, with sizex0; and, r(Ti) is the effective
resistivity of the superconducting composite including t
existence of a region where the current is split up amo
segments in the superconducting and normal states in thekth
wire,2,3

r~Tk!5r0~Tk!

35
1, Tk.TCB ,

Tk2TC

TCB2TC
, TC<Tk<TCB ,

0, Tk,TC5TCB2~TCB2T0!
I

I C
,

wherer0 is the resistivity of the matrix, andI C andTCB are
the critical parameters of the superconductor.

This system of equations describes the collective proc
by which a thermal perturbation with a given initial temper
ture and extent propagates within a multiconductor comp
ite and causes the formation of a local region with norm
conductivity within theki th element of the composite. Th
thermal interaction of the wires with one another is describ
by a model which assumes a linear steady temperature
tribution within the intercontact region, which is true for
thin insulating spacer.6 A finite difference method was use
for determining the instantaneous temperature of all the
ments of the composite and the corresponding propaga
velocity of the segments with a normal conductivity.7 Here
we considered only those perturbations which necessa
cause an irreversible transition of the superconductor t
normal state~so-called supercritical perturbations8!.

For formulating the basic physical behavior during t
irreversible propagation of a normal zone within this co
posite, we reduce the overall number of initial paramet
using the dimensionless variablesX5x/Lx , i 5I /I C , t
5lt/(CLx

2), and Qk5(Tk2T0)/(TCB2T0), where Lx

5@lS2(TCB2Tb)/I C
2 r0#1/2. Then Eqs.~1! and ~2! take the

form

]Qk

]t
5

]2Qk

]X2
1 i 2r ~Qk!2

1

a
Qk
g

ss
-
s-
l

d
is-

e-
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-
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2H v~Q12Q2!, k51,

v~2Qk2Qk212Qk11!, k52, N21,

v~QN2QN21!, k5N,

Qk~X,0!5H Q i , 0,X,X0 , k5ki ,

0, X0<X<L, k5ki ,

0, 0<X<L, kÞki ,

]Qk

]X
~0,t!50, Qk~L,t!50.

Here

r ~Qk!55
1, Qk.1,

Qk211 i

i
, 12 i<Qk<1,

0, Qk,12 i ,

and a and v are dimensionless parameters accounting
heat transfer into the cooling agent and the thermal coup
among the wires, respectively.

a ~the stabilization parameter! is calculated using the
standard expression2,3 a5I C

2 r0 /hpS(TCB2T0), while the
dimensionless thermal resistancev is calculated in conven-
tional dimensionless form asv5PS(TCB2T0)/(RIC

2 r0). In
particular, forv50 this system of equations takes a form th
describes the change in the thermal state of a single su
conducting composite.8

This simplified description of the transition of a supe
conducting magnetic system to a normal state allows
within the generally accepted terms of the theory of therm
stabilization, to carry out a generalized analysis of the ma
features of the thermal processes which take place du
loss of the superconducting properties of a current carry
element of a superconducting magnetic system. Below
discuss the results of some numerical simulations which
flect the qualitative behavior of the transition of a superco
ducting discrete composite to a normal state. In doing th
calculations, in order to reduce edge effects owing to sp
fying a boundary condition of the first kind atX5L, the
extent of the computational region was taken to bel 5500.
As the calculations show, this corresponds to an essent
infinite longitudinal extent of the computational regio
Without loss of generality, in most cases it was assumed
at the initial time a normal zone appears in the first w
(ki51) owing to powerful local heating at a dimensionle
level of Q i510.

FORMATION OF A KERNEL WITH NORMAL CONDUCTIVITY
INSIDE A SUPERCONDUCTING MEDIUM WITH A
DISCRETE STRUCTURE

Figure 1 illustrates the propagation within a multico
ductor composite of a heat releasing region whose bound
is described by an equationQk(Xk,n ,t)51 corresponding to
the phase interface between the superconducting and no
perconducting states. The initial parameters were specifie
bea5100,i 50.5, v50.1, andX0510. Figure 2 shows plots
of the instantaneous velocitiesdXk,n /dt of the isotherms
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Qk(Xk,n ,t)51 with which it moves along wire numberk
51, where the normal zone was initiated. Calculations w
done forv50.2 for two characteristic values of the stabili
parameter corresponding to ‘‘poor’’~a5100! and ‘‘good’’
~a52! heating for different values of the current and to
number of wires. For the casea5100, Fig. 2 also shows th
propagation velocity of theisothermQk(Xk,n ,t)51 along el-
ements of a composite withN551.

These results demonstrate clearly the features of
transition process and the formation of a normally condu
ing kernel inside a superconducting medium with a discr
structure. First of all, one can see that there are two cha
teristic regimes for the propagation of a normal zone alon
multiconductor composite. In the initial stage of the form
tion of a resistive region, the velocity of the normal zone
essentially nonstationary. Its duration depends on the coo
conditions, current load, the thermal coupling among

FIG. 1. Penetration of a normal zone inside a superconducting disc
composite with different numbers of wires following local development
this zone in element numberk51. N510 ~a!, 51 ~b!. t510~1!, 20 ~2!, 30
~3!, 50 ~4!, 100 ~5!, 150 ~6!, 200 ~7!, 250 ~8!, 300 ~9!, and 350~10!.
e
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wires, and the number of wires. In the second stage,
velocities of the normal zones in each wire successively
bilize and reach constant values equal to the correspon
velocity of a normal zone in a single composite. This cor
sponds to so-called quasistationary states, when the the
instability propagates along a composite superconducto
the form of a characteristic thermal wave.2,3 Here the ap-
proach to a stationary value in each element of the compo
is asymptotic. This state is reached primarily in the w
where the perturbation was initiated. The propagation of
thermal perturbation in the other wires is not only more no
stationary in character, but may take place at higher velo
ties than in an analogous single wire. Entirely trivially, th
happens because a new normally conducting segment d
ops in wires with an elevated background temperature. Th
in the first wire the velocity of the normal zone approach
its asymptotic value from below. At the same time, in t
other wires this process has a different type of convergen
both from below and from above. In terms of the model of
expanding ellipsoid, this description of the kinetics of t
normal zone cannot hold, since the velocity of any point
an ellipse lying in an upper ‘‘layer’’of it is always highe
than the velocity in a lower ‘‘layer.’’

It should also be noted that the increase in the size o
resistive region in a superconducting medium with a discr
structure has a number of other features. First of all,
boundary of the region in a normal state has the shape
truncated ellipse. This is because of the finite transition ti
for each wire to a normal state. Obviously, the worse
thermal coupling between the windings is, the more cut-
the shape of the resistive region will be. Second, the dist
tive feature of the transition to a stationary velocity of t
normal zone is the local transition of all the wires to a no
mal state. Thus, at first there is a gradual flattening of
boundary separating the superconducting and nonsuper
ducting regions, which then transforms into a straight lin
And finally, we note the most important limitation on th
validity of the continuous medium model. As the calcul
tions shown in Figs. 3 and 4 (N520) show, at currents clos
to the so-called stationary stabilization current~in the termi-
nology used here it equalsi s5(A118a21)/2a) in a super-
conducting medium with a discrete structure, it turns out t
states are possible for which an irreversible transition of
entire composite to a normal state does not take place.
the casea5100, i 50.5, v50.1, andX0510, Fig. 3 shows
instantaneous propagation velocities of the isothe
Qk(Xk,n ,t)51 at which it moves along the wires for cu
rents ranging fromi 50.14 to 0.2 that only slightly exceede
the stationary stabilization current (i s50.1356). Here also
the dashed curves show the corresponding velocities of
isothermQk(Xn ,t)51 for a single composite and the ins
to Fig. 3 illustrates the kinetics of the penetration of t
normal zone in a transverse cross section perpendicula
the main propagation direction of the normal zone. It is qu
clear that fori>0.18 the above features of an irreversib
transition of the entire superconducting composite to a n
mal state are fully valid. At the same time, for curren
i ,0.18 situations may occur in which a limited number
wires inside a composite enter the normal state. Thus,

te
f



r

519Tech. Phys. 44 (5), May 1999 V. R. Romanovski 
FIG. 2. Kinetics of a normal zone ove
the elements of a composite:k51, N
51 ~1!, 2 ~2!, 3 ~3!, 5 ~4!, 10~5!, 51 ~6!;
N551, k52 ~7!, 3 ~8!, 10 ~9!, 20 ~10!.
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these parameters, wheni 50.17 a resistive region exists i
the steady state only in three wires, and fori 50.16 and 0.15,
in two. When the current is reduced further, quasistation
states may not develop. The existence of such states m
that the propagation velocity of the normal zone inside
discrete composite is lower than the corresponding velo
in a single composite, and this difference becomes greate
the current is lowered.

The existence of these states also depends on the
acter of the thermal coupling among the elements of
composite. Figure 4 shows curves illustrating the kinetics
a normal zone for a composite with different values ofv. It
is clear that fora5100 andi 50.5, v only affects the time of
the transition process. However, fora52 and i 50.8 (i s

50.7808), the conditions for the development and propa
tion of a normal zone inside a discrete superconducting
dium may undergo a change. Thus, forv50.01, only one
wire goes into a normal state, forv50.1, two, and for
v50.2, the entire composite as a whole.

PROPAGATION OF A THERMAL PERTURBATION IN A
TRANSVERSE CROSS SECTION OF A MULTICONDUCTOR
SUPERCONDUCTING COMPOSITE

Figures 5–7 show numerical simulations of the devel
ment and propagation of segments with normal conducti
y
ans
a
ty
as

ar-
e
f

a-
e-

-
y

within the transverse cross section of a superconducting
crete medium fora5100. The calculations were done fo
different currents, temperatures, and sizes of the initial p
turbation, heat transfer conditions among the elements of
composite, and numbers of elements. The boundary of
heat release region was determined by solving the equa
Qk(Xk,n ,t)51. Then, from the conditionQk(0,tq,k)51 it is
easy to find the time for the normal zone to appear in thekth
wire. These temporal states are indicated in Figs. 5–7
symbols that are joined together. This makes it possible
approximate the discrete process of forming new, norma
conducting segments with the corresponding continu
equations.

The curves in Fig. 5 describe the kinetics of the tran
tion process in composites with different numbers of e
ments for three dimensionless currents withX0550 and
v50.1. The temperature of the initial perturbation fori
50.4 and 0.8 was specified to beQ i510, while for i 50.3
the transition process was calculated for several value
Q i . Figure 6 shows plots ofN(t) when the size of the initial
perturbed segment is varied fori 50.3, N510 and 20, and
Q i510. These results clearly demonstrate the poss
ranges of variation in the initial parameters for which t
superconducting properties of the entire composite are
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FIG. 3. Time dependence of the
propagation velocity of a norma
zone in wire numberk51 near the
stationary stabilization current
i 50.2~1!, 0.18~2!, 0.17~3!, 0.16~4!,
0.15 ~5!, 0.14 ~6!.
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irreversibly, and within which the major features of this pr
cess will take place. In particular, it should be noted that
evolution of the transition process in the transverse cr
section of the composite ceases to depend on the size o
normal zone in the longitudinal direction, if that dimensio
exceeds 50~dimensionless units! at the initial time. Here the
power of the external perturbation essentially has no ef
on the kinetics of the transition process. In addition, exc
for edge effects associated with specifying a finite numbe
wires in the composite, it is desirable that their total num
be at least 10. Thus, the numerical simulations prese
below have been done forN520, X0550, andQ i510.

Figure 7 shows plots ofN(t) for composites with dif-
ferent thermal coupling parameters among the wires as
current flowing in them is varied over a wide range. T
dashed curve shows calculations for the corresponding
of the simultaneous appearance of a localized segment
normal conductivity in several wires.

By comparing these calculations, it is easy to estab
the basic behavior which controls the characteristic featu
of the irreversible propagation of a thermal perturbation
the transverse cross section of a superconducting multi
ductor medium.

First, during the formation of the phase boundary th
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the
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are periods of time when the growth in the perpendicu
dimensions of the resistive region proceeds at unsteady
locities. These occur in the initial and final stages of the ti
variationN(t). As a rule, they are quite brief. But they la
longer for lower current and power, and for smaller sizes
the external perturbation, and when the conditions for h
transfer among the elements of the composite are poore
the intermediate range of times for the transition process,
velocity at which the dimensions of the resistive region
crease is constant, at a value which does not depend on
character of the initial perturbation~more precisely, becaus
of the computational model used here, it approaches
value asymptotically!. Thus, in this case we can speak of t
development of several quasistationary states, for which
conditions of existence will depend only on the intrins
properties of the elements of the composite.

Second, the end result of the penetration of a norm
zone into a multiconductor medium turns out to depend
the conditions for dissipation of the Joule heating. Thus,
curves in Fig. 5 correspond to states where all the superc
ducting region must go into a normal state owing to t
interaction of the perturbation in only the first element. O
the other hand, Fig. 7 shows that when the instability
initiated in a single wire at low currents~in a more rigorous
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FIG. 4. Time variation in the propa-
gation velocity of a normal zone in
wire numberk51 for different heat
transfer conditions among the wires
v50 ~1!, 0.01 ~2!, 0.1 ~3!, 0.2 ~4!.
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formulation, near the stationary stabilization currenti s), ir-
reversible propagation of the thermal perturbation over
entire cross section of the composite may not occur. Th
for the given parameters, states of this sort occur foi
,0.16 (i s50.1356). In this case, complete loss of the sup
conducting properties of the composite can take place w
several wires undergo a simultaneous transition to a nor
state. The dashed curve in Fig. 7 shows the correspon
calculations fori 50.15 when a normal zone develops at t
initial time in five ~curve5! or fifteen ~curve6! wires. It is
easy to note that for the given initial conditions there is b
a substantial increase in the time of the unsteady regime,
the possibility that the steady states don’t exist at all. T
must be taken into account in the corresponding experime

The results discussed above allow us to formulate a
mal rule for determining the transverse propagation velo
of a thermal perturbation in a superconducting medium w
a discrete structure. In terms of the dimensionless units
this paper, it is given byVy51/(tq,k2tq,k21). Heretq,k and
tq,k21 are the times for a transition to a normal state of
kth and (k21)-st elements of the structure. The steady-st
value must be determined after the initial nonstationary
riod has passed. As the curves in Figs. 5–7 show, this v
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can be approximated with good accuracy by solving
problem of the transition to a normal state by a multicond
tor composite with a finite number of elements.

In Fig. 8 the solid curves represent the calculated tra
verse propagation velocity of the normal zone as a funct
of current. The calculation was done for two characteris
values of the stability parameter:a52 for effective thermal
stabilization ~e.g., when intense cooling is present! and
a5100 for a low degree of thermal stabilization~e.g., when
the cooling conditions are close to adiabatic!. The dimen-
sionless parameter for the thermal coupling among the w
was taken to be equal to 0.01 and 0.1.~For v50 the trivial
Vy50 holds.! The plotted curves were calculated assum
that an instability at the initial time appears only in the fir
wire. Also shown here for clarity, as the dashed curves,
the corresponding variations in the longitudinal propagat
velocity of a normal zone in a single composite, when t
irreversible loss of its superconducting properties takes p
against the background of a thermal wave moving at a c
stant velocity. Formally, this corresponds to the casev50.

Figure 8 implies that a deterioration in the thermal co
pling among the wires not only lowers the transverse pro
gation velocity of a normal zone, but also reduces the ra



-
-

-
:

522 Tech. Phys. 44 (5), May 1999 V. R. Romanovski 
FIG. 5. Effect of the total number of
wires in a superconducting compos
ite and of the temperature of the ini
tial perturbation on the kinetics of
the irreversible loss of superconduc
tivity in the transverse cross section
N510, Q i510 (222D); N520,
Q i51.0 (212), 5 (222*), 1
(2223).
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of currents over which a complete transition of a multico
ductor composite to a normal state initiated by an instabi
in a single wire can take place. This effect is observed to
greatest extent in wires which are ‘‘well’’ stabilized from th
standpoint of thermal stability. Besides this, for these sta
lization regimes, theVy( i ) curve can be approximated lin
early as the current increases over a wide range of its va
tion. It becomes nonlinear in the neighborhood of t
stationary stabilization current, near the critical current, a
whenv is increased.

It follows from the above remarks that for a discre
superconducting region the formal ratio of the steady s
velocity of the normal zone in the transverse cross sectio
its velocity in the longitudinal direction is not constant,
implied by expanding ellipsoid model. In this model,3 the
propagation velocity of the normal zone in a single thin s
perconducting composite,

Vx5
J

C S lxr0

TCB2T0
D 1/2

is taken to be equal to the speed at which the major axi
the ellipsoid increases~J is the current density andC the
specific heat per unit volume!. Assuming in the simplest cas
that in a transition from a discrete medium to a continuu
all the parameters except the thermal conductivity are
changed, it is easy to write down an expression for the
locity of the normal zone in the direction of the minor axis
the ellipsoid,
-
y
e

i-

a-

d

te
to

-

of

,
-
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Vy5
J

C S lyr0

TCB2T0
D 1/2

,

wherely is the average of the thermal conductivity over t
transverse cross section.

With such a transition it is also possible to account
the change in the other properties of the composite. But
does not change the relationship among the velocities qu
tatively, whenVy /Vx5const over the entire range of varia
tion in the current. As a result, this ratio is independent of
magnitude of the flowing current. At the same time, a dir
numerical simulation yields a nonlinearity in theVy( i )
curves, owing, first of all, to the presence of a special ran
of currents for which the conditions for penetration of t
instability inside a multiconductor composite are not a co
sequence of the reason that appears evident at first gl
and is associated with the trivial heating initiated by the p
turbation in a single wire of the composite. Figure 9 sho
the calculated ratioVy /Vx for a5100 as a function of the
current in the case where a normal zone develops in the
wire. It can be seen that as the current rises, the nonlin
character ofVy /Vx is fully determined by a correspondin
variation in the transverse propagation velocity for the n
mal zone. Thus, at first~at low currents! the increase in
Vy /Vx has a noticeable tendency to rise and then its varia
is not so strong. An improvement in the heat transfer
tween the elements of the composite is accompanied b
sharper change in the initial segment of these curves. H
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FIG. 6. Effect of the size of the ini-
tial perturbation on the penetration o
a normal zone inside a multiconduc
tor composite:N510 (222); N
520, X052, 5, 50 (212), 100
(2s2).
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ever, in this case the range of currents whereVy /Vx has a
sharp rise becomes smaller. Evidently, in the limitv→`, for
example, when there are no insulating spacers this rang
currents will be absent in theVy /Vx( i ) curves.

Besides these features which the expanding ellips
model ignores, that model also yields a variation for t
transverse velocity of propagation of the normal region w
the thermal conductivity of a single element of the compos
in its longitudinal direction. This relationship is evident for
continuum, whose physical characteristics are not disc
tinuous, when a heat flux inside it propagates continuousl
all directions. In the case of a superconducting region w
discrete physical characteristics, the propagation of a nor
zone takes place, first of all, in a geometrically specifi
direction resulting from the design features of the compos
In this case, because of the rapidity of the propagation o
normal zone along the wire, the time interval between t
successive times of formation of new normally conduct
segments depends, first of all, on the thermal propertie
the insulating spacer and on the temperature of the wire in
hottest portion. Its magnitude is determined mainly by
Joule heating power and the conditions under which it
dissipated in the cooling agent and in the adjacent lay
Thus, longitudinal heat conduction in each of the element
the composite should have little effect on the conditions
the appearance and transverse propagation of a normal z
As an illustration of this, Fig. 10 shows the results of a n
merical simulation fora5100 of the propagation of a per
of
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turbation in composites with thermal conductivities whi
differ by two orders of magnitude. It is based on solving E
~1! and ~2! with the term ]2Qk /]X2 replaced by a more
general expressionL]2Qk /]X2, whereL is the dimension-
less thermal conductivity of thekth element. In solving the
model problem, the stability parameter was set toa5100
and the current and the heat transfer conditions among
wires were varied. These calculations demonstrate clearly
extremely small contribution of longitudinal heat transfer
the kinetics of the penetration of a perturbation in the tra
verse cross section of a multiconductor composite. In p
ticular, it has essentially no effect on the transverse velo
of a normal zone if the instability develops near the critic
current. At lower currents its contribution become somew
noticeable if there is poor thermal coupling among the wir

CONCLUSIONS

This study has shown that the irreversible propagation
a normal zone inside a discrete superconducting medium
a number of features which are not described by the expa
ing ellipsoid model. These are based on the following beh
ior.

1. The resistive region formed as a result of the irreve
ible to a normal state of the superconducting elements o
composite consisting of superconductors separated by a fi
thermal resistance has the shape of a truncated ellipse.
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FIG. 7. Kinetics of the transition
process forv50.1 near the station-
ary stabilization point:i 50.13 ~1!,
0.14 ~2!, 0.15 ~3–6!, 0.16 ~4!.
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2. The rate of growth of its principal axis~the propaga-
tion velocity of the normal zone in the longitudinal directio!
is less than the corresponding value of the propagation
locity of a normal zone in a single composite. The latter is
asymptotic limit for all velocities at which a normal zon
will propagate in each element of the composite. This limi
attained only after local transition of all the elements of t

FIG. 8. The steady propagation velocities of a normal zone as function
current: solid curvesVy , dashed curvesVx .
e-
n

s

composite to a normal state. Then the internal bound
separating the superconducting region from the nonsu
conducting region acquires a flat shape.

3. At currents close to the stationary stabilization cu
rents, states may occur in which the superconducting pr
erties are not lost in all the elements of the composite. A
result, a limited number of subregions with normal condu

ofFIG. 9. The ratio of the transverse and longitudinal velocities of a norm
zone as a function of current.
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tivity, within which a normal zone propagates at a const
velocity, can exist stably inside a superconducting medi
with a discrete structure.

4. Near the stationary stabilization current, the way
transition process evolves depends to a substantial degre
the conditions of heat transfer among the elements of

FIG. 10. The effect of longitudinal thermal conductivity on the kinetics
the transition process: solid curvesi 50.9, dashed curvesi 50.5; L50.1
~curves!, 10 ~stars!.
t

e
on
e

composite. Thus, when a normal zone appears in a si
element of a multiconductor medium with insulating spac
that have relatively high thermal resistances, the whole co
posite may not undergo a transition to the normal state. T
effect is observed to the greatest extent in ‘‘well’’ stabilize
conductors.

5. The propagation velocity of a normal zone in th
transverse cross section of a multiconductor composite is
sentially independent of the longitudinal thermal conduct
ity of its elements. It is determined primarily by the therm
properties of the insulator.
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omizdat, Moscow~1984!, 312 pp.

3M. Wilson, Superconducting Magnets@Oxford University Press, London
~1983!; Mir, Moscow ~1985!, 407 pp.#.

4A. I. Rusinov, IEEE Trans. Magn.MAG-30, 2681~1994!.
5A. V. Gavrilin, IEEE Trans. Appl. Supercond.AS-3, 293 ~1993!.
6V. S. Zarubin,Engineering Methods for Solving Heat Conduction Pro
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Microwave breakdown initiated in a high-temperature superconducting film by thermal
disturbances and defects

N. A. Buznikov and A. A. Pukhov
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The effect of thermal disturbances and nonsuperconducting defects on the microwave breakdown
of a high-temperature superconducting film is investigated theoretically. The dependence of
the critical energy of thermal disturbances on the surface microwave field is obtained. It is shown
that in a wide range of values of the surface microwave field the critical energy of local
disturbances is less than the critical energy of spatially extended disturbances. It is established
that microwave breakdown on defects may be preceded by a stage of formation of a finite-
size normal-phase region localized at the defect. The effect of the form and absorption coefficient
of the defect on scenarios leading to the destruction of superconductivity and on the
microwave breakdown field of a film at a defect are investigated. ©1999 American Institute of
Physics.@S1063-7842~99!00905-8#
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INTRODUCTION

Microwave breakdown~destruction of superconductivit
by microwave radiation! of high-temperature superconduc
ing ~HTSC! films is observed at quite high surface micr
wave fieldsB;10 mT,1–8 corresponding to the incident ra
diation power densitiesP;106 W•cm22. The thermal
mechanism of breakdown discussed for low-tempera
superconductors9,10 is associated with a sharp increase of t
absorption coefficient of the film above the critical tempe
ture Tc ,11,12 which results in the existence of a thresho
breakdown power densityPb .13 The spatiotemporal patter
of the destruction of superconductivity in a film atP.Pb is
related with the possibility of unbounded expansion of
normal-phase region, which occurs by propagation of a te
perature autowave of S–N switching along the film.13–16 A
normal-phase region sufficient for the appearance of a t
perature autowave can be initiated in a film by a therm
disturbance13,17 with sufficiently high energy, exceeding
critical value Ec . The critical energyEc is a complicated
function of the properties of the HTSC film, the cooling co
ditions, and the duration and spatial extent of the dist
bance, and in general it can be found only numerically
will be shown below that simple analytic expressions for
critical energy can be obtained in the limiting cases of lo
and spatially extended disturbances. Another scenario l
ing to the formation of a normal-phase regions is related w
the existence of normal~nonsuperconducting! defects in an
HTSC film.18,19 The destruction of superconductivity in th
case is due to local overheating of the film above the crit
temperatureTc near such defects. In this case the format
of a finite-size normal-phase region~stable temperature do
main! localized at a defect can precede microwave bre
down of an HTSC film.19

In summary, there exist two different scenarios lead
to the development of microwave breakdown of a film a
5261063-7842/99/44(5)/7/$15.00
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each scenario has its own characteristic spatiotemporal
tern of destruction of superconductivity. In the present pa
we examine the interrelation of these scenarios and ob
breakdown criteria for both cases.

CRITICAL THERMAL DISTURBANCES

Let us consider an HTSC film with thicknessD f on a
dielectric substrate of thicknessDs@D f . The temperature of
the back of the substrate is stabilized atT0 ~Fig. 1!. Incident
microwave radiation with power densityP is partially ab-
sorbed in the film and the absorption in the substrate is n
ligibly small.11,12 The power densityP of the incident radia-
tion is related with the surface microwave fieldB as

FIG. 1. Geometry of the problem and diagram of normal-phase nuclea
on defects. Regions of the HTSC film — the regions bounded by solid li
are defects; the regions bounded by dashed lines are temperature dom
© 1999 American Institute of Physics
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P5
B2

2«0
1/2m0

3/2
. ~1!

Let the HTSC film be subjected initially at timet50 to
an external thermal disturbance of the energy

E5E
2`

`

dXE
2`

` E
0

D f
CfT~X,Y,Z,0!dZ, ~2!

whereX, Y, andZ are coordinates~Fig. 1!, Cf is the specific
heat of the film, andT(X,Y,Z,0) is the initial temperature
distribution in the film.

The destruction of superconductivity by a thermal dist
bance is of a threshold character.20 The critical energy cor-
responds to the minimum energyE5Ec above which the
normal phase arising after the action of a heat pulse pro
gates over the entire film. The critical energy is a comp
cated function of the initial temperature distribution~spatial
extent of the disturbance20!, so that two limiting cases can b
conveniently distinguished from the entire spectrum of p
sible disturbances: local disturbances and spatially exten
~nonlocal! disturbances.

Local thermal disturbances.We shall consider first the
destruction of superconductivity by a local pulsed dist
bance~heat pulse!. The duration and extent of the heat pul
are small compared with the characteristic spatial and t
poral scales of the problem~see below!, so that the initial
temperature distribution can be described by means of a d
function.20 For typical ratios of the parameters of the film
substrate systemkfDs@ksD f (kf andks are the thermal con
ductivity of the film and substrate, respectively! the tempera-
ture of the film is uniform over the film thickness,13–15 and
the heating of the film by the microwave radiation after t
action of the pulse is described by the equation

Cf

]T

]t
5

]

]X S kf

]T

]XD1
]

]Y S kf

]T

]YD1
ks

D f
S ]T

]ZD U
Z5D f

1
k~T!P

D f
1

E

D f
d~X!d~Y!d~ t !, 0,Z,D f . ~3!

Herek(T) is the radiation absorption coefficient of the film
d(X) is a delta function, the third term on the right-hand si
of Eq. ~3! describes the removal of heat from the film in
the substrate, and the last term corresponds to the spe
power of the heat pulse.20

The temperature dependence of the radiation absorp
coefficient in the microwave range can be approximated b
step function13–17,19

k~T!5knh~T2Tc!, ~4!

wherekn5(sD fZ0)21 ands are, respectively, the norma
state absorption coefficient and conductivity of the film,Z0

5(m0 /«0)1/25377 V is the characteristic impedance of fre
space,h(x) is the Heaviside step function (h50 for x,0
andh51 for x>0).

The temperature distribution in the substrate and
boundary condition on the backside with respect to the fi
are described by the equations
-

a-
-

-
ed

-

-

lta

ific

on
a

e

Cs

]T

]t
5

]

]X S ks

]T

]XD1
]

]Y S ks

]T

]YD1
]

]Z S ks

]T

]ZD ,

D f,Z,D f1Ds , ~5!

T5T0 , Z5D f1Ds , ~6!

whereCs is the specific heat of the substrate.
Assuming for simplicity that the temperature depe

dences ofCs andks can be neglected and taking account
the fact that the film thickness is small compared with t
substrate thickness (D f!Ds), we represent Eqs.~5! and ~6!
in the form

]u

]t
5

]2u

]r2
1

1

r

]u

]r
1

]2u

]z2
, 0,z,1, ~7!

u50, z51. ~8!

Here r5(X21Y2)1/2/Ds and z5Z/Ds are dimensionless
radial and transverse coordinates,t5tks /CsDs

2 is the dimen-
sionless time, andu5(T2T0)/(Tc2T0) is the dimension-
less temperature. For an HTSC film on a dielectric substr
the typical ratios of the parameters areCfD f!CsDs and
kfD f!ksDs .14–17 This makes it possible to neglect the fir
three terms in Eq.~3! and, taking account of Eqs.~1! and~4!,
to represent Eq.~3! as a boundary condition for Eq.~7!

]u

]z
12~B/Bb!2h~u21!50, z50. ~9!

HereBb is the threshold breakdown field of a uniform film
determined by the expression

Bb52m0@kssD f~Tc2T0!/Ds#
1/2. ~10!

According to Eq.~1!, Bb corresponds to the threshol
breakdown power density of a uniform filmPb5Z0Bb

2/2m0
2

52kssD fZ0(Tc2T0)/Ds .13 For a typical Y–Ba–Cu–O
film (D f.53107 m, s.23106 V21

• m21, Tc.90 K! on
an LaAlO3 substrate (ks.20 W•m21

•K21) of thickness
Ds.531024 m, at T0.77 K we obtainBb'2 mT and
Pb'43104 W•cm22. The initial condition for Eq.~7! is

u~r,z,0!5
e

2pr
d~r!d~z!. ~11!

Heree5E/Eh is the dimensionless energy of the heat pu
and Eh5CsDs

3(Tc2T0) is a characteristic ‘‘thermal’’ en-
ergy. For a typical Y–Ba–Cu–O film on an LaAlO3 sub-
strate (Cs.105 J•cm23

• K21) of thicknessDs.531024

m, we obtainEh'1.531024 J. It follows from Eqs.~7!–~9!
and ~11! that the dimensionless critical energyec5Ec /Eh

depends only on the dimensionless surface microwave fi
B/Bb . Thus dimensional analysis shows that the charac
istic spatial and temporal scales of the problem areDs and
CsDs

2/ks , respectively, and it makes it possible to obtain t
dependence of the critical energyEc on all parameters excep
the surface microwavefield.

The problem~7!–~9! and ~11! cannot be solved analyti
cally. But ec can be estimated on the basis of the followi
considerations. Let a region of radiusR0 in the film be trans-
ferred into the normal state immediately after the action
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the critical pulse. Correspondingly, a hemisphere of the sa
radius is heated in the substrate. Thenec;(2p/3)Dur 0

3,
where Du is the characteristic temperature increase in
heated region andr 05R0 /Ds . The quantityr 0 can be esti-
mated in order of magnitude by equating the heat releas
the normal region of the film;2(B/Bb)2pr 0

2 to the removal
of heat into the ‘‘cold’’ part of the substrate;(Du/r 0)2pr 0

2.
From this equation, taking for the filmDu;1, we obtainr 0

;(B/Bb)22. Therefore the energy of a critical disturban
destroying superconductivity in the film isec'(2p/3)
3(B/Bb)26. This relation holds if the radius of the heate
region is small compared with the film thickness (r 0!1).
Therefore the estimate obtained describes the asymptotic
havior of ec for B@Bb .

To check the accuracy and range of applicability of t
relationec}(B/Bb)26 obtained above, the destruction of s
perconductivity was simulated numerically. A Gaussian d
tribution was chosen for the initial temperature profile in t
film–substrate system. It was established that the num
cally obtained value of the critical energyec does not depend
on the half-width of the initial temperature profile, if th
locality condition holds~the half-width of the initial tem-
perature profile is small compared with the film thicknes!.
The functionEc(B) obtained by solving Eq.~7! numerically
with the boundary conditions~8! and~9! is shown in Fig. 2.
It follows from Fig. 2 that the asymptotic estimate obtain
above describes accurately the functional dependenceEc(B)
for B@Bp and can be represented as

Ec /Eh54.0~B/Bb!26. ~12!

Extended thermal disturbances.The superconducting
state in a film can also be destroyed by extended~nonlocal!
disturbances, whose range of action is comparable in siz
the thickness of the film. The critical energy of such dist
bances can be estimated as the formation energy of a ‘‘m
mum propagating zone,’’20,21 playing the role of a critical
nucleus of the normal phase. The temperature distributio
the ‘‘minimum propagating zone’’u5uM PZ(r,z) is a sta-

FIG. 2. Ec(B) ~1 — Eq. ~12!, j — numerical calculation! and EM PZ(B)
~2!.
e

e

in

e-

-

ri-

to
-
i-

in

tionary (]u/]t50) unstable solution of Eq.~7!, satisfying
the boundary conditions~8! and~9! and]u/]r50 atr50 and
r5`.22,23 Such a solution can be found by separation
variables,15 which gives for the formation energy of th
‘‘minimum propagating zone’’

eM PZ52pE
0

`

rdrE
0

1

uM PZ~r,z!dz ~13!

the expression

4q(
k50

`

lk
21I 1~lkq!K0~lkq!5~B/Bb!22. ~14!

Here lk5p(2k11)/2, q5(Bb /B)(eM PZ /p)1/2, and I 1(x)
and K0(x) are modified Bessel functions. The functio
EM PZ(B) calculated from Eq.~14! is shown in Fig. 2. Using
the Euler–Maclaurin summation formula we obtain from E
~14! EM PZ /Eh.(p3/16)(B/Bb)22 for B@Bb .

In summary, in a wide range of values of the surfa
microwave fieldB@Bb the critical energy of heat pulse
(Ec}B26) is less than the formation energy of the ‘‘min
mum propagating zone’’ (EM PZ}B22). This means that hea
pulses with a lower critical energy are most ‘‘dangerou
from the standpoint of destroying superconductivity.

MICROWAVE BREAKDOWN AT DEFECTS

Let us consider an HTSC film with a normal~nonsuper-
conducting! defect, whose absorption coefficientk5kd is
temperature-independent. When the film in the superc
ducting state is exposed to microwave radiation, absorp
first occurs only on a defect, as a result of which the te
perature of the defect increases. The region of the film
substrate adjoining the defect is heated as a result of
diffusion. If the surface microwave field exceeds the thre
old value, then the region of the film adjoining the defect
transferred into the normal state and becomes a sourc
additional absorption of microwave radiation. Subsequen
the normal-phase region arising either propagates over
entire film or a finite-size normal-phase region~a stable tem-
perature domain! forms near the defect. The temperature d
tribution in the domain depends on the geometric shape
the defect and can be found analytically for circular and l
ear defects.

Circular defect.Let us consider first an HTSC film with
a circular defect of radiusRd ~Fig. 1!. In this case the bound
ary condition for Eq.~7! at z50 is

]u

]z
12~B/Bb!2$gh~r d2r!1h~u21!h~r2r d!%50, z50,

~15!

where r d5Rd /Ds is the dimensionless radius of the defe
and g5kd /kn is the ratio of the absorption coefficients o
the defect and the film in the normal state, characterizing
‘‘contrastiness’’ of the defect.

The temperature distributionu(r,z) in the domain, sat-
isfying the stationary Eq.~7! (]u/]t50) with the boundary
conditions~8! and~15! and]u/]r50 atr50 andr5`, can
be found by separation of variables. For domain radiusR,
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determined from the conditionu(r ,0)51 (r 5R/Ds is the
dimensionless radius of the domain!, we obtain the relation

~R/Ds!(
k50

`

lk
21I 1~lkR/Ds!K0~lkR/Ds!

1~Rd /Ds!~g21!(
k50

`

lk
21I 1~lkRd /Ds!

3K0~lkR/Ds!5~Bp/2B!2. ~16!

We note that a dependence similar to Eq.~16! was ob-
tained in Ref. 19. The dependenceR(B) is presented in Fig.
3 for various values ofRd for the casesg.1 ~solid lines! and
g,1 ~dashed lines!. It is evident from Fig. 3 that the char
acter of the destruction of superconductivity depen
strongly on the ‘‘contrastiness’’g of the defect.

We shall examine in greater detail the spatiotempo
picture of breakdown for the caseg.1. As the surface mi-
crowave fieldB increases, the temperature of the defect
creases, but the region of the film next to the defect rema
superconducting. Above a certain fieldB5Bt , a normal
phase ring forms around the defect. The threshold fieldBt for
the formation of a domain is determined from the conditi
R(Bt)5Rd . Using this condition, from Eq.~16! we obtain
for Bt

Bt /Bb

5F4g~Rd /Ds!(
k50

`

lk
21I 1~lkRd /Ds!K0~lkRd /Ds!G21/2

.

~17!

Simple analytic expressions forBt can be obtained from
Eq. ~17! in the limiting cases of defects with small radiiRd

!Ds and large radiiRd*Ds . According to the Euler–

FIG. 3. Circular defect. The domain radius versus the surface microw
field: g55 ~solid curves!, 0.5 ~dashed curves!; Rd /Ds : 1,4 — 0.25; 2,5—
0.1; 3,6 — 0.05. Inset:R(B) for g51.2.Rd /Ds : 1 — 0.25,2 — 0.05,3 —
0.01.
s

l

-
s

Maclaurin formula, forRd!Ds the sum in Eq.~17! can be
replaced by a corresponding integral. In this approximat
we have forBt

Bt /Bb5
1

2 F p

gRd /Ds
G1/2

, Rd!Ds . ~18!

For Rd*Ds the first term in the sum in Eq.~17! is suf-
ficient to obtain an asymptotic expression forBt . Then we
obtain forBt

Bt /Bb5g21/2F12
7j~3!

p3Rd /Ds
G21/2

, Rd*Ds . ~19!

Herej~3! is the Riemann zeta function. It follows from Eq
~19! that forg.1 the threshold fieldBt for domain formation
can be both greater and less than the threshold breakd
field Bb of a uniform film.

For B.Bt the radiusR of the temperature domain aris
ing on a defect increases with the surface microwave fi
~curves1–3 in Fig. 3!. Linear analysis of the stability of the
solutionu(r,z) with respect to small disturbances shows th
the branch withdR/dB.0 corresponds to a stable domain24

A stable domain vanishes at a certain value of the surf
microwave fieldB5Bd ~Fig. 3!. The condition for vanishing
of a stable domain corresponds to microwave breakdown
the entire film.19 Indeed, it is evident from Fig. 3 that for an
defect radius the breakdown fieldBd is always greater than
the threshold breakdown fieldBb of a uniform film. There-
fore for B.Bd the normal-phase region, arising on a defe
propagates over the entire sample. Approximate analytic
pressions for the breakdown fieldBd can be obtained in the
limiting cases of defects with a small radiusRd!Ds and
defects with a large radiusRd*Ds

Bd

Bb
5

p1/4

2~g21!1/4~Rd /Ds
1/2!

, Rd!Ds , ~20!

Bd

Bb
5F12

a

ln~b/a!
1

a

ln2~b/a!
G21/2

, Rd*Ds . ~21!

Herea57j(3)/2p2 and

b52~g21!~Rd /Ds!
1/2exp~pRd/2Ds!.

In the caseg,1 a stable temperature domain does not ar
in the film for any defect radius~curves4–6 in Fig. 3! and
microwave breakdown occurs forBd 5Bt . It should be
noted that even in the caseg.1, for sufficiently small defect
radii Rd the solution corresponding to a stable domain va
ishes~inset in Fig. 3!, and similarly to the caseg,1 break-
down occurs atBd5Bt , bypassing the intermediate stage
formation of a stable temperature domain in the film. Figu
4 compares the results of the numerical calculation ofBd

using the transcendental equation~16! with the analytic for-
mulas~18!–~21!. It follows from Fig. 4 that the approximate
expressions~18!–~21! agree well with the numerical results
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Linear defect.Let us now consider an HTSC film with
linear defect of half-widthDd ~Fig. 1!. In this case the sta
tionary temperature distributionu(x,z) in the substrate is
described by the two-dimensional equation

]2u

]x2
1

]2u

]z2
50, 0,z,1, ~22!

wherex5X/Ds .
By virtue of the symmetry of the problem we shall co

sider below only the regionx.0. In this region the boundary
condition to Eq.~22! at z50 can be represented as

]u

]z
12~B/Bb!2$gh~dd2x!1h~u21!h~x2dd!%50, z50,

~23!

wheredd5D/Ds is the dimensionless half-width of the de
fect. The equation~22! with the boundary conditions~8! ~23!
and]u/]x50 atx50 andx5` can be solved by separatio
of variables, which gives for the domain half-widthD, deter-
mined from the conditionu(d,0)51 (d5D/Ds is the dimen-
sionless domain half-width! the expression

(
k50

`

lk
22 exp ~22lkD/Ds!22~g21!

3 (
k50

`

lk
22 sinh ~lkDd /Ds! exp ~2lkD/Ds!

5~B22Bb
2!/2B2. ~24!

Figure 5 shows the domain half-widthsD calculated us-
ing expression~24! as a function of the surface microwav
field B for different values of the defect half-widthDd for
g.1 ~solid curves! and g,1 ~dashed curves!. It is evident
from Fig. 5 that forg,1 the functionD(B) ~curves4–6 in
Fig. 5! is qualitatively similar to the functionR(B) for a
circular defect. In this case microwave breakdown occur

FIG. 4. Circular defect: breakdown field versus the defect radius.g55 ~1 —
Eq. ~20!, 2 — Eq. ~21!, j— numerical calculation!; g50.5 ~3 — Eq. ~18!,
4 — Eq. ~19!, d — numerical calculation!.
in

a manner by passing the intermediate stage of formation
stable temperature domain in the film, and the breakdo
field Bd equals the threshold fieldBt for the formation of a
normal phase in the film. The quantityBt is determined from
the condition R(Bt)5Dd , which together with Eq.~24!
gives

Bt

Bb
5g21/2F122(

k50

`

lk
22 exp ~22lkDd /Ds!G21/2

. ~25!

Approximate expressions forBt can be obtained from
Eq. ~25! in the limiting cases of a small defect half-widt
Dd!Ds and large defect half-widthDd*Ds

Bt

Bb
5

1

2 F p

g~Dd /Ds!u ln~Dd /Ds!
G1/2

, Dd!Ds , ~26!

Bt

Bb
5g21/2@12~8/p2! exp ~pDd /Ds!#

21/2,

Dd*Ds . ~27!

It follows from Eq. ~27! that for g,1 Bt is always
greater than the threshold breakdown fieldBb of a uniform
film, while for g.1 the threshold fieldBt for the formation
of a domain can be both greater and less thanBb .

For g.1 and Bt,Bb a localized temperature domai
forms near a defect with a sufficiently large half-widthDd .
Its half-width increases monotonically withB and becomes
infinite at B5Bb ~curve1 in Fig. 5!. In this case the break
down fieldBd equals the threshold breakdown fieldBb of a
uniform film: Bd5Bb . For smaller values ofDd a stable
domain~branch withdD/dB.0) vanishes at some fieldBn

,Bb ~curve 1 in the inset in Fig. 5!. For B.Bn a second,
large, stable domain is formed. In this case breakdown a
occurs forBd5Bb . For even smaller values ofDd a stable
domain vanishes at a breakdown fieldBd greater thanBb

~curve2 in the inset in Fig. 5!. In this case a second stab

FIG. 5. Linear defect. The domain half-width versus the surface magn
field: g52 ~solid curves!, 0.8 ~dashed curves!; Dd /Ds : 1,4 — 0.5; 2,5 —
0.1; 3,6 — 0.02.Inset:D(B) for g55. Dd /Ds : 1 — 0.05,2 — 0.02.
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domain with a larger half-width does not form, and f
B.Bd the film passes into the normal state as a result of
propagation of a normal phase arising at a defect over
entire region. An approximate analytic expression forBd can
be obtained in the limiting case of a small defect half-wid
Dd!Ds

Bd

Bb
5

1

2 F p

2~g21!~Dd /Ds!u ln$~g21!~Dd /Ds!%u
G1/2

,

Dd!Ds . ~28!

The computational results, obtained using the asympt
formulas ~26!–~28!, for the breakdown fieldBd are com-
pared in Fig. 6 with the numerical calculations perform
using the transcendental equation~24!. It is evident that for
g.1 Eq. ~28! satisfactorily describes the functionBd(Dd)
right up toDd'Ds , while for Dd.Ds the breakdown field
Bd equals the threshold breakdown fieldBd of a uniform
film. It should be noted that similarly to the case of a circu
defect forg.1 and sufficiently small defect half-widthDd , a
stable domain is not formed in the film~curve3 in Fig. 5!. In
this case, just as forg,1, microwave breakdown occurs fo
Bd 5Bt .

DISCUSSION

In summary, the thermal mechanism of microwa
breakdown of an HTSC film is due to strong dissipation
the normal region, which under certain conditions can re
in the propagation of a normal phase over the en
film.13–16Such propagation is possible under two conditio
First, the surface microwave fieldB must be greater than th
threshold breakdown field of a uniform filmBb

52m0@kssD f(Tc2T0)/Ds#
1/2. Second, a sufficiently large

normal-phase region must arise in the film. Two scena
for the appearance of a normal-phase region sufficient

FIG. 6. Linear defect. The breakdown field versus the defect half-wi
g55 ~1 — Eq. ~28!, j —numerical calculation!; 0.5 ~2 — Eq. ~26!, 3 —
Eq. ~27!, d — numerical calculation!.
e
e

ic

r

lt
e
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microwave breakdown of a film are possible. Each scena
has its own spatiotemporal pattern of destruction of sup
conductivity in the film.

The first scenario of the formation of a normal-pha
region in the film is due to the action of external therm
disturbances, which are always present in real systems.
B.Bb thermal disturbances with energy greater than
critical valueEc lead to the appearance of a normal-pha
region sufficient for subsequent propagation of the ph
over the entire film. Such propagation occurs by unboun
expansion of the normal-phase region, whose boundary
temperature autowave of S–N switching.13–16 The critical
energy depends strongly on the spatial extent of the dis
bances and decreases with increasing surface microw
field. For qualitative analysis it is convenient to separ
from the spectrum of possible disturbances two limiti
cases: local disturbances and spatially extended disturban
The critical energy of spatially extended disturbances can
estimated as the formation energy of the ‘‘minimum prop
gating zone’’ EM PZ ,21 which plays the role of a critica
nucleus of the normal phase. In a wide range of values of
surface microwave fieldB@Bb the critical energy of local
disturbances (Ec}B26) is much lower than the energy o
spatially extended disturbances (EM PZ}B22). Therefore lo-
cal disturbances are most ‘‘dangerous’’ from the standpo
of the destruction of superconductivity, since the transit
into the normal state is initiated mainly by disturbances w
the minimum critical energy.20

The second scenario of microwave breakdown is due
the presence of nonsuperconducting defects in an HT
film. Local overheating near such defects can destroy su
conductivity. In this case a stage of formation of a finite-s
normal-phase region~a stable temperature domain! at a de-
fect can precede microwave breakdown. We note that lo
destruction of superconductivity in HTSC films has been o
served in a number of experiments.18,25,26The spatiotempora
pattern of destruction of superconductivity and the bre
down fieldBd depend strongly on the ratiog of the absorp-
tion coefficients of the defect and the film in the normal st
~the ‘‘contrastiness’’ of a defect!. For g.1, as a rule, a stage
of formation of a temperature domain localized on a def
precedes breakdown, while forg,1 breakdown occurs with-
out the stage of formation of a stable domain. The bre
down fieldBd also depends on the form of the defect. Fo
circular defect the breakdown fieldBd is always greater than
the threshold breakdown fieldBb of a uniform film, and for a
linear defectBd can be both greater than and equal toBb .
The breakdown fieldBd increases with decreasing defe
size: Bd}(Rd /Ds)

21/2 for a circular defect andBd

}@Dd /Dsu ln(Dd /Ds)u#21/2 for a linear defect. It follows from
these relations, specifically, that for comparable scales of
fect sizes the breakdown field on a linear defect can be s
eral times lower than on a circular defect. Therefore line
defects are most dangerous from the standpoint of the
struction of superconductivity.

Real HTSC films contain a variety of defects of vario
sizes. As follows from the relations obtained above, mic
wave breakdown will occur on the largest defect in a fil
Comparing the analytic expressions obtained forBd with the

.
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experimental data1–8 shows that the idea of overheating
the film by microwave radiation near defects of sizeRd ,
Dd.1210 mm makes it possible to describe satisfactor
the observed values of the breakdown fields (Bd;10 mT!.
However, as the quality of HTSC films improves~the defect
sizes decreases!, the breakdown fieldBd probably will not
increase appreciably. This is due to the fact that for h
surface microwave fields external disturbances which are
ways present in real systems have a very low critical ene
For example, it follows from Eq.~12! that for typical values
of the film and substrate parameters presented above
critical energy forB.10 mT is very lowEc,1028 J. It is
obvious that near small defects breakdown will occur mu
earlier than overheating because of the destruction of su
conductivity of uniform regions in the film by external dis
turbances. Therefore, depending on the ratio of the energ
the disturbances acting in the system and the size of
defects in the film, one of the two scenarios of the devel
ment of microwave breakdown which were studied abo
will predominate.
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A numerical measure of the difference between crystal lattices is determined. The fruitfulness of
the definition is demonstrated for a specific example concerning the prominence of an
orientational correspondence between the body-centered crystal lattice@bcc~bct!# of a-martensite
and the face-centered crystal lattice~fcc! of g-austenite in cases where the latter is perfect
and where it differs from a perfect lattice near a screw dislocation. ©1999 American Institute
of Physics.@S1063-7842~99!01005-3#
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1. In the theory of martensitic transformations~MTs!
ideas associating the possibility of a spontaneous struc
rearrangement of austenite to definite locations where
austenite has been deformed beforehand are used in the
cussion of the nucleation stage~see, for example, Refs. 1–3!.
It is believed that these deformations bring the austenite
martensite lattices into coincidence, thereby providing fav
able conditions for fluctuation activation above an ene
barrier. The results of Refs. 4 and 5, for example, prov
evidence of this. In Ref. 4 it was established that there ex
a temperatureM exceeding the MT onset temperatureMs by
35–40 K. At temperatures in the interval (MS , M! the MT is
produced by external stressessm,st , wherest is the yield
point. Strains«,1023 correspond to such values ofsm .
Therefore it can be concluded that elastic strains produce
an external load decrease the martensite nucleation thr
old. An orientational effect is described in Ref. 5 — the
appearance of predominantly large-angle orientations
athermal martensite plates under elastic tension, indica
that uniaxial elastic stresses act selectively, lowering the
rier for nucleation of martensite crystals of some orientatio
and raising it for crystals with all other orientations. Analys
of the effect6 shows that the barrier is decreased if t
stresses lead to compression and tension, promoting the
variants of deformation, which occur in a martensite pla
and increased otherwise. On the other hand, the effect
dislocation, for example, is in no way inferior in this respe
to an external load and therefore could decrease the ba
for martensite nucleation at some location or locatio
Moreover, Refs. 7–10 attest~with respect to theg→a MT
in iron alloys at least! to the fact that dislocations are in
volved in the martensite nucleation and that a spontane
MT is impossible in perfect austenite.

At the same time it is obvious that at the level of elas
strains a lattice restructuring, such as, let us say, fcc→
bcc~bct!, by the Bain scheme is impossible. Elastic compr
sion and tension can only bring the fcc and bcc~bct! lattices
into closer coincidence, giving rise to Bain deformation. T
leads to difficulties, making it necessary to construct a p
ture of elastic deformations that lower the barrier for mart
site nucleation, since the concept of the closeness of latt
is itself, even though implicitly postulated in a number
5331063-7842/99/44(5)/4/$15.00
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approaches, nonquantitative. A quantitative characteriza
of the closeness of lattices requires a measure that expre
the difference between the lattices in terms of a number
principle such a measure is also necessary to study m
questions concerning the conjunction of regions coexisting
a heterogeneous solid and having different crystal lattic
The principal objective of the present paper is to determin
measure of the closeness of lattices. The fruitfulness of
proposed definition is illustrated here for a specific exam
which is of interest for assessment of the effect of an ela
field of a screw dislocation on the prominence of an orien
tional correspondence between the bcc~bct! lattice of
a-martensite and the fcc lattice ofg-austenite.

2. Let $X% and$X8% be lattices. The problem is to dete
mine a measure characterizing quantitatively the differe
between these lattices. Since we are talking about app
tions to martensitic transformations, it is possible and con
nient to formulate the problem differently — in terms o
mappings. Indeed, let the lattices$X% and$X8% be the result
of deformations of a given lattice$r% which are described by
the mappings

X i5Lr i , Xr85Tr i ; i 51,2,3, ~1!

whereX i , X i8 , andr i are translational vectors of the lattice
$X%, $X8%, and$r%, respectively.

Then the closeness of the lattices$X% and $X8% will
mean closeness of the tensorsL andT and vice versa. The
pair of tensorsL andT can be associated to a correspondi
number

m~L, T !5$Tr@~L2T!~L* 2T* !#%1/2, ~2a!

which can be interpreted as the distance between the po
representing the tensorsL and T in an abstract nine-
dimensional Euclidean space and satisfying the conditi
m(L, L )50, m(L,T ).0 (LÞT), m(L, T )5m(T, L ),
m(L, T )<m(L, F)1m(F, T), which are the usual condi
tions for the distance between points. In Eq.~2a! and below
an asterisk signifies transposition.

We note that Eq.~2a!, which establishes a correspon
dence between numbers and tensor pairs, was obtaine
generalizing the formula
© 1999 American Institute of Physics
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m~A,B!5H (
i 51

3

~ai2bi !
2J 1/2

,

which associates to each pair of pointsA and B in a three-
dimensional Euclidean space a numberm(A,B), the distance
between the points. The closeness or remoteness of
points can be judged according to the values ofm. The po-
sition of the pointsA andB is given by the triplet of numbers
$ai% and $bi% — their coordinates relative to a Cartesia
rectangular coordinate system. The rank-2 tensorsL andT in
this coordinate system are represented by the sets$Lin% and
$Tin% of matrix elements, wherei, n 51, 2, and 3, each se
consisting of nine numbers. However, there is nothing wro
with considering the numbers as the coordinates of po
~we denote them, just like the tensors, byL and T) in an
abstract nine-dimensional Euclidean space and defining
distance between them as

m~L, T !5H (
i ,n51

3

~Lin2Tin!2J 1/2

by analogy to the distance between points in a thr
dimensional space. Hence it is easy to switch to the equa

m~L, T !5H (
i 51

3

(
n51

3

~L2T! in~L* 2T* !niJ 1/2

,

since (Lin2Tin)25@(L2T…in#25(L2T) in(L2T) in

5(L2T) in(L* 2T* )ni , then to the equation

m~L, T !5H (
i 51

3

@~L2T!~L* 2T* !# i i J 1/2

,

and finally to Eq.~2a!, which does not depend explicitly o
the choice of the coordinate system.

It is natural to take the number~2a!, characterizing the
difference between the tensorsL and T, taking account of
Eq. ~1!, as the characteristic of the difference between
lattices$X% and$X8% and to set

m~$X%, $X8%!5m~L, T !. ~2b!

Then it will serve as a measure making it possible
express in a quantitative form the property of closeness
objects such as lattices and, together with concepts of eq
ity ~coincidence! and inequality~noncoincidence! of lattices,
to establish an order relation for them. As a result it becom
possible to solve on a quantitative basis problems in whic
is necessary to choose from a set of lattices the one th
closest to a given lattice. On the other hand the quan
m($X%,$r%)5m(L, I ), whereI is the unit tensor, can be use
as an order parameter for describing deformational ph
transitionsL $r%→$X%, which in contrast to the tensorL is a
scalar. Indeed,m takes on different values:m(I, I )50 in the
initial phase andm(L, I )Þ0 in the final phase, characteriz
ing the quantitative difference between the phases. Fina
we note with respect to the definition~2! that the abstrac
space of points representing tensors need not be Euclid
A different metric can also be chosen~see, for example, Ref
11!, postulating, depending on the specific requirements
the problem, a metric tensor that is different from the u
tensor.
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3. The formulation of the property of the closeness
lattices in terms of mappings leads to a formulation of t
problem that is quite interesting from the standpoint of m
tensite problems. It arises in connection with the treatmen
the mapping $r%→$X% as a sequence of mappings$r%
→$X8%→$X% in accordance with the decomposition12 of the
tensorL into a product

L5VE ~3!

of an orthogonal tensorV and a symmetric tensorE. The
lattices$X% and$X8% differ only by their orientation relative
to the lattice$r%. Therefore, takingE in Eq. ~3! as given,1! it
is possible to determine a set$$X(V)%% of lattices enumer-
ated by the transformationV and to pose the question o
choosing the lattice$X(V0)% closest to$r%. Actually, this is
a question of the prominence of an orientational corresp
dence between lattices for which the difference between
lattices will be minimum. This question reduces to solvi
the problem of an extremum~minimum! of the measure
m($X(V)%,$r%)5m(L (V),I ) as a function ofV, whereV,
being a rotation, operates on an arbitrary vectora according
to the rule Va5@ I cosw1(12cosw)l–l#a1sinw@l,a#, 0
<w,2p is the rotation angle, and the unit vectorl deter-
mines the orientation of the rotation axis.2! The necessary
and sufficient condition for a minimum can be expressed
this case by the equation Tr (EdV)50. It is equivalent to
the system of equations (dl, El)(12cosw)50, Tr E
5( l, El)sinw50 for w and l. The latter system is satisfie
identically forw50 and arbitraryl. This solution corresponds
to V05I . Therefore among the lattices$$X(V)%% the lattice
$X(I )%5$X8% meets the requirement of maximum closene
to the lattice$r% and hence the orientational corresponden
between the lattices associated by the deformationE itself is
prominent.

4. We now turn to the case of fcc and bcc~bct! lattices
~or g anda in more succinct notations!. The difference be-
tween them will be minimal for the Bain orientational corr
spondence. A direct check for the latticesaB , aN , and
aK2Z of three orientations relative to theg lattice which
correspond to the Bain, Nishiyama, and Kurdyumov–Sa
orientational relations~ORs!, for example, gives

m~aB ,g!,m~aN ,g!,m~aK2Z ,g!, ~4!

wherem(a,g)5$Tr @(L2I )(L* 2I )#%1/2, L5VE is a ten-
sor that transforms theg lattice, andE andV are determined
by Eqs.~A1! and ~A2! in the Appendix.

Thus, on the basis of the closeness of theg anda lattices
the Bain orientational correspondence should be expe
between theg-austenite anda-martensite lattices in iron al
loys. This has been observed for a MT in very thin films14

However, fora-martensite lattices in bulk samples orient
tions close toaN or aK2Z are characteristic. However, th
order relation established by the inequalities~4! for the lat-
ticesaB , aN , andaK2Z was obtained assuming that theg
lattice is perfect. It can change if theg lattice is imperfect. It
is of interest to study such cases, since the modern conc
of the nucleation of martensite, heterogeneous or homo
neous~in the sense of Ref. 1!, are compatible with the ide
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alization of perfectg-austenite as a model of the structur
state preceding a MT.

5. Let us assume that the distortions of austenite are
to a screw dislocation with the directiong5^110&g /A2 char-
acteristic for fcc lattices. The distortion tensorx, describing
in the continuous approximation elastic distortions of the
tice around an infinite screw dislocation with the line^110&g

and Burgers vectorb5bb in an infinite crystal with cubic
symmetry, is given by the formulax52«̃b• i, where
i5@r,t#, r5r /r , r5@t,@rO ,t##, the radius vectorrO deter-
mines the position of a point in perfect austenite relative
the poleO chosen on the dislocation line,«̃5bA1/2(4pr f ),
A is the elastic anisotropy parameter,

f 5A12~12A! (
n51

3

~en ,t!2~en ,i!2, ~5!

and $en% is a right-handed triplet of unit vectors directe
along the four-fold symmetry axes.

We denote byg8 the lattice of imperfect austenite, an
we shall treat it as being the result of the mappingg→g8 of
the lattice of perfect austenite, described by the tensorT5I
1x. The location of points near which the measure of
difference between the latticesg8(T) and a(L ) with given
orientation reaches an absolute minimum is determined
solving the equation Tr $(L* 2T)@(]T/]r )dr
1(dr,]/]r)T#%50, expressing the necessary and suffici
condition for a minimum of the measur
m(a(L ),g8(T))5Tr $@L2T)(L* 2T* )#%1/2. This equation
is equivalent to the system of equations (r,(L* 2x* )b)
50, (i,(L* 2x* )b)50 for r andV, satisfied identically at
r 5r a and r5ra , where r a52b«̃a /J, ra5@t,ia#, ia
5(b,t)J/J, J5@t,@L* t,t##, «̃a5A1/2/(4p f a), and f a is
the value of the function~5! at i5 ia . Elastic lattice distor-
tions of perfect austenite at points located at a distancer a in
the directionra from the dislocation line are described b
the tensorT5Ta , where Ta5I1t•J. The tensorT5Ta

maps the latticeg into the latticega85g8(Ta), which is
maximally close to the latticea(L ). The difference between
them is characterized by the smallest value of the mea
m(a(L ),g8(T))

ma~a~L !,ga8!5@m2~a~L !,g!2J2#1/2. ~6!

For givenL5VE ~i.e., for a given relative orientation o
a and g lattices in this case! not all dislocations from the
family under consideration bring into coincidence the lattic
a(L ) and g in the same way at the indicated points. T
smallest of the values~6! ~which we denote byma(aB ,ga8),
ma(aN ,ga8), andma(aK2Z ,ga8)) corresponds to dislocation
~four, two, and one respectively! whose lines make the
smallest angles with the directions appearing in the Ba
Nishiyama, and Kurdyumov–Sachs orientational relatio
However, calculations using the data5 on the parameters ofg
and a lattices show that ma(aK2Z ,ga8),ma(aN ,ga8),
ma(aB ,ga8).

Thus the order relation for theaB , aN , andaK2Z lat-
tices is reversed if they are compared with the latticega8 and
the Kurdyumov–Sachs orientation becomes prominent p
vided that the directionL appearing in the Kurdyumov–
l
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e
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,
.
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Sachs order relation is parallel to the dislocation line. W
shall confine our attention to this case, taking for definiten
p5@001#g , L52t5@ 1̄01#g /A2, and N5@111#g /A3 in
Eqs.~A1! and~A2!. The distancer a and the directionra will
then be given by

r a5bA1/2~2pJ!, ra5~b,t!@01̄0#g , ~7!

whereJ5k(22t2)@2(21t2)#21/2. The values ofJ lie in the
range 0.27–0.33, depending on the values ofk and t, and
r a /b lies in the range (0.4820.58)A1/2. We note that the
dislocation-induced distortions of austenite are nonunifo
and decrease with distance from the dislocation line. The
fore the region where the Kurdyumov–Sachs corresp
dence between the latticesa and g8 has not yet lost out to
the Bain correspondence should befinite in the transve
section (1̄01)g . It is convenient to give the positions of th
points in this section by the radius vectorsr5r (racosc
1iasinc) in the basis formed by the vectorsra @see Eq.~7!#
and ia5(b,t)@101#g /A2, wherer andc are determined by
the condition m(aK2Z ,g8(T))<m(aB ,g), which in turn
leads to the inequalities

G2~c!<r /r a<G1~c!, 2cc<c<cc ,

where

G65@cosc6~cos2c2cos2cc!
1/2#/~ f cos2cc!,

cos2cc5@m2~aK2Z ,g!2m2~aB ,g!#/J2,

and f 5A2(A21)cos2c.
The anglecc as a function ofk and t varies over the

range~0.190–0.195!p. The maximum size of the section un
der study in the directionra is given by the expression
2r asincc /cos2cc and lies in the range~1.64–1.73!r a . The
maximum size in the directionia can be estimated from th
expression

~2/A!1/2r a$2 sin2cc2A21

1@A2214~12A21!sin2cc#
1/2%1/2/coscc .

For A@1 this size is essentially independent ofA and is
approximately 1.5b.

Thus comparing theaB , aN , andaK2Z lattices with the
austenite lattice, which differs from a perfect lattice nea
screw dislocation, shows that the Kurdyumov–Sachs ori
tation is prominent in a cylindrical~noncircular! region ori-
ented parallel to the dislocation line. In the transverse sec
this region is characterized by two dimensions: the smal
dimension in the directionia and the largest in the directio
ra . The first dimension is essentially independent of t
elastic anisotropy parameter and is close to 1.5b. The second
one is proportional toA1/2 and reaches 20 to 30 timesb only
for A>300. Therefore these dimensions are comparable
those which are usually taken16 for a-martensite nuclei, if the
elastic anisotropy is large. Such an anisotropy is not cha
teristic for the volume elastic properties of iron alloys@for
example, in Fe–Ni Invar alloysA'4 ~Ref. 17!#, but in prin-
ciple it is realizable in systems with quite appreciable so
ening of the elastic modulusC8 near the MT onset tempera
ture. The existence of local regions near defects where pa
softening of the elastic moduli and a decrease of stability
be expected18 also has not been ruled out.
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If coincidence of thea and g lattices decreases th
nucleation barrier fora-martensite, then the elastic field of
screw dislocation gives the most favorable conditions
nucleation of martensite with theaK2Z lattice, giving rise
not only to deformation but also rotation of the of the aus
nite lattice. The deformation is described by the strain ten

e5(x1x* )/2 and consists of stretching«15 «̃ and compres-

sion «252 «̃ in the directions j15( i1b)/A2 and j2

5(b,t)( i2b)/A2. For a dislocation with the linet

5@101̄#g /A2, specifically, «̃5bA1/2$4pr @A1(12A)
3cos2c#%21, i5 iacosc2rasinc, whereia andra are defined
above. Therefore for fixedr and A.1 stretching and com
pression in the directionr5ra , wherer5racosc1iasinc,
reach maximum values, whilej1 and j2 coincide~if b5t)
with the directions@100#g and @001#g characteristic for
stretching and compression under a Bain deformation w
the compression axisp5@001#g . This agrees with the direc

tions L5@ 1̄01#g /A2 and N5@111#g /A3 in the
Kurdyumov–Sachs orientational relation. The latter is i
portant from the standpoint of the elastic model of a dis
cation center of nucleation~DCN! of martensite.3 In the
DCN model the locations favorable for nucleation are as
ciated with the neighborhood of points where stretching a
compression of austenite occur in orthogonal directions c
to the extremal directions for the given dislocation. The
fore, for a screw dislocation the results concerning favora
locations for nucleation ofa-martensite that follow from the
DCN model are consistent with the results obtained on
basis of the definition~2! of the measure of the closeness
lattices. when comparing with the elastic model of DCN
should also be remembered that for the orientational vari
of ana lattice which were considered above the orientatio
for which the direction appearing in the orientational relati
makes the smallest angle with the dislocation line are alw
prominent. This independently confirms the results of R
19 with respect to a screw dislocation as well as the idea
Ref. 3 concerning the relationship between the elastic s
of a nucleation center and the morphology of martensite

6. We shall now summarize. The investigation of t
relative orientation of the lattices ofa-martensite and
g-austenite, which are directly related with their closene
leads to reasonable results for perfect and imperfect latt
of g-austenite. This shows that the definition~2! of the mea-
sure of closeness of lattices is fruitful.

A concept of the closeness of lattices which is expres
in a quantitative form expands the possibilities of a geom
ric approach to studying the effect of the elastic field o
defect on the barrier for martensite nucleation, making
possible to establish an order relation for the lattices of
perfect austenite and a given lattice. In addition, the la
may not coincide with the martensite lattice and is postula
on the basis of ideas about deformations giving rise to
most favorable conditions for a transition to a new structu
state at the nucleation stage, as is done, for example, in
DCN model. The deformation postulated in the DCN mod
differs substantially from the Bain deformation both wi
respect to the character~deformation with weakly distorted
planes! and magnitude;102421023 of the threshold
r
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stretching and compression. The use of the concept of cl
ness of lattices in application to the DCN model and also
investigating the most favorable variants of partially coh
ent conjunction of thea-martensite andg-austenite lattices
can serve as a subject of a separate analysis.

APPENDIX

The tensorE describing theg→a restructuring accord-
ing to Bain can be expressed by the formula

E5kA2$I1@~ t/A2!21#p–p%, ~A1!

wherek5aa /ag , t5ca /aa , ag is the parameter of theg
lattice, aa and ca are parameters of thea lattice, andp
5^100&g gives the orientation of the axis of Bain compre
sion.

The rotationV that gives after a Bain deformation th
Nishiyama and Kurdyumov–Sachs orientational corresp
dence between theg anda lattices is given by the formula

V5N–e1L•e81@N,L#•@e,e8#, ~A2!

where e5(N, E22N)21/2E21N; e85(L,E2L)21/2EL;
N5^111&g /A3 is a vector normal to the plane appearing
the Nishiyama and Kurdyumov–Sachs orientational relati
L gives the direction appearing in the orientational relatio
L5A6@N,@p, N##/2 for the Nishiyama orientational corre
spondence andL5A6$@p,N#6A3@N,@p,N##%/4 for the
Kurdyumov–Sachs correspondence.

1!See Ref. 13 concerning approaches to the crystallography of marte
and the construction of the tensorsE.

2!The symbolsa–b, (a,b…, and @a,b# employed in the text denote tenso
scalar, and vector products, respectively. The action of the tensora–b on
the vectorc is determined by the rulea–bc5a(b,c).
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Electroluminescence kinetics of film structures based on manganese-doped zinc sulfide
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A theoretical and experimental study is made of the growth and decay constants of the
brightness as functions of the rise time and amplitude of the pulse from electroluminescent
structures based on manganese-doped zinc sulfide and deposited on smooth and rough substrates,
and as functions of the rise time and amplitude of the ramped~linearly rising! exciting
voltage. The curves obtained are used to determine a variety of parameters and characteristics of
the electroluminescence process: the lifetime of the excited luminescence centers, the
excitation and relaxation probabilities of luminescence centers per unit time, and the cross
section of impact excitation of luminescence centers and their dependences on the rise time and
amplitude of the linearly rising exciting voltage. Explanations are given for the fact that
the indicated characteristics show different behavior for structures on smooth and rough substrates.
© 1999 American Institute of Physics.@S1063-7842~99!01105-8#
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To increase the efficiency indicators~brightness, light
output, internal and external quantum yields, and ene
yield! of film electroluminescent~EL! emitters~ELEs! it is
necessary to know the most important parameters deter
ing the kinetics of the electroluminescence, such as the p
abilities of excitation and transition into an unexcited state
luminescence centers, the impact excitation cross sectio
these centers, and others.1 As shown in Ref. 2, most of thes
parameters can be determined by exciting film ELEs wit
linearly rising voltage. However, since these parameters
pend on the excitation regime~shape, amplitude, and tempo
ral parameters of the voltage pulses!, a complete description
of the electroluminescence kinetics requires knowledge
the indicated dependences. Therefore our objective in
present work was to investigate excitation and relaxat
processes for luminescence centers in ZnS:Mn-based
ELEs as a function of the parameters of the linearly incre
ing exciting voltage for EL structures deposited on ordina
smooth glass substrates and on structures deposited on
strates with a rough surface and having higher electrolu
nescence efficiency indicators.3–5

To solve this problem we performed experimental inv
tigations of metal–insulator–semiconductor–insulato
metal ~MISIM ! and metal–insulator–semiconductor–co
posite liquid insulator–metal~MISLM ! structures, where M
is the first, 0.2mm thick, SnO2-based transparent electrod
deposited on a glass substrate and the second, opaque
mm thick Al-based opaque thin-film electrode~for MISLM
structures! and a clamped metal electrode with micromet
regulation to within65 mm; S–El is a 0.80–0.85mm thick
layer of ZnS:Mn; I — 0.2–0.3mm thick layer of the insula-
tor ZrO23 Y2O3 ~13 mass %!; L — a 15 mm thick layer of
a composite liquid insulator~CLI! consisting of a mixture of
PFMS-4 organosilicon liquid with a BaTiO3 powder fill with
1.5–3.0 mm grain size and filled density in the insulat
;50 vol %. The structures were deposited on a smooth s
strate and on a substrate with an inner rough surface an
5371063-7842/99/44(5)/7/$15.00
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outer smooth surface. The SnO2 transparent electrode wa
obtained by hydrolysis of tin chloride. A phosphor layer w
deposited by vacuum thermal evaporation in a quasiclo
volume; the opaque electrode was produced by vacuum t
mal evaporation; the thin-film insulator layers were produc
by electron-beam evaporation; and, the CLI was deposite
the form of a paste. The rough surfaces were obtained
chemical etching of the smooth substrate in hydrofluo
acid. All identical layers of the experimental structures we
obtained in the same technological sequence. Measurem
with an MII-4 microscope and an FOM-2 photoelectric oc
lar micrometer showed that the rough substrates posse
on their inner surface 0.2–0.5mm microasperities, uniformly
distributed over the surface, with linear sizes of 0.6–1.0mm;
the distribution of the height and linear dimensions of t
microasperities corresponded to a Gaussian distribution.
diameter of the opaque electrodes was 2.5 mm. The sur
resistance of the transparent electrode was 250V/h on sub-
strates with a smooth inner surface and 400V/h with a
rough surface. Brightness~luminance! was measured witha
YaRM-3 luminance–luxmeter with a measurement error
8%. The parameters of the brightness waves with the
structures excited by a linearly rising voltage were measu
with an FÉU-75 photomultiplier, the signal from which wa
fed into an S1-114 two-trace oscilloscope. A linearly risi
voltage regime was obtained using a symmetric si
changing trapezoidal voltage with simultaneously adjusta
equal rise and fall times of the pulse2,6 applied from a G5-89
generator with an additional amplifier. The measurement
ror of the temporal parameters was65%. An MUM-2
monochromator with 0.6 nm resolution and60.5 nm mea-
surement error was used to measure the spectral charac
tics.

To determine the dependences of the basic electrolu
nescence parameters on the parameters of the exciting
age we shall examine the kinetics of electroluminescenc
© 1999 American Institute of Physics
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film ELEs excited by a linearly rising voltage.
Under direct impact excitation of Mn21 ions the change

in the density of excited luminescence centers is descr
by the equation2

dN* ~ t !

dt
5a~ t !@N2N* ~ t !#2

N* ~ t !

t
2bN* ~ t !, ~1!

whereN is the density of luminescence centers,N* (t) is the
density of excited luminescence centers,a(t)5s j (t)/e is
the probability of a transition of a luminescence center fr
the ground into an excited state per unit time (s is the impact
excitation cross section of a luminescence center,j (t) is the
conduction current density in the phosphor film, giving ri
to luminescence of the film, ande is the electron charge!; t is
the relaxation time constant of the excited luminescence c
ters which is due to the radiative transitions into the grou
state; and,b is the probability of nonradiative transitions o
these centers per unit time.

For the analysis, we assume that the insulators are
form and have no dielectric losses, the electroluminesc
structure is symmetric, and the brightness waves are iden
in different half periods of the exciting voltage.

We shall solve Eq.~1!, similarly to Ref. 2, under the
assumption thats does not depend ont. Since the lifetime
t* of the excited luminescence centers is

t* 5S 1

t
1b D 21

, ~2!

and using the expressionj (t)5Cd0(dV/dT)5Cd0(Vm /tm)
for the active current density on the linearly rising section
the exciting voltage,2,6 whereCd0 is the specific capacitanc
of the insulator layers of the EL structure andtm is the time
at which the excitation voltage reaches an amplitudeVm ~the
moment of the transition to the flat top of the trapezoid
pulse!, we obtain the density of excited centers

NH* ~ t !5C expF2S a1
1

t*
D tG1

aN

a11/t*
~3!

on the section where the exciting voltage increases up to
maximum valueVm and

NC* ~ t !5C expS 2
t

t*
D ~4!

on the section corresponding to the flat top and the dropof
the voltage pulse. HereC are constants determined by th
initial conditions.

We now substitute into Eq.~5! the solutions~3! and ~4!
taking account of the initial conditions, which take accou
of the onset of radiation generation when the exciting volta
reaches the threshold value. The equation~5! relates the
brightness of the ELE luminescence and the density of
cited luminescence centers under monochromatic radia
and constant brightness in all directions~a Lambert source!

L~ t !5phcdl

N* ~ t !

t*
, ~5!

wherehc is the light output efficiency given by
d

n-
d

i-
nt
al

f

l

its

f

t
e

x-
n

hc5hextf lhn, ~6!

hext is the external quantum yield, equal to the ratio of t
number of photons emitted from the surface to the total nu
ber of photons arising in the volume of the EL layer;f l is
the visibility of the radiation;hn is the energy of the emitted
photons (h is Planck’s constant!; and,dl is the thickness of
the phosphor layer.

As a result, we obtain the instantaneous brightness
function of time with the exciting voltage rising from th
threshold valueVn , corresponding to the timetn , when the
thin-film ELE starts to luminesce (LH(tn)51 cd/m2), up to
the timetm when thevoltage amplitude reaches the valueVm

LH~ t !5
hcdlN

t*

a

a11/t*

3F12expF2S a1
1

t*
D ~ t2tn!G G . ~7!

The expression~7!, which holds for low repetition fre-
quencies of the exciting voltage pulses, when the brightn
drops to virtually zero within a half period, i.e., (425)t*
<T/2 (T is the repetition period of the exciting voltag
pulses!, makes it possible to determine the brightness grow
constant

tg5S a1
1

t*
D 21

. ~8!

Similarly, taking as the initial conditions equal ampl
tudes of the brightness wave during growth and de
LH(tm)5LC(tm)5Lm at t5tm , we obtain an expression
LC(t) for the dropoff of brightness with time

LC~ t !5
hcdlN

t*

a

a11/t*

3F12expF2S a1
1

t*
D ~ tm2tn!G G

3expS 2
t2tm

t*
D 5Lm expS 2

t2tm

t*
D . ~9!

The lifetimet* can be found using expressions~7!–~9!.
In general the probabilitya of a transition of a lumines-

cence center from the ground into an excited state, the
pact excitation cross sections of a center, and the lifetime
t* of the luminescence centers can depend on the rise
tm and the amplitudeVm of the exciting voltage. Then the
growth constanttg of the brightness, its reciprocal 1/tg , and
a can be determined as

tg~ tm ,Vm!5~a~ tm ,Vm!11/t* ~ tm ,Vm!!21, ~10!

1

tg~ tm ,Vm!
5a~ tm ,Vm!1

1

t* ~ tm ,Vm!
, ~11!

a~ tm ,Vm!5
s~ tm ,Vm!Cd0Vm

etm
5a~ tm ,Vm!tm

21 , ~12!
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whence the expression for determining the impact excita
cross section is

s~ tm ,Vm!5S 1

tg~ tm ,Vm!
2

1

t* ~ tm ,Vm!
D etm

Cd0Vm
. ~13!

In accordance with Eqs.~11! and ~12! with s;10216

cm2, Cd0;331028 F/cm2, and Vm;200 V we have
a(Vm)'431023 and for tm>t* we have a(tm ,Vm)
!1/t* (tm ,Vm). Then the function 1/tg(tm ,Vm) reduces to
the function 1/t* (tm ,Vm)

1

tg~ tm ,Vm!
'

1

t* ~ tm ,Vm!
, tg~ tm ,Vm!'t* ~ tm ,Vm!.

~14!

The methodological error does not exceed 0.5%.
Expression~10!–~14! make it possible to find from the

experimental dependencestg(tm ,Vm) and 1/tg(tm ,Vm) a va-
riety of parameters and characteristics determining the ki
ics of electroluminescence in film ELEs. For all structur
indicated above, when studying the waves of luminesce
brightness of the structures on a sign-changing symme
trapezoidal voltage with pulse rise and fall timestm520 ms
and pulse repetition frequency 400 Hz, on the saturation
tion of the brightness versus voltage characteristics~BVCs!
the front where the brightness increases to the maxim
value was, within the limits of measurement error, expon
tial, in accordance with Eq.~7!, with a growth time constan
tg . For the MISIM structure on a substrate with a smoo
inner surface the decay of the brightness wave after the v
age amplitudeVm was reached was also exponential, in a
cordance with Eq.~9!, with time constant 650ms. For an
MISLM structure on a smooth substrate and for all EL stru
tures on substrates with a rough inner surface the deca
the brightness wave possessed two exponential section
fast section with decay constanttc15200–260ms and a
slow section witht25460 ms ~MISIM structure!, 400 mm
~MISLM structure on a smooth substrate!, and 300 ms
~MISLM structure on a rough substrate!.

The form of the experimental dependencestg(tm), mea-
sured as a function oftm in the range 1–300ms with a 400
Hz repetition frequency of these pulses~Fig. 1!, attests to a
large increase oftg with increasingtm , especially for the
MISIM structure on a smooth substrate. The saturation s
tions of the dependencetg(tm) for largetm ~300ms! make it
possible to determine the lifetimest* of the excited lumi-
nescence centers in accordance with Eq.~14!. For an MISIM
structure on a smooth substrate~Fig. 1a! t* is 0.9 ms on the
increasing section of the BVC (Vm590 V! and 0.84 ms on
the saturation section (Vm5140 V!. The reciprocals (1/t* )
determine the probability of transitions of luminescence c
ters from an excited into an unexcited state per unit time
are 1110 and 1190 s21 on the rising and saturation section
of the BVC, respectively. The methodological error int*
and 1/t* , taking account of the values presented fortm and
t* , does not exceed 1.5%. For a rough surface the value
tg decrease and the saturation section oftg(tm) shifts in the
direction of large values oftm ; this could be due to both a
decrease oft* and an increase ofa, for example, as a resu
n
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of an increase in the effective specific capacitanceCd0 of the
insulator layers and also an increase ofs. Similar behavior is
also observed for the MISLM structure on smooth and rou
substrates~Fig. 1b!, the latter also leading to an addition
decrease oftg . For the MISIM structure on a substrate wit
a rough inner surface~Fig. 1a! t* 50.57 ms (1/t* '1750
s21) on the rising section of the BVC andt* 50.51 ms
(1/t* '1960 s21) on the saturation section; for the MISLM
structure ~Fig. 1b! on a smooth substratet* 50.56 ms
(1/t* '1790 s21) on the increasing section of the BVC an
t* 50.53 ms (1/t* '1890 ms21) on the saturation section
on a rough substratet* 50.38 ms (1/t* '2630 ms21) on the
increasing section of the BVC andt* 50.35 ms (1/t*
'2860 ms21) on the saturation section. The measureme
performed with the E7-14 apparatus attest to the fact that

FIG. 1. tg versustm : a — for an MISIM structure; b — for an MISLM
structure;1,3 — on the rising section of the BVC;2,4 — on the saturation
section of the BVC;1,2 — on a smooth substrate;3,4 — on a rough sub-
strate.
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capacitance of MISIM and MISLM structures on rough su
strates is 20–30% higher than for structures on smooth
strates. This confirms that the increase inCd0 plays a role in
the increase ofa.

As follows from the data presented above and in Fig
for large values oftm , where the relation~14! holds, the
lifetime t* of the excited luminescence centers of all stru
tures depends on the voltageVm and is independent oftm .
For this reason the general decrease in the values oft* for
EL structures on a rough substrate as compared with st
tures on smooth substrates~Fig. 1! can most likely be ex-
plained by an increase of the electric field in the EL layer
the locations of microasperities on the substrate.3–5 The
lower values oft* for the MISLM structure on a smooth
substrate as compared with the MISIM structure on the sa
substrate are explained by the presence of a nonuniform e
tric field in such a MISLM structure because of the nonu
form distribution of the permittivity of the CLI layer.7,8

The possible mechanisms leading to a decrease of
brightness growth constanttg on switching from smooth to
rough substrates can be distinguished most easily, on
basis of Eqs.~11! and ~12!, according to the experimenta
curves 1/tH(t/tm). These curves 1/tg(1/tm) ~Fig. 2!, in com-
plete agreement with Eqs.~11! and ~12!, are linear for an
MISIM structure on a smooth substrate in the entire ran
tm<300 ms, for an MISLM structure on a smooth substra
for tm<50 ms, and on a rough substrate fortm<100ms. For
the MISIM structure the slope of the curve 1/tg(1/tm) in-
creases by a factor of;1.4 with the voltageVm increasing
by a factor of;1.55. Taking account of the errors in th
measurements ofVm and tg this confirms the validity of
expressions~11! and~12! for this structure. For the MISLM
structures on smooth and rough substrates the slope o
linear sections of the curves 1/tg(1/tm) increases by only a
factor of;1.1 withVm increasing by a factor of;1.47. This
deviation of the indicated dependences from the work
equations~11! and ~12! is due to the existence of a depe
denceCd0(Vm) due to the fact that the permittivity of th
CLI fill — barium titanate — decreases with increasingVm .
Specifically, asVm increases from 1 to 60 V, the specifi
capacitance, determined experimentally with the E7-14
paratus, of the CLI layer decreased by a factor of;2.5,
giving rise to a corresponding decrease of the resulting va
of Cd0 of the MISLM structure. The data presented abo
show thatt* and 1/t* for these structures are independent
the indicated range oftm . For the MISIM structure on a
rough substrate, in the rangetm<300 ms the function
1/tg(1/tm) has the form 1/tg;(1/tm)2 on the rising section
of the BVC and 1/tg;(1/tm)3 on the saturation section. Thi
form of the functions 1/tg(1/tm) attests to dependences ofs
on tm or t* on tm for this structure in the indicated range
tm .

For the MISLM structure the dependence 1/tg(1/tm) be-
comes weaker for large values oftm (tm>50 ms on a smooth
substrate andtm.100ms on a rough substrate! ~Fig. 2!. This
is probably due to the appearance of the two decreasing
tions, mentioned earlier, of the brightness with lower valu
of the decay constantstc1 andtc2, which could be caused b
relaxation of, together with single centers, Mn21 pair lumi-
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nescence centers9 with lifetime tc1; such pair centers could
appear as a result of the nonuniform electric field in the
layer. These centers could have a similar effect on the
pendences 1/tg(1/tm) for MISIM structures on a rough sub
strate~Fig. 2!.

Since for the MISIM structure on a smooth substrate a
an MISLM structure on smooth and rough substrates E
~11! and ~12! hold in the indicated ranges oftm , in these
ranges the experimental curves 1/tg(1/tm) for these struc-
tures~Fig. 2! are at the same time dependences of the e
tation probabilitya of the luminescence centers per unit tim
on 1/tm , taking account of the fact that the values ofa on
the ordinate in this case are obtained by decreasing the
responding values of 1/tg by the constant values of 1/t*
presented above for these structures.

In summary, for MISIM and MISLM structures 1/tg and
the slope of linear sections of the curves 1/tg(1/tm) on both

FIG. 2. 1/tg versus 1/tm : a — for an MISIM structure; b — for an MISLM
structure;1,2 — on a rough substrate;3,4 —on a smooth substrate;1,3 —
on the saturation section of the BVC;2,4 — on the rising section of the
BVC.
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the rising and saturation sections of the BVC tend to incre
on switching from a smooth to a rough substrate. This can
explained by an increase ofa(Vm) and possibly also of
1/t* (Vm) in a nonuniform electric field.

As follows from Eq.~12!, for a MISIM structure on a
smooth substratea can increase withVm on account ofVm

itself as well as on account of an increase ofs(Vm). To
determine the reasons whya(Vm) increases, the depen
dences oftg on Vm were investigated experimentally fo
MISIM and MISLM structures. According to Eqs.~11! and
~12!, tg decreases with increasingVm ~Fig. 3!, and for large
tm ~300 ms! these dependences are essentially linear
structures on smooth and rough substrates. Since the rel
~14! is satisfied in this case, these dependences are act
Vm dependences of the lifetimet* of the excited Mn21 lu-
minescence centers for all EL structures, and the dep
dences of the reciprocal 1/tg on Vm ~Fig. 4! with tm5300ms
are dependences of the transition probabilities 1/t* to an
unexcited state of the luminescence centers versusVm for the

FIG. 3. tg versusVm : a — for an MISIM structure; b — for an MISLM
structure;1,2,4 — on a smooth substrate;3,5,6 — on a rough substrate
tm5300 ~1,3!, 20 ~2,5!, and 1ms ~4,6!.
se
e

r
ion
lly

n-

corresponding structures. The relations~13! and~14! make it
possible to determine the functions(Vm) for an MISIM
structure on a smooth substrate, using the relationtg(Vm)
't* (Vm) at tm5300ms and the real valueCd0533104 pF/
cm2 and subtracting from the experimental curve 1/tg(Vm)
measured attm51 ms the experimental curve 1/tg(Vm) mea-
sured attm5300ms. As indicated above, the methodologic
error in determinings(Vm) does not exceed 1.5%. The d
pendences(Vm) obtained in this manner~Fig. 5! can be
approximated by the functions'D(expkVm)/Vm, where
D'7.22310215 V•cm22 and k'0.015 V21. This form of
the function differs from the data in Ref. 1, which gives t
functions;exp(2Em

22), whereEm is the electric field in the
EL layer. When expression~13! holds for an MISIM struc-
ture on a rough substrate, as indicated by the linear chara
of the experimental curve 1/tg(Vm) at tm5300 ms ~Fig. 4!,
and the capacitanceCd0 is independent of the voltageVm ,
the analogous dependences(Vm) for this structure~Fig. 5!,
which can likewise be approximated by the functio
s'D(expkVm)/Vm, where D'5.54310215 V•cm22 and

FIG. 4. 1/tg versusVm : a — for an MISIM structure; b — for an MISLM
structure;1,2,4 — on a rough substrate;3,5,6 — on a smooth substrate
tm51 ~1,3!, 20 ~2,5!, and 300ms ~4,6!.
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k'0.022 V21, can be estimated. On the whole the impa
excitation cross sectionss of Mn21 luminescence center
for an MISIM structure on a rough substrate are 1.6–
times higher than the corresponding values for an MIS
structure on a smooth substrate for the same values o
voltage. The functions(Vm) is more difficult to estimate for
an MISLM structure because of the presence of the pr
ously mentioned dependenceCd0(Vm).

In contrast tos(Vm) the dependencea(Vm) can be de-
termined in accordance with Eq.~11! for MISIM and
MISLM structures on both smooth and rough substra
since expression~11! in the general form takes account of th
excitation probability and the radiative and nonradiative
laxation of the luminescence centers per unit time. Sinc
tm5300 ms 1/tg(Vm)'1/tg* (Vm), the difference of the de
pendences 1/tg(Vm) at tm512300ms ~Fig. 4!, according to
Eq. ~12!, givesa(Vm).

The curvesa(Vm) ~Fig. 6! obtained by this method from
the experimental data~Fig. 4! differ substantially for MISIM
and MISLM structures. For an MISIM structure on smoo
and rough substrates these dependences can be approxi

FIG. 5. s versusVm : a — for an MISIM structure; b — for an MISLM
structure;1 — on a rough substrate;2 — on a smooth substrate.

FIG. 6. a versusVm : 1,2 — for an MISIM structure;3,4 — for an MISLM
structure;1,3 — on a rough substrate;2,4 — on a smooth substrate.
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by the functiona'a0expkVm, wherea0'1353 s21 andk
'0.015 V21 for a structure on a smooth substrate anda0

'1108 s21 and k'0.022 V21 for a structure on a rough
substrate. For the MISLM structure the dependencea(Vm) is
linear,a5k(Vm2Vn)1a1. For a structure on a smooth sub
stratek'130 V21s21 and a1'73103 s21; for a structure
on a rough substratek'870 V21s21 and a1'63103 s21.
The fact that the dependencesa(Vm) for an MISLM struc-
ture are weaker than for the MISLM structure can be e
plained by the above-mentioned decrease in the specific
pacitance of the CLI layer with increasingVm , which
compensates the increase ins(Vm). The maximum values of
a achieved are higher for the MISLM structure than for t
MISIM structure. This is explained by the higher intensiti
of the nonuniform electric field in local sections of MISLM
based ELEs.

It should be noted that theVm dependences oftg , 1/tg ,
t* , 1/t* , s, and a for various values oftm and also the
dependence of 1/tg on 1/tm with the corresponding values o
Vm are simultaneously dependences on the voltage gro
rateVm /tm , and they can also be used to describe the kin
ics of electroluminescence and to optimize the excitation
gime of ELEs.

CONCLUSIONS

Our experimental investigations of brightness waves
MISIM and MISLM structures on smooth and rough su
strates with exciting voltages corresponding to the satura
sections of the BVCs attest to an exponential leading edg
the brightness wave in all experimental structures. The de
of the brightness wave for MISIM structures on a smoo
substrate is also exponential. Two brightness decay sect
with different decay constants are observed in an MIS
structure on a rough substrate; for an MISLM structure th
are two decay sections for both smooth and rough substra
These results can be explained by the presence of a non
form electric field in an MISIM structure on a rough su
strate and for an MISLM structure on both types of su
strates by the formation of Mn21 pair luminescence center
together with single centers.

The theoretical dependences of the brightness gro
and decay constants on the rise times and the amplitudeVm

of the linearly rising exciting voltage pulse were obtained
ZnS-based El structures with impact excitation of sing
Mn21 luminescence centers. These dependences are
firmed by the experimental dependencestg(Vm ,tm). The ob-
tained dependences make it possible to determine a va
of parameters characterizing the electroluminescence
cess: the lifetime of excited luminescence centers, the e
tation and relaxation probabilities of the excited lumine
cence centers per unit time, and the impact excitation cr
section of the luminescence centers and their dependence
Vm and tm .

Specifically, the brightness growth constant increa
substantially with the rise time of the exciting voltage pul
and decreases very little with increasing amplitude of
pulse. The lifetime of the excited luminescence centers
the transition probability of the luminescence centers into
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unexcited state per unit time do not depend ontm in the
entire experimental range oftm ~1–300ms! for MISIM struc-
tures on a smooth substrate, fortm'1 –50 ms for MISLM
structures on a smooth substrate, and fortm'1 –100ms for
MISLM structures on a rough substrate.

The impact excitation cross sections of luminesce
centers for MISIM structures increase withVm in accordance
with the relations'D(expkVm)/Vm for both a structure on a
smooth substrate and for a structure on a rough substrat
with different values of the coefficientsD andk. The values
of s for a structure on a rough substrate are 1.6–2.3 tim
higher than the values ofs for a structure on a smooth sub
strate at the same voltages. For all experimental EL st
tures the lifetime of the excited luminescence centers
creases slightly according to an essentially linear law;
transition probability of luminescence centers into an un
cited state per unit time increases slightly withVm , likewise
essentially linearly, and these dependences become stro
for structures on rough substrates. The excitation proba
ties a of luminescence centers per unit time for MISI
structures depend exponentially on the amplitudeVm of the
exciting pulse, while for MISLM structures the dependen
is linear, the weakening of the indicated dependence in
latter case being due to a decrease in the specific capaci
of the composite liquid insulator layer with increasing a
plied voltage. On switching from a smooth to a rough su
strate the values ofa increase substantially. This is ex
plained by the appearance~for MISIM structure on a rough
substrate! and intensification~for the MISLM structure on a
rough substrate! of a nonuniform electric field. It follows
from the results presented above that the increase in th
ficiency ~brightness, light output, and so on! of electrolumi-
nescence in MISIM and MISLM structures on switchin
from smooth substrates to substrates with a rough inner
e
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c-
e-
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face is due to, besides optical effects giving rise to an
crease in the radiation yield from the structure,4 an increase
in the excitation probabilitya of the luminescence center
per unit time. The latter can be explained both by an incre
in the impact excitation cross sections of these centers and
by intensification of the electric field, giving rise to th
growth, in the EL layer in local sections corresponding
microasperities of the substrate surface. The probability 1t*
of a transition of the luminescence centers from an exc
into an unexcited state per unit time also increases but m
more weakly thana.

The results obtained can be used to control the par
eters of film EL structures and to optimize excitation r
gimes. The procedure proposed for determining the par
eters and characteristics of prebreakdown elec
luminescence can be used to investigate similar struct
based on other electroluminescent materials.
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Gunn diodes~GDs! are widely used as quite efficien
microwave generators in the range from one to hundred
GHz. The current oscillations of a GD in a nonresona
wide-band circuit consist of a periodic sequence of sh
pulses whose durations and amplitudes can be tens of p
seconds and several amperes, respectively. The repe
frequency, amplitude, and duration of the pulses depend r
tively weakly on the magnitude and character of the lo
~within certain limits!, i.e., a pulsed GD generator is a m
crowave current generator. Appropriate modifications of
GD and the electrodynamic system make possible exte
information signal synchronization and control regime
These properties make it possible to use GDs as fast con
ling components in functional devices in microelectronics1,2

specifically, for modulation of semiconductor injection lase
~ILs!.

Efficient modulation of ILs is difficult because such l
sers are a low-resistance nonlinear load with a reactive c
ponent. Since the impedance of an IL depends on the si
frequency and amplitude,3 it is very difficult to phase-match
the laser with the pump source in a wide band. The r
response time of an IL is also limited by optoelectronic
laxation oscillations,3 which arise in the laser structure itse
or, in the general case, in the IL–control circuit system. Pa
sitic oscillations can be suppressed or attenuated by usi
GD in the current generator mode to modulate the IL. T
low impedance of an IL is favorable for stable operation
the GD.

The modulation of an IL in a GD circuit was invest
gated in Refs. 4–6. In these experiments the current cha
teristics of the GD and IL were not phase-matched. The
sers were actually controlled by voltage through a pass
dividing circuit. Since suboptimal modulation regimes we
used, strong relaxation was observed in the output radiati6

In the present paper we investigate the modulation of
IL by short and step current pulses of a Gunn diode in
current generator mode in the control circuit. The results
the modulation of the IL by pulses from a voltage genera
are also presented.

Microwave stabilization of the current in the load circu
of a GD is accomplished by rapid restructuring of the elec
domains in the GD sample as a result of a change in a cir
parameter: the load resistance, the supply voltage, and
ers. The restructuring time and, correspondingly, the cur
5441063-7842/99/44(5)/4/$15.00
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stabilization time do not exceed the domain formation tim
which can be estimated as1

t f5
3.5

m
AL«/8pqn0~Et2Er !,

whereL is the diode length,« is the permittivity of the GD
material,m is the carrier mobility,q is the electron charge
n0 is the carrier density,Et is the threshold field (3.2
3105 V/m in GaAs!, andEr is the residual field in a sampl
with a domain. For estimation it can be assumed thatEr

'Et/2.
For the GD used in the present work~the parameters are

given below! the formation time~the duration of a curren
pulse! is t f;15 ps. The transient time increases totR .2 If a
resistive loadRL is connected in series with the diode,

tR5t fA11RL /R0,

whereR0 is the weak-signal resistance of the GD.
Thus the duration of transient processes is minimal if

load resistance is smaller than the GD resistance. Likew
the internal resistance of the power source for the GD sho
be small.

To use the current generator regime efficiently the
should be connected directly into the GD circuit with n
dividers or phase-matching components. The figure of m
of the GD is

h5dI /I t5~ I t2I r !/I t ,

whereI t is the threshold~maximum! current of the GD and
I r is the residual~minimum! current.

It is theoretically possible to obtainh'0.6 in a GaAs
diode. The experimental values areh50.320.5. The quan-
tity dI determines the modulation amplitude of the IL pum
current. The maximum degree of modulation of the radiat
is achieved when the minimum GD currentI r equals the IL
threshold currenti th . Then a GD phase-matched with th
laser permits pumping the IL with current pulses with amp
tude up to 2i th .

In our experiments we investigated serially produced
based on a double heterostructure with a strip contact,
cifically, a V-grooved and buried channel type. The typic
laser characteristics were as follows: threshold current 40
mA, maximum power up to 10 mW at 90–100 mA, an
recommended operational power;5 mW at 70 mA. The ra-
diation wavelengths were 0.85 and 1.3mm. With standard
© 1999 American Institute of Physics
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power supplies and pulsed modulation of these lasers
excited relaxation oscillations with different degrees
sharpness were observed in the radiation.

The modulation scheme investigated~Fig. 1! contains
the following components: GD — Gunn diode, IL — injec
tion laser, a charging circuitC1R1 for regulating the voltage
on the GD,R2 — load resistor for monitoring the modula
tion current, a resistorR3 — a circuit for supplying a con-
stant bias voltage to the laser,Ph — photodetector, andS—
dual-trace oscilloscope. The electrodynamic system of
mockup of the modulator is formed by a coplanar line,
whose break a controlling GD and a laser diode are c
nected in series. The system components are arranged
22KhS ceramic substrate. An L-2391 pulse generator~a
shaper based on a long line with a mercury switch! with a 50
V output resistance was used as a source of the bias fo
GD–IL circuit. The output radiation of the IL was detecte
with an LFD-2 avalanche photodiode. Signals from the c
trol resistorR2 and from the photodiode load~50 V! were
observed on an S1-70 sampling oscilloscope.

Phase-matching of the current characteristics of the
and IL was accomplished by choosing appropriate dim
sions~length, cross section! of the crystals used for the GD
fabrication. The active resistance of a forward-biased IL w
Rl'5210 V. The weak-signal resistance of the GD w
200–250V, so thatR0 /Rl>20. The diodes possessed a p
nar construction with Ohmic end-face contacts prepa
from epitaxial GaAs with densityn05231021 m3 and mo-
bility m'0.63 m2/V•s. The samples were glued to the su
face of the epitaxial layer on silicon substrates with conta
for connection to the modulator circuit. The gluing thickne

FIG. 2. Test oscillogram of a modulating Gunn diode~17 mA/div along the
ordinate, 0.5 ns/div sweep!.

FIG. 1. Measurement circuit. Explanations are given in the text.
lf-
f

e

-
n a

he

-

D
-

s

-
d

-
ts
s

was ;0.5 mm, which provided heat removal and protect
the GD surface from breakdown by the domain electric fie
The GD contacts were made by annealing an Au–Ge eute
deposited on the end faces of the crystals using a techno
similar to Ref. 7. The typical dimensions of the GD crys
were 100380320 mm ~length3width3thickness!; the
threshold voltage of the GD was;30 V and the threshold
current ;100 mA. Figure 2 shows an oscillogram of th
current oscillations for a 3G38 diode used for modulating
IL. The oscillogram was obtained in an electrodynamic t
system with the diode biased by pulses from a transis
shaper with an;8 V output resistance.

The modulation oscillograms in the current genera
mode in the current-phase-matched GD–IL pair are p
sented in Figs. 3–5. A 3G38 Gunn diode (R05240 V,
threshold voltage 30 V! in the transit mode of 910 MHz
oscillations generated pulses withI t596 mA and I r

552 mA. The observed current-pulseduration was;0.1 ns
~Fig. 2!. The N 29 injection laser (l50.85mm) had a
threshold currenti th548 mA and a recommended workin
power of 5 mW at 67 mA. When the current was increased
96 mA, the output power showed a tendency to saturate
mW. The degree of modulation of the radiation and the lo
on the GD were changed by regulating the constant bias
the IL. For zero and positive~Fig. 3! biases the output radia
tion contains a constant component and the degree of m
lation of the radiation is less than 1. The duration of t
current pulses and the degree of modulation of the GD c
rent are virtually independent of the bias on the IL. Thus
effect of the load is negligible in these cases. To achie

FIG. 3. Top trace — modulation current~23 mA/div!, bottom trace —
photodiode response~60 mV/div!.

FIG. 4. Same as in Fig. 3. Sweep 1 ns/div.
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100% modulation a voltage in the blocking direction was f
to the bias circuit of the IL. This compensated the exces
the minimum current of the GD above the threshold curr
of the IL. The resistance of the IL and, correspondingly,
load for the GD increased in the process. This was reflec
in the shape of the current pulses: Their duration and am
tude increased somewhat~Figs. 4 and 5!.

The results of these experiments show that the cur
generator regime with modulation of the IL in the GD circu
was satisfactorily effectuated in the entire experimen
range of biases on the IL. The bias was regulated from22
~IL current 15 mA! up to the blocking voltage15 V at the
input of the bias circuitR3. There were no relaxation osci
lations in the radiation from the IL. The form of the IL ra
diation corresponded to that of the modulation current. T
second harmonic in the output radiation is sharper beca
the slope of the current–power characteristic of the IL
larger at low currents. The observed durations of the opt
pulses are;0.2 ns~rise time/fall time;0.2 ns). We shall
estimate the real pulse durationt taking into account the rise
time of the transient characteristic~time constant! of the pho-
todetection system. For the estimate we employ Elmo
equation~the ‘‘square root of the sum of squares rule’’!8 t
5At0

22tp
22ts

2, wheret0 is the observed duration,tp is the
time constant of the photodiode, andts is the time constan
of the oscilloscope. According to the specification sheet
the S1-72 oscilloscopets.0.1 ns. For an LFD-2 photodiod
a reasonable lower estimate istp>0.15 ns. Then we obtain
for the real pulse durationt<0.07 ns.

The regime of modulation by voltage pulses is display
in Figs. 6 and 7. In this regime a more powerful GD wi
threshold current 1.6 A anddI 50.7 A was used. The re
quired pump current was fed to the IL through a resist
divider. In the simplest case the IL was shunted by the lo
resistanceRL of the GD circuit, ranging from 1 to 4.5V.
The voltage generator regime obtained, sinceRL!Rl , and
the current throughRL was stabilized by the Gunn diode.
was determined that when relaxations are excited in the
put radiation of the laser, oscillations are also observed in
pump current~Fig. 6!. There is no relaxation in the voltag
pulse on the GD load or on the IL-R3 circuit ~Fig. 7!. Since
there are no reactive elements in the current dividing circ
relaxation is caused by internal processes in the IL.3 We note
that some lasers had no relaxation ringing in any of
modulation regimes investigated.

FIG. 5. Same as Fig. 3.
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An important practical problem is obtaining stepped o
tical pulses. Such pulses are used, for example, for inve
gating the transient characteristics of photodetectors. Mo
lation by a current step was investigated in the curr
generator regime in a phase-matched GD–IL circuit. T
current step was obtained by cutting off GD generation a
several regular cycles at the moment of arrival of a domain
the anode. AC1R1 circuit connected in series with the G
was used for cutoff; as the capacitor charged up, the volt
on the GD decreased to a level somewhat below thresh
The maximum current hardly changed, since the curre
voltage characteristic of the GD saturates in t
subthreshold-voltage range. Modulation with a current-d
stepdI was used to peak the leading edge of the optical pu
used to switch onthe IL. It was determined that the durat
of the leading edge of the inherent optical switch-on pulse
itself determined mainly by the parameters of the IL stru
ture. For the lasers investigated this was;0.5 ns. For modu-
lation by a current step the observed duration of the lead
edge of the optical drop is;0.2 ns~Fig. 8!. The observed
optical signal is actually a transient characteristic of the p
todetecting system, since the duration of the leading edg
the pulse is essentially equal to the time constant of the p
todetecting system (;0.18 ns). The true duration of th
leading edge of the drop is estimated to be no greater t
0.07 ns.

The results of the present work confirm that the use
Gunn controlling components in integrated optoelectro

FIG. 6. Top trace — IL pump current~90 mA/div!, bottom trace — photo-
diode response~60 mV/div!. Sweep 0.5 ns/div.

FIG. 7. Top trace — voltage on IL~1.2 V/div!, bottom trace — IL current
~180 mA/div!.



s
r

o-
th

fa

tic
d
al-

/fall
iga-

547Tech. Phys. 44 (5), May 1999 Domrachev et al.
devices holds promises. Modulation of ILs by pulses from
GD current generator gives the maximum inherent fa
response of the IL. In practice it is also important that ha
stabilization of the switching levels of the GD current pr
tects ILs from being damaged by electrical noise in
power supply circuit.

The modulation regimes investigated can be used in

FIG. 8. Top trace — modulation current~23 mA/div!, bottom trace —
photodiode response~60 mV/div!. Sweep 0.5 ns/div.
a
t-
d

e

st

optical transmitters for measuring the characteris
~parasitic-free! response time of ILs. A phase-matche
IL–GD pair can be used as a basis for building test optic
signal generators: stepped pulses~negative or positive step!
and single pulses or series of short pulses with 10 ps rise
time. The pulse repetition frequency can reach tens of g
hertz with high stability.
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orientations, after implantation of silicon ions and pulsed photon annealing
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The results of experimental investigations of gallium arsenide single crystals with the
orientations~100!, ~311!A, ~211!A, ~111!A, and ~221!A are presented. The crystals were doped
with silicon ions on the Iolla-3M setup~ion energy 75 keV, ion beam density 1mA/cm2,
implantation dose 1.23103 cm22) at room temperature and annealed on the Impul’s-5 setup at
950 °C. Raman scattering and low-temperature photoluminescence methods established
that the highest electrical activity of the implanted silicon under identical implantation and
annealing conditions obtains for~100! and ~311!A gallium arsenide. In the processn-type layers
are produced. ©1999 American Institute of Physics.@S1063-7842~99!01305-7#
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INTRODUCTION

Ion doping of semi-insulating GaAs with Si ions is no
one of the principal technological methods for producing
working regions ofn-type microwave transistors and fast i
tegrated circuits.1 Nonetheless, at present the physicoche
cal processes occurring here are not understood preci
This is due to the complexity of the behavior of amphote
Si impurity in gallium arsenide. Silicon can replace both G
~n-type! and As~p-type!, depending on the method used
grow GaAs and on the doping of GaAs,2 the compensation o
the substrate,3 the presence of internal mechanical stresse
the substrate,4 the annealing conditions,1 and other factors.
The effect of the GaAs substrate orientation on the cha
teristic features of silicon implantation in a GaAs lattice h
been investigated in a number of works5–7 using different
deposition technologies. Photoluminescence~PL! methods
have shown2 that the homoepitaxial films obtained b
molecular-beam epitaxy~MBE! on ~211!, ~221!, and ~311!
GaAs substrates were of much higher quality than those
the conventional~100! and ~111! planes. We note that th
literature contains virtually no information about the effe
of the crystallographic orientation of the GaAs substrate
the characteristics of the Si-ion implanted layers. Therefor
was of interest to investigate the characteristic features of
formation of doped GaAs layers implanted with silicon io
in various crystallographic planes.

In the present work we used contact-free nondestruc
optical methods of Raman scattering~RS! and low-
temperature photoluminescence to study structural disor
ing processes, accompanying ion implantation and su
quent annealing, and the electrical activation of the dopa

EXPERIMENTAL PROCEDURE

GaAs ~AGChP-5! single crystals with~100!, ~311!A,
~211!A, ~111!A, and ~221!A orientations were investigated
5481063-7842/99/44(5)/5/$15.00
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The crystals were cut from the same ingot. Before ion i
plantation the damaged layer was removed from the s
strate surface by etching for 2 min in a 5:1:1 solution
H2SO4, H2O, and H2O2 at temperature 60–70 °C. The im
plantation of silicon ions was performed on the Iolla-3
setup at room temperature with ion energyE575 keV and
ion beam density 1mA/cm2. The implantation dose wa
1.231013 cm22. Annealing was performed in a pulsed hea
ing regime, without protective coatings, on the Impul’s
setup at 950 °C.3 The temperature–time regime was as fo
lows. A plate was held for 2 min at 200 °C, after which th
temperature was raised to 950 °C in 0.5 min. Then the te
perature was decreased to room temperature in 4 min.

The Raman scattering spectra were measured
T5300 K on an apparatus based on a DFS-52 spectrom
The PL spectra were recorded at 4.2 K. The Raman sca
ing and PL signals were detected in the photon-count
mode using cooled FE´ U-136 and FE´ U-62 photomultipliers.
Ar1 and Kr1 laser radiation (l5514.5 and 647.1 nm, re
spectively!was used to excite the spectra. An ‘‘in reflection
experimental geometry was chosen with angle of incide
close to the Brewster angle. Polarization analysis of the s
tered radiation was not performed. The spectral resolu
was 1.5 cm21 for the Raman scattering and 0.1 MeV for th
PL spectra. The peaks of the RS bands were determined
an accuracy of 0.2 cm21.

RESULTS AND DISCUSSION

Raman scattering investigation of the structures.It is
well known that two bands, due to scattering by longitudin
(LO) and transverse (TO) optical phonons, can appear i
the first-order Raman scattering spectrum. According to
selection rules, depending on the crystallographic orien
tion, scattering byLO phonons~~111! plane!, TO phonons
~~110! plane!, and LO and TO phonons~~111! plane! can
© 1999 American Institute of Physics
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occur in the experimental geometry employed.8 The form of
the Raman scattering spectrum for other planes is not cle
priori. It can only be expected thatLO and TO phonon
bands with different intensity ratios can appear. It is also
clear how implantation will change the Raman scatter
spectrum in these cases. It should be noted that the G
surface manifests polarity with not only the~111! but also
the ~211!, ~311!, ~511!, and so on orientations, the degree
polarity decreasing with increasing first index.9

The spectra of the initial samples contained intense s
metric peaks with half-widths.3.5 cm21 at the frequencies
291.560.2 and 267.560.3 cm21. This corresponded to sca
tering byLO andTO phonons at the center of the Brilloui
zone. The intensity ratios of the peaks in the spectra of
experimental samples were different. Figure 1 shows the
tensity ratio of theLO andTO phonon peaks as a function o
the rotation angle of the samples around the normal t
given crystallographic plane. TheTO phonon peak was no
present in the RS spectrum of the~100! sample. For this
reason the intensity was normalized to the intensity of
LO peak with zero rotation angle of the sample. We note t
rotation in this case is equivalent to rotation of the elec
field vectorE of the exciting radiation. The frequencies an
half-widths of the peaks remained unchanged when
sample was rotated. As one can see from Fig. 1, the m
mum redistribution of the intensities of theLO and TO
peaks was observed in the spectra of the~311! samples, and

FIG. 1. Intensity ratios of theLO andTO phonon peaks versus the rotatio
anglew of semi-insulating GaAs samples with different orientations arou
the normal to the given crystallographic plane.
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the minimum redistribution was observed for the~111! ori-
entation. This can be explained by the fact that for scatter
in the ~111! plane the selection rules allow both peaks, wh
for the~100! plane only theLO phonon peak is allowed. The
~311!, ~211!, and~221! planes fall between these two case

In what follows we shall consider the effect of Si1-ion
implantation in GaAs with various crystallographic orient
tions on the RS spectra. When the RS spectra of implan
GaAs are excited withl5647.1 nm radiation, the broaden
ing of theLO andTO peaks and their frequency position a
compared with the initial GaAs remain virtually unchang
for all experimental samples. This shows that the implan
region in the semiconductor lies at a depth that is mu
smaller than the penetration depth of the probe radiation,
its contribution to the scattering cross section for a giv
wavelength is small.

When the Raman scattering is excited by radiation w
a shorter wavelengthl5514.5 nm, the relative intensity o
the LO peakin the spectra is observed to decrease. This
crease is characteristic for all experimental samples. Mo
over, the widths of theLO and TO peaks increase and th
peaks shift in the high-frequency direction. The frequen
shift and broadening were greater for theLO peaks. Thus the
frequencies of theLO (TO) phonon peaks increased by 0
~0.2! cm21 for ~100!, ~311!, and ~211! orientations and by
0.6 ~0.3! cm21 for ~111!. Figure 2 shows the half-widths o

dFIG. 2. Half-widthsG of the LO peaks~a! andTO peaks~b! of the initial
~1! and implanted and then annealed~2! samples for the investigated orien
tations with excitation of RS byl5514.5 nm radiation;3 — excitation by
l5647.1 nm radiation.
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the LO and TO peaks of the initial and implanted sampl
for the orientations investigated. As one can see from Fig
the half-width of the peak was maximum (.6.5 cm) for the
~100! orientation and decreased with increasing polarity
the plane.

To analyze the RS spectra of implanted samples i
necessary to take into account the nonuniform depth di
bution of the implanted ions. This distribution can be d
scribed in practice by two parameters: the average proje
rangeRp of the ions and the standard deviationDRp of this
range. Moreover, these parameters must be compared
the depthd51/2a of the layer probed by the radiation. Th
depth is determined by the wavelength of the exciting rad
tion because the value of the absorption coefficienta(l) is
different. For GaAs with Raman scattering excited by wa
lengthsl i5514.5 nm andl5647.1 nmd.100 and 300 nm,
respectively.10 For implantation of Si1 ions with energyE
575 keV in GaAsRp561 andDRp536 nm in the amor-
phous model.11 Therefore in our case forl5514.5 nm the
RS spectrum isdirectly determined by the implanted la
(d<Rp1DRp), and forl5647.1 nm it is also determine
by the unimplanted layer of semi-insulating GaAs (d.Rp

1DRp).
The observed change in the half-widths of the peaks

various orientations under excitation by 514 nm radiat
could attest either to a different depth of the implanted
gion in the samples or a different electron density in
region probed by the laser radiation. This could be due
different degrees of electrical activation or self-compensa
of the implanted impurity.

It is known that at least three factors can cause broad
ing of the peaks: an increase in the defect density,12 a non-
uniform distribution of the dopant and elastic stresses o
the depth of the probed layer,8 and the interaction ofLO
phonons with the plasma oscillations of the free carriers. T
first two factors contribute to the broadening of t
TO-phonon line. Apparently, two competing mechanis
operate in our case. The first one is due to disordering
the second one is due to the interaction ofLO phonons with
free carriers. The fact that after implantation the half-wid
of the LO phonon peaks are greater than those of theTO
phonon peaks confirms the influence of the second me
nism. Moreover, the increase in the half-width of theLO
peak, the high-frequency asymmetry of this peak, and
decrease in its intensity could attest to an increase in
electron density in the samples. Therefore it can be infer
that the highest electrical activation of the implanted Si i
purity under given implantation and annealing conditions
tains for the~100! and ~311! planes.

Low-temperature PL investigation of the structures.We
shall now consider the results obtained by PL atT54.2 K for
~100!, ~311!A, ~211!A, ~111!A, and ~221!A GaAs samples
implanted with Si1 ions and then annealed. The PL spec
of the initial and implanted samples are presented in Fig
and 4, respectively. A complicatedband due to the photo
minescence of excitons bound on donors and acceptors
pears in the spectra of all experimental samples in the re
of the edge radiation~1.510–1.518 eV!.13 The most intense
band is the.1.49 eV band. This band is due to radiati
2,
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recombination with the participation of carbon14 and is char-
acteristic for the PL spectra of GaAs, since carbon is one
the most common background impurities in gallium a
enide. A band withhn.1.45 eV also appears in the spect
of all samples. This band is probably due to radiative reco
bination corresponding to transitions including SiAs , (SiAs–
VAs , SiAs–Gai).

15,16 A wide band due to radiative recomb
nation with the participation of complex defect complexe
including VAs (.1.405 eV!, is observed in the PL spectra.17

A band withhn.1.35 eV was also observed in the PL spe
tra of the experimental samples. This band most likely is o
donor–acceptor nature and is due to an uncontrollable b
ground impurity — copper, which is embedded in the g
lium sublattice CuGa.18 The PL spectra of the implante
~100! and ~311! samples contain a wide band withhn
.1.27 eV. We shall consider it in greater detail. In the l
erature thehn.1.27 eV band is attributed to the formatio
of a large number of complicated defects which are due t
change in the charge composition of the atoms (Ga22/As22

or Ga0/As0) or cluster defects.19 However, in Ref. 20, where
n-type Czochralski gallium arsenide doped with Si up
.1018 cm23 was investigated, the 1.27 eV band is attribut
to radiative transitions with the participation of SiGa. The
hn.1.27 eV band was not observed in the PL spectra of
unimplanted samples with any of the orientations that
studied.

We note that the spectra of the initial samples of se
insulating GaAs~Fig. 3! with the orientations investigate

FIG. 3. PL spectra of semi-insulating GaAs samples with various orie
tions. The spectra were measured atT54.2 K.
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show negligible differences in intensity and energy posit
~2–3! meV of the PL bands. We believe that this is due
the nonuniformity of the ingot and the polarization propert
of the radiative centers.

Comparative analysis of the PL spectra of the initial a
implanted samples showed that implantation followed by
nealing of samples with all orientations studied does
greatly disrupt the structure of the GaAs crystal lattice. T
is indicated by the presence of an excitonic band which
known to be very sensitive to the structural perfection of
crystal lattice, in all spectra. This correlates with the Ram
scattering results, though it should be noted that the pres
of bands withhn.1.45 and 1.49 eV in the spectra of th
initial samples attests to the presence of background imp
ties in the initial semi-insulating GaAs. As noted abov
these bands are due to radiative recombination with the
ticipation of SiAs and carbon, respectively. The behavior
these bands in the spectra of samples with all orientations
not change much after implantation and annealing. We
lieve that this is because the implanted silicon predomina
occupies sites in the gallium sublattice or interstices, with
influencing the SiAs concentration in the samples.

The differences between the PL spectra of implan
GaAs with different orientations, corresponding to the
combination radiation due to deep centers at energies 1
1.4 eV, turned out to be larger. As one can see from Fig
the 1.40 eV band had the highest intensity in the spectra
~221! samples, while the 1.35 eV band had the highest int
sity for ~100!. These bands are due to radiative recombi

FIG. 4. Same as Fig. 3 but the samples were implanted with Si1 ions
followed by photon annealing.
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tion with the participation of arsenic vacancies. This co
firms our conjecture that after implantation followed b
annealing silicon occupies sites in the gallium sublatti
This is indicated more clearly by analysis of the PL spec
of ~100! and~311! implanted samples, where a wide band
1.27 eV, due to transitions with the participation of SiGa,
appears after implantation. The absence of this band in
spectra of implanted and annealed samples with other or
tations could attest to the fact that silicon is poorly incorp
rated into the gallium sublattice or the implanted atoms
outside the layer producing the PL signal. We believe t
the former is more likely, since no differences from the in
tial spectra are observed in the Raman scattering spectr
the implanted samples excited withl5647.1 nm radiation.

CONCLUSIONS

The experimental RS and PL data presented above s
that the processes leading to defect formation accompan
implantation of Si in gallium arsenide with different crysta
lographic orientations followed by pulsed photon anneal
differ substantially. This is evidently due to the difference
the mechanisms leading to the formation of the primary d
ordering tracks during the implantation process and to inc
poration of the dopant by annealing. Moreover, it was sho
that the degree of electrical activation of the impurity und
identical implantation and annealing conditions is highest
the ~100! and ~311! orientations. The greatest broadening
the peak at theLO-phonon frequency and its high-frequenc
asymmetry were observed in the RS spectra of implanted
annealed samples for these orientations. Ahn.1.27 eV
band, due to radiative transitions with the participation of
was observed in the PL spectra in addition to an excito
peak, indicating that the disruptions of the crystal struct
of the samples are negligible.

In closing, we wish to thank G. G. Tarasov and G.
Krysov for helpful remarks and a discussion of the resu
obtained in this work.
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Measurement of the temporal and spectral characteristics of silicon p–i–n photodiodes
in the soft x-ray range
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A procedure is briefly described for investigating the temporal and spectral characteristics of a
soft x-ray detector in the range of photon energies from a few tenths of an electron-volt
to more than a thousand electron-volts. The measured characteristics~signal rise time, time
resolution, and absolute responsivity! are given, along with parameters~thicknesses of
the contact layer, dead layer, and sensitive layer! determined from the measurement results for
certain commercial brands of fast siliconp–i–n photodiodes from various manufacturers
~Siemens, Hamamatsu, Motorola, and NIIIT/Moscow!, which can be used in x-ray plasma
diagnostic apparatus with a time resolution of 1 ns or better. ©1999 American Institute
of Physics.@S1063-7842~99!01405-1#
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INTRODUCTION

Starting in the 1970s, siliconp–i–n photodiodes have
played an active part in the time-resolved detection of rad
tion from a short-lived plasma in the soft x-ray range of t
spectrum (40 eV,hn,6000 eV).1 Many experimental pa-
pers have been published in the interim, reporting the u
zation of photodiodes specially developed for the soft x-
spectral range2–4 as well as photodiodes designed for t
visible range of the spectrum.5,6 The widespread practica
application of siliconp–i–n photodiodes has come about b
virtue of several properties that set them apart in a favora
light from other semiconductor detectors. Among such pr
erties are high time resolution, good responsivity in the s
x-ray spectral range for the photometry of pulsed plas
sources, a broad linear range, and relatively low cost.

To correctly interpret the results of pulsed plasma inv
tigations, it is necessary to know the spectral and temp
characteristics of the photodiodes in the soft x-ray spec
range. The temporal characteristics dictate the capabilitie
photodiodes in transmitting the temporal fine structure
radiation emitted by a pulsed source~e.g., Z-pinch and laser
produced plasma! in the form of output current pulse pro
files. The spectral characteristics dictate the possibilities
using photodiodes forabsolute soft x-ray photometry o
pulsed plasma.

Fastp–i–n photodiode diodes must have a sufficien
thin intrinsic conductivityi layer, small area of the activ
zone, and low resistance and capacitance of thei layer.4 It is
a well-known fact that the resistance and capacitance of
i layer can be significantly reduced by applying a bias vo
age to the photodiode to generate an internal electric fi
exceeding 104 V/cm in the structure. The thickness of th
i layer, together with the area of the active zone, rema
essentially the only factor that governs the response o
5531063-7842/99/44(5)/5/$15.00
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particular photodiode. The thickness of thei layer can be
very accurately estimated from the experimentally measu
risetime of the photodiode signal7 produced in response to a
input laser7 or x-ray3 d pulse (,0.2 ns!.

The spectral characteristics of siliconp–i–n photodiodes
in the soft x-ray~SXR! range depend mainly on the energ
of electron–hole pair production in silicon, the transmissi
of soft x rays by the metal contact layer on the surface of
photodiode and the silicon ‘‘dead layer,’’ and the absorpti
of radiation in the sensitivei region of the semiconductor. A
simple two-thickness model of thep–i–n photodiode2,7–9 is
used in conjunction with data on the absorption coefficie
in the x-ray range of the spectrum~Ref. 11, Sec. 3! to calcu-
late the responsivity in this case. The energy of electro
hole pair production energy in silicon has the same w
known value of 3.6460.03 eV ~Ref. 9! for all silicon
photodiodes. The thicknesses of the contact and dead la
can be determined from the experimentally measured a
lute responsivity of the photodiode at individual spect
points of the soft x-ray range. Once the thicknesses of
absorbing layers are known, the spectral responsivity of
photodiode can then be calculated over the entire soft x
range of photon energies.

Generally speaking, the absolute spectrally selec
calibration of any x-ray photodiode can be achieved
means of a primary standard detector.10–14 Moreover, tech-
niques are known for the absolute calibration of photodio
using a primary radiation standard~e.g., synchronous radia
tion; Ref. 10! or by the self-calibration method using a sy
chronous radiation source.15 The most reliable and accurat
~within ,1% error limits! spectrally selective calibration
measurements are performed nowadays using a synchro
radiation source in conjunction with a cryogenic bolome
functioning as a primary standard.12 In the calibration of fast
© 1999 American Institute of Physics
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p–i–n photodiodes, however, the use of a synchronous
diation source is hampered by the small area of such ph
diodes in comparison with the width of the photon beam a
by the unacceptably low signal-to-noise ratio at the outpu
thep–i–n photodiode. A practical solution is to measure t
absolute responsivityofp–i–n photodiodes by means of
high-intensity pulsed~e.g., laser-plasma! soft x-ray source in
combination with a primary standard detector.13,16

The objective of the present study is to investigate
temporal and spectral characteristics ofp–i–n photodiodes,
which hold considerable promise from the standpoint of
diagnostics of short-lived, high-density plasmas in the s
x-ray range of the spectrum. The measurement procedu
described, and results are given from measurements o
temporal characteristics of four brands of photodiodes fr
different manufacturers: the SPPD11-04 from NII
~Scientific-Research Institute of Measuring Technolo
Moscow!, the Motorola MRD510, The Siemens BPX65, a
the Hamamatsu S4753. We give a brief description of
procedure and summarize the results of systematic inves
tions ofthe spectral characteristics of the SPPD11-04
MRD510 silicon photodiodes, which we have used for s
eral years in experiments on various pulsed plas
objects.16–21 We have also determined the spectral para
eters of the BPX65 and S4753 photodiodes.

MEASUREMENTS OF THE TEMPORAL CHARACTERISTICS
OF PHOTODIODES

We have determined the temporal characteristics
p–i–n photodiodes from the measured responses of the p
todiodes to soft x rays from a laser plasma generated
focusing short laser pulses onto a copper target containe
a vacuum chamber. The measurements were performed
laser research facility built at the Institute of Analytical I
strumentation of the Russian Academy of Sciences, St.
tersburg.

The laser pulses were generated by the successive
stage time compression of master oscillator pulses in sti
lated Brillouin scattering22 with subsequent amplification in
two single-pass YAG:Nd31 amplifiers. The maste
oscillator23 comprised a passively Q-switched YAG:Nd31

periodic-pulse laser (l51.064mm, repetition rate 0.5 Hz
pulse duration 8 ns!. The laser pulses generated at the syst
output had a duration of 0.12 ns and energy;200 mJ, so that
the radiation focused onto the target had a power den
;1014W/cm2. The duration of the laser pulses, being t
most important parameter for our measurements, was m
tored by an Agat-SF-1 streak image tube, which has a t
resolution of approximately 3 ps.

Commercial photodiodes from three manufacturers w
chosen for the investigations: the Siemens BPX65, the M
torola MRD510, and the Hamamatsu S4753, which h
been developed for the detection of visible radiation, alo
with one specimen of a specially constructed SPPD11
x-ray p–i–n photodiode from NIIIT in Moscow.

The specification-sheet data on the area of the ac
zone and on the recommended supply voltage are known
all the diodes. The specifications for the responsivity a
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time resolution in the visible range of the spectrum are a
available for the BPX65, MRD510, and S4753 photodiod
~the S4753 has the best time resolution, approxima
0.7 ns, in the visible range!. The gold contact layer on the
surface of these photodiodes had a thickness of several
of angstroms. We also know that the SPPD11-04 photodi
has an aluminum contact layer of thickness less than 0.1mm
on its working surface, the thickness of the dead layer is l
than 0.3mm, and the thickness of the sensitive zone is le
than 80mm.

Soft x-ray detectors were assembled from the pho
diodes. This was done by placing each photodiode in a st
less steel casing and soldering its lead to a coaxial fifty-o
output. The soft x-ray absorbing glass windows were fi
removed from the BPX65, MRD510, and S4753 pho
diodes. The input windows of the detectors were coated w
a fine nickel mesh with 67% transmission to suppress e
tromagnetic strays generated on the photodiodes by the
mation of the laser plasma on the target. All the detect
were placed in the vacuum chamber at a distance of 10
from the target.

The input windows of the detector were covered w
filters to separate out the required soft x-ray interval from
emission spectrum of the laser plasma while simultaneou
preventing the pickup of stray visible and vacuum-ultravio
~VUV ! radiation from the plasma. The filters were thin me
films resting freely on the fine meshs. Three types of filt
were used in our work to separate the radiation in three
ferent spectral intervals: a copper film of thickness 0.46mm,
a silver film of thickness 0.27mm, and an aluminum film of
thickness 0.2mm. All the filters were prepared and tested
the A. F. Ioffe Physicotechnical Institute~the transmission of
the filters at a number of spectral points was measured o
RSM-500 spectrometer with an x-ray tube!. The spectral
transmission characteristics of the filters were calcula
from test data on the thickness of the metal films and p
lished data on the absorption coefficients.11 The calculations
showed that the copper filter could be used for the selec
of radiation in the spectral interval from 500 eV to 933 e
with 10–35% transmission, the silver filter could be used
select radiation in the interval from 100 eV to 400 eV wi
5–15% transmission, and the aluminum filter could be u
to select radiation in the interval from 20 eV to 70 eV wi
30–40% transmission. It is important to note that this pa
tion into spectral intervals is to some degree condition
since the transmission of all three filters increases rap
and equally to 100% as the photon energy is increased in
range above 1000 eV. The photodiode signals therefore c
tained a high-energy component of the laser plasma ra
tion. The transmission of all three filters in the visible ran
of the spectrum was many orders of magnitude lower tha
the x-ray range; at a wavelength of 650 nm, in particular,
measured transmission of all three filters was less t
1026%.

The electrical signals from the photodiodes were
corded by an SRG-7 wideband~5 GHz! storage oscilloscope
The time resolutiont0.5 of the oscilloscopic recording of the
photodiode signals, defined as the full width at half ma
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mum ~FWHM! of the output current pulse in time units, ca
be determined from the equation24

t0.55~t1
22t2

22t3
22t4

2!1/2, ~1!

wheret1 is the experimentally measured duration~FWHM!
of the photodiode signal,t2 is the duration~FWHM! of the
soft x rays incident on the photodiode, andt3 andt4 are the
time resolutions of the coaxial transmission line and
cathode-ray tube~CRT! of the oscilloscope, respectively.

The duration of a soft x-ray pulse from a laser plas
source using a target with a high atomic number is known
be comparable with the duration of the heating laser puls
photon energies of 1000 eV and higher.25 We could assume
on the basis of this fact that the soft x rays incident on
detector in measurements with a copper filter, which tra
mitted only radiation with photon energies above 500 e
had a duration of approximately 0.12 ns. The time resolut
of the experimental coaxial line~wave impedance 50V,
length 1 m! was 5310211s, and the time resolution of th
CRT was 5310211s ~Ref. 24!. The experimentally mea
sured durations of the photodiode signals~as an example
Fig. 1 shows typical signal profiles from a detector ma
from the SPPD11-04 photodiode with copper and alumin
filters on the input window! exceeded these values by mo
than an order of magnitude. We therefore assumed in m
surements with a copper filter thatt0.55t1 within absolute
error limits of 0.12 ns. In measurements using silver and
pecially aluminum filters the photodiode signals had mu
longer durations than in the measurements with a cop
filter ~Fig. 1!. This difference is a consequence of the pho
diodes detecting a lower-energy component of the la

FIG. 1. Typical profiles of signals recorded by the SPPD11-04 photod
using copper~solid curve! and aluminum~dotted curve! filters.
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plasma radiation, with an emission time much longer th
the duration of the plasma-generating laser pulse.

Parameters of major importance from the standpoint
photodiode applications in plasma diagnostics and phot
etry are the time resolutiont0.1, defined as the width~in time
units! of the impulse response at 0.1 times its maximum, a
the rise timet r of the photodiode signal from zero to th
maximum. These parameters were also measured in ex
ments using a copper filter. The values oft r served as initial
data for determining the thicknessdi of the sensitive zone o
the p–i–n photodiodes from the equation7

di5t r•Vdh, ~2!

whereVdh is the hole drift velocity in silicon.
The measured values of the time resolutiont0.5 andt0.1,

the signal rise timet r , and the thicknessdi of the sensitive
zone for the four types of photodiodes are summarized
Table I.

MEASUREMENTS OF THE SPECTRAL RESPONSIVITY AND
CALCULATIONS OF THE SPECTRAL CHARACTERISTICS
OF PHOTODIODES

We know that the spectral responsivityS(hn) of a sili-
con p–i–n photodiode is traditionally defined as a quant
relating the photodiode current in amperes and the powe
watts of monochromatic radiation incident on the photo
ode. If the two-thickness model of thep–i–n photodiode is
adopted, its responsivityS(hn) in units of A/W in the soft
x-ray range of the spectrum can be written in the form2,7,9,10

S~hn!5Smaxexp$2mc~hn!dc%exp$2mSi~hn!dd%

3@12exp$2mSi~hn!di%#, ~3!

wheredc , dd anddi are the thicknesses of the contact lay
the dead layer, and the sensitive layer, all of which abs
radiation, andmSi and mc are the linear x-ray absorptio
coefficients of silicon and the material of the contact lay
respectively; the maximum responsivitySmax is inversely
proportional to the electron–hole pair production energyw
insilicon (w53.64 eV; Ref. 8! and for all the silicon photo-
diodes has the same known valueSmax5e/w50.275 A/W,
wheree is the elementary charge.

It is important to note that this definition of the respo
sivity rests on the presumption that the electron–hole p
production energy in silicon does not depend on the ene
in the soft x-ray range, and the distribution of the respons
ity over the area of the active zone of the photodiode
known.14

e

TABLE I. Parameters of the investigatedp–i–n photodiodes.

Photodiode Bias
type a, mm2 voltage, V t0.1, ns t0.5, ns t r , ns di , mm dc , mm dd , mm Smax* , A•cm2/W Smax, A/W

S4753 0.125 30 1.25 0.65 0.42 20 ,0.01 ,0.3 3.4331024 0.275
MRD510 0.25 30 1.33 0.75 0.63 30 0.002 0.27 6.9031024 0.276
BPX65 1.00 50 8.75 3.80 1.50 70 ,0.01 .0.3 2.7531023 0.275
SPPD11-04 5.00 160 3.30 1.40 1.00 50 0.025 0.20 1.3831022 0.276
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FIG. 2. Experimental values of the respon
sivity and spectral characteristics of th
SPPD11-04 (2h2) and MRD510
~- - -D- - -! photodiodes.
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In a number of practical situations it is useful to defi
the spectral responsivity as a quantity relating the photodi
current and the energy flux density of the radiation, e
pressed in W/cm2, in the plane in which the photodiode
mounted. This situation often arises in calibration expe
ments and in the photometry of various pulsed plasma
jects usingp–i–n photodiodes with small areas of the acti
zone, when the photodiode is completely inscribed within
calibration or investigated photon beam. In this case
spectral responsivityS* (hn) in units A•cm2/W can be ex-
pressed in the form

S* ~hn!5Smax* exp$2mc~hn!dc%exp$2mSi~hn!dd%

3@12exp$2mSi~hn!di%#, ~4!

whereSmax* is a quantity that depends on the areaa of the
active zone of the photodiode; assuming a uniform distri
tion of the responsivity over the surface of the photodio
we can write this quantity in the form

Smax* @A•cm2/W#5Smax•a50.275•a. ~5!

To determine the absolute responsivity of a photodio
at a spectral point of the soft x-ray range, it is necessar
know the thicknesses of the absorbing layers and the abs
tion coefficients of the layer materials. Moreover, in me
surements of the energy flux density of soft x rays by f
p–i–n photodiodes, which have a small area of the act
zone and, generally speaking, an unknown responsivity
tribution over the surface of the active zone, it is required
know the maximum responsivitySmax* . The absorption coef-
ficients are known for practically all materials.11 The thick-
nesses of the absorbing layers and the values ofSmax* can be
determined from Eq.~4! if the absolute responsivities of th
photodiodes are known at at least a few spectral points.

In the present study measurements of the absolute
sponsivitiesSmax* of the photodiodes have been carried out
several spectral points of the soft x-ray range at the Ph
cotechnical Institute using a bench and procedure descr
e
-

i-
b-

e
e

-
,

e
to
rp-
-
t
e
s-
o

e-
t
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ed

earlier.3,16,17 The bench included a laser plasma soft x-r
source, a photoionization quantometer functioning as a
mary standard detector, and monochromatization chan
utilizing flat and spherical multilayer x-ray mirrors~MLMs!
and thin-film filters. Our procedure enabled us to meas
the absolute responsivity of the photodiodes within 15–2
error limits, which depended mainly on the error of the a
solute measurements of the soft x-ray fluxes by the pho
ionization quantometer.13,16

One distinctive feature of spectrally selective calibr
tions of silicon p–i–n photodiodes in the photon energ
range above 1000 eV is a strong dependence of the res
sivity of these photodiodes on the photon energy. Owing
the absorption of radiation in the contact and dead layers,
responsivity of the photodiodes diminishes very rapidly
the photon energy decreases down to;100 eV ~the L ab-
sorption edge of Si!. It is very difficult, therefore, to perform
absolute spectrally selective calibration experiments in
spectral interval from 100 eV to approximately 300 eV. W
have used spherical normal-incidence multilayer x-ray m
rors to obtain a high-intensity, quasi-monochromatic x-r
beam at the input to the photodiodes in the indicated spec
interval. By virtue of an increase in the solid angle of captu
of laser plasma radiation we have succeeded in achievin
20-fold increase in the radiation flux density on a calibra
p–i–n photodiode, making it feasible to calibrate th
MRD510 and SPPD11-04 photodiodes. However, even w
the use of spherical multilayer x-ray mirrors the existing s
x-ray intensity was still inadequate for performing reliab
spectrally selective calibrations of the S4753 and BPX
photodiodes. To estimate the absolute responsivities of th
photodiodes, we carried out comparative measurement
the S4753 and BPX65 photodiode output signals with
SPPD11-04 photodiodes, positioning all three detectors a
a copper filter of thickness 0.46mm.

The responsivities measured at several spectral po
for the MRD510 and SPPD11-04 photodiodes are shown
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Fig. 2. Also shown in the figure are the spectral photodio
characteristics calculated from Eq.~4!. The values ofSmax*
and the thicknesses of the absorbing layersdd and dc , de-
termined from the experimentally measured spectral resp
sivities, are shown in Table I. Also shown in the table are
values ofSmax for the given detectors, calculated from E
~5!, in which the values ofa have been taken from
specification-sheet data for the photodiodes. The tabul
thicknesses of the absorbing layers of the S4753 and BP
photodiodes have been estimated from our comparative m
surements, and the values ofSmax* have been obtained from
Eq. ~5! using the known value ofw and specifications fora.

DISCUSSION OF THE RESULTS

It has been observed experimentally that the maxim
time resolution~see Table I! is attained at a supply voltage o
130 V for the MRD510 and S4753, at150 V for the
BPX65, and at1160 V for the SPPD11-04 photodiode
These values have been determined as the optimum fo
given types of photodiodes. The duration of the photodio
signals remains essentially constant when the supply vol
is increased above the optimum, but the signals are obse
to broaden considerably when the supply voltage
decreased. At the optimum supply voltages the electric fi
in the photodiodes increases to a value at which the ca
drift velocities in silicon attain maximum valuesVde57.4
3106 cm/s for electrons andVdh54.83106 cm/s for holes,26

and the charges separate in minimum time. The meas
ments at the optimum supply voltages have been used
basis for estimating the thicknessdi of the sensitive zone o
the photodiodes, which is shown in Table I.

From the standpoint of photodiode applications in e
periments to study subnanosecond temporal processes
pulsed plasma, the greatest possibilities of all the inve
gated photodiodes are afforded by the S4753 and
MRD510, which have maximum time resolution at minimu
supply voltage. However, their application as low-intens
radiation sources can be limited by their low responsivity
the subkilovolt spectral range. An example is found in R
21, where an MRD510 photodiode was used for tim
resolved measurements of soft x-ray fluxes from a hi
density copper-aluminum plasma. In this work the measu
ments were successful only in the spectral range of pho
energies above 350 eV.

The SPPD11-04 photodiode has the highest respons
coupled with sufficiently high time resolution. The capabi
ties of this photodiode have been demonstrated in a serie
experiments on the evolution of so-called hot spots
Z-pinches.18–20 Measurements of line and recombination r
diation in spectral intervals ranging from tens20to
thousands18,19 of electron-volts were measured in these e
periments.
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Compared with the other photodiodes investigated
this study, the BPX65 exhibits substantially inferior tim
resolution and low responsivity inthe subkilovolt region
the spectrum and therefore has only limited applications
short-lived plasma diagnostics.
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Ferroelectric materials for dynamic-memory integrated circuits
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The possibilities of using ferroelectric materials for new generations of integrated circuits for high-
density dynamic memory~up to 1 Gbit per crystal! are discussed. The correspondence of
the specific capacitance and leakage currents of thin film ferroelectric capacitors to the
requirements for integrated circuits with various information capacities is examined. It is
shown that the capacitance–voltage characteristic of the ferroelectric strongly influences the
specific capacitance and the rate of decrease of the voltage across the capacitors when
they are discharged in the process of storing information. The prospects for increasing the specific
capacitance of memory capacitors using relaxor ferroelectrics are examined. ©1999
American Institute of Physics.@S1063-7842~99!01505-6#
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The advancement of computer technology in the last
years has been driven by the increase in the information
pacity of integrated circuits used in the dynamic memory
working storage. Increasing information capacity involve
many-fold increase in the number of memory capacitors
an integrated circuit, which is accomplished by decreas
the area of the capacitors to less than 1mm2, increasing the
area of the integrated circuit, and decreasing the gaps
tween the capacitors. Since the capacitance of the capac
should not decrease much in so doing, it is necessar
increase sharply their specific capacitanceCs . According to
estimates,1 for integrated circuits with an information capa
ity of 64, 256 Mbit, and 1 Gbit the values ofCs should be,
respectively, 23, 35, and 100 fF/mm2 ~for the simplest and
cheapest planar construction of the capacitors!. As the gen-
erations of integrated circuits in dynamic memory are
placed, the working voltageU decreases as a result of im
provements in the technology for fabricating memory-c
transistors: 64 Mbit — 3.3 V; 256 Mbit — 2.5 V; 1 Gbit —
1.6 V. The leakage current densityj of the capacitors should
not exceed 1027 A/cm2 in all cases.

It is desirable to use thin-film ferroelectrics, whose d
electric constant« can reach several thousand, to increa
the specific capacitance of the memory capacitors. To ob
the required specific capacitances it is necessary to use f
electric films with thicknessd not exceeding 100–200 nm
To increase the stability of the capacitors and eliminate
fatigue of the ferroelectric arising under repeated switch
of the polarization, due to the motion of domain walls, m
terials in the paraphase at the working temperature or in
ferroelectric phase with narrow hysteresis loops
preferable.1 Examples of such materials, which recently ha
been under intensive study for use in memory capacitors,
the paraelectrics SrTiO3 ~STO! and (BaxSr12x)TiO3 ~BST!
with x<0.7 andT>0,2,3 and ferroelectrics with narrow hys
teresis loops (Pb12xLax)(Zr12yTiy)O3 ~PLZT! with x
50.09 andy50.35 and Pb~Zr12xTrx)O3 ~PZT! with x.0.5
and film thickness less than 100 nm~Ref. 4! ~the narrowing
of the hysteresis loop in such thin films is due to the infl
5581063-7842/99/44(5)/4/$15.00
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ence of size effects associated with the fine-grain structur
the films, intermediate layers at the film–electrode interfac
mechanical stresses, and so on on their dielectric propert!.

In the present paper we examine for a variety of fer
electrics the correspondence of the parametersCs and j of
the film capacitors noted above to the requirements. We t
into consideration the fact that, since large values ofCs are
achieved with thin films, strong electric fields~up to 1 MV/
cm! operate in the films at working voltages of 1.6–3.3
The effect of these films onCs and on the rate of decrease
the voltage on a capacitor as it discharges in the proces
storing information is examined. The prospects for incre
ing Cs of capacitors with various ferroelectrics by decreas
the thickness and increasing the permittivity of the films a
assessed.

Figure 1a shows the capacitanceCs versus the voltage
on a capacitor and versus the thickness of STO and B
films. It is evident that asU increases,Cs decreases approxi
mately linearly. This is due to the characteristic, for the
materials, decrease of« with increasing electric field
intensity.5–7 It is also evident from Fig. 1a~for STO! thatCs

increases more slowly with decreasingd than follows from
the expression for the capacitance of a flat capacitorCs

}1/d). This could be due to an increase in the volume fra
tion of defective layers at the film–electrode boundaries
well as a decrease in the permittivity of the film as a result
size reduction of the crystal grains and an increase of
electric field intensity.

According to the data in Fig. 1a, 92 nm thick STO film
approximately meet the requirements forCs for 64 Mbit in-
formation capacity (Cs520 fF/mm2 at U53.3 V!. The leak-
age current density of the capacitor isj ,1028 A/cm2 ~Ref.
8!. It is also evident that at a voltage of 3.3 V the field acti
in the film substantially decreasesCs ~by 30%!. The main
reserve for increasingCs of STO-based capacitors is to de
creased within admissible valuesj ,1027 A/cm2, since
there are few possibilities for increasing« of STO films by
improving their fabrication technology: For relatively thic
STO films « reaches 300,9 which is close to the values fo
© 1999 American Institute of Physics
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bulk samples. Likewise, there are no substantial reserves
increasing« of thin films by improving the technology, sinc
even now« decreases by only 40% when the film thickne
decreases from 150 to 20 nm~Fig. 2!.10–16

The valueCs5120 fF/mm2 with U.0 was obtained in
BST films with x50.5 andd540 nm, and the sensitivity o
Cs to the bias voltage was estimated.11 Using this estimate
and assuming a linear dependenceC(U) ~Fig. 1!, Cs can be
determined for values ofU corresponding to various infor
mation capacities of memory integrated circuits. An estim

FIG. 1. Specific capacitance versus voltage for memory capacitors bas
SrTiO3 ~Ref. 5! ~solid line!, (Ba0.5Sr0.5)TiO3 ~Ref. 11! ~dashed line! ~a! and
Pb~Zr0.5Ti0.5)O3 ~Ref. 4! ~solid line! and (Pb0.91La0.09)(Zr0.65Ti0.35)O3 ~Ref.
4! ~dashed line! ~b!.

FIG. 2. Dielectric constant of SrTiO3 ~1!, (Ba0.5Sr0.5)TiO3 ~2!, and 0.9
Pb~Mg1/3Nb2/3)O3– 0.1 PbTiO3 ~3! films versus thickness.5,10–16
or

s

e

gives Cs571 fF/mm2 at U52.5 V andCs590 fF/mm2 at
U51.6 V. Sincej ,1028 A/cm2 andU51.6–2.5 V,11 BST
films meet the requirements forCs ,U, and j L for 256 Mbit
and are close to~with respect to the value ofCs) the require-
ments for 1 Gbit. As one can see from the data presente
field acting in the film decreasesCs by 40% atU52.5V and
by 25% atU51.6 V. Here, just as for STO films,Cs can be
increased by decreasing the film thickness within admiss
values of the leakage current density.

In contrast to STO, for BST the transition from bulk t
film samples, just as decreasingd from 500–1000 to 20 nm,
sharply decreases« ~by at least a factor of 3!. It is obvious
that the specific nature of the film formation process, cons
ing of simultaneous formation and growth of a large numb
of crystalline grains, gives rise in the case of BST to grea
~compared with STO! degradation of the structural perfec
tion in both the interior volume of the films and in the r
gions near the electrodes. Degradation of the structural
fection of films is taken to mean the development
intercrystallite boundaries in connection with the size red
tion of the grains and blocks, an increase in the density
impurities and vacancies, other point defects, and dislo
tions, and an increase in the mechanical macro- and mic
tresses. The strong structural degradation of BST films
be explained by the more complicated composition of
solid solution BST as compared with the individual chemic
compound SrTiO3 ~STO!. This suggests that in the case
BST there are reserves for increasingCs by improving the
film fabrication technology, leading to higher values of«.

It should be noted that as the structural perfection
STO and BST films improves, the dependenceC(U) be-
comes sharper. Thus, atU50.8 V (E5210 kV/cm) the
value of Cs in 38 nm thick BST films decreases by 15%,17

whereas for 1000–1200 nm thick films with the same co
position and a coarse-grain structure~annealing at 1150 °C!
Cs decreases by 30%~for the same value ofE).7 This de-
creases the increase inCs of BST films due to the improve-
ment of their structural perfection, and it increases the rat
decrease of the voltage on a capacitor as a result of disch
ing of the capacitor during storage of information. Indeed
decrease in voltage during the discharging of the capac
increases the capacitance, which in turn additionally
creases the voltage, the capacitance once again increase
so on.

Since the rate of voltage drop on the capacitor should
be very high, we shall determine the change in timet of the
initial voltage U0. To simplify the calculation, we setj
5U/R, whereR5 const. Following Fig. 1a we shall con
sider the linear dependence

C~U !5C02BU, ~1!

whereB is a constant coefficient.
Equating the derivativedQ/dt (Q5CU is the charge on

the capacitor!to the leakage current, we obtain

dQ/dt5CdU/dt1UdC/dUdU/dt52U/R. ~2!

From Eqs.~1! and ~2! we have

dt52BRdU2C0RdU/U. ~3!

on
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Integrating Eq.~3!, we obtain

U/U0 exp@2B~U02U !/C0#5exp~2t/RC0!. ~4!

The relation~4! makes it possible to determine the exte
to which the discharge time will decrease under the influe
of the capacitanceC(U) to a given value ofU or how much
the voltage dropU will increase over a given discharge tim
An estimate made forC(U) for BST films ~Fig. 1a! showed
that the time in whichU of a capacitor charged toU052.5 V
decreases by 10% is decreased by a factor of 4 as ares
the dependenceC(U), and for a fixed discharge time th
decrease reaches 30% instead of 10% ifC(U) is neglected.

The character of the dependencej (U) also affects the
rate of decrease of the voltage during the discharging o
capacitor. This dependence is determined by the struc
and composition of the film as well as by the potential b
riers at the film–electrode boundaries. As a rule, the dep
dencej (U) deviates from Ohm’s law in the direction of
larger decrease of the leakage current with decreasing
age. This slows down the discharging of the capacitor.
estimate the effect of the dependencej (U) on the change in
the voltage on the capacitor during discharging we sh
compare the average values of the leakage currents ov
time of a 10% decrease in voltage~from U52.5 V! for an
Ohmic dependencej (U) and for the stronger dependen
presented in Ref. 11. In the latter case the average lea
current and therefore the rate of discharging of the capac
are 10% less then for an Ohmic dependence, i.e., the vol
decreases by 9% during discharging. Therefore the effec
a deviation ofj (U) from Ohm’s law is negligible.

Figure 1b showsCs versusU for PZT (x50.5) and
PLZT (x50.09,y50.35) films. The curves were constructe
based on the data of Ref. 4. In contrast to the correspon
data for STO and BST, these curves for PZT possess a m
mum, which probably reflects the fact that the films are
the ferroelectric phase and the fields acting in the films
close to the coercive values. The distinction from STO fil
is that, as one can see from Fig. 1, in the region of pract
interestU51.6–2.5 V,Cs for 100–300 nm thick PZT films
changes asCs}1/d. This is explained by the weak depe
dence«(E) in the indicated voltage range~the intensification
of the field with decreasingd does not affect the capacitanc
much!. For largeU the field-induced decrease of the capa
tance intensifies, which decreases the dependenceCs(d). As
a result, the curveCs(U) and d570 nm for U.1.7 V lies
below the curve ford5100 nm. On account of the wea
voltage dependenceC(U) for working voltages of 1.6–2.5
V, in the case of PZT the above-noted increase of the rat
voltage decrease during the discharging of a capacitor sh
be negligible because of the growth ofCs with decreasingU.

For PZT films withU51.6 V ~according to the require
ments for 1 Gbit information capacity! andd5702100 nm
Cs5130 fF/mm2,4 which is greater than the minimum valu
100 fF/mm2 required for this information capacity. Howeve
j exceeds 1027 A/cm2 ( j 5531027 A/cm2) in this case.
There is a possibility of decreasingj by increasingd and
thereby approaching the 1 Gbit requirements.

It can be assumed that the parameters of PLZT-ba
capacitors are also close to the requirements for 1 Gbit
t
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formation capacity. ForU51.6 V j .1027 A/cm2 ~for 150
nm thick films4!, and extrapolating the curveCs(U) ~Fig. 1b!
givesCs.100 fF/mm2 at this voltage.

It should be noted that the values of the parametersCs ,
U, and j do not cover all requirements for memory capa
tors, and there can be problems in meeting other requ
ments. For example, in Ref. 18« of BST films was observed
to decrease by 10% after 109 charging–discharging cycle
with Ir electrodes and by 30% after 108 cycles with Pt elec-
trodes, which is much less than the required 1012 cycles.19

Therefore it is necessary to consider the possibility of us
other ferroelectric materials besides those considered ab

Compounds and their solutions from an extensive fam
of ferroelectrics with perovskite structure and a diffuse ph
transition ~so-called relaxor-type ferroelectrics! are promis-
ing. These materials were discovered and investigated in
tail by G. A. Smolenski� and his colleagues.20 These materi-
als are distinguished by high values of« and a narrow
dielectric hysteresis loop.

The little published information that is available on th
properties of thin films consisting of the materials indicat
above concerns comparatively thick films (d>250 nm) so
that even though the values of« in these films are quite high
the values ofCs for capacitors based on them are mu
lower than for capacitors based on BST, PZT, and PLZ
Thus for Pb~Mg1/3Nb2/3)O3 ~PMN!-based capacitorsCs

567 fF/mm2 for d5500 nm and«53800,21 for the solid
solution 0.9 PMN—0.1 PbTiO3 ~PT! Cs570 fF/mm2 for d
5250 nm and«52000,16 and for Pb~Sc1/2Ta1/2)O3 ~PST!
Cs515 fF/mm2 for d52700 nm and«54500.22 These val-
ues show that« in these materials decreases substantially
switching from bulk samples to thin films~for example, in
bulk samples of the solid solution 0.9 PMN–0.1 PT«
53000023!, which indicates the existence of large reserv
for increasingCs of capacitors by increasing« of the films
by improving their production technology. The valueCs can
also be increased by decreasingd.

CONCLUSIONS

1. An estimate of the specific capacitanceCs of memory
capacitors based on ferroelectrics, taking account of th
capacitance–voltage characteristic and leakage curre
shows that the values ofCs for capacitors with STO and BST
films meet the requirements for integrated circuits for 64 a
256 Mbit dynamic memories, respectively. The values ofCs

for capacitors with PZT and PLZT films are close to t
requirements for 1 Gbit information capacity.

2. Capacitors with films of relaxor ferroelectrics~PMN,
PMN–PT, PST! are at present inferior with respect toCs to
BST-, PZT-, and PLZT-based capacitors, but they have s
stantial reserves for increasing their specific capacitance
by decreasing the film thickness and by decreasing the la
gap between the values of« for films and bulk materials.
Such reserves are also available for BST-based capacito

3. Calculations show that in capacitors with films in th
paraphase~for example, BST!, the rate of voltage decreas
during discharging increases substantially because of
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strong capacitance–voltage dependence. In capacitors
films in the ferroelectric phase~PZT! this effect should be
weak for fields close to the coercive fields.
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On the mechanism of the photochromic process in copper-halide photochromic glasses
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It is demonstrated that copper oxides~specifically cuprous oxide! play an important role in the
photochromism of standard FKhS-7 glasses. The absorption spectra of the FKhS glasses
are compared with the spectrum of glasses with microscopic cuprous oxide particles and the
spectra of cuprous oxide deposited on various substrates. Solid-phase photochemical
reactions in heterosystems are shown to be responsible for photochromism. ©1999 American
Institute of Physics.@S1063-7842~99!01605-0#
ia
c-
o

e.
th
g
th
x

ox
sm
s

-7
al
f
to

ht

o
th

co

da
ea
a
id
an
r o

o
ls
o
ic

th

t of
ot

irra-

s
rt-
y of

in
he
dia-
of
de-
gth
roxi-
bt-

oto-

ac-

p-
l

As shown in Refs. 1 and 2, at moderate and low irrad
tion doses ofl>300 nm light the induced absorption spe
trum DD in FKhS-7 glasses and the absorption spectrum
nanosize Cun copper particles in a dielectric matrix correlat
The observed displacements of the band maximum in
region 2.0–2.17 eV and the absorption on the lon
wavelength shoulder of the band can be attributed to
different size of the particles and their possible surface o
dation in an environment consisting of variable-valence
ides. On the basis of the photolytic model of photochromi
the similarity of theDD curves for different irradiation dose
indicates that an increase in the number of Cun particles
predominates over an increase in particle size.

Depending on the thermal history of the FKhS
samples, a band with a maximum at 2.53–2.55 eV was
observed in the spectraDD.2 According to the shell model o
the formation of photolytic Cun this band can be assumed
be of a molecular-center nature, i.e., the formation of Cu2 or
Cu3 type centers in a near-surface region of the lig
sensitive CuCl phase, enriched with mobile copper,3 under
the conditions of photoinduced redistribution of the electr
density. Considering the sizes of the CuCl particles and
presence of a phase boundary~PB! with the matrix, photo-
generated equilibrium Cl–O centers, for example, Cl2O,4

which contribute to the total spectrumDD, must also be
admitted.

In the present paper we attempt to demonstrate that
per oxides~especially cuprous oxide! play an important role
in the photochroism of copper-halide glasses and to eluci
the mechanisms of the corresponding photochemical r
tions. The analysis of the photochromic absorption spectr
based on a study of the absorption spectra of copper ox
obtained in various matrices. Specifically, the dominant b
in the absorption spectrum of semitransparent mirror laye
copper thermally oxidized in a dry-air atmosphere~Fig. 1, A!
is the band at 2.53 eV, whose long-wavelength shoulder c
tains structure in the region 2.38–2.43 eV. This band is a
dominant in the absorption spectrum of the cathode dep
of copper oxide obtained by the standard electrochem
technology~Fig. 1, B!. Its half-width is characteristic for the
analogous band in the induced absorption spectrum
FKhS-7 glass. Here it should be noted that the nature of
5621063-7842/99/44(5)/4/$15.00
-

f

e
-
e
i-
-

so

-

n
e

p-

te
c-
is
es
d
f

n-
o

sit
al

of
e

long-wavelength bands in the region 1.9–2.17 is a subjec
debate.5,6 Selective irradiation of FKhS samples does n
completely elucidate the nature of photochromism.7,8

Figure 1, C shows the changes in the spectrumDD of
FKhS-7 glass under successive equal-energy selective
diation in the spectral regions 2.45–2.75 eV~curve 1! and
1.75–2.25 eV~curve2!. In the first case irradiation produce
a 40 meV shift of the band maximum into the sho
wavelength region, it broadens and increases the intensit
the band, and it increases the intensity of the absorption
the blue-violet region of the spectrum. The intensity of t
2.55 eV band remains unchanged. Under subsequent irra
tion in the yellow-red region of the spectrum the intensity
this band increases, the absorption in the violet region
creases negligibly, and the half-width of the long-wavelen
band decreases and its maximum undergoes an app
mately 20 meV bathochromic shift. These results undou
edly show that multiple processes are responsible for ph
chromism.

The strong temperature dependence of the spectrumDD
in the temperature range 250–300 K ordinarily used in pr

FIG. 1. Absorption spectra of a thermally oxidized film of electrolytic co
per ~A! and a red cathode deposit of copper oxide~B! as well as the spectra
variations of the photoinduced absorption of FKhS-7 glass~C, solid curve!
after additional illumination with blue~1! and red~2! light.
© 1999 American Institute of Physics
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tical applications, specifically, the nonlinear growth ofDD
with decreasing temperature, which is also characteristic
silver-halide FKhS glasses,9 does not agree with the increas
in the efficiency of the photolytic process accompanying
temperature increase in ion mobility in AgHal and CuH
By changing the composition of the initial charge glass
with a CuCl phase can be used as FKhS glasses or as fi
which cut off UV radiation.10 Therefore the efficiency o
photochromism is determined not only by the presence
light-sensitive phase. The direct dependence of the mel
temperature of this phase on its average size,11 the short
response time of photochromism, and the dependence o
low-energy limit of photoactive photons on the history of t
sample2 definitely indicate that the phase boundary~PB!
~matrix–light-sensitive phase! influences the efficiency o
photochromism. The fact that photoinduced processes
PBs are associated with one another has been shown p
ously on model objects with AgI and CuI nanocrysta
~NCs!.12,13 Specifically, films with AgI and CuI NCs sus
pended in cavities in a gelatin matrix are photographica
stable and can be used as filters for cutting off UV radiati
but after thermal adsorption of gelatin on the surface of N
the same samples become photographically effective. In
context the photolytic precipitation of colloidal and preco
loidal Cun particles on PBs~just as Cl! on the side of the free
CuCl surface is unlikely because of spatial confinement.

A band similar to the high-energy section of the visib
spectrum of FKhS-7 with thermally-induced yellow color
tion is observed in the difference absorption spectra
FKhS-7 samples~Fig. 2, A! in the spectral region 2.75–3.1
eV. With the exception of the 2.97–3.01 eV band the ‘‘ye
lowness’’ spectrum and the spectrum of excitons, which
observed in a glass matrix in Ref. 14, correlate, so that
spectrum can be attributed to a cuprous oxide phase in
tact with CuHal.15,16

Besides the bands characteristic for cuprous oxide, ba
with maxima at 2.97 and 2.85 eV are also observed in

FIG. 2. Thermally induced ‘‘yellowness’’ spectra in FKhS-7 glass~A! and
photoinduced absorption in FKhS-7 glass under irradiation in the 3.4
band~B! and of an another FKhS-7 sample under irradiation in the 3.4
band~C, lower curve! followed by irradiation in the 2.75 eV band~C, upper
curve!. All spectra were recorded relative to the unirradiated sample.
‘‘yellowness’’ spectrum was recorded relative to the colorless section.
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absorption spectra of the light-yellow commercial copper o
ide glasses subjected to secondary low-temperature
treatment.5 Moreover, the 2.97–3.04 eV band is dominant
the spectrum of an aqueous ammonia solution of cupr
oxide.4 Assuming that the mobile copper diffuses towa
PBs as regions of distortion of the uniformity of the elect
cal potential,3,13 the FKhS absorption bands at 2.85–3.0 e
can be attributed to copper-oxide centers.17 Therefore a
copper-oxide nature of both the FKhS-7 absorption edge
the spectrumDD as well as the formation of a solid solutio
on PBs ~matrix–CuCl! as a result of the concentration o
mobile copper and the associated Coulomb redistribution
the electron density are admissible. The possibility of pho
induction of a solid-phase reaction is demonstrated in Ref
and 13. At the same time photoirradiation can also lead
phase separation of the solid solution.18 The change in the
direction of the solid-phase chemical reaction and the co
position of the product obtained could depend strongly
the temperature of the sample and the spectral compos
of the exciting light.17

Figure 2, B shows the spectrumDD of a FKhS-7
samples irradiated in the 3.4 eV band. Here the 2.72 and
eV bands characteristic for Cu2O ~Ref. 14! are resolved. The
absorption spectrum of the other sample was later altered
irradiating with 2.75 eV light~Fig. 2, C!, which resulted in a
hypochromic shift of the 2.54 eV band by 40 meV and
relative increase in the intensity of the 2.1 eV band aga
the background of the 2.15 eV band, which, just as the 2.5
2.58 eV band, cannot be associated with excitonic absorp
in Cu2O.14

The dark relaxation spectraD for the FKhS-7 sample
preirradiated with sunlight at 255 K, which were obtained
a regime of heating up to 280 K, are presented in Fig. 3,
Figure 3, B shows the spectraDD for a FKhS-7 sample with
weak light-yellow coloration. These spectra were record
immediately after irradiation with sunlight at 285 K and 3
min later. On the basis of the copper and copper-oxide na
of DD the 1.9–1.96 eV band corresponds to Cu21 –Re cen-
ters, whose thermodynamic formation is possible on P
with Cu1 interacting with a dissociating Cl–O center, sin
the oxidation Cu1→ Cu21 by chlorine on a free surface i
possible only in the presence of a copper deficiency, wh
contradicts the copper-colloidal nature of the 2.1 eV band
Ref. 1 the 2.38–2.48 eV band is attributed to molecular-s
copper centers.

The resonance character of the excitation of the band
the spectrumDD makes it possible to give an energy es
mate of the 2.38–2.48 eV band on the basis of the propo
model of centers.19 The binding energies for Cu2 and Cu3
are, respectively, 1.98 and 2.97 eV,1 while the binding en-
ergy of the dynamically equilibrium center can be taken
the average of these values, which is 2.475 eV. The affin
of Cu2

1 can be estimated, by analogy with the same quan
for Ag2

1 ,19 as 1.5Ea (Cu0), which is 1.845 eV. The binding
energy of a Cu3 center in a dynamically dissociated state c
be estimated as the average of 1.845 and 2.97 eV, i.e.,
eV. We note that the average of 2.97 and 1.23 eV4 is 2.1 eV,
so that Cun on a CuCl surface can be regarded as a supe
sition of interacting Cu3 centers, which satisfies the model
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phase separation of the solid solution CuCl~Cu!.20

An increase ofDD under irradiation is accompanied b
a decrease of the intensity and an increase of the half-w
of the 3.2–3.21 eV band, associated with excitonic abso
tion in CuCl,2,7,10,11as well as by a shift of the band max
mum to 3.24–3.25 eV. AsDD relaxes, the spectral chara
teristics of the indicated band are restored. Howev
incomplete relaxation ofDD in the spectral region of the
Cun band and the associated incomplete restoration of
spectral characteristics of the 3.2 eV band are observed
number of cases. Similar changes for this band have b
observed in CuCl–CdCl2 films.21 The possibility of relax-
ation ofDD presupposes that a thin layer of CuCl nanocr
tals near PBs participates in the photoinduced solid-ph
reaction. In this connection the short-wavelength shift of
3.2 eV band could be due to an increase in the influenc
the structure of the substrate with a cuprous oxide ph
formed12 and a change in the relative copper–halog
concentration.3

To determine more accurately the role of the ion stage
the mechanism of photochromism, curves of the photo
duced charge currents and of the dark discharge of a cap
tor cell with FKhS-7 samples were obtained. The nearly
ponential character of the current curves is similar to
curves of the kinetics of the growth and relaxation ofDD.2

This indicates ion diffusion and corresponds to a solid-ph
chemical reaction. At the same time the photocurrent cur
obtained in a differential detection regime22 in a number of
successive traces~irradiation–dark relaxation! show oscilla-
tions against the background of a slow current componen
the opinion of one of the authors of Ref. 22 this correspo
to Coulomb separation of charged particles and an assoc

FIG. 3. Comparative spectra of dark relaxation of photoinduced absorp
The spectra were recorded with the sample heated from 255 to 280 K~A!:
dashed curves — individual sections of the spectrum which were obta
with repeated irradiation–relaxation cycles. Sectral variations of the ph
induced absorption for the FKhS-7 sample with a weak light-yellow co
~B!. All spectra were recorded with respect to the unirradiated samples
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compensatory motion of the charge carriers. Such a pro
is possible only on a free CuCl surface and correspond
segregation of Cun particles as a result of their resonan
excitation and ionization. In the model of photochromism
a reversible solid-phase reaction the formation of Cun on a
free CuCl surface is a consequence of an increase in
concentration of mobile copper (Cu1) and its Coulomb dis-
placement away from the PBs~CuCl–matrix! as a result of
an increase in the concentration ofh1 centers as well as
mobile Na1 ions.23 Conversely, in the process of therm
synthesis of the phase Cu2O at 300–350 °C in the near
surface region of CuCl the binding of mobile Cu1 from
CuCl will increase the Na1 concentration in CuCl~segrega-
tion of impurities into a melt zone!. As a result of the rela-
tively high dissociation energy of cuprous oxide and the
sence of a weakly bound or free oxygen, low-ener
excitation of the heterosystem CuCl~NA!–Cu2O does not
lead to reduction of cuprous oxide. The possibility of res
ration of photochromic processes after the yellow-colo
samples are heated at 450–500 °C means that the sy
CuCl–Cu2O–alkali oxides is glass-forming. This follow
from, among other things, the synthesis of ion-select
glasses with a high percentage of CuHal or Cu2O.

It follows on this basis that in FKhS-7 glass a heteros
tem treated in photomaterials as a substrate-ion-selective
itaxy structure,13,18,22 where the epitaxy together with PB
are regions of accumulation of photoinduced and mob
centers, exhibits photochromic properties. In Ref. 13 it
shown that depending on the conditions at the PBs and
chemical composition of the constituents of the heterosys
the same substance can act as a substrate or as epitax
this connection, considering the polymorphism of CuH
~specifically, accompanying a change in a copper–halo
ratio3!, the reversibility of the solid-phase photochemical r
action, as well as the constancy of the copper–oxygen r
in the region of the easy-melting phase around CuCl, Cu2O
can be assumed to be polymorphic.24 The change in the slope
of the temperature dependence of the electrical conducti
of Cu2O films at 350 °C~Ref. 25! can also be regarded as a
indication of structural changes, for example, transfer
some cations into interstices and formation of a Cu3O2(Cu2)
structure as an intermediate phase between Cu2O and CuO.

A sharp decrease inDD in the temperature range 250
290 °C was observed in Ref. 26.

Here it is worthwhile noting that after FKhS-7 is heate
at 300 °C a light-yellow coloration withDD characteristic
for yellow Cu2O is observed. In the case of a structural pha
transition in a CuCl nanocrystal, which is possible in t
indicated temperature range, a long-wavelength shift of
absorption edge and an increase ofDD are most likely.3 The
thermally induced decrease ofDD is most likely due to the
removal of intrinsic impurities or dopants from CuCl in th
case of amorphization or a structural phase transition in
substrate material.27 The reversible restoration of the tem
perature dependence of the increase inDD, starting at
300 °C~Ref. 26! supports a structural phase transition, whe
the concentration of cationic vacancies increases with
symmetry of the crystal lattice~principle of an ion-selective
electrode!. In this connection we examined the tem
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perature dependence of the spectral variations of a ye
film of cuprous oxide on a glass surface with an electrica
conducting SnO2-based coating obtained by cathode depo
tion in an electrochemical cell; this system can be viewed
a model system for the Cu2O phase in FKhS-7. It was show
that a decrease of absorption in the region 2.75–3.1 eV a
proportional increase of absorption in the region 1.9–2
eV are observed in the same temperature range. T
changes are reversible under oxygen deficiency conditio

In summary, photo- or thermally-induced displaceme
of the equilibrium and a change in the direction of the sol
phase chemical reaction are possible in the heterosys
CuCl–Cu2O—matrix as a result of the polymorphism o
both compounds.

We are sincerely grateful to V. A. Tsekhomski� and
A. A. Kuleshov for valuable discussions and assistance.

1Yu. I. Petrov,The Physics of Small Particles@in Russian#, 1982, 389 pp.
2A. L. Ashkalunin, P. M. Valov, V. I. Le�man, and V. A. Tsekhomski�, Fiz.
Khim. Stekla10, 325 ~1995!.

3V. A. Voll, Zh. Tekh. Fiz. 65~10!, 191 ~1995! @Tech. Phys.40, 1080
~1995!#.

4A. I. Efimov ~ed.!, The Properties of Inorganic Compounds@in Russian#
Khimiya, Moscow~1983!, 390 pp.

5I. Kotsik, I. Nebrzhenski�, and I. Fanderlik,The Coloration of Glass
@Stro�izdat, Moscow~1983!, 211 pp.#.

6D. G. Galimov, A. M. Guba�dullina, and A. I. Ne�ch, Fiz. Khim. Stekla
13, 50 ~1987!.

7L. B. Glebov, N. V. Nikonorov, and G. T. Petrovski�, Dokl. Akad. Nauk
SSSR280, 1110~1985! @Sov. Phys. Dokl.30, 147 ~1985!#.

8V. M. Marchenko, Fiz. Khim. Stekla21, 359 ~1995!.
9L. V. Gracheva and V. A. Tsekhomski�, Opt. Mekh. Promst.,44~9!, 29
~1977! @Sov. J. Opt. Technol.44, 540 ~1977!.

10V. I. Vasil’ev, Candidate’s Dissertation@in Russian#, St. Petersburg
~1996!, 155 pp.
w
y
i-
s

a
3
se
.
t
-
m

11A. A. Oshchenko, Candidate’s Dissertation@in Russian#, Leningrad
~1989!, 128 pp.

12A. L. Kartuzhanski�, L. K. Kudryashova, V. A. Reznikovet al., Opt.
Spektrosk.69, 1323~1990! @Opt. Spectrosc.69, 784 ~1990!#.

13V. A. Voll, A. V. Barmasov, and A. V. Struts, Neorg. Mater.30, 841
~1994!.

14E. F. Gross, Chang Kuang-yin, and L. E. Solov’ev, Dokl. Akad. Na
SSSR146, 577 ~1962! @Sov. Phys. Dokl.7, 821 ~1963!#.

15E. E. Podorova and V. A. Tsekhomski�, Fiz. Khim. Stekla16, 555~1990!.
16V. V. Golubkov and A. A. Onushchenko, Fiz. Khim. Stekla23, 389

~1997!.
17V. B. Aleskovski�, The Chemistry of Supermolecular Compounds@in Rus-

sian#, St. Petersburg University~1996!, 253 pp.
18A. V. Barmasov and V. A. Reznikov, ‘‘Crystallization in the solid phase

Dep. VINITI No. 6859-V89@in Russian#, All-Union Institute for Scientific
and Technical Information, Moscow~1989!, 29 pp.

19V. A. Voll, Fiz. Tekh. Poluprovodn.29, 2071~1995! @Semiconductors29,
1081 ~1995!#.

20V. V. Slezov and V. V. Sagalovich, Usp. Fiz. Nauk151, 67 ~1987! @Sov.
Phys. Usp.30, 23 ~1987!#.

21O. N. Yunakova, V. K. Miloslavski�, and Bayarma Guan-Adzhavan, Zh
Nauchn. Prikl. Fotogr. Kinematogr.35~5!, 369 ~1990!.

22V. A. Voll and O. A. Trofimov, Zh. Fiz. Khim.2, 323 ~1996!.
23V. V. Golubkov and V. A. Tsekhomski�, Fiz. Khim. Stekla12, 206

~1986!.
24K. Sugasaka, A. Fujii, S. Kato, and D. Mijuguti, RZhKhim., No. 5B78

~1970!.
25R. E. Krzhizhanovski� and Z. Yu. Shtern,The Thermophysical Properties

of Nonmetallic Materials @in Russian#, Énergiya, Leningrad~1973!,
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Propagation of a monochromatic electromagnetic plane wave in a medium with
nonsimple motion
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An exact analytical solution is obtained for the trajectory of the wave vector of a monochromatic
electromagnetic plane wave in a medium with nonsimple motion. It is shown that the
spatial dragging of the electromagnetic wave by the moving medium can be described correctly
in the general case only if relativistic terms of orderb2 are taken into account. ©1999
American Institute of Physics.@S1063-7842~99!01705-5#
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INTRODUCTION

The solution of the dispersion relation for the propag
tion of a monochromatic electromagnetic plane wave in
moving medium reduces to finding the wave vectork2 of the
electromagnetic wave in the medium. For propagation
electromagnetic radiation in a medium with nonsimple m
tion it is necessary to obtain a solution for each local reg
along the entire propagation trajectory of the wave, since
wave vector at each point of the trajectory depends on
velocity vectoru2 of the medium.1

This dependence is a consequence of the fact that
Fizeau effect is a particular case of the spatial dragging
the light by a moving medium2 and can be investigated ex
perimentally. For example, in experiments on laser rang
of a space vehicle~SV! it was found that the Fizeau effec
has an appreciable influence on the direction of the la
beam passing through a moving quartz reflector.3,4 Since the
effect should appear in interferometric measurements
comparatively low velocities of the propagation medium
the electromagnetic wave, it should affect the results o
wide class of experiments.

The investigation of this phenomenon is also of inter
from a different standpoint, since it can be viewed as a p
cise test of the electrodynamics of moving media in wh
the interaction of an electromagnetic wave with the mov
matter can be analyzed on an atomic scale on the bas
macroscopic observations. For this reason there natu
arises the problem of finding analytical equations describ
the trajectory of the wave vector in a medium with no
simple ~nonrectilinear! motion.

We note that in the literature the description of the eff
of the motion of the medium on the propagation of elect
magnetic radiation is ordinarily limited to approximate ca
culations. This is admissible in calculations of the Fize
effect, which can be described quite accurately taking i
account only the first-order relativistic terms. However, t
simplification is unacceptable for subtle phenomenon suc
the curvature of the trajectory of an electromagnetic wa
whose magnitude is determined by second-order relativ
terms.
5661063-7842/99/44(5)/4/$15.00
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FORMULATION OF THE PROBLEM

Let us consider an inertial coordinate system in which
medium with permittivity«1 and magnetic permeabilitym1

is at rest in the half spaceZ,0 and a medium with«2 and
m2 , which are measured in its own coordinate syste
moves with arbitrary velocityu2 in the half spaceZ.0. A
tangential discontinuity of the velocity exists at the interfa
between the media. We assume that the velocity field is c
stant along theY axis.

Neglecting the dispersion of the moving medium a
taking «1m151 the wave vectork2 in the second medium
can be expressed as5

k2x5
v0

c
sinq0 , ~1a!

k2z5
v0

c

1

12k2
2b2zg2

2 $2k2b2zg2
2~12b2x sinq0!

6~cos2q0~12k2
2b2zg2

2!1k2g2
2~12b2xsinq0!2!1/2%,

~1b!

where g2
22512(b2z

2 1b2x
2 ), k25«2m221, b2x5u2x /c,

b2z5u2z /c, u2 is the velocity vector of the second medium
q0 is the angle of incidence of the electromagnetic wave
the interface of the two media,v0 is the angular frequency o
the electromagnetic wave,c is the speed of light in vacuum
and the sign is chosen so that the wave propagates a
from the interface between the two media.

The form of the expression fork2z imposes a restriction
on the functionb2(x,z) for which analytical solutions of the
equation of the trajectory of the wave vector in the mediu
exist.

Using the function~1b! in searching for a solution of the
form z5 f (x) leads to an implicit integral equatio
z5*0

xmax(x,z)f(x,z)dx, which does not have an analytical sol
tion in the general case.6 However, there is an analytically
solvable case where the spatial character of the draggin
the light is most naturally manifested.

Let the velocityu2 be a function of the coordinatesx and
z of the form
© 1999 American Institute of Physics
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b2
25

v2

c2
~R02z!21

v2

c2
x2, ~2!

which corresponds to rotation with angular velocityv rela-
tive to the center (0,R0). This function determines the pa
rametersu2x5v(R02z) and u2z5vx as functions of the
independent coordinates. The function~2! with both compo-
nents requires the use of numerical methods, which was d
in Ref. 2, since analytical methods lead to computatio
errors, due to the dropping of terms in the series expans
and so on, that are larger than the effect under investiga

On the other hand the tangential component of the
locity of the medium influences the spatial character of
dragging of the light~the curvature of the trajectory of th
wave vector!. For this reason this is the most interesting ca
for studying the spatial dragging of light by a moving m
dium.

Let only a tangential componentb2x be present in the
moving medium andb2z 50. This corresponds to a she
flow with velocity varying linearly with distance from th
boundary. Then the angle of refractionq2 can be written as

tan2 q2~z!5S k2x

k2z
D 2

5
a2~12bx

2~z!!

g2~12bx
2~z!!1~n2

221!~12abx~z!!2
,

~3!

where a5sinq0, g5cosq0, n25A«2m2, and bx(z)
5u2x(z)/c.

The wave vectork052p/l0 of the incident electromag
netic wave satisfies the relationk0@1/R0 , which makes it
possible to use the solution of the wave equation for an e
tromagnetic plane wave undergoing a tangential velocity
continuity at the interface between the media4 for each local
region of the medium.

We shall be interested in the equation describing
trajectory of k2 , i.e., the analytical dependencex5 f (z).
Evidently, thedifference relation

Dxi5tanq2~zi !Dzi ,

where Dxi5xi2xi 21 , Dzi5zi2zi 21 , zi5( j 51
i Dzj , and

xi5( j 51
i Dxj , holds for each local region of the medium.

Then a relation between the instantaneous coordin
can be obtained by summing and switching to an integra
the limit Dzi→0

x5E
0

z

tanq2~z!dz. ~4!

A characteristic feature of this expression is that the li
its can be set arbitrarily, but we do not have precise inf
mation about the point where the trajectory intersects,
example, a prescribed cylindrical surface of radiusR0 .
Therefore, generally speaking, the upper limit of the integ
is variable. We also note that the expression for the angl
refraction is exact and contains quadratic terms. This is
fundamental significance for studying the spatial dragging
light by a moving medium.
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ANALYTICAL SOLUTION OF THE EQUATION FOR THE
TRAJECTORY OF THE WAVE VECTOR OF AN
ELECTROMAGNETIC WAVE

We shall seek the solution of Eq.~4! in a general form.
For this, we substitute expression~3! and switch to the new
variablebx . After transformations we obtain

x5tE
b1

b2~bx21!dbx

AG4~bx!
, ~5!

where

t5
c

v

a

A12n2
2a2

,

G4~bx!5~a2bx!~b2bx!~bx2c!~bx2d!,

bx1,25
a~12n2

2!6g2n2

12n2
2a2

,

a5bx1 , b52c51, d5bx2 .

The expression contains the root of a quartic polynom
and it can be shown that Eq.~5! can be represented as
composition of elliptic integrals. The integration limits a
determined from the expression forb2x(z) for the initial and
final coordinatesz1 and z2 of the trajectory of the wave
vector. We introduce the notation

JS5E dbx

~bx21!SAG4~bx!
. ~6!

Then the coordinatex can be expressed as

x5t~J2222J21!ub1

b2. ~7!

In order to reduceJ22 to tabulated integrals, its orde
must be increased. Let us expandG4(bx) in powers of
(bx21)

G4~bx!5b0~bx21!41b1~bx21!3

1b2~bx21!21b3~bx21!1b4 ,

where

b051, b1542~bx11bx2!,

b2551bxbx223~bx11bx2!,

b352~11bx1bx22~bx11bx2!!,

andb450. Integrating the first derivative of the product

AG4~bx!~bx21!2S,

we obtain a recurrence relation that makes it possible
lower the order of the elliptic integral

b0~22S!JS231
b1

2
~322S!JS221b2~12S!JS21

1
b3

2
~122S!JS2b4SJS115AG4~bx!~bx21!2S,

S51,2,3, . . . . ~8!
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Using Eq.~8! with S51 andb450 we obtain an expres
sion for J22

J225
1

2b0
S 2AG4~bx!

bx21
2b1J211b3J1D . ~9!

Substituting expression~9! into Eq. ~7!, the expression
for x becomes

x5
t

2b0
S 2AG4~bx!

bx21
1b3J11~4b02b1!J21D U

b1

b2

. ~10!

We note thata.b>bx.c.d, and we introduce the
notations

I 15E
c

bx bxdbx

AG4~bx!
, I 25E

c

bx dbx

AG4~bx!
, I 352J1uc

bx .

Then Eq.~10! can be expressed in terms of tabulat
integrals

x5
t

2b0
S 2AG4~bx!

bx21
2b3I 31~4b02b1!~ I 12I 2! D U

b1

b2

,

I 152g@~c2d!P~w,n1 ,k!1dF~w,k!#,

I 252gF~w,k!,

I 352gq@~c2d!P~w,n2 ,k!1~12c!F~w,k!#,

g5
1

Aa2c)~b2d!
, q5

1

~12c!~12d!
, ~11!

whereF(w,k) andP(w,ni ,k) are normal elliptic integrals o
the first and third kinds, to which correspond the charac
istics n1 andn2 , the amplitudew, and the modulusk given
by

n15
b2c

b2d
, n25

~b2c!~12d!

~b2d!~12c!
,

w5sin21A~b2d!~bx2c!

~b2c!~bx2d!
, k5A~b2c!~a2d!

~a2c!~b2d!
.

Finally, substituting the coefficientsa, b, c, and d we
obtain

x5tS c1P~w,n2 ,k!2c2P~w,n1 ,k!

2c3F~w,k!2
AG4~bx!

12bx
D U

b1

b2

, ~12!

where

c15
1

t
~11bx2!~12bx1!,

c25
1

t
~11bx2!~bx21bx1!,

c35
1

t
@2~12bx1!1~12bx2!~bx21bx1!#,
r-

t5A~11bx1!~12bx2!.

Comparing the computational results obtained with E
~12!, using tables of elliptic integrals,7 with the results of
direct numerical calculations using Eq.~4! shows that the
accuracy of the analytical calculations depends on the re
lution of the tables of elliptic integrals and that interpolatio
must be used. Nonetheless, the expression obtained is e
and it is desirable to construct more accurate tables of elli
integrals in the parameter range corresponding to the exp
mental data.

It is also evident thatn251 for any d. In this case
P(w,n2 ,k) can be expressed in terms of elliptic integrals
the first and second kinds:

P~w,n251, k!5F~w,k!2sec2 a~E~w,k!2tanwDw!,

Dw5A12k2 sin2 w, k5sina.

The use of this expression decreases the interpola
error because the tables ofF(w,k) andE(w,k) is more ac-
curate.

ESTIMATION OF THE EFFECT OF TERMS OF ORDER b2

Here it is appropriate to raise the question of whether
not terms of orderb2 are needed to describe the thre
dimensional Fizeau effect. Indeed, the electrodynamics
mulas for the longitudinal Fizeau effect are linear in the v
locity of the medium and terms of orderb2 are negligible,
though they are present in the exact solution of the disp
sion relation. However, for the three-dimensional Fizeau
fect, i.e., when a transverse component of dragging of
wave appears, it may be necessary to take account of
terms withb2. To justify this assertion we shall obtain a
expression for the path length of the light beam in a medi
with a chosen law of motion neglectingb2. In the geometric-
optics approximation the path length of the light beam can
written as

S5E
0

z
A11tan2 q2~z!dz, ~13!

where

tan2 q2>
a2

g21~n2
221!~122abx!

. ~38!

Changing to the new variable and performing the tra
formation, we obtain

S52
c

vEb1

b2Aa2bx

b2bx
dbx , ~14!

where

a5
n2

2

2a~n2
221!

, b5
n2

22a2

2a~n2
221!

.

Performing the integral in Eq.~14! gives

S5
c~a2b!

v S 1

2
lnU 11

21 U1 c

c221
D U

1

2

, ~15!
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where

c5Aa2bx

b2bx
, c1,25Aa2bx1,2

b2bx1,2
.

For v50 the length of the trajectory up to intersectio
with the straight linez5R0 can be written asS05R0 /
cosq2, whereq2 can be found from Snell’s law.

Then the difference of the path lengthS, taking account
of only terms of orderb, and the path lengthS0 without
rotation will approximately characterize the magnitude of
Fizeau effect in a moving medium.

Numerical calculations show that the curvature of t
propagation trajectory of an electromagnetic wave in a m
dium with rotation6 is of the same order of smallness as t
error in the calculations performed using Eq.~15!. This con-
firms thatb2 must be taken into account in order to descr
correctly the spatial dragging of electromagnetic radiation
a moving medium.

CONCLUSIONS

The Fizeau effect is usually characterized by the mag
tude of the drift of the phase velocity of the superpositi
field of the excitation and secondary electromagnetic wa
in a moving medium. It is also convenient to use as
characteristic of the longitudinal dragging of the electrom
netic wave the phase difference between the waves w
have passed through the moving medium in opposite di
tions. An additional effect appears in the case of thr
e

-

y

i-

s
e
-
ch
c-
-

dimensional dragging of an electromagnetic wave — the
flection of the trajectory of the wave vector of th
superposition wave in the medium. The analytical so
tions of the equation for the trajectory of the wave vector
a moving medium can be used to describe this phenome

In closing, we note that the solution of Eq.~4! can be
represented as a composition of elliptic integrals not only
the chosen law of motion of the medium. This opens up
possibility of using analytical methods to describe the traj
tory of a wave vector in media with more complicated law
of motion.

This work was performed as part of the Scientific a
Technical Program between Institutions of Higher Educat
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Education in Russia.’’
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Branching of stationary inversion states in a cavity-pumped paramagnetic maser
amplifier

D. N. Makovetski , A. A. Lavrinovich, and N. T. Cherpak

Institute of Radiophysics and Electronics, National Academy of Sciences of Ukraine,
310085 Kharkov, Ukraine
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The nonlinear dynamics in a paramagnetic maser amplifier is investigated experimentally and
theoretically under conditions such that the active medium exerts a sufficiently strong
feedback influence on the pump field to induce population inversion of the spin levels. Branching
of the inversion ratio due to the onset of bistability in the nonlinear microwave cavity of the
pump at a frequency of 150 GHz is observed experimentally. Conditions are determined for the
possible excitation of new nonlinear resonances when the spin system is inverted by a
standing-wave field, and the stability of the resulting stationary nonequilibrium states of the
paramagnet is analyzed. ©1999 American Institute of Physics.@S1063-7842~99!01805-X#
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In recent years the investigation of nonlinear dynami
phenomena in nonequilibrium dissipative laser-type syste
has borne a number of fundamental results associated
the detection of bistability, deterministic chaos, optic
turbulence, and self-organization in stimulated pho
emission.1–3 At this stage, however, there is a growin
awareness of a shortcoming inherent to lasers operatin
the optical range: a high spontaneous emission level, wh
generates essentially irremovable multiplicative noise in
investigated system.4 This feature hinders or renders alt
gether impossible the experimental observation of m
complex deterministic states and motions, which beco
blurred, distorted, and even obliterated by internal quan
noise. On the other hand, there is a class of stimulated e
sion systems, such as masers, which operate in the m
wave range — in particular, paramagnetic masers
amplify electromagnetic signals5,6 and phonon masers, in
cluding hypersound amplifiers and oscillators7,8 — for which
the spontaneous noise level is approximately 15 order
magnitude lower than in lasers~owing to the cubic frequency
dependence of the spontaneous emission intensity!. Conse-
quently, the concepts of optical-range quantum electron
can be exploited to advantage in setting up experiments
microwave dissipative systems, which can be regarded
deterministic under far more general conditions, for exam
in a fine stratification ofphase space or in the vicinity
nonequilibrium phase-transition points.9

The possibility of observing nonlinear processes in m
ser amplifiers was first discussed back in the 1960s,5,10,11but
the nonlinearity parameterBN obtained in the papers wa
equal to the product of the pump transition saturation fac
ZP and the ratior 5t2 /t1 , wheret2 and t1 are the trans-
verse and longitudinal spin relaxation times, respectively
contrast with laser active media, wherer can be of the order
of unity, the paramagnets used in microwave-range quan
amplifiers have typical valuesr 5102621028. This charac-
teristic hinders actual observation of the effects predicted
Refs. 5,10, and 11, because it is difficult to attain satura
5701063-7842/99/44(5)/5/$15.00
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at large values ofZP without overheating the crystal, andBN

must be of the order of unity. On the other hand, experime
on real quantum amplifiers7,12,13have shown that in fact ap
preciable deviations from linearity are already observed
BN!1, indicating the prevalence of a qualitatively differe
nonlinearity mechanism with no need for such deep satu
tion of the spin system (ZP.1062108) as required by the
model in Refs. 5,10, and 11.

A model of resonance saturation of a paramagnet
been proposed,14,15 taking into account the self-interaction o
the saturating field through a system of active centers i
microwave cavity forq1[2tc /t1!1, wheretc is the photon
lifetime in the free microwave cavity. Unlike the olde
model,5,10,11 here the nonlinearity parameter is defined
j[q2j05Qc

(0)/Qm , whereq252tc /t2 , j0 is the renormal-
ized nonlinearity parameter, which does not depend onq2 ,
Qc

(0) is the intrinsic loadedQ of the microwave cavity out-
side magnetic resonance regions, andQm is the magneticQ
of the investigated dissipative system~paramagnet1 micro-
wave cavity! at the pump frequency without saturation of th
spin transitions. In Refs. 14 and 15 it has been found tha
the casej.1 such clearly pronounced nonlinear phenome
as bistability, self-modulation, instability, etc., can occur in
dissipative system of the kind discussed here even
ZP.102102 as a consequence of strong internal feedbac
the microwave cavity. Consequently, the conditions for v
lidity of the nonlinear saturation model14,15 are fully consis-
tent with the true values of the control parameters in ma
amplifiers,5–13 and this fact, in particular, adapts the mod
quite well to the analysis of previously observed nonline
dynamical processes.7,8,12,13

The most intriguing consideration, however, is the po
sibility of the onset of branched dynamical stationary sta
in the maser pump system, which have been predicted by
new model,14,15 but have yet to be observed experimental
Branching of the paramagnetic susceptibility in the pum
transition implies that the ordinary monostable regime
stimulated microwave emission5,6 is transformed into a mul-
© 1999 American Institute of Physics
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tistable regime,1–3,14,15 which can be accompanied by
hysteresis-type dependence of the maser gainG on certain
control parameters, for example, on the pump input po

P̃, the magnetic field detuning of the spin systemDH[H
2H0 relative to the peak of the pump resonance lineH0 ,
etc. The main objective of the present study is to conduc
experimental search for conditions under which such non
ear effects take place in a paramagnetic maser.

The investigations were carried out on a millimete
range maser with an active crystal of andalus
Al2SiO5 :Fe31 ~Ref. 6!, in which additional conditions were
established for efficient self-interaction of the pump fie
through a system of spins precessing in a static magn
field H. The fieldH was oriented along the crystallograph
c axis of the andalusite. Owing to the strong zero-field sp
ting of the spin doublets of the Fe31 ion in andalusite
~116.1 GHz between the first and second doublets
232.2 GHz between the second and third doublets!, at a
pump frequencyVP5143.6 GHz the resonance fieldH
5H0 is only about 5.4 kOe, and the frequency of the amp
fied signal field~used to record the inversion! is, accordingly,
VS543.5 GHz.

Previous estimates15 of the control parameters for such
maser have shown that the threshold for the onset of b
bility in the pump system can be greatly exceeded at liq
helium temperatures if the system operates in the nonlin
microwave cavity regime. In the signal channel, on the ot
hand, it is advisable to maintain a traveling-wave regime
prevent ‘‘intrinsic’’ nonlinearities in the system recordin
the gain of the test fieldVS . To ensure optimal condition
for interaction of the amplified field with the active medium
a finger-array retarding system was employed with a gro
velocity retardation factor as high as 50. Stable operation
the maser in the signal channel was provided by a nonre
rocal element made of aW-type hexaferrite.6

To establish conditions for efficient self-interaction
the pump fieldVP while preserving the traveling-wave re
gime for the recording signal fieldVS , the polarizations of
these fields were set to be mutually perpendicular, an
selective filter was added to the retarding system. The sig
power losses at the selective filter wereLS,0.2 dB, whereas
the pump field underwent essentially total secondary refl
tion from the selective filter with appropriate orientation
the latter. As a result, the maser pump system operated
microwave cavity with a loadedQ factor Qc

(0).200. The
signal and pump channels were decoupled by means
microwave Mach–Zehnder interferometer. There was no
preciable saturation of the Fe31 spin system by the signa
field, so that the experimentally measured gainG was pro-
portional to the inversion ratioK, which qualitatively char-
acterizes the stationary nonequilibrium state of the given
sipative system.

At cryostat temperatures of 2–4.2 K in the pump pow

rangeP̃'0.1– 0.35 W we observed branching of the inve
sion ratio against the background of the total nonmonoto

dependenceK( P̃), which was manifested as hysteresis of t
maser gain during slow scanning of the pump power. Ch
acteristically, when the cryostat temperature was lowe
r
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from 3.3 K to 2 K, not only did the hysteresis loop n
broaden, its even became considerably narrower~Fig. 1!,
clearly revealing the nonthermal origin of the hysteres
Also, since very low pump power scanning rates were u
in our experiments (dP̃/dt,0.1 dB/min), neither ordinary
~lattice-type! nor spin thermodynamic transition process
contributed to the formation of theK( P̃) hysteresis loops in
these experiments.

The scanning of the pump power was interrupted w
test pauses (dP̃/dt50) lasting at least 3 min withG being
continuously recorded both for transmission of the up
branch and for transmission of the lower branch of the h
teresis loop~at each of the working temperaturesT533 K
and 2 K!. The observed gainG remained constant during
such test pauses within the error limits of our measureme
(60.2 dB). The only exception occurred in the very narro
tip partsD P̃ of the hysteresis loops, where delayed switchi
of the inversion branches took place, probably on accoun
the critical slowing down1 in the given dissipative system a
the control parameterP̃(start) approached the bifurcation
value P̃(cr).

In general, the hysteresis processes in devices of the
ser type can be attributed both to transient effects
monostable pump regimes, as observed previously in exp
ments with a ruby (Al2O3 :Cr31) phonon maser,7 and also to
the formation of bistable~multistable! stationary nonequilib-
rium states of such systems, which has been justi
theoretically.14,15 Hysteresis in a monostable system alwa
exhibits transient behavior and, of course, occurs only
certain intervals control parameter scanning rates. For
ample, the hysteresis of the gain of the phonon signal inH
scanning as observed in a ruby phonon maser is assoc
with a very long relaxation time in the electron–nuclear s
tem of Al2O3 :Cr31 ~of the order of 10 s atT51.7 K). For
sufficiently slow scanning of the control parameter the h
teresis loop in a monostable system continuously dege
ates, as has been observed7 for two different configurations
for the monostable pumping of Cr31 ions in ruby.

The behavior of a bistable system differs significant
The more slowly the control parameter is scanned, gener

FIG. 1. Experimental plots of the widthDG of the hysteresis loop as a

function of the pump powerP̃.
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FIG. 2. Typical cross sections of the bifurcation surface in hyperplanes$j0 ,h,w0% for j05128.
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speaking, the more favorable are conditions for the onse
hysteresis1–3 ~provided, of course, that the system is struct
ally stable, and the coexisting branches are not isolated!. The
only requirements are the absence of strong internal n
and not too pronounced fluctuations of the control para
eters, so that the operating point of the system in phase s
does not go beyond the limits of the basin of attraction of
attractor corresponding to the scanned branch. Since
mentioned, spontaneous emission is very weak in ama
the fluctuations of the control parameters are managea
and stationary saturated-transition states are recorded
the variation of a nonsaturating test resonance fieldVS , the
results of our experiments described above can be interpr
unequivocally as bistability of stationary, nonequilibriu
spin states.

Consequently, the previously proposed14,15 model of
saturation of the spin system in a microwave cavity has b
confirmed experimentally, opening the door to a reexami
tion of the issue of the excitation of stationary inversi
states in paramagnetic masers. The most important prob
is the optimum ratio oftc andt2 for the maximization ofK
on the upper branch of the bistable pump system. To ana
this problem, we refer to expressions describing the surf
of saddle–node bifurcations in a maser pump sys
@Eqs. ~5! in Ref. 15#. For convenience we introduce th
q2-independent pump parameterP[P/q2} P̃ and plot the
cross sections of the bifurcation surface in the hyperpla
$j0 ,h,w0%, wherew0[w/q2 ; expressions for the normalize
pump powerP, the normalized magnetic field detuning
of
-
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ted
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the spin systemh, and the normalizedVP-detuning of the
microwave cavity frequency are given in Ref. 15. Figure
shows the main variants of these cross sections~the filled
areas indicate the branching regions of stationary invers
states of the maser in the plane$q2 ,P%, and the heavy hori-
zontal line indicates the identical value ofP5284 for all the
cross sections!. The qualitative difference in these cross se
tions forw0Þ0 and forw050 are clearly evident. In the firs
case, asP increases, the region of multiple-valuedness of
function K(q2) always remains bounded~although not nec-
essarily continuous! in q2 . In contrast, asP increases in the
casew050 ~the lower left cross sectionin Fig. 2!, the usual
q2-hysteresis part of the functionK(q2) rapidly broadens
toward higher values ofq2 , changing into a region semi
bounded inq2 , where we infer from Refs. 14 and 15 that th
upper asymptotically stable branchK3

(w0)(q2) coexists with

the isolated asymptotically stable branchK1
(w0)(q2). In this

case, since]ZP /]P,0, the branchK2
(w0)(q2) is always un-

stable and is a separatrix for the basins of attraction of
attractors Alow

(0) and Ahigh
(0) corresponding to the branche

K1
(w0)(q2) andK3

(w0)(q2).

It can be shown that the branchK3
(w0)(q2) is a continu-

ation of the single-valued functionK (w0)(q2) after the oper-
ating point intersects the bifurcation surface, where n
]K (w50)/]q2.0 over the entire region of variation ofq2 .
This result is fully consistent with the intuitive notion tha
the higher theQ of the pump cavity~i.e., the higher the value
of q2), the larger will be the inversion ratio at a fixed pum
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FIG. 3. Nonlinear resonance of the in
version ratio with respect to the param
eter q2 for j05128, w050.2,
(]VP /]H)H0

(H2H0)t251 for a spin-
system with the maximumK5Kmax52.
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power. It might appear that the lower branch~usually not an
inversion branch! K1

(w0)(q2) could be disregarded by virtu
of its isolation. In reality, the situation is far more comp
cated. For example, with the help of Eq.~6! in Ref. 15 we
find that asq2 increases, the branchK3

(w0)(q2) presses indefi-

nitely close to the separatrixK2
(w0)(q2). Consequently, smal

but finite perturbations drive the system operating point
of the basin of attraction of the attractorAhigh

(0) , taking the
system from the nonequilibrium state to an equilibrium st
~with a negative inversion factor!. In other words, the inver-
sion state formed in the paramagnet for largeq2 as a result of
the in-phase reradiation of the pump field in the microwa
cavity corresponds to a very shallow local minimum of t
potential.1 Conversely, for the same values ofq2 the inver-
sion state corresponding to antiphase reradiation of the p
field is stable even against large perturbations; the pump
ergy is spent not on inversion but in maintaining this abso
tion regime.

Consequently, the inclination to keep increasing theQ of
the microwave cavity with the idea of lowering the pum
power produces the opposite result: collapse of the inver
state due to the inopportune growing proximity ofAhigh

(0) to
the separatrix. Moreover, ‘‘exact tuning of the cavity’’w0

50 per se is an exceptional situation in that the slighte
deviation of the pump source from the natural frequency
the microwave cavity converts the indicated semiboun
region of the cross section of the bifurcation surface int
bounded~possibly discontinuous! region in the direction of
the q2 axis. This situation corresponds to structural instab
ity of the inversion states formed as a result of strict in-ph
reradiation of the pump field at high values of the microwa
cavity Q.

Figure 3 shows graphs ofK(q2) for wÞ0 at various
pump levels for the same set of control parameters. The r
nance character of these curves is clearly visible: The p
t
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magnet acquires a stationary nonequilibrium state, which
tains maximum values and smoothly or discontinuou
decays in a certain interval~or intervals! of q2 . It is evident
from Fig. 3 that this nonlinear resonance is characterized
a single-valued or multiple-valued dependence ofK on q2 ;
in a certain interval ofq2 the inversion state resides ver
close to the separatrix~intermediate branch! and, not only
that, also contains isolated subintervals in which forward a
backward saddle–node bifurcations correspond to the s
pair of branches of the inversion ratio. Consequently,
actual width of the observed resonance in these cases is
stantially smaller than the width determined from the e
points of the intervals in whichK>0.

In summary, we have experimentally observed multip
valued, nonlinear dependences of the inversion ratio of
spin system on the pump power, and we have proposed
interpretation of this phenomenon based on the mode
resonance saturation of the paramagnet in the presenc
self-interaction of the pump field in the microwave cavity14

with the prediction of branching of stationary nonequilibriu
states of the paramagnetic spin system.14,15 Based on an
analysis of theK(q2) curves obtained from the model o
Refs. 14 and 15, we have demonstrated the feasibility
correctly choosing the parameters of the cavity pump sys
so as to obtain stable nonequilibrium states having the m
mum possible inversion ratio.
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Motion of a particle in a static magnetic field and the field of a monochromatic
electromagnetic plane wave
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A solution of the equation of motion of a charged particle in an external electromagnetic field
comprising a superposition of a uniform static magnetic field and the field of a
monochromatic, elliptically polarized electromagnetic plane wave is obtained as the solution of a
Cauchy problem. The resonance case is investigated. An analysis of the resulting solution
is given. © 1999 American Institute of Physics.@S1063-7842~99!01905-4#
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INTRODUCTION

A solution of the equation of motion of a charged pa
ticle in an external field comprising a superposition of a u
form static magnetic field and the field of a monochroma
circularly polarized electromagnetic plane wave has been
tained previously1 as the solution of a Cauchy problem.
this paper we find an analogous solution for a monoch
matic, elliptically polarized electromagnetic plane wave, e
compassing as special cases the above-indicated solution
the solution for a linearly polarized, monochromatic elect
magnetic plane wave.

Apart from its purely academic importance, the proble
is also of practical significance in that the indicated type
wave very accurately matches the electromagnetic field
laser beam used as the basis of operation of such system
the free-electron laser and the undulator.2 The development
of these systems requires a careful analysis of charg
particle motion in the given field configuration.

The actual statement of the problem~the primary elec-
tromagnetic wave is represented in its most general for!,
the correctness of the solution, and the final solution its
expressed as an explicit dependence on the initial data
polarization amplitudes, and a combination of the sign of
particle charge and the degree of polarization of the elec
magnetic wave are such that the solution can be used dire
in practical calculations.

CONDITIONAL NOTATION AND STATEMENT OF THE
PROBLEM

In this paper (x,y,z,ct) are the coordinates of a point i
four-dimensional space. The three-dimensionalV vector in
this space is denoted, as usual, byV, @x,y,z# are the coordi-
nates of this vector,a•b denotes the scalar product of ve
tors, r is the radius vector of a charged particle,r0 is the
radius vector of its initial position,m is the mass of the
particle,« is the kinetic energy of the particle,«0 is its initial
energy,P is the momentum of the particle,P0 is its initial
momentum,v is the velocity of the particle,ueu is the charge
of the particle,c is the speed of light,wW is the scalar po-
tential of the electromagnetic field of the wave,AW andAH

are the vector potentials of the superimposed fields,A0
W is
5751063-7842/99/44(5)/5/$15.00
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the ~complex! amplitude of the electromagnetic field, andn
is the unit vector in the direction of wave propagation. T
wave 4-vector for the electromagnetic field of the wave i

S v

c
,kD , k5

v

c
n,

EW andHW are the electric and magnetic fields of the wav
andH is a uniform static magnetic field~H is the magnitude
of this field!.

The gauge conditions for the electromagnetic field of
wave arewW50 and divAW50,

AW5
1

2
@A0

Wei (kr 2vt1c.c.#

~c.c denotes complex-conjugate terms!.
According to

E52
1

c

]A

]t
, H5curlA,

EW5
1

2
@E0

Wei (kr 2vt)1c.c.#,

where

E0
W5 i

v

c
A0

W, HW5~n3EW!.

Following the standard procedure for taking into accou
the polarization of an electromagnetic wave,3 we write the
amplitude of the wavefield in the form

E0
W5ReE0

W1 i Im E0
W

and define the two real vectors

E0
(1)5ReE0

W cosu1Im E0
W sin u,

E0
(2)5ReE0

W sin u2Im E0
W cosu,

in such a way that

E0
(1)
•E0

(2)50,

for which the angleu must be chosen so that
© 1999 American Institute of Physics
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tan2u5
2~ReE0

W!•~ Im E0
W!

~ReE0
W!22~ Im E0

W!2
.

We now choose a coordinate system with thex axis di-
rected along the vectorE0

(1) , whereupon the vectorE0
(2) is

directed along either the positive or the negativey axis; this
condition is taken into account by introducing the vec
gE0

(2) , whereg561, so thatE0
(2) is directed along the nega

tive y axis for g51 and is directed along the positivey axis
for g521 ~i.e., g is the degree of wave polarization!; the z
axis is in the direction of wave propagation~and in the di-
rection of the uniform static magnetic field!. We introduce
the admissible transformation of coordinatesx85x, y85y,
z85z, j5t2(z/c). In this system~dropping the primes! the
components of the electromagnetic field of the primary
perposition have the form

H5@2gE0
(2) sin ~vj2u!, E0

(1) cos~vj2u!,H#,

E5@E0
(1) cos~vj2u!, gE0

(2) sin ~vj2u!,0#.

To determine the momentumP(t) of the charged particle
in this kind of external field and to subsequently calculate
path r (t) we have the Cauchy problem3

dP

dt
5eE1

e

c
~v3H!,

d«

dt
5eE•v,

P~ t0!5P0 , «~ t0!5«0 . ~1!

The above-introduced coordinate transformation on
set of solutions of problem~1! induces the transformatio
x8(j)5x(t), y8(j)5y(t), z8(j)5z(t), j5t2z(t)c, where

d

dt
5

«2cPz

«

d

dj
.

We sete5geueu, wherege511 for a positively charged
particle, andge521 for a negatively charged particle;

v15
ueuE0

(1)

mc
, v25

ueuE0
(2)

mc
, p5

P

mc
, p05

P0

mc
,

«5
«

mc2
, «05

«0

mc2
, a5«2pz , vh5

ueuH
amc

.

We then have

d

dt
5

a

«

d

dj
,

and problem~1! has the form

dpx

dj
5gev1 cos~vj2u!1gevhpy ,

dpy

dj
5gev2 sin ~vj2u!2gevhpx ,

dpz

dj
5ge

1

a
@pxv1 cos~vj2u!1gpyv2 sin ~vj2u!#,

d«

dj
5ge

1

a
@pxv1 cos~vj2u!1gpyv2 sin ~vj2u!#,
r

-

s

e

p~j0!5p0 , «~j0!5«0 . ~2!

It is evident at once from the third and fourth equatio
of the system~2! that a is an integral of this system, i.e., a
integral of motion, and thereforea5«02p0x . Herep andr
are related by the equation

p5
a

c

dr

dj
. ~3!

Taking Eq.~3! into account, we can write the left side
of the first and second equations of the system~2! in the
form

d

dj Fge

v1

v
sin ~vj2u!1ge

a

c
vhyG ,

2
d

dj Fgge

v2

v
cos~vj2u!1ge

a

c
vhxG ,

and we have two more integrals of motion

Fx5p0x2ge

v1

v
sin ~vj02u!2ge

a

c
vhy0 ,

Fy5p0y1gge

v2

v
cos~vj02u!1ge

a

c
vhx0 .

From these integrals of motion, taking Eq.~3! into ac-
count, we have a system of equations for the determina
of x(j) andy(j):

dx

dj
5ge

c

a

v1

v
sin ~vj2u!1ge

a

c
vhy1

c

a
Fx ,

dy

dj
52gge

c

a

v2

v
cos~vj2u!1ge

a

c
vhx2

c

a
Fy . ~4!

Differentiating the first equation of this system with r
spect toj and taking into account the second equation for
determination ofx(j), we have the linear homogeneous d
ferential equation

d2x

dj2
1vh

2x5
c

a
gevhF S v1

vh
2gge

v2

v D cos~vj2u!1FyG .
~5!

In solving this equation, we need to distinguish fo
cases:uvhuÞuvu, uvhu5uvu, vh50, v50. The last two
cases are treated as special cases of the first. In the firs
cases we have the total integral of Eq.~5!, x(j,C1 ,C2),
whereupon we determiney(j,C1 ,C2) from ~4! and then, us-
ing Eq. ~3!!, find px(C1 ,C2) and py(C1 ,C2). We find
pz(j,C1 ,C2 ,Cx8) (Cx8 is additive! and z(j,C1 ,C2 ,Cz8 ,Cz)
~hereCz is additive! by elementary integration from the thir
equation of the system~2!. Since only three equations ar
independent in the Cauchy problem~2! ~Ref. 4!, from the
initial conditions we have six equations to evaluate the fo
arbitrary constantsC1 , C2 , Cz8 , andCz , but only four of the
six are independent, and we can therefore solve four eq
tions in four unknowns to evaluate the indicated consta
and thus to solve the problem.

In the third case the first two equations in~2! are inde-
pendent, and the system is therefore solved by elemen
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integration without using the integrals of motionFx andFy ;
all six constants of integration are additive and are rea
evaluated from the initial conditions of the Cauchy proble
~2!.

In the fourth case the integration of the equations and
evaluation of the constants are described in detail in the
evant literature~see, e.g, Ref. 4! and will not be given here
It is therefore unnecessary to analyze this solution.

SOLUTION OF THE PROBLEM

The indicated solutions are given below.

Case zvh zÞzvz

x5C11 cosvh~j2j0!1C12 sin vh~j2j0!

1C13 cos~vj2u!1C14,

y5C21 cosvh~j2j0!1C22 sin vh~j2j0!

1C23 sin ~vj2u!1C24,

z5C31 cos @vh~j2j0!2~vj2u!#1C32 cos @vh~j2j0!

1~vj2u!#1C33 sin @~vj2j0!2~vj2u!#

1C34 sin @vh~j2j0!1~vj2u!#1C35 sin 2~vj2u!

1C36~j2j0!1C37,

px5C118 cosvh~j2j0!1C128 sin vh~j2j0!

1C138 sin ~vj2u!,

py5C218 cosvh~j2j0!1C228 sin vh~j2j0!

1C238 cos~vj2u!,

pz5C318 cos @vh~j2j0!2~vj2u!#1C328 cos @vh~j2j0!

1~vj2u!#1C338 sin @vh~j2j0!2~vj2u!#

1C348 sin @vh~j2j0!1~vj2u!#

1C358 cos 2~vj2u!] 1C368 .

Case zvh z5zvz

x5R11~j2j0! sin ~vj2u!1R12 cosv~j2j0!

1R13 sin v~j2j0!1R14,

y5R21~j2j0! cos~vj2u!1R22 cosv~j2j0!

1R23 sin v~j2j0!1R24,

z5R31~j2j0!31R32~j2j0!21R33~j2j0!

1R34~j2j0! cos 2~vj2u!1R35 cos 2v~j2j0!

1R36 sin 2v~j2j0!1R37,

px5R118 ~j2j0! cos~vj2u!1R128 cosv~j2j0!

1R138 sin v~j2j0!,

py5R218 ~j2j0! sin ~vj2u!1R228 cosv~j2j0!

1R238 sin v~j2j0!,
y

e
l-

pz5R318 ~j2j0!21R328 ~j2j0!1R338 ~j2j0! sin 2~vj2u!

1R348 cos 2~vj2u!1R358 sin 2~vj2u!1R368 .

Case vh50

x5W11~j2j0!1W12 cos~vj2u!1W13,

y5W21~j2j0!1W22 cos~vj2u!1W23,

z5W31~j2j0!1W32 sin 2~vj2u!1W33 cos~vj2u!

1W34 sin ~vj2u!1W35,

px5W118 sin ~vj2u!1W128 ,

py5W218 cos~vj2u!1W228 ,

pz5W318 cos 2~vj2u!1W328 cos~vj2u!

1W338 sin ~vj2u!1W328 .

Case v50

x5H11 cosvh~j2j0!1H12 sin vh~j2j0!1H13,

y5H21 cosvh~j2j0!1H22 sin vh~j2j0!1H23,

z5H31~j2j0!1H32,

px5H118 cosvh~j2j0!1H128 sin vh~j2j0!,

py5H218 cosvh~j2j0!1H228 sin vh~j2j0!,

pz5H318 .

In every case we have«(pz2p0z)1«0. The coeffi-
cients, which we call~not altogether correctly! amplitudes,
Ci j , Ci j8 , Ri j , Ri j8 , Wi j , Wi j8 , Hi j , and Hi j8 , are given in
Ref. 5. The numerical values of the subscriptsij are evident
at once from the given solution.

ANALYSIS OF THE SOLUTION

It is evident from the solution itself and from the amp
tude expressions that the motion of a charged particle in
indicated superposition of fields is a fairly complex proce
and in general is not obtained as the simple superpositio
its motions in the electromagnetic field and in the unifo
static magnetic field. Consequently, the analysis of the s
tion ~which clearly reduces to an analysis of the amplitud!
is voluminous if one seeks to take into account all the c
stants on which the amplitudes depend. We shall confine
analysis here to a realm of unquestionable physical inter
the existence of initial and other conditions under which
particle moves in one planex5const ory5const ~without
sacrificing generality, we restrict the discussion to the la
plane! and the asymptotic behavior forv@1.

We say that an expression is zeroth-order if it
O(1/v0) ~i.e., does not depend onv! and that an expressio
is first-order if it isO(1/v1), etc.

Next, from the explicit expressions for the amplitud
we can regard them conditionally as either independen
such that they can be expressed in terms of the latter. In
ensuing discussion we write the values of the amplitude
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special cases only for independent amplitudes, with the
ception of the asymptotic expressions, because in gen
this dependence does not contain the orders of the am
tudes.

We note that circular polarization occurs whenv15v2,
while in the casesuvhuÞuvu and uvhu5uvu the resulting so-
lution is the same as the solution in Ref. 1.

Case zvh zÞzvz

We have nine independent amplitudes in this case.
the particle to move in the planey5const it is necessary tha
Vvvh

50, and it is sufficient to set

p0x5ge

v1

v
sin~vj02u!

andp0y50. It follows at once, therefore, that such motion
impossible for circular polarization in the given situation.
this case we have

C1352ge

c

a

v1

v2
, C145x01ge

c

a

v1

v2
s~vj02u!,

C245y0 , C3552
1

8

c

a2

v1
2

v3
,

C365
c

a
p0z1

1

4

c

a2

v1
2

v2
cos 2~vj02u!,

C375z01
1

8

c

a2

v1
2

v3
sin 2~vj02u!.

All other independent amplitudes are equal to zero.
the indicated asymptotic behavior, to within zeroth order,
have

C115H11, C125H12, C145H13, C215H21,

C225H22, C245C23, C365H31, C375H32,

C118 5H118 , C128 5H128 , C218 5H218 , C228 5H228 ,

C368 5H318 .

All other amplitudes in this approximation are equal
zero, and we thus have motion in a uniform static magn
field. To within first-order terms, ifp0x5p0y , again we
have an oscillatory process with frequencyvh for the spatial
components, but for the moment we have a superposi
of two oscillatory processes with frequenciesv andvh ~cf.
Ref. 1!.

Note that in the low-frequency limit we have an oscill
tory process with frequencyv, which for circular polariza-
tion represents helical motion with the indicated frequenc

Case zvh z5zvz

Here we have 14 independent amplitudes. The nonz
value of R11 makes the motion in this case fundamenta
different from the motion in the first case. However, the n
essary condition for the particle to move in the pla
y5const is in factR1150, i.e., the conditionV250 or v1
x-
ral
li-

or

r
e

ic

n

.

ro

-

5ggev2, from which it necessarily follows that the cas
uv1uÞuv2u be excluded, and we actually have the case
circular polarization. Upon satisfaction of the additional co
ditions p0x5ge(v1 /v)sin(vj02u) and p0y50 we then
have

R1252ge

c

a

v1

v2
cos~vj02u!,

R135ge

c

a

v1

v2
sin ~vj02u!,

R335
c

a
p0z1

1

4

c

a2

v1
2

v2
cos 2~vj02u!,

R3552
1

8

c

a2

v1
2

v2
sin 2~vj02u!,

R128 5ge

v1

v
sin ~vj02u!, R138 5ge

v1

v
cos~vj02u!.

All other independent amplitudes are equal to zero.
It is not necessary to say anything about the asympt

behavior in this case, becausev, which is actually the Lar-
mor frequency, is now commensurate withv i ( i 51, 2). We
can state, however, that to within first-order terms and up
satisfaction of certain conditions, viz.,V250, a very high
longitudinal momentum, and the vanishing of all other ind
pendent amplitudes in this approximation, we have

R125H11, R135H12, R145H13, R225H21,

R235H22, R245H23, R335H31, R375H32,

i.e., the paths of the particle are the same as the paths
uniform static magnetic field. But the same is not true of t
momentum, and oscillations of the electromagnetic wave
superimposed on the motion in a uniform static magne
field.

Case vh50

We have 11 independent amplitudes in this case. For
particle to move in the planey5const it is necessary tha
v250 and, assuming in addition thatp0y50, we see that
the amplitudesW11, W12, W13, andW118 do not change, and
the remaining nonzero independent amplitudes are equa

W235y0 ,

W315
c

a Fp0z2ge

1

a

v1

v
p0x sin ~vj02u!

2
1

4

1

a

v1
2

v2
cos 2~vj02u!1

1

2

v1
2

v2G ,

W3252
1

8

c

a2

v1
2

v3
,
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W355z01ge

c

a2

v1

v2
p0x cos~vj02u!

2
3

8

c

a2

v1
2

v3
sin 2~vj02u!.

Another interesting consideration in this case is the
istence of initial and other conditions such that helical m
tion occurs, specifically:

p0x5ge

v1

v
sin ~vj02u!, p0y52gge

v2

v
cos~vj02u!.

Here the amplitudesW12, W13, W22, W23, W32, W118 ,
and W218 do not change, and the remaining nonzero am
tudes have the form

W315
c

a Fp0z1
1

4

1

a

v1
22v2

2

v2
cos 2~vj02u!G ,

W355z01
1

8

c

a2

v1
22v2

2

v2
sin 2~vj02u!,

i.e., we have pure helical motion only in the case of circu
polarization.

The asymptotic behavior in the zeroth approximation
extremely simple: uniform rectilinear motion. To withi
first-order terms the amplitudesW11, W21, W118 , W128 , W218 ,
and W228 do not change, and the remaining amplitudes w
nonzero values in this approximation have the form

W135x0 , W235y0 ,

W315
c

a Fp0z2ge

1

a

v1

v
p0x sin ~vj02u!

1gge

1

a

v2

v
p0y cos~vj02u!G ,

W355z0 , W328 52gge

1

a

v2

v
p0y ,
-
-

i-

r

s

h

W338 5ge

1

a

v1

v
p0x ,

W348 5p0z2ge

1

a

v1

v
p0x sin ~vj02u!

1gge

1

a

v2

v
p0y cos~vj02u!.

CONCLUSION

The quantitiesVvvh
andV2 are defined in Ref. 5. We

have obtained a solution of the problem in the form of
mensionless complexesp and «, but the transition to mo-
mentum and energy is perfectly obvious from their defi
tions.

To transform back from the variables (x,y,z,cj) to the
variables (x,y,z,ct), it is necessary to solve the nonline
equation

j1
z~j!

c
5t.

Considerations set forth in Ref. 4 show that a soluti
j5j(t,z) of this equation exists and is readily determin
numerically. It is simple to find th is solution in the give
asymptotic representation, since the particle in fact mo
uniformly along thez axis in this case.

In closing, the author wishes to thank A. P. Vorob’ev f
a discussion and for comments.
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Dynamics of an electron beam from a high-current picosecond accelerator
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The dynamics of a high-current (1022104 A) electron beam with energies of 1052106 eV and
picosecond duration (10210 s) at the output of the accelerator tube is investigated. The
slowing of electrons by the residual positive charge on the surface of the tube is found to have a
significant influence in the case of short pulse durations. The distance of the electron beam
from the surface of the tube in vacuum is estimated on the basis of a one-dimensional model. It
is shown that the electron radiation can travel to a distance of several centimeters from the
surface at current densities below 20 A/mm2, whereas at high current densities the beam is trapped
near the surface. ©1999 American Institute of Physics.@S1063-7842~99!02005-X#
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The electron radiation field of a high-current picoseco
accelerator1,2 is formed in a vacuum diode~tube! and exits
through a window transparent to the accelerated electr
The characteristics of the radiation are determined by
load imposed by the cathode–anode unit of the tube on
coaxial long line supplying voltage to the tube. Owing to t
long line, which generally has high resistance (;50V), the
impedance of the cathode–anode gap of the tube is do
nated by the resistive component. Evidence of this condi
is found in the identical profiles of the incident and reflect
pulses in the coaxial line. The resistance of the tube depe
on the one hand, on the area of the emitting surface or
number of emitting centers and, on the other, on the dista
between the cathode and the anode.

In addition to the resistive component, the impedance
the tube can also contain a small capacitive component,
ticularly in the case of the IMAZ-150E´ tube,3 where a gra-
dient shield of relatively large size is used to protect the s
between the cathode holder and the glass against breakd

The electron energy and the beam current can vary o
wide ranges, depending on the ratio between the impeda
of the tube and the wave impedance of the line. For high t
impedances the accelerating voltage can attain extrem
high levels, tending to a value of twice the amplitude of t
pulse traveling in the line. The beam current is not very h
in this case. Conversely, a low impedance of the catho
anode gap corresponds to low electron energies and
currents, ranging up to tens of kiloamperes.

When the tube emits a picosecond (10210s) electron
beam into free space, a special problem encountered is
slowing of electrons by the field of the positive charge
duced on the outer surface of the tube. Depending on
magnitude of this retarding field, the electron radiation c
either be pulled, extending out to several centimeters, o
squeezed toward the anode, in which case the beam
reaches a few millimeters or even a fraction of a millime
from the tube.

It is important to note that the electron slowing effect
not discussed anywhere in the literature on the transpor
electron beams,4–7 because the duration of the electro
5801063-7842/99/44(5)/4/$15.00
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beams is usually greater than 1029 s. For such pulse dura
tions in air or in other media into which the beam is emitte
there is sufficient time for a conductivity to develop, atten
ating the retarding field. At pulse durations of 10210 s or less
the conductivity does not have time to suppress the retard
field, and the slowing effect is appreciable. In this paper
investigate the electron slowing effect for beam output in
vacuum, when suppression ofthe retarding field by cond
tivity does not have to be taken into account. At a later tim
we propose to investigate the output of an electron beam
air with allowance for the conductivity induced in it.

The general relations for the slowing of an electr
beam by a positive charge induced on the anode of the
are best understood in thesimplest model of instantane
emission of a plane layer of electrons with identical veloc
from an infinite plane. It can be shown8,9 that the beam-
squeezing Lorentz force in an axisymmetric, relativistic ele
tron beam of finite transverse dimensions is equal in orde
magnitude to the repulsive force of the space charge~in the
approximationv'c). We can therefore use the approxim
tion of one-dimensional motion of electrons perpendicular
the plane. Moreover, when the electron layer moves t
distance of the order of the beam diameter, the electric fi
between the electron layer and the in-plane positive cha
can be assumed equal to the field in a plane capacitor:

E5q/«0S, ~1!

whereq is the charge of the emitted electrons,S5pr 2 is the
cross section of the electron beam,r is the beam radius, and
«058.854310212F/m is the permittivity of free space.10

The retarding electric field can attain huge values
high-current tubes. For example, if the tube current
I 51 kA and the pulse durationist5100 ps, the emitted
charge isq5131027 C. For a beam of radiusr 54 mm the
field is E52.253108 V/m.

The electron layer is effectively subjected to one-half t
field ~1!.9 The maximum distance of the electrons from t
surface of the tube can be determined from the energy c
servation law without solving the equation of motion of rel
tivistic electrons in a static field,
© 1999 American Institute of Physics



,

te
,

ac

m
e

e

p
ic
u
lse
di
he

e
at

lo

is

o
e

on
a
th
in

f a
act
her

ch
the
the

is-
for

-
12
u-
b-
ve

re

ct
ers
se
ine

of
are
ing
rgy
ss,
ch
hird

d-
dif-
er,

rge,

e

581Tech. Phys. 44 (5), May 1999 Zheltov et al.
L52W/e•E52U/E, ~2!

whereW5e•U is the initial kinetic energy of the electrons
U is the accelerating voltage in the tube, ande51.602
310219C is the charge of an electron;10 at U51 MV the
distance of the electrons from the surface of the tube
;9 mm.

The stopping time of the moving electrons can be de
mined analogously from the momentum conservation law

t5
2p

eE
, ~3!

wherep—the initial electron momentum depends on the
celerating voltage of the tube:

p5mcAS 11
eU

mc2D 2

21, ~4!

m59.109310231kg is the electron mass, andc52.9982
3108 m/s is the speed of light;10 at U51 MV we obtain
t54.2310211s.

It follows from Eqs. ~1!–~3! that the slowing effect is
more pronounced the higher the surface density of the e
ted chargeq/S or, at a fixed pulse duration, the higher th
beam current densityj 5I /S. In the given example we hav
j '20 A/mm2.

A shortcoming of the single-layer model is the assum
tion that electrons are instantaneously emitted with ident
velocities, so that the layer subsequently moves as a
whole without breaking apart. In reality,the electron pu
has a finite duration, and the accelerating voltage, which
tates the initial electron velocity, varies during the life of t
pulse.

In the multilayer model of electron beam slowing th
bell-shaped time dependence of the current is approxim
by the equation

I ~ t !5
1

2
I maxF12cosS p

T
t D G , 0<t<2T, ~5!

whereI max is the amplitude of the current, andT is the pulse
duration at half maximum~FWHM!; the duration of the
pulse at its base is 2T.

The accelerating voltage is approximated by the ana
gous equation

U~ t !5
1

2
UmaxF12cosS p

T
t D G , 0<t<2T, ~6!

whereUmax is the amplitude of the accelerating voltage.
The motion of the beam beyond the limits of the tube

calculated as follows. The base-line pulse duration 2T is
partitioned into a number of identical time subintervals
width Dt i . Usually 10–20 subintervals is sufficient. Th
electrons emitted in each time subinterval in the calculati
are consolidated in a single plane layer. Each layer is
sumed to be emitted instantaneously at the midpoint of
subinterval with a velocity corresponding to the accelerat
voltage at that time. The electric charge of the layer is
is

r-
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it-

-
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qi5E
Dt i

I ~ t !•dt. ~7!

It is readily verified that the total chargeQ contained in
the current pulse is

Q5E
0

2T

I ~ t !•dt5I maxT. ~8!

For each layer there is a corresponding fieldEi produced
by thechargeqi according to Eq.~1!.

The procedure used to calculate the effective fieldEi eff

acting on each layer is more complex than in the case o
single layer, especially when allowance is made for the f
that layers having different velocities overtake each ot
during their motion. Each layer, situated at a distanceXi

from the surface of the tube, is subjected to the total fieldEj

from more-distant layers atXj.Xi , but is not affected by the
fields from less-distant layers atXj,Xi , and is subjected to
half the field from the given layeri and from layers situated
at the same distance as this layerXj5Xi ,

Ei eff5 (
Xj .Xi

Ej1
1

2 (
Xj 5Xi

Ej . ~9!

In each computational time step the position of ea
layer Xi at the end of the step and the momentum of
electrons are determined from the integrals of motion of
electrons in the static fieldEi eff . The field Ei eff is deter-
mined again for a new layer positionXi , and the procedure
of calculatingEi eff , the layer positionXi , and the momenta
is repeated cyclically.

Figures 1a–c show the results of calculations of the d
tances of the electron layers from the surface of the tube
an electron beam of radiusr 54 mm and various tube cur
rents I max. The pulse is assumed to be partitioned into
subintervals, which is sufficient for obtaining correct comp
tational results. The test of sufficiency of the number of su
intervals is considered to be the minimum number abo
which no change is observed in the behavior of theXi(t)
curves, the plane of the figure merely becoming mo
densely filled with theXi(t) curves.

It is evident from Figs. 1a–c that the layers do in fa
overtake each other in the course of their motion. Lay
with the highest initial electron energy, being emitted clo
to t'T and carrying the maximum electric charge, determ
the characteristic distance of the beam from the surface
the tube. Even at the instant of emission these layers
subjected to a substantial retarding field from the preced
electron layers. On the other hand, the layers of lower ene
emitted from the tube during an earlier stage of the proce
when the retarding field is not as strong, move to mu
greater distances, as, for example, in the case of the t
layer (t'50 ps) in all three figures.

In the multilayer electron beam model the outer boun
ary of electron distances from the surface of the tube is
fuse: Different layerstravel to unequal distances. Howev
the highest-energy layers, which carry the maximum cha
traverse approximately identical~within ;20% scatter! dis-
tances. The analytical expression derived for the distancL
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FIG. 1. Distances of layers of the electron beam versus time for an accelerating voltage amplitudeUmax51 MV, a FWHM pulse durationT5120 ps, a beam
radiusr 54 mm, and various characteristic layer distances (t'0.8T) and current amplitudes:~a! L'6 cm, I max50.17 kA; ~b! 4 cm, 0.25 kA;~c! 1 cm, 1 kA.
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of the beam from the surface of the tube on the basis of
single-layer model is valid for these characteristic layers
the charge of the layerq5I maxDt is assumed to be concen
trated in the time intervalDt'2p•r /c, during which light
traverses a path equal to the circumference of the beam

L'«0cr
Umax

I max
. ~10!

As in the calculations based on the multilayer model, E
~10! indicates the occurrence of beam trapping in the tub
sufficiently high currents. For example, for a voltageUmax

51 MV, a beam radiusr 54 mm, and beam currentsI max

51 kA ( j '20 A/mm2) the rangeL is ;1 cm, while for a
e
if

.
at

current amplitudeI max510 kA ( j '200 A/mm2) the range
is L;1 mm, i.e., the beam is trapped near the surface of
tube.

Calculations of the energyD transferred by the electron
beam to an irradiated surface parallel to the anode surfac
the tube at a distanceh from it are equally informative here
We consider two limiting cases. In the first case we assu
that the electrons incidenton the surface no longer imp
electrons following them. Physically this assumption impli
that the electrons in effect slip off of the irradiated surfa
onto the tube, i.e., electrical contact is established betw
the surface and the tube. The results of the calculations
this case are shown in Fig. 2a. The distance from the sur
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FIG. 2. EnergyD transferred by the electron beam to an irradiated surface situated at various distancesh from the surface of the tube versus the curre
amplitudeI max for a nonisolated~a! and an isolated~b! irradiated surface.
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is varied from 1 cm to 3 cm. In the second limiting case
assume that the electrons incident on the surface stay t
and continue to slow down later electrons. Physically t
situation corresponds to a dielectric plate isolated from
tube. The results of the calculations are shown in Fig. 2b

Our estimates of the distance of electron radiation w
energy;1 MeV indicate the significant influence of the r
garding field generated by the positive charge induced on
outer surface of the anode window. If the electron curren
the tube is higher than 1 kA (j 520 A/mm2), the influence is
so strong as to trap the beam close to the surface of the t
The electron radiation does not have a very long range
yond the limits of the tube in this case, and its energy a
distance of a few centimeters is low.

In the interval of beam current amplitudes of a few hu
dred amperes~150–300 A! the influence of the retarding
field is substantially reduced, and the electron radiation h
range of several centimeters. This range of currents can
regarded as optimal for applications involving the irradiati
of external objects.

At low current amplitudes, no more than one or tw
amperes, the influence of the retarding field is negligible,
the electron radiation has a range of several meters.

In closing, we call attention to a limitation of the give
model of electron motion. The basic equation~1! is valid
when the electron layer is situated at distances that do
exceed the transverse dimensions of the beam. A major
re
s
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h
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f

be.
e-
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-

a
be
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ot
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sideration for our discussion is the validity of the model
the investigation of electron beam trapping near the surf
of the tube.

This work has been performed as part of a research
gram under Project No. 510 of the International Scientifi
Technical Center. The underwriting organization is the E
ropean Union.
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Pribory Tekh. Éksp., No. 1, 37~1990!.

3N. G. Pavlovskaya, T. V. Kudryavtseva, S. I. Dron’et al., Pribory Tekh.
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The role of the initial state of adatoms in the formation of the charge composition of a sputtered
particle flow is investigated. Calculations are carried out for alkali metal atoms adsorbed
on a tungsten surface and subjected to mutual dipole–dipole repulsion. It is shown that the escape
probability ~yield! of positive ions diminishes as the surface density of adatoms increases,
an effect that is enhanced when the initial state ofthe adatoms is taken into account. ©1999
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1. A basic question arises in the theory of electron e
change between a sputtered particle and a metal surfac1–3

When a particle leaves the surface of the solid in a cer
charge state, i.e., as an atom or an ion, does it retain that
or does charge transfer takes place, changing an atom in
ion or changing an ion into an atom? Thequestion of
excitation cross section of the atom or ion is ignored he
and it is immaterial from this standpoint what kind of acti
ity ~ion, electron, or neutron bombardment! is responsible for
sputtering. The probability of surface charge transfer is
scribed by the occupation number for aparticle escaping
infinity ^n(`)&, which has the following significance in th
given context: If^n(`)&51,the sputtered particle flow con
sists entirely of atoms, for̂n(`)&50 we have a flow of
singly charged positive ions, and for 0,^n(`)&,1 the flow
contains both atoms and ions. We assume here that only
single-electron orbital is active in charge transfer; this
sumption is admissible when the flow contains only ato
~with zero charge! and ions with charge11. It is customar-
ily assumed that the initial state of the particle can be dis
garded altogether.1–3 The reasoning is as follows. In the ex
pression for the occupation number^n(`)& of a sputtered
particle escaping to infinity:

^n~`!&5^n~0!&expF22E
t0

`

dt8•D~ t8!G
1p21E dv• f ~v,T!U E

t0

`

dt8•~D~ t8!!1/2

3expH 2 i«t82E
t8

`

dt9@ i«* ~ t9!1D~ t9!#J U2

~1!

(^n(0)& is the occupation number of the particle at the tim
of sputteringt0 ; 2D is the quasi-level width resulting from
the finiteness of the electron lifetime on the sputtered p
ticle; «* 5«1L, where« is the position of the level of the
particle escaping to infinity, andL is the quasi-level shift
due to interaction with the metal;f is the Fermi distribution
function; v is the energy variable; and the system of un
5841063-7842/99/44(5)/4/$15.00
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used here is such that\51), the first term, which is the
so-called memory term in that it specifically contains info
mation on the initial occupation number of the particle,
omitted. Indeed, if the particle is assumed to interact with
substrate during a short time intervalt and if, at the same
time, the half-width o f the quasi-level remains approx
mately constant and equal toD0, the first term on the right-
hand side of Eq.~1! has the form

^n~0!&exp~22D0t!. ~2!

Settingt5r i /v, wherer i is the ionic radius andv is the
normal ~to the surface! component of the particle velocity
we find that forD051 eV andv5106 cm/s the first term is
of the order of 10214 and can be omitted. In the opposi
limit, when the particle is assumed to interact with the s
face throughout the entire process, and the width of
quasi-level decreases exponentially with increasing dista
from the surface, i.e.,

D~z!5D0 exp~22gz! ~3!

@z is the distance of the particle from the surface,g
>1 Å21 is a characteristic reciprocal length, andz5v
(t2t0), v5const#, the first term has the form

^n~0!&exp~2D0 /gv ! ~4!

and is of the order of 1027. Consequently, the first term o
Eq. ~1! can be disregarded at velocities of the order
106 cm/s.

However, information on the initial~adsorbed! state of
the particle is contained not only in the first term of Eq.~1!,
but also in the second term, specifically in the quasi-le
shift functionL. As a rule,L is interpreted as a hybridize
shift, which is related to the broadeningD by dispersion
relations. However,L can also be interpreted as the shift
the quasi-level due to other interactions, for example,
interaction of an adatom electron with its image in t
metal4–6 or the dipole–dipole repulsion of adatoms. The la
ter phenomenon is the subject of this paper.

2. It has been shown7 that when ions adsorbed on a met
surface are subjected to dipole–dipole repulsion, the effec
© 1999 American Institute of Physics
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the latter on an individual ion can be described by an eff
tive field that imparts a shiftL0 to the adatom quasi-level:

L05j•Q3/2~12n!, j52e2l 2NML
3/2 A, ~5!

where 2l is the arm of the dipole formed by the charge of t
ion and its image in the metal,NML is the density of adatom
in the monolayer~subscriptML!, Q5N/NML is the relative
density of adatoms~coverage!, e is the positron charge, an
A>9 is a coefficient that depends weakly on the geometry
the adsorbed layer.

We note that the approach developed in Ref. 7 is va
generally speaking, only up to coverages correspondin
the minimum work function of the adsorbed system, beca
it does not take metallization into account~see below!.

The occupation number of an adsorbed adat
n[^n(0)& is determined self-consistently on the basis of
Anderson–Newns Hamiltonian from the equation

n5
1

p
arctan

V1L0

D0
, ~6!

whereV5f2I (f is the work function of the substrate, an
I is the ionization potential of an adsorbed atom!; it is as-
sumed here that not more than one electron can exist a
adatom, i.e., the formation of negative ions is disregarde

If Eq. ~1! is to be used to determine the statistic
weights ~or escape probabilities! of neutrals ~atoms! P0

5^n(`)& and positive ionsP1512^n(`)& in the sputtered
particle flow, it is necessary to specify the dependence of
quasi-level shiftL of an escaping particle on the time o
equivalently, on the distance. As is customary,4–6 we set

L5L0 exp~2lz!, ~7!

where l is a characteristic reciprocal decay length of t
electric potential of the surface lattice of dipoles in the
rection perpendicular to the surface.

3. To analyze the role of the initial state of an adatom
the formation of the charge distribution of sputtered p
ticles, we consider a specific system: alkali metal atoms
sorbed on the~110! surface of tungsten. The initial data an
parameters describing this system are summarized in Tab
The parameterl ~half the dipole arm! in Eq. ~5! is set equal to
half the sum of the ionic and atomic radii of the alkali met
whose values are given in Ref. 8~along with the ionization
potentials of alkali metal atoms!. This definition ofl enables
us in the first approximation to take into account the tran
tion of the almost ionic stateM 1 to the almost atomic stat
M0 as the coverageQ increases. It is also assumed th

TABLE I. Initial data and parameters of the model.

Parameter Li Na K Rb Cs

l, Å 1.13 1.39 1.85 1.99 2.24
d, Å 3.02 3.66 4.53 4.84 5.24
j, eV 12.02 10.21 9.57 9.05 9.07
NML

2131015 cm2 0.91 1.34 2.05 2.34 2.74
Vm , eV 20.14 0.11 0.91 1.07 1.36
D0, eV 2.16 1.47 0.96 0.84 0.72
F, eV 22.4 18.8 16.3 15.4 14.8
-
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NML5d22, where d is set equal to the distance betwe
nearest neighbors in the bulk of the alkali metal. The valu
of d are given in Ref. 9. The work function of the tungste
~110! surface is taken from Ref. 8 and is equal to 5.25 eV.
estimate the quasi-level shift, we use an equation derive
Ref. 10:

D05
5p

zs
Va , ~8!

wherezs is the number of nearest neighbors in the bulk
the substrate (zs58 for tungsten!, andVa is the matrix ele-
ment of interaction of nearest neighbors in the bulk of t
alkali metal; we interpretVa as Harrison’s universal matrix
element Vsss521.32(\2/md2), where m is the electron
mass.11

4. We now determine the charge composition of t
sputtered particle flow. The following consideration must
addressed in this regard. In calculating the occupation n
ber of an atom in the adsorbed state, naturally, the w
function must be interpreted as the work function of t
metal substrate, i.e., in our case the work function for the
~110! surface. But then when a particle leaves the surface
immediately ‘‘senses’’ the work function of the entire a
sorbed system, i.e., the work function of the substrate coa
with a film of the alkali metal. This is the work function tha
must be taken into account in calculating^n(`)& ~Refs. 10
and 12–14!. It has been shown7 that when alkali metals are
adsorbed on a metal substrate,the adsorption-induced ch
in the work function of the substrateDf is

Df52F•Q•~12n!, F54pe2lNML . ~9!

The values ofF are given in Table I. Assuming that th
parameterL in Eq. ~7! is equal to 2g in Eq. ~3! and passing
to the low-velocity limit by a procedure similar to that i
Ref. 1, we obtain the following equations for^n&[^n(`)&:

a) V̄[V1Df.0, ^n&5
c

b
expS 2

V

«0
bD , ~10!

b) V̄[V1Df,0, ^n&512
c

b*
expS V̄

«0
b* D . ~11!

Here

c5D0 /~D0
21L0

2!1/2, b5arctan~D0 /uL0u!,

b* 5p2b, «05gv. ~12!

Equations~10! and ~11! have been derived on the a
sumption thatl52g, which corresponds to an identical de
pendence of both the adatom quasi-level width and
dipole–dipole potential on the coordinatez. In general, the
decay of the dipole lattice potential depends on the cover
Q. Indeed, if the distance between nearest neighbors
submonolayer of adatoms is equal toa ~here Q5d2/a2,
where, as before,d is the distance between nearest neighb
in the monolayer!, the decay of the potential is proportion
to exp(2gz), where g5(2p/a) is the smallest-magnitude
reciprocal lattice vector. The equalityl52g thus goes over
to (p/a)5g. Assuming thatg>1 Å21 ~Ref. 1!, we find that
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the conditionl>2g holds forQ of the order of unity~see
Table I!. However, as we are merely trying to discern t
role of the initial state of the adatoms in the formation of t
charge composition of the sputtered particle flow, cutting
the dipole potential at a distancez of the order of 1 Å does
not qualitatively affect the results of the calculations.

5. It follows from Table I that all the energy paramete
of the model (V,j,D0 ,F) vary smoothly in the sequenc
Li→Cs. We therefore confine the calculations to just
beginning and end members of this sequence. We se«0

equal to 0.5 eV and 1 eV, which correspond to ion velocit
of 7.623106 cm/s and 15.243106 cm/s. The lithium atoms

FIG. 1. Dependence of the adatom occupation numbersn ~solid curves! and
decrement of the work functionDf ~eV! ~dashed curves! on the coverageQ
for Li ~1 ! and Cs~2 !.

FIG. 2. Dependence of the coefficientb on the coverage. The numbering o
the curves is the same as in Fig. 1.
f

e

s

~ions! then have kinetic energies of 105 eV and 420 eV, a
the values for cesium atoms~ions! are 2 keV and 4 keV~we
assumeg51 Å21), respectively. These energies are typic
of sputtering experiments.15 As mentioned, the theory in Ref
7 is valid for coveragesQ<0.5. These are the adatom de
sities investigated in our work. The results of the calculatio
are shown in the figures.

Figure 1 shows the occupation numbers of Li and
adatoms and the corresponding variations of the work fu
tion of the adsorbed system onthe coverageQ. Inasmuch as
the level of a lithium adatom at zero coverage lies below
Fermi level of the substrate (V,0), the occupation numbe
of a solitary lithium adatom is greater than 0.5. AsQ in-
creases, the adatom is depolarized, and its occupation n
ber increases. The quasi-level of a cesium adatom initi
lies below the Fermi level. As the coverage increases,
quasi-level shifts downward and intersects the Fermi leve
the substrate; this trend is manifested in a sharper de
dencen(Q) for Cs than for Li. The slope of then(Q) curve
is also influenced by the narrower width of the cesium qua
level.

Figures 2 and 3 show the coefficientsb and c in Eqs.
~10! and~11! as functions of the coverage. The decrease ib
asQ increases produces an increase in the occupation n
ber ^n&, i.e., the emission of neutralsP0, and a correspond
ing decrease in the ion escape probabilityP1, as reflected in
Figs. 4 and 5. It follows from a comparison of the plots
b(Q) andc(Q) that the ratio (c/b) increases as the coverag
increases. This behavior somewhat offsets the decay
n(Q). For Q50 or ~as is equivalent in this case! when the

FIG. 3. The same as Fig. 2 for the coefficientc.

FIG. 4. Dependence of the yieldP1 of Li1 ions on the coverage:~1 ! «0

50.5 eV; ~2 ! «051 eV.
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initial state of the adatoms is not taken into account, we h
b5b* 5p/2 andc51. Now Eqs.~10! and~11! go over to the
well-known equation~30! of Ref. 1.

The P1(Q) curve is steeper, the lower the ion velocit
For cesiumP1(Q) varies from values close to unity to va
ues close to zero, whereas for lithium it varies approximat
from 0.5 to 0. This difference inP1(Q) for Li and Cs is
associated with a corresponding difference in the position
the quasi-levels relative to the Fermi level of the metal. T
behavior ofP1(Q) is governed mainly by the dependence
the work function on the coverage. Allowance for the init
state leads to certain quantitative corrections~see below!.

Note that Eqs.~10! and~11! are asymptotic and suffer
discontinuity at the coverage determined by the equa
V̄(Q̂)50. The two branches of the functionn(Q)must be
matched at the pointQ̂. Here

n~Q̂ !5
1

2 F11cS 1

b
2

1

b*
D G . ~13!

For cesium we haveQ̂>0.11, which givesn(Q̂)>0.6
andP1>0.4.

Figure 6 shows the dependence of the differenceDP1

[P0
12P1 ~whereP0

1 is the ion escape probability withou
regard for initial state of the adatoms! on the coverage for
cesium. It follows from Fig. 6 that allowance for the initia
state has the effect of lowering the escape probability

FIG. 5. The same as Fig. 4 for Cs1 ions.

FIG. 6. DifferenceDP1 in the yield of Cs1 ions with (P1) and without
(P0

1) allowance for the initial state of the adatoms as a function of
coverage:~1 ! «050.5 eV; ~2 ! «051 eV.
e

ly

of
e
f
l

n

f

alkali metal ions~and increasing the emission of neutrals!,
whereDP1 is greater the higher the velocity of the sputter
ion. For lithium theDP1(Q) curves are similar, but the
differenceDP1>0.01.

The range of adatom densitiesDQ in which the neutral
andion escape probabilities vary significantly is given by
inequality

21,
V1Df

«0
,1, ~14!

i.e.,

DQ[Q12Q25
«0

F F 1

12n~Q1!
2

1

12n~Q2!G . ~15!

Consequently, the initial state of the adatoms is w
determines the width of the range of variationP0(Q) and
P1(Q).

In the present study we have ignored the Coulomb s
of the adatom quasi-level

dV5e2/4l ~16!

due to the image forces. For a lithium coatingdV>3.19 eV,
which takes the quasi-level of the Li adatom from a positi
below the Fermi level of tungsten to a position above it. F
lithium, then, the dependence of the escape probability
positive ions on the coverageP1(Q) is analogous to the
dependence for cesium~Fig. 5!. The Coulomb shift for the
quasi-level of a cesium adatom isdV>1.61 eV, which does
not qualitatively alter the dependenceP1(Q).

In conclusion, we have estimated the role of the init
state in the formation of the charge composition of a flow
sputtered atoms. We have found that allowance for the in
state is important for the adsorption of alkali metals on the
~110! surface at a certain density of adatoms. For cesium,
example, allowance for the initial state lowers the ion esc
probability, on the average, by 15%~Fig. 6!, which is sub-
stantial.

This work has been performed as part of the ‘‘Surfa
Atomic Structures’’ Program.
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VI All-Union Conference on the Physics of High-Temperature Plasmas@in Russian#,
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É. Adam’yan, V. M. Vasilevski�, Krivosheevet al., Abstracts of the VI International
Conference on the Generation of Megagauss Magnetic Fields and Related Experiments@in
Russian#, Sarov ~1996!#% are presented to illustrate the possibility of and to explain the
phenomenon of the acceleration and heating of a conducting medium as it expands
perpendicular to a specified external field. The bulk of this paper is devoted to a description of
experiments where this effect was observed during expansion of a cloud of gas with a
relatively low density formed near a wire as it undergoes an electrical explosion in vacuum. The
experimental data, obtained using additional diagnostics including streak camera
photography and diamagnetic measurements, show that in magnetic fields with an induction of
about 50 T, heating and acceleration of the outer layers of the plasma from the electrical
explosion of a wire in vacuum to velocities of about 20 km/s are observed. A numerical simulation
of the acceleration process is used for interpreting the results. ©1999 American Institute
of Physics.@S1063-7842~99!02205-9#
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1. INITIAL ASSUMPTIONS AND MODEL PROBLEMS

The possibility of accelerating a conducting medium a
heating it intensely in the presence of a rather high axial fi
has been demonstrated before.3,4 The process proceeds a
cording to the following scheme: a conducting mediu
~plasma or liquid conductor! is heated by a current induce
in it as it moves perpendicular to the field. If the field
strong enough, the temperature rise is accompanied b
increased rate of thermal expansion, which, in turn, lead
a rise in the induced current. Under certain conditions,
process has a tendency to build up, despite the oppo
effect of the electromagnetic forces. Here the accelera
and heating of the medium are at the expense of the en
of the external magnetic field. There is some interest in c
firming this effect with some simple models as an examp

The first is a model of a stationary flow of conductin
gas perpendicular to a field. In terms of the model probl
we shall assume that the elements of the medium move a
the x axis at a velocityux(x) while all the characteristic
parameters~densityr, velocity u, pressurep, temperatureT!
are constant in time. Boundary values for these parame
r0 , u0 , p0, and T0, are specified at the pointx50. The
magnetic fieldBy is equal to zero to the left ofx50 and rises
discontinuously toB0 at the boundary of this region an
remains constant beyond it. The stationary flow of a medi
with constant conductivitys is described by the following
system of magnetohydrodynamics equations:
5881063-7842/99/44(5)/7/$15.00
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d

dx
~ru!50, ~1!

ru
du

dx
52

dp

dx
2dB, ~2!

and

uS dp

dx
2

gp

r

dr

dxD5~g21!
d2

s
, ~3!

whered[dz is the induced current density andg is the adia-
batic exponent.

It may be assumed further that the field strength in Eu
coordinates isEy50, which corresponds to the case of
plasma flow limited by conducting plates short circuited
gether. This implies thatdz /s5(2u3B)z5uB0 or d5su
B0. Equation~1! implies thatru5r0u0. We can then elimi-
nate the density from Eqs.~1!–~3! and reduce them to the
following system of two equations for the dimensionless v
locity U5u/u0 and the dimensionless pressureP5p/p0,
which are functions of the dimensionless coordinatex
5x/x0. The characteristic lengthx0 is defined by the expres
sion x05p0 /B2su0.

The equations for the variablesU andP are

dU

dx
5

U2

P2
QU

g

~4!
© 1999 American Institute of Physics
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and

dP

dx
52

US QU
g21

g
1PD

P2
QU

g

. ~5!

Here the characteristic parameterQ5r0u0
2/p0 shows up.

Numerical calculations for the boundary conditionsP(0)
5U(0)51 show that the form of the solution is determin
by the value of the parameterQ ~Fig. 1!. If the initial veloc-
ity of the medium is less than the adiabatic speed of soun
the boundary~in this caseQ.g!, then the velocity is damped
with increasingx while the pressure rises. The caseQ,g is
more interesting; here the velocity increases with increas
x and reaches a definite value at the boundary, where
denominators on the right of Eqs.~4! and ~5! change sign.
Acceleration takes place over a segment whose length
pends onQ, while the velocity on the boundary of this se
ment equals the local adiabatic speed of sound. These
marks are confirmed by the examples shown in Fig. 1a
Fig. 1b forg55/3. In the first~a!, we have takenQ52.0 and
in the second~b!, Q50.5.

In the most interesting case of a subsonic flow, the
duced currents which develop as the plasma enters the
cause it to be heated and, therefore, lead to the appearan
an additional accelerating force owing to the pressure gr

FIG. 1. Particle velocity and temperature in a plasma flow as it propag
perpendicular to a magnetic field~stationary flow model!:~1! U/U0, ~2!
T/T0.
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ent. For a subsonic flow this force exceeds the drag force
that the velocity increases over a segment whose length
orderx0.

The heating and acceleration of the plasma develop o
a length of orderx0 over a time

t0'
x0

u0
'

r0

B2sQ
. ~6!

To within a factor of 1/Q, t0 is a parameter that is
known in magnetohydrodynamics, the inductive drag tim5

For Q.g the plasma is actually slowed down over a time
ordert0. However, forQ,g the significance of this param
eter changes to the opposite andt0 becomes the time scal
over which the plasma accelerates as it moves across
field. For a copper vapor density on the order of 1 kg/m3,
which corresponds to a density of 1025 m23, accelerating a
plasma with a conductivity of 103 S/m over a time on the
order of 1026 s requires that it expand across a field with
inductance on the order of 102 T. The threshold value of the
inductance is greater for higher densities and low
conductivities.3

These qualitative features of plasma heating in a str
field are confirmed by a series of calculations using the
model of a nonstationary radial magnetohydrodynamic fl
for a hypothetical medium with a fixed conductivity. Th
same computer code was used as in Ref. 3. In the m
problem it was assumed that the plasma cylinder begin
expand in an axial fieldB0 from an initial state characterize
by a radiusr 0, temperatureT0, and densityr0. As noted, the
conductivity was assumed constant. In the calculations in
polated equations of state were used.6 As the series of curves
in Fig. 2a shows, the temperature of the outer layers o
plasma without a field decreases in time owing to adiab
expansion~curve 1!, but for a conductivity of 104 S/m and
r5300 kg/m3, by the time a field with an inductance of 5
is applied, the temperature rises rapidly following a dr
~curve2!. Further increases in the external field lead to mo
rapid heating~curve3 for 10 T, curve4 for 20 T, and curve
5 for 50 T!. There is no heating in a 50 T field at this dens
if the conductivity falls to 43102 S/m ~the corresponding
temperature variation for the outer plasma layers is show
curve1! but heating occurs if, along with a drop in the co
ductivity to this value, the initial density is reduced to
kg/m3. ~The heating process for this case is illustrated
Fig. 2b.! In electrical explosions of wires, the process
more complicated than in these model problems in that
conductivity depends on the temperature and density.

Previous calculations2,3 have shown that plasma heatin
by an induced current and acceleration of the boundary o
take place in fields above 102 T, if the initial heating of the
conductor is determined by a current with a density on
order of 101021011 A/m2. The threshold field can be sub
stantially lower for the low density plasmas which are us
ally formed near a wire as it explodes in a vacuum.

If we assume that the particle temperature resulting fr
breakdown of a gas and its ionization is on the order of 1 e
then this corresponds to a thermal velocity for copper ato
of ;103 m/s. Over a time on the order of 1ms, the cloud of

es
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gas moves a distance of roughly 1 mm, while the concen
tion of particles in this zone is on the order of 1024 m23.7

According to these estimates, for a conductivitys5100 S/m,
we might expect acceleration of the plasma boundary i
field Bz550 T. The experiments described below confi
this hypothesis.

DESCRIPTION OF THE EXPERIMENTAL APPARATUS

In these experiments a copper wire with a diameter
0.2 mm and length of 15 mm was placed in an evacua
glass cylinder1 ~Fig. 3! with an inner diameter of 16 mm
During fabrication, the wire was outgassed for a day a
temperature of 400 °C and a pressure of 0.1 Pa. The cylin
was placed in the cavity of a single-turn solenoid with
replaceable destructible insert. The solenoid was powere
a low inductance capacitor bank with a capacitance of
mF charged to 35 kV. The maximum inductance was 70
The wire was exploded near the peak inductance by
charging an additional capacitor bank. The rise time of
current in the wire to its peak~1 ms! was considerably
shorter than the field rise time~7 ms!. MHD calculations
confirm that under these conditions the longitudinal field c
be regarded as quasistationary from the standpoint of its
fect on the electrical explosion of the wire. The design of
current lead to the cylinder with the exploding wire was
the form of a ‘‘squirrel cage’’ of thin wires in order to elimi
nate any mechanical effect of the longitudinal magnetic fi

FIG. 2. Time dependence of the temperature at the edge of the pla
cylinder as it expands in a longitudinal magnetic field. Initial radiusr 051
mm, T053 eV.
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on the elements of the discharge circuit. The circuit para
etersfor the exploding wire were capacitance 3.75mF, induc-
tance 300 nH, and charging voltage 10 kV.

The current in the wire was measured with a Rogows
loop and the voltage on the exploding wire, with a volta
divider with a compensating inductive component. In ord
to clarify how the longitudinal magnetic field affected th
explosion process, these methods were supplemented by
additional channels: streak camera photography of
plasma light, which made it possible to obtain the rad
distribution of the plasma light of the electrical explosion
all times and diamagnetic signal measurements.

Streak camera photography of the plasma light make
possible to measure the velocity at which the plasma bou
ary expands. Figure 4 shows a sketch of the mutual locat
of the solenoid, exploding wire, and streak camera. The t
gering of the streak camera scan was synchronized with
time of the trigger pulse to the spark gap in the explod
wire circuit.

The electrical conductivity of the plasma for a know
expansion velocity was determined by measuring the d
magnetic signal owing to the magnetic flux squeezed ou
the plasma. The essence of the diamagnetic measureme
clarified in Figs. 5a and 5b. Two windings were located
the surface of the vacuum cylinder containing the explod
wire; one of them~the measurement loop! lay in a plane
passing through the center of the wire and the second~the
compensating loop! lay in the region of the current lead. A
the start of a shot the magnetic field of the external sou
rises over a characteristic time much longer than the time
the field to diffuse into the exploding wire, so that at the tim
ofthe explosion, which occurs near the maximum inBz , the
field inside the diamagnetic loop is essentially uniform alo
the radius. Then, because the compensating loop is inse
with a polarity opposite that of the measurement loop,
signal at the output of the integrator is small. The expand
plasma from the electrical explosion squeezes the magn
flux out of the cross section of the measurement loop
cause of the azimuthal plasma current flow generated by
radial motion of the conducting medium. Estimates sh

ma

FIG. 3. Single turn solenoid with an evacuable cylinder containing a w
inside it.
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that the component of the azimuthal current owing to
nonstationary character of the external field does not ha
significant effect on the explosion process under these
perimental conditions.

2. EXPERIMENTAL RESULTS

Figure 6 shows typical oscilloscope traces of the curr
and voltage in an exploding wire experiment forBz50 and
50 T. For the given circuit parameters the explosion h
practically no effect on the trace of the current through
wire. The effect of the field shows upas a sharp drop in
amplitude of the voltage across the exploding wire, wh
indicates a rise in the plasma conductivity. Pictures of
ploding wires with and without a longitudinal magnetic fie
are shown in Fig. 7.

Figure 8 shows the results of analyzing the streak ca
era pictures of an explosion; the curves represent the
tours of equal blackening of the photographic plate. The p
ture in Fig. 7a corresponds to an explosion in a longitudi
magnetic field and is divided int two distinct zones wi
differing brightnesses. The outer zone is a rapidly expand
low density plasma. The expansion of the plasma is limi
by the walls of the vacuum vessel. The inner zone is m
brighter and expands slowly, almost the same as in an e
trical explosion without a longitudinal magnetic field~Fig.
7b!. Thus, it is clear from a comparison of the streak pho
graphs that for the parameters of the exploding wire circ
in these experiments, electrical explosions in a longitudi
magnetic field differ in having a rapidly expanding, low de
sity plasma shell. This is confirmed by comparing the co
tours of equal blackening in the pictures with and withou

FIG. 4. A sketch showing the locations of the exploding wire, solenoid,
streak image tube:~1! nominal view of the external field solenoid,~2! ex-
ploding wire with current leads,~3! slit diaphragm,~4! electron-optical im-
age tube,~5! photographic film.
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field ~Fig. 8!. The profiles corresponding to densities of 1
and 7%~for the experiment with a field! are also indicated
right on the streak camera pictures.

The distribution of the relative local radiant intensity
the plasma was obtained by processing the photometric s
of the stream camera pictures assuming a cylindrical em
ting region that was transparent with a low density. An an
lytic solution of the Abel equation, i.e., Abel inversion,7 was
used in processing the data:

d

FIG. 5. a: A sketch of the location of the diamagnetic loops on the surf
of an evacuated cylinder containing the exploding wire:~1! exploding wire,
~2! current leads,~3! glass cylinder,~4! measurement loop,~5! compensating
loop. b: Sketch of the summation–integration circuit for measuring the m
netic flux expelled by the plasma of an electrically exploding wire.

FIG. 6. Oscilloscope traces of the currents and voltages during the elec
explosion of a wire with and without a longitudinal magnetic field:~1!
current,~2! voltage forB50, ~3! voltage forB550 T.
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I ~r !5
1

pEr

a dJ~y!

dy

1

Ay22r 2
dy. ~7!

HereJ(y) is the distribution of the film blackening along the
spatial coordinatey; r is the instantaneous radius of the poin
at which the source intensityI (r ) is being determined; and,a
is the outer radius of the plasma column at the given time.
solving Eq.~1! the values ofJ(y) obtained from photometric
scans of the streak camera pictures were approximated
polynomials. The innermost layers, which are obviously n
optically transparent were excluded from the analysis.

The results of this analysis are shown in Fig. 9. Th
show that the expansion velocity of the plasma boundary
close to 20 km/s, which corresponds to a copper ion ene
on the order of 100 eV.

An oscilloscope trace of the diamagnetic signal forBz

550 T is shown in Fig. 10. There one can distinguish
signal proportional to the external magnetic field, which
present in this trace because it has not been completely c
pensated, as well as a signal proportional to the expel
magnetic flux, which stands out easily against the bac
ground of the residual uncompensated signal.

FIG. 8. Curves corresponding to equal blackening of the streak cam
photographic plate:~1! 7, ~2! 20, ~3! 35, ~4!100; Bz550 T ~a!, 0 ~b!.

FIG. 7. Streak camera pictures of electrical explosions of wires in a lon
tudinal magnetic fieldBz550 T ~a! and without a field~b!.
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DATA ANALYSIS

Figure 11 shows the time dependence of the resista
of the wire in some experiments with a field. Over timest1

,t,t2, when the voltage on the wire changes little, the
sistance varies between 0.14 and 0.1V. For comparison, we
note that in an experiment without a field the resistance
time t2 is close to 0.2V. Judging from the streak camer
pictures, the brightly luminous region differs little in sho
with and without a field. We can assume, therefore, that
resistance of the high density region is roughly the same
both shots. The measured resistances of the channel d
because in the shots with a magnetic field the dense pla
region is shunted by the low density region. At timet2, when
the phase transition is completed, the resistance of the o
zone of the discharge is about 0.17V under these assump
tions. Then we can estimate the average conductivity, s
by t2 the plasma fills up the entire cylinder. The conductiv
ties about 400 S/m.

The diamagnetic signal together with the measureme
of the expansion velocity of the plasma can be used to e
mate the plasma conductivity in another way. The simpl
estimate of the conductivity is based on the following co
siderations:DF'DB•pR2, whereDF is the magnetic flux
expelled from the plasma through the time it comes in
contact with the walls andR is the vessel radius. SinceDB

ra

FIG. 9. Radial distribution of the relative local luminous intensity of th
outer region of the plasma obtained by processing streak camera picture
Bz550 T. I is normalized to the intensity of the central region. Timet ~ns!:
50 ~1!, 150 ~2!, 250 ~3!, 350 ~4!, and 450~5!.

i-

FIG. 10. Oscilloscope traces of the diamagnetic signal~1! and longitudinal
magnetic field~2!.
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'iw8m0, wherei w8'usBR is the linear density of the induce
current andu is the expansion speed of the plasma bounda
for B550 T, u520 km/s, andR58 mm, we obtains ap-
prox. 100 S/m. For a more exact estimate ofs we calculated
the diffusion of the magnetic field into a cylindrically ex
panding plasma with a specified conductivity. The diffusi
equation for the magnetic field in cylindrical coordinates,

]Bz

]t
5

]

r ]r S xr
]Bz

]r D2Bz

]~ru !

r ]r
, ~8!

was solved numerically, wherex51/(m0s) is the diffusion
coefficient for the electromagnetic field,s is the electrical
conductivity of the plasma,m0 is the magnetic permeability
of the medium,Bz is the induction of the longitudinal mag
netic field, andu is the plasma expansion velocity. It wa
assumed that the conductivity is constant over the pla
cross section, whileu increases linearly from the axis of th
wire to the boundary, which corresponds to uniform exp
sion of the column. Figure 12 shows the diamagnetic sig
calculated in this way at the time of the maximum plas
radius as a function of the conductivity.

The measured diamagnetic signal corresponds to the
culated value fors'200 S/m. The drop and polarity revers
of the diamagnetic signal after it reaches a maximum can
explained by the stopping of the outer plasma layers w
they collide with the walls of the cylinder, after which the
is a ‘‘dip’’ in the longitudinal magnetic field inside the

FIG. 11. Time variation of the resistance of the exploding wire forB550 T
~1! and 0~2!.

FIG. 12. Calculated diamagnetic signal as a function of the plasma con
tivity for an expansion velocityu520 km/s and radiusr 58 mm of the
plasma boundary.
y,
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al
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plasma. In addition, the plasma may be reflected from
walls, and this may cause pinching of the plasma and tr
ping of flux. Here we have only considered the initial part
the diamagnetic signal corresponding to expansion of
plasma.

In the next stage of the calculations we solved a co
plete system of MHD equations for the radial flow analogo
to that described in Ref. 3 with the temperature and den
dependence of the conductivity taken from Ref. 8. Here
initial values of the density and temperature were varied. T
calculations yielded a diamagnetic signal that differed s
stantially from the measured signal. Thus, we made a se
of calculations with a lower conductivity, which, as in th
calculations with a linear radial dependence of the veloc
was taken to be constant at 2002400 S/m. A similar series of
calculations was done for different values of the initial de
sity and temperature. The calculations showed that for
initial density below;5 kg/m3 and temperature above;3
eV, the plasma enters a regime of acceleration, accompa
by a rise in the temperature of the outer layers to about
eV. The resulting velocity distribution differs greatly from
the linear distribution proposed for preliminary estimates
the plasma conductivity based on the diamagnetic meas
ments. The best agreement with the experimental data
s'400 S/m was obtained for the calculation with an init
density of;1 kg/m3 and an initial temperature;5 eV.

Since radiative losses were neglected in the calculatio
the temperature results are estimates. The most reliable r
of the test calculations is that for all variants of the initi
conditions, a diamagnetic signal close to the measured v
could be obtained only for conductivities on the order
;102 S/m, which corresponds to the estimates based on
resistance of the channel. This estimate is more than an o
of magnitude smaller than conventional tabulated value8

The discrepancy may be an indication that the formulas
the conductivity based on the assumption of thermodyna
equilibrium of the medium are no longer valid at low den
ties, where calculations show that the particle density is
proximately 1022 m23. Since the azimuthal current density
;108 A/m2, for these electron densities their drift velocity
on the order of 105 m/s, which is substantially higher tha
the ion thermal speed. Under these conditions, the assu
tion of a lack of thermodynamic equilibrium and a drop
the conductivity owing to the excitation of chaotic oscill
tions in the plasma appears to be fully justified.

With the above estimates of the conductivity and exp
sion velocity of the boundary of the wire it is easy to calc
late the energy applied to the plasma through heating by
azimuthal current over a time on the order of 1026 s. If the
conductivity is a few times 102 S/m, then this energy is 107

J/m3, while the current density is;108 A/m2. This estimate
confirms the feasibility of using electrical explosions in ve
high fields for plasma heating.

CONCLUSION

1. It has been shown experimentally that a strong ax
magnetic field has a substantial effect on the electrical ex
sion of thin wires in vacuum. Changes in oscilloscope tra

c-
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of the current and voltage across an exploding wire h
been observed when an external longitudinal field is appl

2. Model problems demonstrate the possibility of s
excitation of an azimuthal current and plasma accelera
during thermal expansion in a strong magnetic field. A p
sible buildup of this process has been noticed, where
heating increases with rising azimuthal current, which,
turn, leads to acceleration of the plasma and a further cur
rise. It has been shown that the process has a threshold
acter.

3. The experiments confirmed the possibility of plasm
heating by the induced azimuthal current and the accel
tion of the plasma. A sudden expansion of the relativ
low-density, cylindrical plasma cloud formed during the e
plosion of a wire in a vacuum was observed. It has be
shown that in a 50 T field the velocity of the boundary a
proaches;23104 m/s.

4. Measurements of the expelled magnetic flux co
firmed the existence of an induced azimuthal current wit
density on the order of 108 A/m2 and an expanding plasm
with a conductivity close to 102 S/m.

We thank S. V. Bobashov for useful discussions of th
results.
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The kinetics of polarization switching in ferroelectric crystals is studied using the concept of
fractals. The switching process is found to be multifractal. ©1999 American Institute of Physics.
@S1063-7842~99!02305-3#
th
en
th
ity
tic
th

e

-

h

re

a
fa
ct
a
sy
n
i

t

cs
w

an
si
nd
r-
ts
on
te
fo
n
ri
te
do

c-

er-
law
um

lec-
a

e-
he
th
de-
e-
re
e

p-
he
dis-

to
or-
s in

ory

rm
e

n

In this paper we propose a method for analyzing
kinetics of switching and the shape of the transition curr
in terms of the concept of fractals, which is based on
concept of a space–time metric of fractional dimensional

The most widespread models for analyzing the kine
of polarization reversal currents are based on
Kolmogorov–Avrami ~K–A! statistical theory of
crystallization.1,2 Of these the most rigorous are the mod
theories of Fatuzzo3 and Ishibashi and Takagi.4 In the modi-
fied K-A theories5–9 calculating the switching current re
duces to finding the fraction of the switched volume,Q(t),
out of the total volume of a ferroelectric capacitor. Then t
switching current is given by

i ~ t !52PsA
dQ~ t !

dt
, ~1!

wherePs andA are the spontaneous polarization and the a
of the sample electrode.

These models are based on simplifications of the dom
structure dynamics and they also neglect such important
tors as internal screening, stochastic changes in the diele
properties, the effects of anisotropy and delay of the inter
tions, and the features of the electronic spectrum of the
tem. As a result, agreement with experiment is obtained o
for fractional dimensionalities of the kinetic process and
has not yet been possible to approximate the falling par
the current pulse satisfactorily.

In terms of a number of their dynamic characteristi
ferroelectric crystals behave as fractal systems. It is kno
that polarization reversal takes place through the appear
of a certain number of seeds for domains of the oppo
polarization which subsequently grow in the forward a
lateral directions. According to the Fatuzzo-Mertz-Mille
Weinrach- Hayashi model,10 the end and side displacemen
of the domain walls proceed through wall seed formati
i.e., the development of seeds on the domain walls. La
seeds can be formed on growing steps which develop be
the seeds. The appearance of structures of this type ca
regarded as a sort of intermediate state of the material du
a transition from one polar state to the other. The sys
manifests fractal properties, since lateral growth of the
5951063-7842/99/44(5)/2/$15.00
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main walls is the result of the formation of self-similar stru
tures~seed–steps!.

Note that fractal analysis goes beyond the geometric v
sion. The spatial disorder of a system leads to a power
dependence for the temporal relaxation of nonequilibri
states when memory effects are present. Thus, in a study11 of
the dynamics of prephase states in polydisperse ferroe
trics, it has been shown that the polydispersity index is
function of the fractal dimensionality and that this index d
termines the time evolution of the system. In Ref. 12 t
equations of motion for a domain wall were modified wi
the time derivatives of integral order being replaced by
rivatives of fractional order, so that it was possible to d
scribe features of dielectric permittivity spectrum which a
usually obtained by empirical selection of the relaxation tim
distribution functions.

The physical justification for using the mathematical a
paratus of fractional differential equations for analyzing t
properties of systems with fractal structures has been
cussed elsewhere.13–15In particular, it has been shown13 that
using a fractional time derivative corresponds to taking in
account memory effects in a system. Thus, given the imp
tance of memory effects in polarization-reversal processe
ferroelectrics, we generalize Eq.~1! for the switching current
using a fractional time derivative,

i ~j!5
2PsA

t0

da

dja
Q~j!, ~2!

wherej5t/t0 , t0 is the characteristic switching time,a is
the dynamic fractal dimensionality (0,a<1), and
2PsAQ(j) is the switching charge.

For a51, which corresponds to the absence of mem
effects, Eq.~2! is the same as Eq.~1!.

In the case where the simplest expression of the fo
Q(j)512exp(2j) is used for the time dependence of th
polarization charge, Eq.~2! gives

j ~j!5
1

G~22a!
j12aexp~2j! 1M1~12a;22a;j!, ~3!

where j (j)5 i (j)t0 /(2PsA) is the dimensionless transitio
© 1999 American Institute of Physics
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current,G(a) is the Euler gamma function, and1M1(a;b;z)
is Kummer’s confluent hypergeometric function.16

For a51, Eq. ~3! yields j (j)5exp(2j). This function
does not correspond to the experimental data, and this
the reason for the various modifications of the expression
Q(j) in the K-A theory.4–8 In particular, an expression of th
form Q(j)512exp(2jn) is used, where the parameter cha
acterizes the dimensionality of domain growth. In this ca
satisfactory agreement with the experimental data is obta
for nonintegral values ofn.

The results of a numerical simulation of the transiti
current obtained using Eq.~2! for different dynamic fractal
dimensions are shown in Fig. 1, which also shows so
experimental data from Ref. 5. It can be seen that even w
the simplest approximation,Q(j)512exp(2j), the pro-
posed model can describe the polarization-reversal kine
quantitatively, with the best agreement for a multifractal p
cess. The values vary from 0.3 in the initial stage to 0.9

FIG. 1. The switching currentj (j) in a thin film of KNO3 as a function of
j5t/t0: 1 — experiment at 55 °C,t05185 ns;2–5 — calculated fora
50.3, 0.5, 0.7, and 0.9, respectively.
as
r

-
,

ed

e
th

cs
-
n

the final stage of polarization reversal. The predomin
value of the fractal dimensionality, which was determin
from the ratioDt(a)/T ~whereT is the total duration of the
experiment andDt(a) is the time over which the experimen
tal data for the switching current coincide with the calculat
values for a givena), is a50.6.

The nature of the dynamic fractal dimensiona arises
from the processes involved in formation of the switchi
current. Clarifying the specific mechanisms for formation
a is a separate problem.

In conclusion, we note that the variation in the switchi
charge should also be examined using a fractal appro
which would make it possible to obtain more detailed info
mation on the mechanism for the restructuring of the dom
structure in ferroelectrics.
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Effect of carbon ion bombardment and surface oxidation on the twinning rate
of single-crystal bismuth

O. M. Ostrikov
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A study is made of the change in the dependences of the normal velocity of twinning boundaries
on the magnitude of shear stresses in the twinning planevn5vn(t) in bismuth crystals
owing to ion-cluster doping and oxidation of the irradiated surface. Irradiation was by 25 keV
carbonions at a dose of 1017 ion/cm2. Twinning of the crystals took place under pulsed
loading conditions with pulse durations of 1025– 1024 s and stress amplitudes of (0.2–2.0)3103

g/mm3. Carbon ion bombardment of single-crystal bismuth causes a shift in thevn5vn(t)
curve toward lower stresses. An oxide film slows down the motion of twinning dislocations.
© 1999 American Institute of Physics.@S1063-7842~99!02405-8#
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The effect of doping, tempering, and oxidation of cry
talline bismuth surfaces on their twinning rate has be
studied1 and it was found that these factors produce the sa
changes in thevn5vn(t) curves, specifically, they shif
them toward higher stresses. There is also some intere
studying the effect of ion-cluster doping on the mobility
twinning boundaries, since this form of energy interacti
with crystals can be used for extensive modification of th
mechanical properties,2 including their plastic properties
The physical problem is then to study the effect of structu
changes induced by anion beam in the surface layers on
twinning process in crystals.

The purpose of this paper was to study the effect of
bombardment of single-crystal bismuth by carbon ions
the twinning velocity of the crystals during impulse loadin

EXPERIMENTAL TECHNIQUE

Single crystals of bismuth with sizes of 5310370 mm
were grown by the Bridgman method from a 99.999% p
stock and had an initial density of 105 cm22 basal and 103

cm22 pyramidal dislocations. Prismatic samples with dime
sions of 235310 mm were used in the experiments. One
the side facets of the sample, on which the displacemen
the twinning boundaries was measured after each load p
coincided with the shear plane of the atoms during twinn
and the end surfaces of the samples were faceted by
~111! cleavage plane. The lateral facets of the samples w
chemically polished.3 The methods used for deformation an
for calculating the stresses and pulse duration have been
cussed elsewhere.4

Bismuth was chosen as the test material because pl
deformation of bismuth by twinning is relatively easy com
pared to other materials~Schmid factor 0.48!. In addition,
the melting temperature of bismuth is a relatively lo
273 °C.5

The samples were bombarded with carbon ions beca
carbon dissolves very poorly in bismuth. The tiny solubil
of carbon in bismuth at its melting point is 0.0003 wt
5971063-7842/99/44(5)/2/$15.00
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~0.0052 at. %!.5 This propertyof the binary Bi–C system a
lows us to exclude any effect on the twinning process ow
to chemical compounds formed by interactions of implan
impurity atoms with target atoms and makes modeling
mechanisms for twinning of irradiated crystals significan
easier.

In these experiments single crystals of bismuth w
bombarded by 25 keV carbon ions to a dose of 1017 ion/cm2.
The load pulse duration was 1025– 1024 s and the stress
amplitude was (0.2–2.0)3103 g/mm2.

The expansion velocity of the twins~normal velocityvn)
was calculated by measuring the displacement of the t
boundaries in the shear plane after each load pulse and
suming that the boundaries move uniformly during the tim
the pulse is applied. Here, as a rule, several parallel in
layers of a single crystallographic system developed sim
taneously in the sample. Twinning took place until neighb
ing interlayers collided with one another. The thickness
the interlayers reached 400–500mm by the end of the ex-
periment.

EXPERIMENTAL RESULTS AND DISCUSSION

The results of the measurements are shown in Figur
Each point in the graph is the arithmetic average of meas
ments on several interlayers. A comparison of data sets1–3
shows that carbon ion bombardment of single crystals
bismuth stimulates the mobility of twinning dislocations a
shifts thevn5vn(t) curve toward lower stresses. Oxidatio
of the irradiated surface, on the other hand, slows down
development of the twinning interlayers somewhat, a
shifts thevn5vn(t) curves toward higher stresses than tho
at which twinning occurs in irradiated crystals without a
oxide film.

On a semilogarithmic plot, the experimental points
the vn(t) curves in the figure fit a straight line well, so the
can be approximated by an expression of the type
© 1999 American Institute of Physics
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vn5A exp
gt

kT
, ~1!

whereA is a constant,g is the activation volume, andk and
T are the Boltzmann constant and absolute temperature.

The exponential form of thevn(t) curves indicates tha
a thermally activated mechanism predominates in overc
ing the barriers to twinning dislocations during twin deve
opment. The activation volume found from the slope of t
lnvn(t) curves wasg534a3 for the unirradiated crysta
~where a is the lattice parameter!, and g556a3 for g
548a3 for crystals bombarded with carbon ions without a
with oxide films, respectively.

Two competing processes take place during deforma
of single-crystal bismuth: twinning and slip.

Stimulating one of these processes leads to suppres
of the other. This can be explained in terms of the conse
tion of energy. Let us denotethe energy going into deform
tion of a solid byWd and the energy of slip and twinning b
Wdis andWtv , respectively. Then, we can write

Wd5Wdis1Wtv . ~2!

It is clear from this equation that a reduction inWdis

leads to an increase inWtv and, conversely, an increase
Wdis leads to a reduction inWtv .

FIG. 1. Normal rate of growth of a twinning interlayer as a function
stresses:1 — unirradiated single-crystal bismuth,2 — single-crystal bis-
muth irradiated with carbon ions,3 — irradiated single-crystal bismuth with
an oxide film.
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One factor that suppresses slip may be impurities u
formly distributed in the crystal matrix.6 Thus, twinning of
pure iron by a static load can take place only at redu
temperatures.7,8 Introducing several percent of silicon int
the crystal makes slip so much more difficult that t
samples deform mainly by twinning at room temperature
der static loading.9

In the present experiments the factor inhibiting the d
velopment of slip was the implanted impurity carbon, whi
was localized in the surface layer of the irradiated mater
An oxide film of thickness 100–1000 Å on the side facets
the crystal1 leads to an increase inthe stresses required
attain the same twinning rates as in irradiated samples w
out an oxide film. Since an oxide film cannot have mu
effect on the motion of twinning dislocations inside a cryst
it appears that the effect of a film is to slow down twinnin
dislocations near the surface.

CONCLUSION

A study of twinning in single-crystal bismuth irradiate
by 25 keV carbon ions to a dose of 1017 ion/cm2 and sub-
jected to load pulses of duration 102521024 s with a stress
amplitude of (0.2–2.0)3103 g/mm2 has shown that ion pro
cessing suppresses slip and the activation of twinning in
crystals. Surface oxidation inhibits the movement of tw
ning dislocations.
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The possibility of exciting short-wavelength radiation from a flux of charged nonrelativistic
particles is demonstrated analytically. ©1999 American Institute of Physics.
@S1063-7842~99!02505-2#
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Today, ideas regarding the possibility of exciting sho
wavelength radiation~up to x rays! from fluxes of charged
particles mainly involve fluxes of relativistic particles. In th
paper we show that nonrelativistic particles can efficien
generate short-wavelength radiation. This possibility occ
when charged particles interact with a periodic inhomo
neous medium, especially with crystals. The mechanism c
sidered below is important because it is much easier to cr
nonrelativistic particle fluxes and oscillators than relativis
ones. Furthermore, their density can be much higher an
limited only by the density of solids. The last point is know
to be decisive in creating the conditions for collective
duced radiation.

We shall consider the emission from a
oscillator whose trajectory can be written in the formr5n0

1r0 sinVt in a medium with dielectric constant«5«0

1q cosk•r .
We shall assume that the velocitiesn0 and r0V are

not bounded and do not vary. There are many pap
which deal with the emission from charged particl
and oscillators in media with a periodic inhomogenei
Mostly they consider radiation from relativistic particle
so that the analysis is muchsimpler. Of the pap
which come closest to the case of interest to us be
(l@d, whered is the period of the inhomogeneity! we note
the first paper on parametric Cerenkov radiation1 and some
papers on transition scattering.2,3 In a study of the casel
@d in Ref. 1, an average was taken: a layered inhomo
neous medium was replaced by an effective, in terms of
electrodynamics, anisotropic dielectric. It is easy to sh
that the radiation mechanism of interestto us below will va
ish when this sort of average is taken. In papers on transi
scattering, primary attention has been devoted to the cas
greatest interest, scattering on a motionless charge (M→`),
and to the role of transition radiation in plasma physics. B
sides, these papers did not discuss the radiation from o
lators. These papers contain all the elements required
solving the problem of interest to us. Using the method
scribed in Ref. 2, together with the properties of Bessel fu
tions, some simple, but cumbersome, transformations y
the following expression for the power radiated by an os
lator:
5991063-7842/99/44(5)/3/$15.00
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]t
5S eq

c«0
D 2 1

4p H (
n51

` E d3k

3F uv1udS k22
v1

2

c2
«0D Jn

2~k21–r0!Nk21,v

n
–M k21

n

S k21
2 2

v1
2

c2
«0D

1uv2udS k22
v2

2

c2
«0D Jn

2~k11–r0!Nk11,v

n
–M k11

n

S k11
2 2

v2
2

c2
«0D G

1E d3kuk21•n0udS k22
~k21•n0!2

c2
«0D

3
J0

2~k21•r0!Nk21,v

0
•M k21,v

0

S k21
2 2

v1
2

c2
«0D J , ~1!

where

Mk,v
n 5~v2«0 /c2!•Lk,v

n 2k~k–Lk,v
n !;

Nk61,v
n 5M k61,v

n 2
k

k2
~k–M k61,v

n !; k615k6k;

Lk,v
n 5n01nVr0 /k–r0 .

From Eq.~1!, in particular, it is easy to obtain some o
the standard results. In the following we shall examine t
of the simplest cases where the features of the radiation m
tioned above show up. Let an oscillator be at rest,n050, and
kir0iz. Under these conditions, Eq.~1! yields

]W

]t
5S e2V2

•b'
2

3c D 3q2

2 (
n51

`
n4

m2
Jn

2~m!E
0

p

~sinu!3du,

~2!

whereb'5r 0V/c is the ratio of the velocity of the oscillato
to that of light andm5k•r 0 with k@k.
© 1999 American Institute of Physics
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In Eq. ~2! the first factor ~the factor in parentheses!
equals the dipole radiation power of a nonrelativistic osci
tor in vacuum and each term of the sum describes the ra
tion at the corresponding harmonicn. The dependence of th
radiated power on the harmonic number (n) and the degree
of inhomogeneity (q) is given by the factorG(m,n)5(q
•(n2/m)Jn(m))2.

Using Eq.~2!, let us compare the emission from an o
cillator in vacuum and in a medium.4 For this purpose, Fig. 1
shows the dependence ofG(m,n) on the harmonic numbe
for m5103 andq51023. This figure shows that the radiate
power increases withn and has a maximum forn5m. Note
that, in order to obtain a significant radiated power from
oscillator at harmonic numbern5103, this oscillator must
have an energyg.22 (b.0.999), while for a medium with
a weak periodic inhomogeneity (q51024, «051), the same
power can be produced byan oscillator with energyg
51.0005 (b50.1). As an illustration of the fact that in
vacuum there is essentially no radiation from a nonrelativ
tic oscillator, while if a medium is present~even a very weak
one!, the radiation can be quite substantial, Fig. 2 show
plot of the ratio of the power radiated by an oscillator in
medium (q51026) to the radiated power in vacuum forb
50.1 (m5100). It is clear that even a slight amount of p
riodically inhomogeneous medium (q51026) can make a
fundamental change in the emission spectrum. Furtherm
the intensity of the radiation in the harmonics (v5nV) can
exceed the dipole radiation of the oscillator (v5V). In fact,
with Eq. ~2! it is easy to find that, aslong as the conditio
2•@q•(n2/m)•Jn(m)#2.1 is satisfied, the radiated power
harmonicn exceeds the dipole radiation from the oscillat

FIG. 1.

FIG. 2.
-
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-

n
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in vacuum. Given that the maximum value of the Bes
function is reached for largen at n5m, and using the
asymptotic behavior of the Bessel function forn@1 „Jn(n)
}n21/3

…, this inequality simplifies to (q•n2/3).1/A2.
A high efficiency of ‘‘long wavelength’’ emission (l

5d/b) is characteristic of a nonrelativistic oscillator,but al
of a nonrelativistic charged particle moving at constant
locity (n0) without oscillating (r 050) through a periodically
inhomogeneous medium. For such a particle, the conse
tion laws imply thatv'k–n. As in the case of the emissio
from an oscillator, we shall assume thatk in0iz. In this case,
the general formula~1! yields the following expression fo
the power radiated by the particle:

]W

]t
5S e2v2

•b2

3c D 3q2

4«0
3/2 E0

p

~sinu!3du, ~3!

whereb5n0 /c.
It is clear from this formula that the directional pattern

theradiation from a particle coincides with that from a m
tionless nonrelativistic oscillator. Furthermore, on compar
Eq. ~3! with the formula for the emission from an oscillato
in vacuum,4 it is easy to see that if the quantityn0•q is
substituted for the oscillator velocity in the latter formul
then it transforms to Eq.~3!. Thus, a particle moving uni-
formly at velocity n in a periodically inhomogeneous me
dium radiates as a motionless oscillator in vacuum in
dipole approximation, which oscillates at frequencyv while
its oscillatory velocity isnosc5n0•q.

We now estimate the prospects for this radiation in ter
of the possibility of exciting radiation with a higher fre
quency. The minimum period of the inhomogeneity in a m
dium which can be used is the distance between atoms
solid. It is of the order ofd51028 cm. Noting the inequality
l@d, we can expect electromagnetic radiation with a mi
mum wavelength ofl'1027 cm to be excited. In order to
attain this purpose~radiation at a given wavelength!, we
must keep the equalityv5k•n in mind. Using this equality,
we can find the magnitude of the oscillatory velocity whi
the oscillator must have,b5n/c5l/d, i.e., in our case
b'0.1. If a charged particle becomes an oscillator as a re
of an interaction with an external electromagnetic field w
frequencyV, then in order to attain an oscillatory velocit
b50.1, the nonlinearity parameter of the wav
«5eE/mcv ~where E is the electric field strength in the
external wave!, must equal 0.1.

Therefore, in the ideal limit we can calculate that wh
an electromagnetic wave with a wavelength ofl51024 cm
and a nonlinearity parameter of 0.1 acts on a solid~crystal!,
the solid should emit radiation withl'1027 cm. We can
also calculate that an analogous solution will be found wh
a beam of charged particles with velocityb50.1 is incident
on a solid~crystal!.

Here we have concentrated on the most interesting c
of the excitation of x rays by an oscillator in a periodical
inhomogeneous medium. It is clear, however, that t
mechanism can show up in a considerably wider domain.
example, it can produce a high frequency component of
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emission spectrum from a plasma when periodic inhomo
neities are present within it or near its boundaries.
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A study is made of the propagation of high-power electromagnetic waves in spatially
inhomogeneous plasmas of thin semiconducting elements and films. The effect of surface
recombination and an external magnetic field on the depth of penetration of an ionizing field into
the semiconductor plasma is examined. ©1999 American Institute of Physics.
@S1063-7842~99!02605-7#
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Studies of the effect of the interaction of electromagne
fields with ionized semiconductor plasmas contribute to
development of microwave technology at short waveleng
in particular the creation of measurement and control dev
for high power levels. Studies1,2 have shown that stationar
collisional ionization in semiconductors can be used for
ficient control of the parameters of short-wavelength mic
wave radiation.

In this area, the greatest interest is in studies of the
teraction of strong electromagnetic waves with spatially
homogeneous plasmas in thin~with thicknesses less than th
characteristic diffusion length! semiconducting elements.3,4

In these semiconductors the diffusion of highly energe
carriers from the heating region has a significant effect on
magnitude of the threshold fields and electrodynamic ch
acteristics of a thin semiconducting element.5 For this rea-
son, in thin semiconductors a number of new phenom
have been observed that are associated with the effect o
surface on the carrier distribution within the bulk semico
ductor and, accordingly, on the interaction of strong elec
magnetic fields with thin semiconductors.6 A theoretical and
experimental analysis has been made3 of the skin effect dur-
ing the propagation of short-wavelength ionizing radiation
semiconductor plasmas. In particular, it was found that
penetration depth of an ionizing field in semiconductors
essentially independent of its amplitude at the surface, bu
determined by the physical characteristics of the semic
ducting material. There is considerable interest in studie
the dependence of the penetration depth of strong field
semiconductors on the properties of the surface, in partic
on the surface recombination rate. By analogy with the e
lier work,4,6 one might expect that surface recombination h
a significant effect on the way high-power short-wavelen
microwaves propagate.

In this regard, in this paper we study the dependenc
the penetration depth of an ionizing field into a semicond
tor on the surface recombination rate and the strength o
applied magnetic field.

The system of equations describing the interaction of
ionizing field with a semiconductor in this case has the fo
6021063-7842/99/44(5)/2/$15.00
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E50, D

d2n

dz2
1n in2n rn2n rn050,

n i

n r
5G expH 2S E*

E D 2J , ~1!

where E is the strength of the electromagnetic field in t
semiconductor,vp is the plasma frequency,c is the speed of
light, D is the diffusion coefficient, andn i and n r are the
average ionization and recombination rates.

G andE* , which depend on the properties of a speci
semiconductor and the frequency of the ionizing microwa
field, can be determined experimentally or from kine
theory. For example, for InSb atf 537 GHz, G59.83104

and E* 51.23103 V/cm.6 In solving the coupled system o
Eqs. ~1!, the initial values of the electromagnetic field
strength and carrier concentration at the boundary of a se
conducting element were specified. The semiconducting
was broken up intoN parallel layers in thez plane and the
concentration was assumed constant within each layer, w
the tangential components of the electromagnetic fi
strength were matched at the boundaries of the layers.
calculatedE(z) curves for InSb (n052.831012cm23, T
577 K! are shown in Fig. 1.

The calculations show that surface recombinat
changes the way the electromagnetic wave propagates
this case, because of charge carrier ‘‘depletion’’ in the s
face layer, the ionizing field penetrates considerably m
deeply into the semiconductor plasma~curve1 of Fig. 1!.

Figure 2 shows plots of the penetration depthdHF of an
electromagnetic field into a semiconductor plasma for diff
ent ratesPs of surface recombination.

In this case, as the surface recombination rate increa
the concentration of nonequilibrium carriers near the se
conductor surface decreases, along with the plasma
quency, and this leads to a rise in the depth of penetratio
the ionizing field into the plasma.

As in Ref. 4, here an external magnetic field in a Vo
geometry,B↑↑E'k, makes it possible to reduce the influ
ence of the surface on the propagation of an ionizing wav
a semiconductor plasma~Fig. 2!. The physical nature of this
© 1999 American Institute of Physics



ec
ed
c
fu
fo
n-
ing

ro
th
o-
rn
m
lo

rt-

n.

a,

a,

tio

a:

603Tech. Phys. 44 (5), May 1999 Kosygin et al.
phenomenon is that, with a higher magnetic field the el
trons are ‘‘twisted’’ around the lines of force and the ioniz
plasma is ‘‘squeezed away’’ from the semiconductor surfa
which is equivalent to a reduction of the characteristic dif
sion length in an external magnetic field. Because of this,
a magnetic inductionB.0.2 T, surface recombination esse
tially has no effect on the depth of penetration of an ioniz
field into a semiconductor~curves2–4 of Fig. 2!.

These features of the interaction of high-power elect
magnetic radiation with thin semiconductors, especially
dependence ofvp and the penetration depth of the electr
magnetic field into a semiconductor plasma on the exte
magnetic field, are of fundamental importance for thin se
conductors and should be taken note of during the deve

FIG. 1. Field dependences of the depth of penetration of ionizing radia
into a semiconductor plasma:Ps5106 cm/s ~1!, 0~2!.
-
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-
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ment of control and measurement devices for sho
wavelength microwaves at high power levels.
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Determination of the temperature of the onset of ion transport from the temperature
dependence of the relative change in the ultrasound velocity in the lithium ceramic
Li–Si–Ge–As–S–O

Yu. F. Gorin, O. L. Kobeleva, V. L. Kobelev, N. V. Mel’nikova, Ya. L. Kobelev,
L. Ya. Kobelev, and O. S. Tsyganov

A. M. Gorki Urals State University, 620083 Ekaterinburg, Russia
~Submitted May 19, 1998!
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An ultrasonic method is used to study the onset of ion transport inlithium oxides in a ceramic of
the Li–Si–Ge–As–S–Osystem. The onset temperature for ion transport estimated from the
temperature dependence of the relative change in the propagation speed of ultrasound is the same
as that obtained by other methods, which indicates that the ultrasonic method is applicable
to studies of the onset of ion conductivity inlithium oxide semiconductors. ©1999 American
Institute of Physics.@S1063-7842~99!02705-1#
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An important task in research on new ion semicond
tors is to establish the temperature at which ion transp
becomes significant. The methods used for estimating
onset temperature of ion transport in research on the com
chalcogenides of silver and copper from the temperature
pendences of the electrical conductivity and dielec
permittivity,1,2 from an examination of the electrical condu
tivity in cells with filters, and from nuclear magnetic res
nance ~NMR! determinations of the ion mobility can b
supplemented by other techniques, such as studies of
temperature dependence of the relative change in the ve
ity of ultrasound in these compounds. The feasibility of d
termining the onset temperature for ion transport in sil
and copper chalcogenides by studying the temperature
pendence of the relative change in the ultrasound speed
been demonstrated.3 It has not been clear whether the com
plex chalcogenides of silver and copper are the only mi
ionic semiconductors for which the ultrasound technique
useful for determining the ion transport onset temperatur

This paper is devoted to using the ultrasound techni
for studying the onset of ion transport in lithium oxides.~We
consider a new ceramic which we have synthesized in
Li–Si–Ge–As–S–Osystem as the test material.!

Impedance studies of ceramic Li–Si–Ge–As–S–O at
temperatures of 220–520 K, along with studies of the diel
tric permittivity and of the temperature dependence of
relaxation time of the magnetic moment of Li7 nuclei, have
shown that this compound is a mixed~electronic–ionic!
semiconductor with lithium ion conductivity. The fraction o
ion conductivity is 48% at 300 K and 70% at 450 K.4

The temperature dependences of the conductivity
dielectric permittivity were studied at temperatures of 22
650 K and a frequency of 1.592 kHz, which lies in the fr
quency region where the effect of electrode processes on
characteristics being studied can be neglected.~This region
was determined by analyzing the frequency dependence
the impedance and admittance of this compound.! Figure 1
shows the specific electrical conductivity of the oxide sem
6041063-7842/99/44(5)/2/$15.00
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conductor Li–Si–Ge–As–S–O as afunction of temperature.
An analysis of this dependence showed that the activa
energy at 220–240 K is 1.03 eV and for 240–350 K it is 0.
eV. The change in the activation energy atT'240–250 K,
together with data on the mobility of the Li7 ions ~the spin–
lattice relaxation rate of Li7 ions has been studied4,5 at tem-
peratures of 240–650 K!, are indicative of a change in th
mechanism for conductivity and of the onset of lithium io
conductivity. With the onset of significant ion conductivit
the dielectric permittivity begins to rise rapidly. The range
temperatures corresponding to the onset of the rapid ris
the dielectric permittivity~250–260 K!4 is consistent with
the range of temperatures where the activation ene
changes.

These studies of the acoustic properties of the cera
were carried out by the phase-pulse method using a qu
ultrasonic generator~the frequency of the longitudinal wav
was 5 MHz and that of the transverse wave, 2.5 MHz! as a
source of ultrasound. The temperature dependences o
relative changes in the propagation speeds of longitud
and transverse ultrasound in a Li–Si–Ge–As–S–Osample

FIG. 1. Specific electrical conductivity of Li–Si–Ge–As–S–Ooxide semi-
conductor as a function of temperature.
© 1999 American Institute of Physics
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are shown in Fig. 2. These curves typically have three te
perature intervals where significant changes in the rela
ultrasound speed take place: 215–220, 240–250, and 2
280 K. The changes in the slope of the plots of the relat

FIG. 2. The relative changes in the propagation velocities of longitudina~a!
and transverse~b! ultrasound in a sample of Li–Si–Ge–As–S–O asfunc-
tions of temperature.
-
e
0–
e

change in the ultrasound speed within these temperature
tervals are evidence of structural changes in the crystal
tice at these temperatures which can be interpreted as p
changes. The more rapid fall in the relative change in
sound speed forT.250 K is related to the appearance
free lithium ions. The temperature where the ultrasou
speed changes sharply~Fig. 2b!, 250 K, can be regarded a
the ion transport onset temperature.

The ion transport onset temperature estimated from
temperature dependence of the relative variation in the u
sound propagation speed is, therefore, in agreement with
value obtained by the impedance method~240–250 K!4 and
with an estimate of the ion transport onset temperature
tained from an NMR study of the mobility of the Li7 ions.4,5

These results indicate that the ultrasonic method can
used to study the onset of ion conductivity in oxide ion
semiconductors.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 97-02-16212!.
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Signal amplitude and amplitude spectrum shape of a detector with incomplete charge
transport

N. B. Strokan
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A case is considered in which, unlike the high-energy-resolution regime, the ratio of the size of
the working zone of the detector to the drift displacement length of the charge carriers
cannot be assumed small (!1). This analysis pertains to detectors based on semi-insulating
GaAs~SI GaAs! in the detection of short-range ions. It is assumed that most carrier capture occurs
during the drift of the carriers. The expressions derived for the signal amplitude and the
shape of its spectrum are shown to contain three independent parameters. When these are
determined experimentally, it is possible to find the average field strength and its velocity
of propagation in the structure as functions of the applied voltage, and also to find the carrier
lifetime to capture and the degree of nonuniformity of the capture over the volume of
the working zone of the detector. ©1999 American Institute of Physics.
@S1063-7842~99!02805-6#
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In recent years problems have arisen in high ene
physics which can only be solved with semiconductor det
tors capable of operating in intense radiation fields. In t
regard, detailed studies are being made of the radiation h
ness of detectors based on high resistance silicon, the t
nology of which is well developed. In addition, the prospe
for new materials, especially SI~semi-insulating! GaAs, are
being examined. Low conductivity is attained in this mater
by compensation of donor and acceptor centers. Ultimat
both irradiated~initially pure! Si and initial SI GaAs are
characterized by the presence of a substantial numbe
charge-carrier capture centers in the detector volume. T
leads to incomplete transport of the nonequilibrium cha
created by the nuclear radiation.

In this paper we examine the behavior of the main
tector characteristics, the average signal amplitude and
amplitude spectrum, when capture centers appear in the
of the material. The calculation has been done for a dete
based on SI GaAs and for the detection of short-range ra
tion.

1. The typical geometry of an experiment, where rad
tion enters from the side of thep1 contact, is illustrated in
Fig. 1. The detector structure is partially depleted, to
plane W with an overall extentd. The distribution of
electron-hole pairs in a track~of lengthR,(W,d)) is speci-
fied by the functionG(y). It is assumed that of the two
channels for charge loss, recombination directly in the p
ticle track or localization during drift, the second mechani
predominates.1 With localization, the signal is determined b
Faraday’s law, as well as by the type of capture. Ultimate
the charge transferred in a region with an electric fieldE is
given by

q05dx/WG~y!exp~2dx/mEt!dy. ~1!

This equation implies that electrons from the layery
6061063-7842/99/44(5)/3/$15.00
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move at a velocitymE ~wherem is the current carrier mo-
bility ! and are subject to capture with a characteristic timet.
The contribution to the signal in the planeW is determined2,3

by the potential differenceDV(x) traversed by an electron
before capture, whereV(x) is the potential profile in the
capacitor with a geometry~plane, cylindrical, spherical!
equivalent to the detector for a volume charge of zero. In
case, this reduces to the fraction of the path traveled ou
the interelectrode separation@0,W#.1

We shall proceed further with the model for formation
a field region in SI GaAs proposed in Ref. 5. It is charact
ized by an extremely weak dependence of the fieldE on
position. This makes it possible to set the drift transp
mean free pathmEt constant in the field region. We als
take into account thatR,W, d. Then the signal in the plane
W, normalized to the charge implanted by the alpha partic
is

q5~mEt/W!@12exp~2W/mEt!#~mEt/R!

3@exp~R/mEt!21#. ~2!

For an SI GaAs detector, this expression must be mu
plied by a factorW/d, which accounts for the slow relaxatio
of the semi-insulating base of the structure. Finally,
R→0 we obtain the detector signal

q5~mEt/W!@12exp~2W/mEt!#~W/d!. ~3!

Since in an experiment one records the dependenc
the signal on the voltageU at the detector, the functionW
5 f (U) determines the final form of Eq.~3!. In this form of
the model,5 W5gU, where 1/g5Eav is the average magni
tude of the field and Eq.~3! transforms to

q~U !5~mt/gd!@12exp~2g2U/mt!#

5P1@12exp~2P2U !#, ~4!

where the parametersP15mt/gd andP25g2/mt.
© 1999 American Institute of Physics
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FIG. 1. Amplitude of the detector signa
as a function of bias voltage:d/mEt
55.0 ~1!, 1.66 ~2!, 0.83 ~3!; t51.0 ~1!,
3.0 ~2!, and 6.0 ns~3!. The inset shows
the geometry of the structure under con
sideration.
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When U is increased to depletion of the structure, it
necessary to setW5d in Eq. ~3!. In addition, depletion is
observed in practice at substantial fieldsE, where the drift
velocity saturates tovs5mE. Under these conditionsq(U)
vanishes and the signal reaches its limit

qmax5~vst/d!@12exp~2d/vst!#. ~5!

Figure 1 shows the charge as a function of detector v
age normalized to the depletion valueUdep5d/g. In the cal-
culations with Eq.~4! we have used typical practical param
eters: g51024 cm/V, d5531022 cm, and vs5107 cm/s.
The parameterd/mEt was set to 0.83, 1.66, and 5.0, corr
sponding to lifetimes of 6.0, 3.0, and 1.0 ns. It is clear th
as d/mEt increases, the functionq(U) approaches satura
tion. At the same time, the maximum realizable amplitude
a smoothly decreasing function ofd/mEt ~see Eq.~5! and
the inset to Fig. 3!. In practice it is important that, in approx
mating the experimental data with Eq.~4!, we can find the
quantitiesP1 and P2, as their productP13P25g/d gives
the value of (Udep)

21 and of the average field strength 1/g
5Eav. In addition, the values oft are determined fromP1.

2. We now obtain an expression for the shape of
amplitude spectrum,dN/dq5 f (q), for this model. To do
this it is necessary to explain the scatter in the values ofq. It
is logical to attribute the scatter to fluctuations over the v
ume of the detector in the timet to carrier capture as a
parameter which is more sensitive to the structural perfec
of the material.2! Then we pick a Gaussian distribution fort.
That is the most probable form when the deviation from
average value of a variable quantity is less than the m
itself, i.e., ut2t0u,t0, so that

dN/dt5exp@2~t2t0!2/2s2#/A2ps, ~6!

wheres is the dispersion.
t-

t,

s

e

-

n

e
n

We introduce the half width of the distribution oft rela-
tive to the average value,Rt52.35s/t0. Then, omitting the
constant terms, for the spectrum shape we obtain (P2 corre-
sponds to thet0 andz5t/t0)

dN/dq5~dN/dt!/~dt/dq!

5
exp@2~z21!2/0.362Rt

2#

12@11P2~U/z!#exp@2P2~U/z!#
. ~7!

When the structure is depleted and the charge obeys
~5!, the numerator of Eq.~7! is the same as before, but th
denominator is given in terms ofP1 as @12(1
11/zP1)exp(21/zP1)#. The shape of the spectrum~like the
average signal magnitude! no longer depends on the biasU.

Plotting the spectra showed that the shape of the spe
line according to Eq.~7! is sensitive to the degree of nonun
formity of the capture timeRt . Thus, forRt'1 the line is
asymmetric and has an extended left side. AsRt is reduced,
the line becomes more symmetric. The quantitative cha
teristic of the line shape was taken to the its half width.
turns out that as the bias on the detector is raised, the l
width also increases and reaches saturation when the s
ture is depleted~Fig. 2!. This last point is in conflict with the
practice for spectrometric detectors with near compl
charge transport. Thus, there is a nearly parabolic rise in
relative resolution as a function of the induced charge~inset
to Fig. 2!.

Figure 3 traces the dependence of the linewidth and
plitude on the parameterd/mEt when the structure is de
pleted. As noted above,qmax typically drops significantly,
while the linewidth varies little over the intervald/mEt51
25. The linewidth, however, depends significantly on t
charge-carrier capture nonuniformity (Rt). This makes it
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FIG. 2. The spectrum linewidth as a func
tion of detector bias voltage:Rt50.2 ~1!,
0.6 ~2!, 1.2 ~3!; t53 ns, d/mEt51.66.
The inset shows the linewidth relative t
the amplitude as a function of the signa
amplitude.
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possible to determineRt for a known ratiod/mEt by com-
paring the measured linewidth with the data of Fig. 3.

3. We conclude by noting what we believe to be t
main results. We have examined the operation of a dete
with rapid capture of charge carriers through localizatio
We have derived expressions for the spectrum line shape
average signal amplitude as functions of the detector bia

These equations contain three independent param
which are determined in the course of an experiment.
comparing the computations and experimental data, it is p
sible in principle to determine the structure of the elect
field in the detector and the carrier transport characteris
of the material. These include the extent of the field reg

FIG. 3. The spectrum linewidth as a function of the ratio of the sizeof
field region to the drift displacement length:~1–3! as in Fig. 2. The inset
shows the same for the amplitude of the induced charge.
or
.
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and the average field strength, the lifetime to localization
capture centers of the drifting carriers, and the degree
nonuniformity of the capture in the detector volume.

We have pointed out differences from the case of we
capture. The main difference is a rise in the spectrum li
width with detector bias voltage~as the signal amplitude
increases!.

If capture occurs, as does carrier recombination, in
‘‘track plasma’’ state, then after complete depletion of t
detector the signal should rise with the detector bias. H
the charge losses will decrease with the field strengthE as
1/E for light ions and as ln(1/E) for heavy ions.7

The author thanks E. M. Verbitskaya, V. K. Eremin, a
A. M. Ivanov for valuable comments.

1!The structure of Eq.~1! was first proposed in Ref. 4, but the authors ma
an error in their treatment of Faraday’s law by considering a volu
charge in the variation ofV(x).

2!The question of nonuniformity of the capture was first discussed
Makovskyet al.6
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