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## INTRODUCTION

An integral part of the development, construction, and operation of a TEM cell ${ }^{1}$ involves the construction of suitable numerical models: preliminary calculations of the field of a TEM cell having a particular profile can be used to assess the possibilities of this design and ultimately to synthesize a device which best satisfies these particular characteristics. The tolerances for the assembly of a real structure can also be determined. A numerical analysis of the scattering of the field of a TEM cell at conducting surfaces having a particular profile can also be used to estimate the perturbations of the initial field introduced by various measuring devices. Moreover, if the numerical analysis of this problem can be performed with a high degree of accuracy, it may be possible to calibrate the measuring devices to the extent of creating a standard. A numerical analysis of scattering problems is equally important for the direct operation of a TEM cell.

Under low-frequency excitation, the electromagnetic field of a TEM cell is quasistatic so that various measuring devices can be calibrated at given electrostatic potentials of the electrodes (casing and internal wiring) of the TEM cell. Consequently, in this case it is sufficient to make a numerical analysis of the electrostatic field of the TEM cell and scattering of the initial field by various conducting objects inserted in the TEM cell.

The geometry of a TEM cell is such that the numerical simulation of its electrostatic field and to a greater extent, the numerical analysis of scattering of the initial field at conducting surfaces are essentially three-dimensional problems whose solution presents various fundamental difficulties caused by the complex geometry and the diversity of the boundary surface formed by the electrodes of the TEM cell and the corresponding shields. In turn, discretizing a given boundary surface with acceptable accuracy necessitates constructing economical and stable algorithms for the numerical solution of mesh problems of very large dimensions. Hence, known calculation procedures are ineffective in this case and cannot be applied to make numerical analyses of the fields of a TEM cell with the required accuracy. As a consequence, in practice, three-dimensional models are usually rejected in favor of simpler, less accurate, two-dimensional qualitative models.

The methods described in Refs. 2-6 can be used for highly accurate numerical analyses of essentially threedimensional problems. In the present paper we use these methods as the basis for a numerical simulation of the electrostatic field of a Crawford TEM cell ${ }^{1,7}$ and also for a numerical analysis of the scattering of the fields of a TEM cell at a parallelepiped and at surfaces of revolution having a piecewise-smooth generatrix. The accuracy of the calculations is of the order of fractions of a percent.

## 1. NUMERICAL SIMULATION OF THE ELECTROSTATIC FIELD OF A TEM CELL

We shall consider the problem of determining the electrostatic field of a TEM cell whose fundamental geometry is shown in the conventional form in Figs. 1a and 1b and in general form in Fig. 1c. We shall assume that the internal electrode of the TEM cell forming the surface $S_{1}$ and the external electrode (forming the surface $S_{2}$ ) are at given potentials $C_{1}$ and $C_{2}$, respectively. Then, the potential of the electrostatic field of this system $v(x)$, where $x=\left\{x_{i}\right\}$ are Cartesian coordinates in the three-dimensional space $V_{3}$, is the solution of the Dirichlet problem for the Laplace equation

$$
\begin{align*}
& \Delta_{3} v(x)=0, \quad \Delta_{3} \equiv \frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}}, \\
& x \in V_{3} / S, \quad v(x)=f(x), \quad x \in S . \tag{1}
\end{align*}
$$

In this case we have $S=S_{1} \cup S_{2}, f(x)=\chi_{S_{i}}(x) C_{i}, x \in S_{i}, i$ $=1,2$, where $\chi_{S_{i}}$ is the characteristic function of the set of surface points $S_{i}$. We know that a solution of the boundaryvalue problem (1) can be constructed using the potential of a single layer. In this case, the surface function of the charge density $u(x), x \in S$ satisfies the following system of firstorder integral equations:

$$
\begin{align*}
& \sum_{j=1}^{2} A_{i j} u_{j}=C_{i}, \quad\left[A_{i j} \Psi\right](x)=\int \frac{\Psi(y)}{|x-y|} d s_{y} \\
& x \in S_{i}, \quad y \in S_{j}, \quad i, j=1,2 \tag{2}
\end{align*}
$$

where $|x-y|$ is the Euclidean distance between points $x$ and $y$ in the space $V_{3}$.

Methods of obtaining an approximate solution of an equation of the type (2) based on a numerical solution of


FIG. 1.
mesh problems of small dimensions $M \quad(M \leqslant 500)$ approximating an initial boundary-value equation are well-known. ${ }^{8-10}$ For simply shaped surfaces $S$ these methods demonstrated undoubted advantages over other approaches in a numerical implementation of the method of boundaryvalue integral equations. Moreover, since the number of arithmetical operations required to solve a mesh problem approximating an initial boundary-value equation is proportional to $M^{3}$, the computing costs increase substantially as the dimensions of the mesh problem increase. In addition, it is difficult to construct stable algorithms for the numerical inversion of mesh problems of large dimensions.

For boundary-value integral equations invariant with respect to symmetry transformations of some finite Abelian group $\left\{\tau_{k}\right\}, k=1,2, \ldots, N$, Demin and Tarasov ${ }^{2}$ and Za kharov et al. ${ }^{3}$ proposed methods of constructing a solution of the initial equation whose numerical implementation was significantly more stable and $N^{2}$ times more economical than conventional algorithms. These methods may be used for a numerical solution of Eq. (2) since the surface $S=S_{1} \cup S_{2}$ can be partitioned into congruent components relative to the Klein fourth-order symmetry group. Allowance for this symmetry when constructing numerical algorithms can reduce the volume of calculations by a factor of 16 which, however, is insufficient to construct an approximate solution of the problem of scattering of the electrostatic field of a TEM cell at conducting surfaces with a high degree of accuracy.

The surface $S_{i}$ (internal electrode) possesses an Abelian group of Klein symmetry transformations $\left\{\tau_{k}^{(1)}\right\}$ (k $=1,2,3,4$ ). The surface $S_{2}$ (external electrode) possesses a finite non-Abelian group of sixteenth-order symmetry transformations $\left\{\tau_{k}^{(2)}\right\}(k=1,2, \ldots, 16)$. Thus, the symmetry of the surfaces $S_{1}$ and $S_{2}$ is best taken into account separately when constructing a solution of Eq. (2) using the highly efficient methods proposed in Refs. 2-5 for solving boundaryvalue integral equations with a commutative and noncommutative finite-order symmetry group.

Following Ref. 6, we shall seek a numerical solution of Eq. (2) using the iteration process

$$
\begin{align*}
& A_{11} u_{1}^{(n+1)}=(1-\omega) A_{11} u_{1}^{(n)}+\omega\left[C_{1}-A_{12} u_{2}^{(n)}\right] \\
& A_{22} u_{2}^{(n+1)}=(1-\omega) A_{22} u_{2}^{(n)}+\omega\left[C_{2}-A_{21} u_{1}^{(n+1)}\right] \\
& n=0,1,2, \ldots \tag{3}
\end{align*}
$$

or, in a different form,

$$
\begin{align*}
& u_{1}^{(n+1)}=(1-\omega) u_{1}^{(n)}+\omega A_{11}^{-1}\left[C_{1}-A_{12} u_{2}^{(n)}\right] \\
& u_{2}^{(n+1)}=(1-\omega) u_{2}^{(n)}+\omega A_{22}^{-1}\left[C_{2}-A_{21} u_{1}^{(n+1)}\right] \\
& n=0,1,2, \ldots
\end{align*}
$$

where $A_{11}^{-1}$ and $A_{22}^{-1}$ are operators which are the inverse of $A_{11}$ and $A_{22}$, respectively.

The invariance of the operators $A_{11}$ and $A_{22}$ relative to the end groups $\left\{\tau_{k}^{(1)}\right\} \quad(k=1,2,3,4)$ and $\left\{\tau_{k}^{(2)}\right\} \quad(k$ $=1,2, \ldots, 16)$ of the symmetry transformations of the surfaces $S_{1}$ and $S_{2}$ can be established directly. Consequently, the operators $A_{11}^{-1}$ and $A_{22}^{-1}$ can be constructed using the methods described in Refs. 2 and 3 and in Refs. 4 and 5, respectively.

Since algorithms for the inversion of operators invariant relative to transformations from the group of fourth-order Klein symmetries were analyzed in detail by Demin and Tarasov, ${ }^{11}$ we shall merely give the final results here. Specifically, the surface $S_{1}$ can be represented in the form

$$
\begin{array}{ll}
S_{1}=\cup_{i=1}^{4} s_{i}^{(1)}, & s_{i}^{(1)} \cap s_{j}^{(1)}=\emptyset \quad i \neq j, \quad i, j=1,2,3,4, \\
\tau_{i}^{(1)} s_{1}^{(1)}=s_{i}^{(1)}, & i=1,2,3,4, \quad \mapsto \quad S_{1}=\cup_{i=1}^{4} \tau_{i}^{(1)} s_{1}^{(1)},
\end{array}
$$

where $\tau_{1}^{(1)}=e$ is the identity transformation, $\tau_{2}^{(1)}$ and $\tau_{4}^{(1)}$ are the reflections relative to two orthogonal planes passing through the axes of rotation (in Fig. 1 the $X Z$ and $Y Z$ planes), $\tau_{3}^{(1)}=\tau_{2}^{(1)} \tau_{4}^{(1)}$ is a rotation by the angle $\pi$ (in Fig. 1 the $Z$ axis is the axis of rotation), $\left\{s_{i}^{(1)}\right\}$ is a set of congruent components of the surface $S_{1}$ relative to the Abelian group $\left\{\tau_{k}^{(1)}\right\}, \quad k=1,2,3,4$.

Demin and Tarasov ${ }^{11}$ then showed that as a result of unitary transformations the operator $A_{11}=\left\|a_{i j}\right\| \quad(i, j$ $=1,2,3,4)$ may be reduced to the diagonal form

$$
\begin{equation*}
A_{11} \quad \mapsto \quad \hat{A}_{11}=\operatorname{diag}\left(b_{1}, b_{2}, b_{3}, b_{4}\right), \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
& b_{1}=a_{1}+a_{2}+a_{3}+a_{4}, \quad b_{2}=a_{1}-a_{2}-a_{3}+a_{4}, \\
& b_{3}=a_{1}+a_{2}-a_{3}-a_{4}, \quad b_{4}=a_{1}-a_{2}+a_{3}-a_{4}, \\
& a_{i}=a_{1 i} T_{i}^{(1)}, \quad T_{i}^{(1)} u(x)=u\left(\tau_{i}^{(1)^{-1}} x\right), \quad i=1,2,3,4, \\
& {\left[a_{i j} \Psi\right](x)=\int \frac{\Psi(y)}{|x-y|} d s_{y},} \\
& x \in s_{i}^{(1)}, \quad y \in s_{j}^{(1)}, \quad i, j=1,2,3,4 .
\end{aligned}
$$

Thus, the algorithm for inversion of the operator $A_{11}$ reduces to constructing the operators $b_{i}^{-1}$, which are the inverse of $b_{i}, i=1,2,3,4$. This procedure can reduce the number of calculations by a factor of 16 by using direct numerical methods of inverting numerical matrices.

The surface $S_{2}$ is described by the non-Abelian group of symmetry transformations $\left\{\tau_{k}^{(2)}\right\}, k=1,2, \ldots, 16$, i.e., it can be partitioned as
$S_{2}=\cup_{i=1}^{16} s_{i}^{(2)}, \quad s_{i}^{(2)} \cap s_{j}^{(2)}=\emptyset, \quad i \neq j, \quad i, j=1,2, \ldots, 16$,
$\tau_{i}^{(2)} s_{1}^{(2)}=s_{i}^{(2)}, \quad i=1,2, \ldots, 16, \quad \mapsto \quad S_{2}=\cup_{i=1}^{16} \tau_{i}^{(2)} s_{1}^{(2)}$
into congruent components $\left\{s_{i}^{(2)}\right\}$ relative to the group $\left\{\tau_{k}^{(2)}\right\}, k=1,2, \ldots, 16$, where
$\tau_{1}^{(2)}=e, \quad \tau_{2}^{(2)}=\sigma_{1}, \quad \tau_{3}^{(2)}=C, \quad \tau_{4}^{(2)}=C \sigma_{1}, \quad \tau_{5}^{(2)}=C^{2}$,
$\tau_{6}^{(2)}=C^{2} \sigma_{1}, \quad \tau_{7}^{(2)}=C^{3}, \quad \tau_{8}^{(2)}=C^{3} \sigma_{1}, \quad \tau_{9}^{(2)}=\sigma_{2}$,
$\tau_{10}^{(2)}=\sigma_{2} \sigma_{1}, \quad \tau_{11}^{(2)}=\sigma_{2} C, \quad \tau_{12}^{(2)}=\sigma_{2} C \sigma_{1}, \quad \tau_{13}^{(2)}=\sigma_{2} C^{2}$,
$\tau_{14}^{(2)}=\sigma_{2} C^{2} \sigma_{1}, \quad \tau_{15}^{(2)}=\sigma_{2} C^{3}, \quad \tau_{16}^{(2)}=\sigma_{2} C^{3} \sigma_{1}$,

TABLE I.

| $u_{i}\left(\tau_{k}\right)$ | $e$ | $\sigma_{1}$ | $C$ | $C \sigma_{1}$ | $C^{2}$ | $C^{2} \sigma_{1}$ | $C^{3}$ | $C^{3} \sigma_{1}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $u_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{2}$ | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 |
| $u_{3}$ | 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 |
| $u_{4}$ | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 1 |

and the transformations of the Euclidean space $e, C, \sigma_{1}$, and $\sigma_{2}$ are defined as follows: $e$ is an identity transformation, $C$ is a rotation through the angle $2 \pi / 4$ (the $X$ axis is the axis of rotation in Fig. 1), $\sigma_{1}$ is a specular reflection operation relative to the plane passing through the axis of rotation, and $\sigma_{2}$ is a specular reflection relative to the plane orthogonal to the axis of rotation (the $Y Z$ plane in Fig. 1). Then, if the coordinate functions corresponding to the irreducible representations of the $\left\{\tau_{k}^{(2)}\right\}$ group are known, following Refs. 4 and 5, we can convert from the second equation (3) to the equations for its canonical representation relative to the $\left\{\tau_{k}^{(2)}\right\}$ group.

Since the $\left\{\tau_{k}^{(2)}\right\}(k=1,2, \ldots, 16)$ groups can be represented as the direct product of two of its subgroups-a second-order Abelian group $\left\{e, \sigma_{2}\right\}$ and an eighthorder non-Abelian group (square group) $\left\{e, \sigma_{1}, C, C \sigma_{1}, C^{2}, C^{2} \sigma_{1}, C^{3}, C^{3} \sigma_{1}\right\}$, calculation of the coordinate functions $\left\{\tau_{k}^{(2)}\right\}$ reduces to calculating the coordinate functions of these two subgroups. The coordinate functions of the irreducible regular representations of an Abelian group are its characters. The characters of any Abelian group are known and for a second-order group these have the values 1 and -1 (for further details see Sec. 3). For its part, the square group $\left\{\tau_{k}\right\}(k=1,2, \ldots, 8)$ has three generatrices: $\tau_{1}=e, \tau_{2}=\sigma_{1}, \tau_{3}=C$, which allows us to calculate directly the coordinate functions $u_{i}\left(\tau_{k}\right), i=1,2, \ldots, 5$, corresponding to five irreducible regular representations of this group. The values of $u_{i}\left(\tau_{k}\right),(i=1,2, \ldots, 4, k=1,2, \ldots, 8)$ are given in Table I.

The coordinate functions $u_{5}\left(\tau_{k}\right)(k=1,2, \ldots, 8)$ may be represented in the form

$$
\begin{aligned}
& u_{5}(e)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad u_{5}\left(\sigma_{1}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& u_{5}(C)=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad u_{5}\left(C \sigma_{1}\right)=\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right), \\
& u_{5}\left(C^{2}\right)=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right), \quad u_{5}\left(C^{2} \sigma_{1}\right)=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \\
& u_{5}\left(C^{3}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad u_{5}\left(C^{3} \sigma_{1}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
\end{aligned}
$$

The calculated values $u_{i}\left(\tau_{k}\right)$ can be used to write the equations of the canonical representation relative to the $\left\{\tau_{k}^{(2)}\right\}$ group for the second equation in (3)

$$
\begin{equation*}
\left(\widetilde{A}_{i}+\widetilde{B}_{i}\right) \tilde{u}_{i}(x)=\widetilde{f}_{i}(x), \quad i=1,2, \ldots, 10, \quad x \in s_{1}^{(2)} \tag{5}
\end{equation*}
$$

where $\widetilde{A}_{i}=\widetilde{A}_{i+5}, \widetilde{B}_{i}=-\widetilde{B}_{i+5}, i=1,2, \ldots, 5$.

The following relations hold for the operators $\widetilde{A}_{i}$ and $\widetilde{B}_{i}$ ( $i=1,2, \ldots, 5$ )

$$
\begin{align*}
& \widetilde{A}_{1}=\hat{A}_{1}+\hat{A}_{2}+\hat{A}_{3}+\hat{A}_{4}+\hat{A}_{5}+\hat{A}_{6}+\hat{A}_{7}+\hat{A}_{8}, \\
& \widetilde{A}_{2}=\hat{A}_{1}-\hat{A}_{2}+\hat{A}_{3}-\hat{A}_{4}+\hat{A}_{5}-\hat{A}_{6}+\hat{A}_{7}-\hat{A}_{8}, \\
& \widetilde{A}_{3}=\hat{A}_{1}+\hat{A}_{2}-\hat{A}_{3}-\hat{A}_{4}+\hat{A}_{5}+\hat{A}_{6}-\hat{A}_{7}-\hat{A}_{8}, \\
& \widetilde{A}_{4}=\hat{A}_{1}-\hat{A}_{2}-\hat{A}_{3}+\hat{A}_{4}+\hat{A}_{5}-\hat{A}_{6}-\hat{A}_{7}+\hat{A}_{8}, \\
& \widetilde{A}_{5}=\left[\begin{array}{ll}
\hat{A}_{1}+\hat{A}_{2}-\hat{A}_{5}-\hat{A}_{6} & -\hat{A}_{3}-\hat{A}_{4}+\hat{A}_{7}+\hat{A}_{8} \\
\hat{A}_{3}-\hat{A}_{4}-\hat{A}_{7}+\hat{A}_{8} & \hat{A}_{1}-\hat{A}_{2}-\hat{A}_{5}+\hat{A}_{6}
\end{array}\right] \\
& \widetilde{B}_{1}=\hat{A}_{9}+\hat{A}_{10}+\hat{A}_{11}+\hat{A}_{12}+\hat{A}_{13}+\hat{A}_{14}+\hat{A}_{15}+\hat{A}_{16}, \\
& \widetilde{B}_{2}=\hat{A}_{9}-\hat{A}_{10}+\hat{A}_{11}-\hat{A}_{12}+\hat{A}_{13}-\hat{A}_{14}+\hat{A}_{15}-\hat{A}_{16}, \\
& \widetilde{B}_{4}=\hat{A}_{9}+\hat{A}_{10}-\hat{A}_{11}-\hat{A}_{12}+\hat{A}_{13}+\hat{A}_{14}-\hat{A}_{15}-\hat{A}_{16}, \\
& \widetilde{B}_{4}=\hat{A}_{9}-\hat{A}_{10}-\hat{A}_{11}+\hat{A}_{12}+\hat{A}_{13}-\hat{A}_{14}-\hat{A}_{15}+\hat{A}_{16}, \\
& \widetilde{B}_{5}=\left[\begin{array}{ll}
\hat{A}_{9}+\hat{A}_{10}-\hat{A}_{13}-\hat{A}_{14} & -\hat{A}_{11}-\hat{A}_{12}+\hat{A}_{15}+\hat{A}_{16} \\
\hat{A}_{11}-\hat{A}_{12}-\hat{A}_{15}+\hat{A}_{16} & \hat{A}_{9}-\hat{A}_{10}-\hat{A}_{13}+\hat{A}_{14}
\end{array}\right], \tag{6}
\end{align*}
$$

where

$$
\begin{align*}
& \hat{A}_{i}=T_{i}^{(2)} A_{i 1}, \quad T_{i}^{(2)} u(x)=u\left(\tau_{i}^{(2)^{-1}} x\right), \quad i=1,2, \ldots, 16, \\
& {\left[A_{i j} \Psi\right](x)=\int \frac{\Psi(y)}{|x-y|} d s_{y},} \\
& x \in s_{i}^{(2)}, \quad y \in s_{j}^{(2)}, \quad i, j=1,2, \ldots, 16 . \tag{7}
\end{align*}
$$

Converting from the second equation to Eqs. (5)-(7) reduces the volume of calculations for the construction of $A_{22}^{-1}$ by a factor of $\cong 170$. In addition, this procedure for constructing the inverse to the mesh operator approximating $A_{22}$ has a significantly higher calculation stability compared with existing procedures.

By implementing the iteration process ( $3^{\prime}$ ) with the operators $A_{11}^{-1}$ and $A_{22}^{-1}$ constructed using relations (4) and (5)(7), it was possible to obtain stable, highly accurate solutions of mesh problems which approximate the equations (2) with a discretization order $M \cong 10^{4}$. Therefore, values of the distribution density function of the electrostatic charges $u(x)$ at the electrodes of the TEM cell $S_{1}$ and $S_{2}$ can be calculated with an error not exceeding fractions of percent and consequently at any point $x$ in the Euclidean space $V_{3}$ the potential $v(x)$ and the intensity vector $E(x)=-\operatorname{grad} v(x)$ of the electrostatic field of the TEM cell can be determined by

$$
\begin{aligned}
& v(x)=\int \frac{u(y)}{|x-y|} d s_{y}, \quad E(x)=-\int \operatorname{grad}_{x} \frac{u(y)}{|x-y|} d s_{y}, \\
& x \in V_{3} \backslash S, \quad y \in S=S_{1} \cup S_{2} .
\end{aligned}
$$

The algorithms for calculating the electrostatic field of a TEM cell described in the present section can be used to determine the position and required characteristics of the


FIG. 2.
working volumes of the TEM cell efficiently and highly accurately, and the procedure for determining these working volumes can be adequately visualized.

Figures 2 and 3 show isolines for the potential $v(x, y, z)$ (where $x, y$, and $z$ are the coordinates of the point in the $X Y Z$ Cartesian system shown in Fig. 1) and the components $E_{x}(x, y, z), E_{y}(x, y, z)$, and $E_{z}(x, y, z)$ of the intensity vector $E(x, y, z)$ of the electrostatic field of the TEM cell shown in Fig. 1. A unit potential was applied to the internal electrode $S_{1}$ while the potential at the external electrode (the surface $S_{2}$ ) was assumed to be zero. Figure 2 a gives the equipotential distribution in the rectangle $y=0.2 b_{3}, x \in\left[-a_{1}, a_{1}\right], z$ $\in\left[0, b_{3}\right]$, while Fig. 3a gives that in the rectangle $x$ $=0.2 b_{3}, y \in\left[-b_{3}, b_{3}\right], z \in\left[0, b_{3}\right]$. Figures 2b and Fig. 3b show the isolines for $E_{x}(x, y, z)$ in the same rectangles; Figs. 2c and 3c give those for $E_{y}(x, y, z)$, while Figs 2d and 3d give those for $E_{z}(x, y, z)$.

In these calculations the number of nodes on the boundary surface $S=S_{1} \cup S_{2}$ was 8000 , i.e., the initial boundary-
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value integral operator (2) was approximated by a densely filled ( $8000 \times 8000$ ) matrix.

The components of the electrostatic field intensity vector $E_{x}(x, y, z)$ and $E_{y}(x, y, z)$ are usually neglected when developing TEM cells since it is assumed that their values are negligible compared with $E_{z}(x, y, z)$. However, no reliable quantitative estimates have been obtained to confirm this.

A comparison between the isolines shown in Fig. 2 with the $v(x, y, z), E_{x}(x, y, z)$, and $E_{z}(x, y, z)$ isolines obtained in the rectangle $y=0, x \in\left[-a_{1}, a_{1}\right], z \in\left[0, b_{3}\right]$ (in this case we have $\left.E_{y}(x, y, z) \equiv 0\right)$ revealed qualitative differences. This also applies to the $v(x, y, z), E_{y}(x, y, z)$, and $E_{z}(x, y, z)$ isolines obtained in the rectangle $x=0, y \in\left[-b_{3}, b_{3}\right], z$ $\in\left[0, b_{3}\right]$ and the isolines shown in Fig. 3. The values of the electrostatic field potential $v(x, y, z)$ and the corresponding components of the intensity vector $E_{x}(x, y, z)$ at the points $(x, 0, z)$ and $\left(x, 0.2 b_{3}, z\right)$ for $x \in\left[-a_{1}, a_{1}\right]$ and $z \in\left[0, b_{3}\right]$ and also at the points $(0, y, z)$ and $\left(0.2 b_{3}, y, z\right)$ for $y \in$ $\left[-b_{3}, b_{3}\right]$ and $z \in\left[0, b_{3}\right]$ differed by a few percent. This indicates that under certain conditions, a simulation of the
fields of a TEM cell based on electrostatic problems on a plane can give a qualitatively (but not quantitatively) true picture of the potential distribution and the component of the electrostatic field intensity vector in the $X Y$ and $X Z$ symmetry planes, although this is very approximate for simulating the scattering of the field of a TEM cell at conducting surfaces.

## 2. SCATTERING OF THE ELECTROSTATIC FIELD OF A TEM CELL AT A CONDUCTING SURFACE OF REVOLUTION

The problem of determining the perturbation of the field of a TEM cell caused by various conducting objects inserted in the cell is of major practical interest. In this section we analyze the scattering of the field in a TEM cell by infinitely conducting shields and objects comprising various surfaces of revolution (such as cylinders, cones, spheres, ellipsoids of revolution, and so on). In this case, we need to find the solution of the boundary-value problem (1) whose set of boundary points forms a surface $S$ having the following form: $S=S_{1} \cup S_{2} \cup S_{3}$, where $S_{1}$ and $S_{2}$ are the electrodes of the TEM cell considered previously and $S_{3}$ is some surface of revolution, given that the potential $v(x)$ of the electrostatic field of this system has the following values at the boundary $S$ :

$$
\begin{aligned}
& v(x)=f(x), \quad x \in S, \quad f(x)=\chi_{S_{i}}(x) C_{i}, \\
& x \in S_{i}, \quad i=1,2,3,
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ are given constants and $C_{3}$ is a generally unknown constant.

By analogy with Sec. 1, we convert from the boundaryvalue problem to an analysis of the following system of boundary-value integral equations:

$$
\begin{align*}
& \sum_{j=1}^{3} A_{i j} u_{j}=C_{i}, \quad\left[A_{i j}, \Psi\right](x)=\int \frac{\Psi(y)}{|x-y|} d s_{y}, \\
& x \in S_{i}, \quad y \in S_{j}, \quad i, j=1,2,3 . \tag{8}
\end{align*}
$$

We shall construct a numerical solution of the equations (8) on the basis of the iteration process

$$
\begin{align*}
& A_{11} u_{1}^{(n+1)}=(1-\omega) A_{11} u_{1}^{(n)}+\omega\left[C_{1}-A_{12} u_{2}^{(n)}-A_{13} u_{3}^{(n)}\right], \\
& A_{22} u_{2}^{(n+1)}=(1-\omega) A_{22} u_{2}^{(n)}+\omega\left[C_{2}-A_{21} u_{1}^{(n+1)}-A_{23} u_{3}^{(n)}\right], \\
& A_{33} u_{3}^{(n+1)}=(1-\omega) A_{33} u_{3}^{(n)}+\omega\left[C_{3}-A_{31} u_{1}^{(n+1)}-A_{32} u_{2}^{(n+1)}\right], \\
& n=0,1,2, \ldots \tag{9}
\end{align*}
$$

We shall consider the construction of an operator $A_{33}^{-1}$ the inverse of $A_{33}$, since the operators $A_{11}^{-1}$ and $A_{22}^{-1}$ are constructed using relations (4) and (5)-(7), respectively.

The surface of revolution $S_{3}$ is described by the $C_{\infty}$ group of symmetry transformations of Euclidean space and consequently it has a finite Abelian subgroup $C_{n}$ of the $C_{\infty}$ group for any $n(n=1,2,3, \ldots) ; C_{n}$ is a cyclic group of symmetry transformations having the following form:
$\left\{e, \tau, \ldots, \tau^{(n-1)}\right\}$, where $\tau$ is a rotation through the angle $2 \pi / n$ with the axis of rotation matched with the symmetry axis of the surface of revolution. Since $C_{n}$ is a finite Abelian group of symmetry transformations of the surface $S_{3}$ and the operator $A_{33}$ is invariant with respect to transformations of the motion from the symmetry group of the boundary surface, the operator $A_{33}^{-1}$ is best constructed using the methods described by Demin and Tarasov ${ }^{2}$ and Zakharov et al. ${ }^{3}$

By virtue of the symmetry properties, the surface $S_{3}$ can be partitioned as follows
$S_{3}=\cup_{i=1}^{n} s_{i}^{(3)}, \quad s_{i}^{(3)} \cap s_{j}^{(3)}=\emptyset, \quad i \neq j, \quad i, j=1,2, \ldots, n$,
$\tau^{i-1} s_{i}^{(3)}=s_{1}^{(3)}, \quad i=1,2, \ldots, n, \mapsto S_{3}=\cup_{i=1}^{n} \tau^{n-i+1} s_{1}^{(3)}$
into congruent components $\left\{s_{i}^{(3)}\right\}$ relative to the $C_{n}$ group. Demin and Tarasov ${ }^{2}$ and Zakharov et al. ${ }^{3}$ also showed that as a result of known unitary transformations, the operator $A_{33}=\left\|a_{i j}\right\|(i, j=1,2, \ldots, n)$ can be reduced to the diagonal form ${ }^{12}$

$$
\begin{equation*}
A_{33} \mapsto \quad \hat{A}_{33}=\operatorname{diag}\left(b_{1}, b_{2}, \ldots, b_{n}\right), \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
& \quad b_{i}=\sum_{j=1}^{n} a_{j} \varepsilon^{n-(j-1)(i-1)}, \quad i=1,2, \ldots, n, \\
& \\
& \quad \varepsilon=\exp (2 \pi I / n), \quad I^{2}=1, \\
& a_{j}= \\
& a_{1 j} T^{n-j+1}, \quad T^{n-j+1} u(x)=u\left(\tau^{j-1} x\right), \quad j=1,2, \ldots, n, \\
& \\
& \quad\left[a_{i j} \Psi\right](x)=\int \frac{\Psi(y)}{|x-y|} d s_{y}, \\
& x \in s_{i}^{(3)}, \quad y \in s_{j}^{(3)}, \quad i, j=1,2, \ldots, n .
\end{aligned}
$$

Constructing $A_{33}^{-1}$ using the relations (10) can reduce the number of arithmetic operations involved in inverting the mesh operators approximating $S_{33}$ by a factor of $\cong n^{2}$. For instance, for $n=100$ the number of operations will be reduced $\cong 10^{4}$ times when direct methods are used to invert the numerical matrices.

Computational experiments showed that if the value of the constant $C_{3}$ is known (the potential of the surface of revolution), the iteration algorithm (9) where the operators $A_{11}^{(-1)}, A_{22}^{(-1)}$, and $A_{33}^{(-1)}$ are calculated using relations (4), (5)-(7), and (10), respectively, can be used to determine the electrostatic field created by a system of electrodes $S$ $=S_{1} \cup S_{2} \cup S_{3}$ having given potentials $C_{1}, C_{2}$, and $C_{3}$ with an error not exceeding fractions of percent.

We shall consider the scattering of the electrostatic field of a TEM cell by an infinitely conducting scatterer. We know that this problem can be solved approximately by means of a numerical solution of the equations (8) supplemented by the following condition (charge conservation condition):

$$
\begin{equation*}
\int u(y) d s_{y}=0, \quad y \in S_{3} . \tag{11}
\end{equation*}
$$

Condition (11) can naturally be incorporated in the iteration process (9) to determine the constant $C_{3}$ without any real increase in the number of arithmetic operations, i.e.,
$A_{11} u_{1}^{(n+1)}=(1-\omega) A_{11} u_{1}^{(n)}+\omega\left[C_{1}-A_{12} u_{2}^{(n)}-A_{13} u_{3}^{(n)}\right]$,
$A_{22} u_{2}^{(n+1)}=(1-\omega) A_{22} u_{2}^{(n)}+\omega\left[C_{2}-A_{21} u_{1}^{(n+1)}-A_{23} u_{3}^{(n)}\right]$,
$A_{33} \tilde{u}_{3}^{(n+1)}=(1-\omega) A_{33} \tilde{u}_{3}^{(n)}-\omega\left[A_{31} u_{1}^{(n+1)}+A_{32} u_{2}^{(n+1)}\right]$,
$u_{3}^{(n+1)}=C_{3}^{(n+1)} \hat{u}_{3}+\tilde{u}_{3}^{(n+1)}, \quad C_{3}^{(n+1)}=-\frac{\int \tilde{u}_{3}^{(n+1)} d s_{y}}{\int \hat{u}_{3} d s_{y}}$,
$n=0,1,2, \ldots$,
where $\hat{u}_{3}$ is the solution of $A_{33} \hat{u}_{3}=1$.
It is easy to see that implementing the iteration process (12) requires almost no increase in the number of operations compared with process (9), i.e., the iteration process (12) has the same advantages for solving scattering problems as the iteration process (9) used to determine the electrostatic field created by the surface $S=S_{1} \cup S_{2} \cup S_{3}$. We stress that for iteration processes (9) and (12) the relative spatial configuration of the surfaces $S_{1}, S_{2}$, and $S_{3}$ is arbitrary.

We shall analyze the scattering of the electrostatic field of a TEM cell (Figs. 2 and 3) at a cylinder of height $H$ $=0.065 b_{3}$ and radius $R=0.18 b_{3}$. Approximate solutions of this problem for various positions of the cylinder inside the TEM cell were obtained using the iteration process (12). For instance, Fig. 4a shows field potential isolines $v(x, y, z)$ of this system in the rectangle $y=0, x \in x\left[-a_{1}, a_{1}\right], z$ $\in\left[0, b_{3}\right]$. Isolines for the component of the electrostatic field intensity vector $E_{z}(x, y, z)$ in this rectangle are shown in Fig. 4 b while Fig. 4 c gives $E_{z}(x, y, z)$ isolines in the rectangle
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$y=0.2 b_{3}, x \in\left[-a_{1}, a_{1}\right], z \in\left[0, b_{3}\right]$. In this case, the axis of rotation of the cylinder coincided with the $Z$ axis (Figs. 1a and 1b) and the distance between the internal electrode of the TEM cell and the lower end of the cylinder was $h=0.45 b_{3}$.

Let us assume that this cylinder is positioned as follows: the axis of rotation of the cylinder is parallel to the $Y$ axis and intersects the $Z$ axis at the height $h=0.35 b_{3}$ and one of the ends of the cylinder lies in the $X Z$ plane. For this cylinder configuration Fig. 5a gives the isolines characterizing the potential distribution $v(x, y, z)$ in the rectangle $x=0, y \in$ $\left[-b_{3}, b_{3}\right], z \in\left[0, b_{3}\right]$. Figure $5 b$ shows the $E_{z}(x, y, z)$ isolines in the same cross section and Fig. 5c gives the $E_{z}(x, y, z)$ isolines in the rectangle $x=0.2 b_{3}, \quad y \in$ $\left[-b_{3}, b_{3}\right], z \in\left[0, b_{3}\right]$.

By comparing Figs. 4 and 5 with Figs. 2 and 3 we can determine some characteristic features of the perturbations of the electrostatic field of a TEM cell caused by the presence of an ideally conducting cylinder in some part of this cell. Since the electrostatic field is potential and the ideally conducting cylinder is an equipotential surface, we can talk of the field flowing round the surface of the cylinder whose nature can be determined directly from Figs. 4 and 5 and the degree of perturbation of the electrostatic field of the TEM cell caused by the cylinder and its rate of attenuation in space can easily be assessed.

In these calculations the number of nodes on the boundary surface $S=S_{1} \cup S_{2} \cup S_{3}$ was 9000 , i.e., the initial boundary-value integral operator (8) was approximated by a densely filled $(9000 \times 9000)$ matrix.
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To conclude this section, we note that we have confined ourselves to developing programs to simulate the scattering of the field of a TEM cell at surfaces of revolution having a piecewise-smooth generatrix represented as a finite combination of line segments and arcs of circles (closed and open cylindrical and conical surfaces, spheres, and so on). However, this program can also be used as the basis for analyzing surfaces of revolution with any types of generatrices since these algorithms implement a specific type of symmetry and are not related to a specific surface profile. This implies that the development of programs to solve the problem of scattering of the field of a TEM cell for surfaces of revolution having a specific type of generatrix can be reduced to a program describing merely a class of these surfaces.

## 3. SCATTERING OF THE ELECTROSTATIC FIELD OF A TEM CELL AT A PARALLELEPIPED

If a parallelepiped (Fig. 6) is taken as the component $S_{3}$ of the boundary surface $S=S_{1} \cup S_{2} \cup S_{3}$ considered in the previous section, approximate values of the electrostatic field potential for known constants $C_{1}, C_{2}$, and $C_{3}$ may be obtained using the iteration process (9). Then, the problem of scattering of the electrostatic field of a TEM cell at an infinitely conducting parallelepiped can be solved numerically using the iteration process (12). In addition, calculations based on the iteration algorithms (9) or (12) can be predicted to have a high accuracy provided that effective algorithms are available for inverting the operator $A_{33}$

TABLE II.

| $\chi_{i}\left(\tau_{j}\right)$ | $\tau_{1}=e$ | $\tau_{2}=\sigma_{z}$ | $\tau_{3}=\sigma_{y} \sigma_{z}$ | $\tau_{4}=\sigma_{y}$ | $\tau_{5}=\sigma_{x}$ | $\tau_{6}=\sigma_{x} \sigma_{y}$ | $\tau_{7}=\sigma_{x} \sigma_{y} \sigma_{z}$ | $\tau_{8}=\sigma_{x} \sigma_{z}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| $\chi_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 |
| $\chi_{3}$ | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 1 |
| $\chi_{4}$ | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 |
| $\chi_{5}$ | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| $\chi_{6}$ | 1 | 1 | -1 | -1 | -1 | -1 | 1 | 1 |
| $\chi_{7}$ | 1 | -1 | -1 | 1 | -1 | 1 | 1 | -1 |
| $\chi_{8}$ | 1 | -1 | 1 | -1 | -1 | 1 | -1 | 1 |

$$
\left[A_{33} \Psi\right](x)=\int \frac{\Psi(y)}{|x-y|} d s_{y}, \quad x, y \in S_{3},
$$

where $S_{3}$ is a parallelepiped.
The surface $S_{3}$ is described by the Abelian symmetry group $\left\{\tau_{k}^{(3)}\right\}(k=1,2, \ldots, 8)$ (Fig. 6) and the invariance of the operator $A_{33}$ to transformations of the motion of the Euclidean space from the eighth-order group $\left\{\tau_{k}^{(3)}\right\}$ can be established directly. Zakharov et al. ${ }^{13}$ analyzed three existing abstract eighth-order Abelian groups and obtained canonical representations of the operators invariant with respect to transformations from these groups. The results ${ }^{13}$ form the basis of the algorithm for constructing the operator $A_{33}^{-1}$ which is the inverse of $A_{33}$.

The eighth-order Abelian group of symmetry transformations of the surface $S_{3}\left\{\tau_{k}^{(3)}\right\}$ has the following form: $\left\{e, \sigma_{z}, \sigma_{y} \sigma_{z}, \sigma_{y}, \sigma_{x}, \sigma_{x} \sigma_{z}, \sigma_{x} \sigma_{y} \sigma_{z}, \sigma_{x} \sigma_{z}\right\}$, where $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$ are reflections relative to the three pairwise orthogonal planes $\{Y Z\},\{X Z\}$, and $\{X Y\}$, respectively (Fig. 6). Since $\sigma_{x}^{2}=\sigma_{y}^{2}=\sigma_{z}^{2}=e, e$ is an identity transformation, the group $\left\{\tau_{k}^{(3)}\right\}$ is the direct product of its three Abelian subgroups $\left\{e, \sigma_{x}\right\},\left\{e, \sigma_{y}\right\}$, and $\left\{e, \sigma_{z}\right\}$. Since the subgroups $\left\{e, \sigma_{x}\right\},\left\{e, \sigma_{y}\right\}$, and $\left\{e, \sigma_{z}\right\}$ are cyclic groups, the tables of their characters have the same form: $\chi_{1}(e)=1, \chi_{2}(e)=1$, $\chi_{1}(\tau)=1, \chi_{2}(\tau)=-1$, and $\tau=\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$, which can be used to directly calculate the characters $\chi_{i}\left(\tau_{k}^{(3)}\right)$ of the $\left\{\tau_{k}^{(3)}\right\}, k=1,2, \ldots, 8$ group (Table II).

The surface $S_{3}$ can then be partitioned as

$$
\begin{aligned}
& S_{3}=\cup_{i=1}^{8} s_{i}^{(p)}, \quad s_{i}^{(p)} \cap s_{j}^{(p)}=\emptyset, \quad i \neq j, \\
& \tau_{i}^{(3)} s_{1}^{(p)}=s_{i}^{(p)}, \\
& i=1,2, \ldots, 8, \quad \mapsto \quad S_{3}=\cup_{i=1}^{8} \tau_{i}^{(3)} s_{1}^{(p)}
\end{aligned}
$$

into congruent components $\left\{s_{k}^{(p)}\right\}$ relative to the $\left\{\tau_{k}^{(3)}\right\} ; k$ $=1,2, \ldots, 8$ group. Taking into account these relations for each $n(n=0,1,2, \ldots)$, we rewrite the third equation of the iteration processes (9) and (12) in the form

$$
\begin{equation*}
\sum_{j=1}^{8} A_{i j} U_{j}(x)=F_{i}(x), \quad i=1,2, \ldots, 8, \quad x \in s_{1}^{(p)} \tag{13}
\end{equation*}
$$

where the following notation is introduced for the third equation (9)
$U_{j}(x)=u_{3}^{(n+1)}\left(\tau_{j}^{(3)}, x\right), \quad u_{3}^{(n+1)}\left(\tau_{j}^{(3)}, x\right)=u_{3}^{(n+1)}\left(\tau_{j}^{(3)} x\right)$,

$$
\begin{aligned}
& x \in s_{1}^{(p)}, \quad j=1,2, \ldots, 8, \\
& F_{i}(x)=f\left(\tau_{i}^{(3)}, x\right), \quad f\left(\tau_{i}^{(3)}, x\right)=f\left(\tau_{i}^{(3)} x\right), \\
& x \in s_{1}^{(p)}, \quad i=1,2, \ldots, 8, \\
& f(x)=(1-\omega) A_{33} u_{3}^{(n)}(x)+\omega\left[C_{3}-A_{31} u_{1}^{(n+1)}(x)\right. \\
& \left.\quad-A_{32} u_{2}^{(n+1)}(x)\right], \quad x \in S_{3}, \\
& {\left[A_{i j} \Psi\right](x)=\int \frac{\Psi\left(\tau_{j}^{(3)} y\right)}{\left|\tau_{i}^{(3)} x-\tau_{j}^{(3)} y\right|} d s_{y},} \\
& x, y \in s_{1}^{(p)}, \quad i, j=1,2, \ldots, 8 .
\end{aligned}
$$

Similar notation is suitably introduced for the third equation in the iteration process (9).

The system (13) can be converted to eight independent equation by means of unitary transformations

$$
\begin{equation*}
A\left(\hat{\sigma}_{i}\right) U\left(\hat{\sigma}_{i}\right)=F\left(\hat{\sigma}_{i}\right), \quad i=1,2, \ldots, 8, \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
& A\left(\hat{\sigma}_{i}\right)=\sum_{j=1}^{8} A_{j 1} \chi_{i}\left(\tau_{j}^{(3)}\right), \quad U\left(\hat{\sigma}_{i}\right)=\sum_{j=1}^{8} U_{j} \chi_{i}\left(\tau_{j}^{(3)}\right), \\
& F\left(\hat{\sigma}_{i}\right)=\sum_{j=1}^{8} F_{j} \chi_{i}\left(\tau_{j}^{(3)}\right), \quad i=1,2, \ldots, 8
\end{aligned}
$$

If the solution of the equations (14) $U\left(\hat{\sigma}_{i}\right) \quad(i$ $=1,2, \ldots, 8$ ) is known, the solution of the system (13) can be reconstructed as follows:

$$
U_{i}=\sum_{j=1}^{8} U\left(\hat{\sigma}_{j}\right) \chi_{j}\left(\tau_{i}^{(3)}\right), \quad i=1,2, \ldots, 8
$$

Hence, the solution of the third equation in the iteration processes (9) or (12) is reduced to solving the equations (14), i.e., inversion of the operator $A_{33}$ is replaced by constructing $A^{-1}\left(\hat{\sigma}_{i}\right)$ operators the inverse of $A\left(\hat{\sigma}_{i}\right), i=1,2, \ldots, 8$. This procedure can reduce the volume of calculations required to construct the mesh operators approximating $A_{33}^{-1}$ by a factor of $\cong 64$. The problem of scattering of an electrostatic field by an arbitrarily oriented parallelepiped can therefore be solved with a high degree of accuracy by means of the iteration
process (12) where the operators $A_{11}, A_{22}$, and $A_{33}$ are inverted in accordance with Eqs. (4), (5) -(7), and (14).

We shall now consider the scattering of the electrostatic field of a TEM cell (Figs. 2 and 3) at a parallelepiped having the following typical dimensions: $a_{x}=0.18 b_{3}, b_{y}=0.18 b_{3}$, and $c_{z}=0.0325 b_{3}$, i.e., this parallelepiped is a square plate whose base length is equal to the diameter and whose thickness is equal to the thickness of the cylinder described in the previous section. This plate was successively inserted in the same volumes as the cylinder. The electrostatic fields of these two systems with the parallelepiped was calculated for 11500 nodes suitably selected on the boundary surface $S$ $=S_{1} \cup S_{2} \cup S_{3}$. Graphs of the isolines in the same cross sections as in Figs. 4 and 5 were then plotted for the electrostatic field potential $v(x, y, z)$ and the corresponding components of the intensity vector $E(x, y, z)$. A comparison between these graphs of the isolines of the electrostatic field of a TEM cell scattered by a parallelepiped and those of the field isolines scattered by a cylinder (Figs. 4 and 5) revealed a definite qualitative similarity.

Zakharov et al. ${ }^{13}$ considered quadrupole systems which have the same symmetry group as a parallelepiped, i.e., the class of surfaces having this type of symmetry which is of interest for practical applications is fairly extensive. Problems involving the scattering of the electrostatic field of a TEM cell at surfaces in this class can then be solved using these algorithms. It is only necessary to obtain a program describing this class of surfaces which does not present any
fundamental difficulties and requires relatively little computing time.

To conclude we note that these algorithms may be taken as the basis for developing schemes for obtaining numerical solutions of problems involving the scattering of electrostatic fields of known types of TEM cells at various systems of closed and open shields.
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#### Abstract

Yu. B. Barkovskiï, E. N. Moos, and N. I. Tabunov P. A. Kostychev Ryazan State Agricultural Academy, 390044 Ryazan, Russia (Submitted January 5, 1997; resubmitted April 22, 1998) Zh. Tekh. Fiz. 69, 11-14 (June 1999) It is demonstrated that the generally accepted treatment of the second law of thermodynamics is incorrect when the statement of the maximum limiting efficiency of the forward Carnot cycle is applied to the reverse cycles. An analysis of reversible cycles compared with the Carnot cycle shows that the reverse Carnot cycle has the lowest efficiency of all reverse cycles. A new characteristic is proposed - the thermal efficiency of reverse cycles, and a generalized theorem is put forward for the additivity of the thermal efficiencies of the forward and reverse cycles. A formulation of the second law of thermodynamics is suggested from the point of view of the efficiency of reverse cycles. © 1999 American Institute of Physics. [S1063-7842(99)00206-8]


## INTRODUCTION

Erroneous statements and conclusions are frequently encountered in treatments of the principles of thermodynamics. ${ }^{1}$ In particular, the thermal efficiency of reverse equilibrium processes and the position of the Carnot cycle in this group of cyclic processes have yet to be determined. One formulation of the second law of thermodynamics indicates that some limit exists for thermal efficiency whose boundary is determined by the most efficient forward Carnot cycle.

In the forward and reverse cycles the conversion of some types of energy into others is considered under conditions where the conservation law is satisfied. Nonequilibrium is allowed for by a correction in analyses of processes for real cycles. The efficiency and direction of energy conversion can be formulated in terms of efficiency, and in terms of entropy. Thus, analyses of forward and reverse cycles may be useful in chemical and technical thermodynamics.

Reversible cycles (subsequently we shall not specifically refer to the condition of reversibility) are compared with the Carnot cycle as the standard ${ }^{2}$ which is considered to be the most favorable in the forward and reverse forms. It is postulated ${ }^{3-6}$ that the reverse Carnot cycle has superior economic characteristics, i.e., cooling and heating coefficients. This is demonstrated either on the basis of fallacious premises or the conditions of comparison are taken to be arbitrary. ${ }^{7-9}$ The statement (see Refs. 3 and 5) that the Carnot cycle has the highest cooling coefficient compared with other reverse cycles at given heat-source temperatures is incorrect. In particular, the following inequality ${ }^{9}$ is assumed to hold for reverse cycles

$$
Q_{2} / W_{c}<T_{2} /\left(T_{1}-T_{2}\right)
$$

where $Q_{2} / W_{c}=\varepsilon$ is the cooling coefficient, $W_{c}$ is the work of the cycle, and $T_{1}$ and $T_{2}$ are the temperatures of the hot and cold heat sources.

However, this expression contradicts the 'principle of the heat engine " (the second Carnot theorem), i.e., the inequality

$$
W_{c} / Q_{1}<\left(T_{1}-T_{2}\right) / T_{1}
$$

At the same time, the relationship between the cooling coefficient and the thermal efficiency is such ${ }^{10}$ that the more efficient the forward cycle, the less efficient will be the reverse cycle.

It is difficult to envisage the position of the Carnot cycle among the other reverse cycles because of the absence of any characteristic similar to the thermal efficiency of forward cycles. Thus, an explanation of the impossibility of spontaneous concentration of energy using a heat pump in violation of the second law of thermodynamics is of no significance. ${ }^{11}$

It is impossible to formulate the second law of thermodynamics in terms of the existing efficiency characteristics of reverse cycles. As will be shown, the statement that the Carnot cycle is the most efficient of the forward cycles cannot be transferred 'mechanically" to reverse cycles.

## COMPARISON OF REVERSE CYCLES

For the analysis we give the well-known theorems.
First Carnot theorem: the thermal efficiency $\widehat{\eta}_{C}$ of the forward Carnot cycle depends only on the temperatures of the heat sources

$$
\widehat{\eta}_{C}=1-T_{2} / T_{1} .
$$

Second Carnot theorem: the forward Carnot cycle has the highest thermal efficiency of any cycle for given temperatures $T_{1}$ and $T_{2}$

$$
\begin{equation*}
\widehat{\eta}_{C}>\eta^{\curvearrowright} \tag{1}
\end{equation*}
$$

The efficiency of reverse cycles is characterized by the heating coefficient $\psi$

$$
\psi=Q_{1} / W_{C}=Q_{1} /\left(Q_{1}-Q_{2}\right)
$$

Since the thermal efficiency of an arbitrary forward cycle is

$$
\overparen{\eta}=\left(Q_{1}-Q_{2}\right) / Q_{1}
$$

it follows that
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$$
\psi=1 / \overparen{\eta}
$$

The second Carnot theorem indicates that $1 / \psi_{c}>1 / \psi$ or

$$
\begin{equation*}
\psi_{c}<\psi \tag{2}
\end{equation*}
$$

Thus, any reverse cycle with given temperature limits has a higher heating coefficient that the corresponding Carnot cycle. The same result can be achieved by comparing the Carnot cycle and an arbitrary reverse cycle on the $B, T$ diagram. The cycles being compared should be situated between the limiting temperatures $T_{1}$ and $T_{2}$ in order to eliminate any ambiguity.

The other efficiency characteristic of reverse cycles is the cooling coefficient

$$
\varepsilon=Q_{2} / W_{c}=Q_{2} /\left(Q_{1}-Q_{2}\right) .
$$

Having inscribed an arbitrary cycle into the Carnot cycle (Fig. 1), we can see that $Q_{2, c}$ is equal to the area of the rectangle 1456 whereas the same heat of the arbitrary cycle $Q_{2}$ is the sum of the areas $1456+c+a$, so that $Q_{2, c}<Q_{2}$. The work of the Carnot cycle $W_{c, C}$, which is equal to the area of the rectangle 1234 , exceeds the work of the arbitrary cycle $W_{c}$ by the amount $a+b+c+d$, whence $W_{c, C}>W_{c}$. Consequently we find $Q_{2, C} / W_{c, C}<Q_{2} / W_{c}$ or

$$
\varepsilon_{C}<\varepsilon,
$$

which is consistent with the conclusion (2). This means that the heating and cooling coefficients of an arbitrary reverse cycle are greater than the corresponding characteristics of the reverse Carnot cycle.

The characteristics $\varepsilon$ and $\psi$ are convenient for estimating the useful properties of the reverse cycle but do not reflect the appearance of the second law, as may be achieved using the thermal efficiency of the forward cycle. The absence of such a characteristic, i.e., the thermal efficiency of the reverse cycle, makes it difficult to obtain unambiguous results in thermodynamic analyses.

## THERMAL EFFICIENCY OF REVERSE CYCLES

By definition, in all cases the efficiency should be a proper fraction ${ }^{12}$ given by the ratio of the useful effect to the energy consumption.

Heat pumps operating on reverse cycles can transfer heat from cold to hot media. The efficiency for heat engines
should be defined as the ratio of the difference between the energy $Q_{1}$ supplied to the working medium and the compensation energy $E$ to the energy $Q_{1}$, i.e.,

$$
\begin{equation*}
\eta=\left(Q_{1}-E\right) / Q_{1} \tag{4}
\end{equation*}
$$

For forward cycles $E$ is the heat $Q_{2}$ removed from the working medium and then

$$
\widehat{\eta}=\left(Q_{1}-Q_{2}\right) / Q_{1}
$$

whereas for reverse cycles it is the work (mechanical energy) $W_{c}$ needed to transfer heat from the cold to the hot medium so that

$$
\hat{\eta}=\left(Q_{1}-W_{c}\right) / Q_{1}=Q_{2} / Q_{1} .
$$

The second Carnot theorem gives $1-T_{2} / T_{1}=\eta_{c}>\overparen{\eta}$ $=1-Q_{2} / Q_{1}$, and $T_{2} / T_{1}<Q_{2} / Q_{1}$, and we obtain

$$
\begin{equation*}
\widehat{\eta}_{C}<\overparen{\eta} . \tag{5}
\end{equation*}
$$

Inequality (5) is consistent with inequalities (2) and (3), i.e., the reverse Carnot cycle is most inefficient.

## MULTIPLICITY OF EFFICIENCY CHARACTERISTICS OF FORWARD AND REVERSE CYCLES AND THEIR INTERRELATIONSHIP

It can be shown that the introduction of a third efficiency characteristic for the reverse cycle is excessive. However, the thermal coefficient $\varepsilon_{t}$ is known for the forward cycle which indicates the possibility of utilizing the heat dumped in the forward cycle

$$
\varepsilon_{t}=\overparen{\eta}+Q_{2} / Q_{1}
$$

For the forward cycle we can also suggest the ecological characteristic

$$
\varepsilon_{e}=W_{c} / Q_{2}
$$

which at the same time characterizes the working efficiency of the engine (if $\varepsilon_{e}>1$, the engine operates in the most perfect cycle).

As a result, the forward and reverse cycles can be characterized by a system of interrelated characteristics. We know $^{13}$ that

$$
\begin{equation*}
\widehat{\eta}(\varepsilon+1)=1 \tag{6}
\end{equation*}
$$

However, this relation is not unique since

$$
\begin{equation*}
\overparen{\eta} \cdot \psi=\varepsilon \cdot \varepsilon_{e}=\varepsilon_{t}=1 \tag{7}
\end{equation*}
$$

and also

$$
\begin{equation*}
\overparen{\eta}\left(\varepsilon_{e}+1\right)=1 \tag{8}
\end{equation*}
$$

which is equivalent to Eq. (6). The efficiency characteristics of the reverse cycles are related analytically

$$
\begin{equation*}
\overparen{\eta}=\varepsilon / \psi . \tag{9}
\end{equation*}
$$

It follows from Eqs. (6)-(8) that for the Carnot cycle, $\varepsilon_{e}$ and $\overparen{\eta}$ have the highest values while $\psi, \varepsilon$, and $\overparen{\eta}$ have the lowest values compared with other cycles. Hence, the forward Carnot cycle is most efficient in terms of all characteristics while the reverse cycle is least efficient.


FIG. 2.

## THEOREM OF ADDITIVITY OF THE EFFICIENCY OF FORWARD AND REVERSE CYCLES

The property of additivity of the efficiencies is the most general from the point of view of the first law of thermodynamics. It is easily shown by introducing $\overparen{\eta}$ that in any cyclic process the sum of the thermal efficiencies is one

$$
\begin{equation*}
\overparen{\eta}+\overparen{\eta}=1 . \tag{10}
\end{equation*}
$$

This statement can be taken as the theorem of additivity of the efficiencies of the forward and reverse cycles whose analytic expression together with Eqs. (6)-(9) combines the characteristics of both groups of cyclic processes. As the difference between the temperatures of the hot and cold sources in any cycle increases, $\overparen{\eta}$ increases and $\overparen{\eta}$ decreases. Formula (10) is a rational expression for the condition of reversibility of the heat and work conversion in a cyclic process conducted in the forward and then in the reverse direction or in a system of two identical coupled cycles, one being forward and the other reverse (Fig. 2), and is equivalent to writing this condition in the form (6)-(8).

The theorem (10) shows the erroneous nature of the conclusion ${ }^{14}$ that the efficiencies of coupled cycles are equal.

The second law of thermodynamics can be formulated from the point of view of the efficiency of the reverse cycle: it is impossible to completely transfer energy from a cold to a hot medium without an additional expenditure of energy (compensation energy) in the implementation of this process, i.e., it is impossible to achieve a value of unity for $\overparen{\eta}$.

Equilibrium conditions give the highest efficiency for the forward and reverse cycles.

We obtain a certain 'inverse" Carnot principle: the greater the temperature difference between the two sources, the lower the efficiency of engines and devices operating in the reverse cycle.

For nonequilibrium processes we clearly have

$$
\widehat{\eta}_{i}+\overparen{\eta}<1
$$

or

$$
\overparen{\eta}+\widehat{\eta}_{i}<1,
$$

where the subscript $i$ refers to irreversible processes.

## CONCLUSIONS

In reverse cycles the ratio $Q_{2} / Q_{1}$ indicates the efficiency of transferring heat from a cold source to a hot one by analogy with the expression $1-Q_{2} / Q_{1}$, which describes the efficiency of transferring heat into work in accordance with the second law of thermodynamics. From this similarity we suggest that the ratio $Q_{2} / Q_{1}$ should be called the thermal efficiency of the reverse cycle.

The introduction of the thermal efficiency $\overparen{\eta}$ as a universal characteristic means that the reverse cycle can be assessed from common viewpoints regardless of the conditions of application of the heat pump (cooling, heating, and combined heating-cooling devices) and the condition for reversibility of the energy conversions in a cyclic process can be expressed rationally. The conclusion is confirmed that among the reverse cycles the Carnot cycle ceases to be a standard cycle. The proposed efficiency $\overparen{\eta}$ means that this can be made equal to $\overparen{\eta}$ by formulating the second law of thermodynamics for equilibrium and nonequilibrium processes.
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#### Abstract

A theoretical analysis is made of the flow of vibrationally excited hydrogen in a channel. It is shown that coverage of the channel walls with adsorbed hydrogen atoms can substantially increase the concentration of vibrationally excited molecules in the stream. The possibility of applying these results to bulk sources of negative $\mathrm{H}^{-}$hydrogen ions is discussed. It is shown that the rate of $\mathrm{H}^{-}$ion generation in the source may be enhanced appreciably under conditions where this generation is achieved by dissociative attachment of thermal electrons to $\mathrm{H}_{2}$ molecules injected into the discharge chamber, whose vibrational distribution function has been pre-enriched in excited molecules by suitably organizing the hydrogen flow in the channel. © 1999 American Institute of Physics. [S1063-7842(99)00306-2]


1. The present paper is concerned with the generation of vibrationally excited $\mathrm{H}_{2}$ molecules in a stream of molecular hydrogen. Interest in the generation of these molecules has arisen as a result of various plasma-chemical applications, ${ }^{1,2}$ the use of vibrationally excited $\mathrm{H}_{2}$ molecules in negative hydrogen ion sources, ${ }^{3}$ and other factors. Various types of gas discharge are being actively used to generate vibrationally excited molecules (see, for instance, Refs. 1-4). In these discharges the formation of vibrationally excited molecules is generally determined by the vibrational pumping of lower vibrational levels by $e-v$ exchange and subsequent diffusion of vibrational quanta into regions of high vibrational numbers $v$ as a result of $v-v$ exchange. An important factor is that in many cases, fairly efficient pumping of the lower vibrational levels of molecules is accompanied by appreciable heating of the gas. This reduces the role of $v-v$ exchange in filling the upper levels and increases their $v-t$ relaxation which ultimates reduces the populations of the higher vibrational states.

In Refs. 5 and 6 the present authors suggested using a flow of vibrationally excited hydrogen in a channel to enhance the populations of highly excited vibrational states. In this case, the vibrational distribution function $f_{v}$ of the $\mathrm{H}_{2}$ molecules forms in two stages. First, molecular hydrogen flows across the discharge where the hydrogen molecules acquire a fairly high average vibrational energy $\left\langle E_{v}\right\rangle$ as a result of $e-v$ exchange. The vibrationally excited hydrogen then flows through a channel whose walls are kept at a low temperature $T_{s}$ such as room temperature. An additional, and for some vibrational levels, very substantial increase in the populations $N_{v}$ is achieved by $v-v$ exchange in the cold gas in the channel, i.e., by comparatively inefficient $v-t$ exchange. Note that similar effects caused by pumping high vibrational levels of $\mathrm{H}_{2}$ molecules were observed experimentally and investigated theoretically in the afterglow of pure hydrogen ${ }^{7}$ and cesium-hydrogen discharges. ${ }^{8,9}$
2. In order to reduce the losses of vibrationally excited
molecules to the channel walls, it is natural to use wall materials having the highest possible potential barrier for adsorption of molecular hydrogen. Such materials specifically include transition metals such as copper, gold, and silver. As in Ref. 6, we shall subsequently analyze a flow of vibrationally pumped hydrogen in a copper channel since the probabilities of adsorption and desorption of molecular hydrogen, including vibrationally excited hydrogen, have been comparatively thoroughly studied for copper surfaces. ${ }^{10-19}$ The most comprehensive theoretical analysis of the interaction between vibrationally excited $\mathrm{H}_{2}$ molecules and a copper surface was made by Cacciatore and Billing ${ }^{10}$ for the $\mathrm{Cu}(111)$ face. These authors ${ }^{10}$ showed that at low kinetic energies ( $E_{\text {kin }}<0.1 \mathrm{eV}$ ) the surface deactivation of $\mathrm{H}_{2}$ molecules is mainly caused by tunneling of molecules through the potential barrier in the surface layer followed by dissociation, i.e., attachment of H atoms to the surface. Cacciatore and Billing ${ }^{10}$ also determined the probability of attachment $w_{v}\left(E_{\text {kin }}\right)$ of a molecule vibrationally excited to the $v$ level, having the energy $E_{\text {kin }}$ along the normal to the surface.

In the present study we consider a low-voltage cesiumhydrogen discharge as the discharge in which the initial vibrational pumping of $\mathrm{H}_{2}$ takes place. ${ }^{4,20}$ This type of discharge was selected because its parameters can be determined theoretically to quite acceptable accuracy (see Refs. 20-22, for instance). This method of enhancing the concentration $N_{v}$ of vibrationally excited molecules in a stream is naturally also promising for pure hydrogen discharges.

In Ref. 6 we reported a theoretical analysis of the flow of vibrationally excited hydrogen in a channel using the mechanism for the surface deactivation of molecules indicated above. However, in Ref. 6 we neglected effects caused by the finite coverage $\Theta$ of the metal surface with adsorbed hydrogen atoms. The aim of the present study is to take these effects into account. We shall show that when these effects are taken into account, the populations $N_{v}$ of a whole range
of vibrationally excited states of $\mathrm{H}_{2}$ molecules increase substantially in the upper part of the spectrum. This then leads to a considerable increase in the effective rate constant for dissociative attachment of thermal electrons to vibrationally excited $\mathrm{H}_{2}$ molecules compared with the case $\Theta=0$ considered in Ref. 6.
3. The basic equations describing the flow of vibrationally excited hydrogen in a channel are written as follows (for further details see Ref. 6). The distribution of the molecular hydrogen pressure $p(x)$ over the length of a planar channel is given by

$$
\begin{equation*}
p(x)=\left[p_{0}^{2}-\left(p_{0}^{2}-p_{s}^{2}\right) x / h\right]^{1 / 2} \tag{1}
\end{equation*}
$$

where $p_{0}=p(0)$ is the hydrogen pressure at the entrance to the channel $(x=0)$, i.e., approximately the pressure in the discharge, and $p_{s}$ is the pressure at the channel exit $(x=h)$.

Then $p_{0}$ and $p_{s}$ are related by

$$
\begin{equation*}
h / L=\left(R_{s} / 24\right)\left(c_{p} / c_{v}\right)^{-1}\left[\left(p_{0} / p_{s}\right)^{2}-1\right], \tag{2}
\end{equation*}
$$

where $R_{s}=\rho_{s} L V_{s} / \eta$ is the Reynolds number calculated using the channel cross section $L$, the molecular hydrogen viscosity $\eta$, the density $\rho_{s}$, and the velocity of sound $V_{s}$ in the exit cross section of the channel.

The vibrational level populations $N_{v}(x)$ are determined from the system of equations

$$
\begin{align*}
& \frac{d}{d x}\left(N_{v} V\right)=I_{v}^{(v v)}\left\{N_{v}\right\}+I_{v M}^{(v t)}\left\{N_{v}\right\}+I_{v A}^{(v t)}\left\{N_{v}\right\}+I_{v}^{(w)}\left\{N_{v}\right\} \\
& (v=0,1,2, \ldots, 14), \tag{3}
\end{align*}
$$

where $V(x)$ is the gasdynamic velocity averaged over the channel cross section.

The terms on the right-hand side of Eq. (3) systematically allow for $v-v$ exchange, $v-t$ exchange with hydrogen molecules and atoms, ${ }^{23}$ and vibrational relaxation of molecules at the channel walls

$$
\begin{equation*}
I_{v}^{(w)}\left\{N_{v}\right\}=-N_{v} / \tau_{v}+\Psi_{v} / L \tag{4}
\end{equation*}
$$

The first term on the right-hand side of Eq. (4) describes the losses of vibrationally excited molecules caused by their drift from the stream toward the channel walls and $\tau_{v}$ is the corresponding effective lifetime of a vibrationally excited molecule in the channel. The second term on the right-hand side describes the increase in the concentration of vibrationally excited $\mathrm{H}_{2}$ molecules in the stream as a result of desorption of hydrogen from the channel walls, where $\Psi_{v}$ is twice the density of the molecular desorption flux from the walls.

The concentration $N_{\mathrm{H}}(x)$ of hydrogen atoms in the channel was determined from

$$
\begin{equation*}
\frac{d}{d x}\left(N_{\mathrm{H}} V\right)=-N_{\mathrm{H}} / \tau_{\mathrm{H}} \tag{5}
\end{equation*}
$$

where $\tau_{\mathrm{H}}$ is the lifetime of hydrogen atoms in the channel caused by their losses to the walls.

In Eqs. (3)-(5) $N_{v}(x)$ and $N_{\mathrm{H}}(x)$ are the concentrations of vibrationally excited $\mathrm{H}_{2}$ molecules and H atoms averaged over the channel cross section: the true distributions of $N_{v}$ and $N_{\mathrm{H}}$ over the channel cross section are generally inhomo-
geneous because of the removal of particles to the channel walls and the resulting depleted concentration in the wall zones. Effects arising from the depleted concentrations are taken into account by introducing the effective lifetimes of vibrationally excited molecules $\tau_{v}$ and atoms $\tau_{\mathrm{H}}$, which are given by ${ }^{6,24}$

$$
\begin{align*}
& \tau_{v}=\frac{L^{2}}{\pi^{2} D_{s d}}+\frac{L}{v_{\mathrm{H}_{2}}} \frac{2-\gamma_{v}}{\gamma_{v}}, \\
& \tau_{\mathrm{H}}=\frac{L^{2}}{\pi^{2} D_{12}}+\frac{L}{v_{\mathrm{H}}} \frac{2-\gamma_{\mathrm{H}}}{\gamma_{\mathrm{H}}}, \tag{6}
\end{align*}
$$

where $D_{s d}$ and $D_{12}$ are the coefficient of self-diffusion of $\mathrm{H}_{2}$ molecules and the coefficient of diffusion of H atoms in $\mathrm{H}_{2}$ molecules, ${ }^{25,26}$ and $v=\sqrt{8 k T / \pi \times M}$.

The coefficients $\gamma_{v}$ and $\gamma_{\mathrm{H}}$ determine the fractions of excited $\mathrm{H}_{2}$ molecules lost to the surface of the channel walls from the total number of molecules or atoms incident on the surface, respectively; $\gamma_{v}$ and $\gamma_{\mathrm{H}}$ depend on the surface coverage $\Theta$ with adsorbed hydrogen atoms. If $\gamma \sim 1$ in Eqs. (6) or (7), the first term on the right-hand side is substantially greater than the second. In this case, the lifetime of an excited molecule or atom is limited by particle diffusion from the channel to the walls and a characteristic diffusion concentration profile is established between the walls. In the opposite case, when $\gamma \ll 1$ (for further details see Ref. 6), only the last terms are important in Eqs. (6) or (7). This corresponds to comparatively fast diffusion which equalizes the particle concentration over the channel cross section. In this last case, the particle flux from the gas to the surface of each channel wall is $\frac{1}{4} N \bar{v} \gamma$ and is small compared with the random current $\frac{1}{4} N \bar{v}$.
4. We shall now determine the values of $\gamma_{v}, \gamma_{\mathrm{H}}, \Psi_{v}$, and the coverage $\Theta$. The value of $\gamma_{v}$, which is the probability of a vibrationally excited molecule being adsorbed at the surface, depends on the attachment probability $w_{v}\left(E_{\text {kin }}\right)$ and the surface coverage $\Theta$ with adsorbed hydrogen atoms ${ }^{27-29}$

$$
\begin{equation*}
\gamma_{v}(\Theta)=\left\langle w_{v}\left(E_{\text {kin }}\right)\right\rangle_{T}(1-\Theta)^{2} . \tag{8}
\end{equation*}
$$

Here $\left\langle w_{v}\left(E_{\text {kin }}\right)\right\rangle_{T}$ denotes the attachment probability averaged over a semi-Maxwellian molecular distribution function in a random stream at gas temperature $T$. Since the $w_{v}\left(E_{\text {kin }}\right)$ values given in Ref. 10 is insufficient to calculate $\left\langle w_{v}\right\rangle$, we made the approximation that everywhere $\left\langle w_{v}\left(E_{\text {kin }}\right)\right\rangle \cong w_{v}(k T)$. The values of $w_{v}(k T)$ in the required range of temperatures $T$ were determined by extrapolating the data from Ref. 10.

Under the conditions being considered here, the probability $\gamma_{\mathrm{H}}$, which determines the fraction of hydrogen atoms lost to the surface is written as

$$
\begin{equation*}
\gamma_{\mathrm{H}}(\Theta)=w_{\mathrm{H}}(1-\Theta)+\sigma_{\mathrm{ER}}^{(\mathrm{eff})} \sigma_{\mathrm{H}} \Theta . \tag{9}
\end{equation*}
$$

The first term on the right-hand side of Eq. (9) describes the attachment of atomic hydrogen to the surface and is similar to expression (8); $w_{\mathrm{H}}$ is the probability of attachment of atomic hydrogen to the surface. The second term on the right-hand side describes the probability of an $\mathrm{H}_{2}$ molecule being formed at the surface as a result of surface recombina-
tion of an incident H atom with an adsorbed hydrogen atom by the Eley-Rideal mechanism. ${ }^{18}$ Here $\sigma_{\mathrm{H}} \cong 1.5 \times 10^{15} \mathrm{~cm}^{-2}$ is the density of sorption centers at the surface of the Cu (111) face ${ }^{14}$ and $\sigma_{\mathrm{ER}}^{\text {(eff) }}$ is the effective cross section of Eley-Rideal surface recombination.

The probability $w_{\mathrm{H}}$ of attachment of hydrogen atoms to the copper surface was assumed to be one because of the low gas temperature and the very small thermal energy spread in the atomic hydrogen stream penetrating into the metal. Consequently, the probability of atoms returning from the metal to the gas is low. Note that similar values of $w_{\mathrm{H}}$ were calculated by Bischler et al. ${ }^{16}$ for room-temperature gas and the $\mathrm{Cu}(110)$ surface allowing only for a phonon mechanism of energy loss for a hydrogen atom in the metal.

The effective cross section for surface recombination of a hydrogen atom by the Eley-Rideal mechanism followed by desorption of a vibrationally excited $\mathrm{H}_{2}$ molecule was assumed to be $\sigma_{\mathrm{ER}}^{(\text {eff })}=5 \AA^{2}$. The value used for the cross section is the result of an analysis of the experimental data ${ }^{14}$ made by Persson and Jackson. ${ }^{18}$ We note that the cross section $\sigma_{\mathrm{ER}}^{(\text {eff) }}$ thus determined from the experimental data is substantially higher than the calculated cross section for EleyRideal recombination obtained in Ref. 18. A quite obvious reason for this (as noted by Persson and Jackson in Ref. 19) is the extremely large cross section for capture of an H atom in the surface layer of the metal. Consequently, Eley-Rideal recombination involving trapped but not yet thermalized hydrogen atoms at the surface is much more efficient than direct Eley-Rideal recombination of an atom incident on the surface for which the cross section was calculated in Ref. 18.

For these values of $w_{\mathrm{H}}$ and $\sigma_{\mathrm{ER}}^{(\text {eff })}$, we find $\gamma_{\mathrm{H}} \sim 1$, so that the first term on the right-hand side of Eq. (7) for any coverage $\Theta$ is substantially greater than the second. Thus, for the calculations we assumed $\tau_{\mathrm{H}}=\tau_{d}^{(\mathrm{H})}$, where $\tau_{d}^{(\mathrm{H})}$ $=L^{2} \pi^{2} D_{12}$ is the time for diffusion of atomic hydrogen from the stream to the channel walls. As a result, $\tau_{\mathrm{H}}$ is almost independent of $\Theta$ and the accurate values of the constants on the right-hand side of Eq. (9). On the contrary, the lifetime $\tau_{v}$ of an excited $\mathrm{H}_{2}$ molecule in the channel depends strongly on $\Theta$.

The coverage $\Theta$ of the surface of the channel walls with adsorbed hydrogen atoms is determined from

$$
\begin{equation*}
\left[2 \sum_{v} N_{v} / \tau_{v}(\Theta)+N_{\mathrm{H}} / \tau_{d}^{(H)}\right] L=2 \sum_{v} \Psi_{v}(\Theta) \tag{10}
\end{equation*}
$$

The left-hand side of Eq. (10) is the number of hydrogen atoms adsorbed per unit time on both walls of the channel per unit surface area. The right-hand side of Eq. (10) gives the number of hydrogen atoms entering the stream as a result of desorption of molecules from the channel walls; $\Psi_{v}$ is twice the flux density of molecules excited to level $v$ desorbed from each channel wall.

With reference to the notation used in expressions (4) and (10), we note that in the adopted formalism, the desorption of vibrationally excited molecules from the walls should be taken into account, not by including the flux density $\Psi_{v}$ from the channel walls as a separate term on the right-hand side of expressions (4) and (10), but by suitably redefining
$\gamma_{v}$ and $\tau_{v}$. We also note that the effective lifetime $\tau_{v}$ can generally only be introduced if, for given $v$, the emission of vibrationally excited molecules from the gas stream to the walls exceeds the reverse desorption flux. Allowance for all these factors should make the calculation scheme significantly more complex. In the situation being analyzed here, however, these complexities can be avoided because in the calculations presented below, Eley-Rideal desorption will play a dominant role. ${ }^{18}$ The density of the desorption flux of vibrationally excited $\mathrm{H}_{2}$ molecules from the walls is described by

$$
\begin{equation*}
\Psi_{v}^{(\mathrm{ER})}=L \frac{N_{\mathrm{H}}}{\tau_{d}^{(H)}} \frac{\sigma_{\mathrm{ER}}^{(\mathrm{eff})} \sigma_{\mathrm{H}} \Theta}{\gamma_{\mathrm{H}}(\Theta)} f_{v}^{(\mathrm{ER})} \tag{11}
\end{equation*}
$$

Here the cofactor $\sigma_{\mathrm{ER}}^{\text {(eff) }} \sigma_{\mathrm{H}} \Theta / \gamma_{\mathrm{H}}$ determines the fraction of hydrogen atoms incident on the surface of the channel walls and participating in surface recombination by the EleyRideal mechanism and $f_{v}^{(\mathrm{ER})}$ is the vibrational distribution function of the molecules desorbed by the Eley-Rideal mechanism, normalized to unity $\left(\Sigma_{v} f_{v}^{(\mathrm{ER})}=1\right)$. The distribution function $f_{v}^{(\mathrm{ER})}$ used in the calculations (see Fig. 2b) is taken from Ref. 30: $f_{v}^{(\mathrm{ER})}$ is also similar to one of the calculated variants ${ }^{18}$ (see Fig. 10c in Ref. 18). An important factor is that the vibrational distribution function $f_{v}^{(\mathrm{ER})}$ is almost only nonzero for $v=1-3$ whereas the attachment probabilities $w_{v}$ and therefore the values of $1 / \tau_{v}$ in expressions (4) and (10) are only nonzero for comparatively high vibrational levels $v \geqslant 5$ (Ref. 10). As a result, the effective lifetimes $\tau_{v}$ given by expressions (6) and (8) will only be used in the calculations when the corresponding desorption fluxes are $\Psi_{v}=0$. This means that expression (6) can be used for $\tau_{v}$. Allowance for desorption by the Langmuir-Hinshelwood mechanism in cases where this mechanism is important requires a special analysis (see Sec. 6).
5. We shall now discuss the calculated distribution of the coverage $\Theta(x)$ over channel length. Figure 1 shows distributions of the molecular and atomic hydrogen concentrations $N_{\mathrm{H}_{2}}(x)$ and $N_{\mathrm{H}}(x)$ over the channel length determined from Eqs. (1) and (5) together with the distribution $\Theta(x)$, calculated by solving Eq. (10) for $\Psi_{v}=\Psi_{v}^{(\mathrm{ER})}$. The initial values of the concentrations $N_{\mathrm{H}_{2}}(0)$ and $N_{\mathrm{H}}(0)$ at the channel entrance (allowing for a jump in temperature $T$ at the channel entrance ${ }^{6}$ ) correspond to the conditions achieved in an initial low-voltage cesium-hydrogen discharge. The discharge parameters were calculated using a method described in Ref. 23. Figures 2a and 2 b show calculated distributions of the vibrational distribution function of hydrogen molecules in the stream $f_{v}(x)=N_{v}(x) / \Sigma_{v} N_{v}(x)$ over the channel length, calculated by solving the system of equations (3), and the vibrational distribution function $f_{v}^{(\mathrm{ER})}$ used in the calculations where desorption is described by the Eley-Rideal mechanism $\left(f_{v}(x)\right.$ is given in relative units $\left.f_{v}(x) / f_{v}(0)\right)$.

We shall analyze the $\Theta(x)$ curve plotted in Fig. 1 for which we shall first assess the role of the various terms on the left-hand side of Eq. (10). Simple estimates show that in the initial section of the channel, where the vibrational distribution function $f_{v}(x)$ of the molecules in the stream, under those conditions making the major contribution to adsorp-


FIG. 1. Distributions of atomic and molecular hydrogen concentrations and coverage over channel length: $1-N_{\mathrm{H}}, 2-N_{\mathrm{H}_{2}}, 3-\Theta$. Initial discharge parameters: $L=0.3 \mathrm{~cm}, N_{\mathrm{H}_{2}}^{(0)}=3 \times 10^{16} \mathrm{~cm}^{-3}, N_{\mathrm{H}}^{(0)}=1.8 \times 10^{14} \mathrm{~cm}^{-3}, N_{\mathrm{Cs}}^{(0)}$ $=10^{14} \mathrm{~cm}^{-3}, \quad n_{e}=3.26 \times 10^{13} \mathrm{~cm}^{-3}, \quad N_{\mathrm{H}}^{(0)}=3.8 \times 10^{12} \mathrm{~cm}^{-3}, \quad T_{e}=0.65 \mathrm{eV}$, $\left\langle E_{v}\right\rangle=0.335 \mathrm{eV}, T_{s}=300 \mathrm{~K} . j_{s}=4.5 \mathrm{~A} / \mathrm{cm}^{2}, j \cong 5 \mathrm{~A} / \mathrm{cm}^{2}, U \cong 4.9 \mathrm{~V}, \varphi_{1}$ $=8.65 \mathrm{~V}$, and $\varphi_{2}=0.75 \mathrm{~V}$. The gas temperature in the discharge was $T_{0}$ $=0.06 \mathrm{eV}$ and in the channel $T=0.03 \mathrm{eV}$.
tion, is still close to the initial vibrational distribution function $f_{v}(0)$ in the discharge, only the second term on the left-hand side of Eq. (10) describing the adsorption of atomic hydrogen is significant. This yields the coverage $\Theta$, which does not depend on $N_{\mathrm{H}}$ and is given by $\Theta=1 /$ $\left(1+\sigma_{\mathrm{H}} \sigma_{\mathrm{ER}}^{(\mathrm{eff})}\right)$. Then, as the populations $N_{v}$ of the levels contributing to the adsorption of molecular hydrogen increase and the atomic hydrogen concentration $N_{\mathrm{H}}$ decreases, the first term on the left-hand side of Eq. (10) describing the adsorption of vibrationally excited $\mathrm{H}_{2}$ molecules also becomes important. This has the result that the coverage $\Theta$ increases, approaching unity. A formal solution of Eq. (10) for $x \rightarrow \infty$ and $N_{\mathrm{H}} \rightarrow 0$ gives $\Theta=1$. The curve $\Theta(x)$ in Fig. 1 has a cutoff at the point $x_{0}$ where desorption by the EleyRideal mechanism is comparable with that by the LangmuirHinshelwood mechanism.
6. Desorption by the Langmuir-Hinshelwood mechanism only becomes appreciable at fairly low concentrations $N_{\mathrm{H}}$ and $\Theta \cong 1$. In this case, it follows from Eq. (8) that $\gamma_{v}$ $\ll 1$, so that only the last term in Eq. (6) is important. As has been noted, this is consistent with the fact that the true concentration of vibrationally excited molecules becomes equalized over the channel cross section as a result of rapid diffusion and the flux of excited molecules from the gas to the channel walls becomes $(1 / 4) N_{v} \bar{v}_{\mathrm{H}_{2}} \cdot \gamma_{v}$. In this approxima-


FIG. 2. a - Variation of the vibrational distribution function of $\mathrm{H}_{2}$ molecules over the channel length: the number of the vibrational levels is indicated on the curves. The solid curves gives the results of the present study and the dashed curves give those of Ref. 6 obtained for $\Theta=0$; the discharge and flow parameters in the channel are the same as in Fig. 1; b - vibrational distribution function of $\mathrm{H}_{2}$ molecules desorbed from the walls by the Eley-Rideal mechanism.
tion there is no need to use the effective lifetimes $\tau_{v}$ and the resultant molecular flux $J_{v}$ at the gas-wall interface is calculated as

$$
\begin{align*}
& J_{v}=\frac{1}{4} N_{v} \bar{v}_{\mathrm{H}_{2}} \gamma_{v}(\Theta)-\frac{1}{2} \Psi_{v}^{(\mathrm{LH})},  \tag{12}\\
& \frac{1}{2} \Psi_{v}^{(\mathrm{LH})}=\frac{1}{2} \delta_{\mathrm{LH}} \Theta^{2} f_{v}^{(\mathrm{LH})} \tag{13}
\end{align*}
$$

i.e., the density of the Langmuir-Hinshelwood desorption flux of molecules excited to level $v$ from one of the channel walls.

The value of $(1 / 2) \delta_{\mathrm{LH}} \Theta^{2}$ is determined as in Ref. 31 and is the density of the total flux of $\mathrm{H}_{2}$ molecules desorbed from the walls. Here $\delta_{\mathrm{LH}}\left(T_{s}\right)=\nu \sigma_{\mathrm{H}}^{2} \exp \left(-E / k T_{s}\right)$ is the desorption rate constant, $\nu$ and $E$ are the effective vibration frequency of an adsorbed atom and the desorption energy, respectively, and $T_{s}$ is the wall temperature. Moreover, $f_{v}^{(\mathrm{LH})}$ is the vibrational distribution function of molecules desorbed by the Langmuir-Hinshelwood mechanism normalized to unity. The criterion for the validity of expression (12) is the inequality $\gamma_{v}<2 \pi^{2} D_{s d} / L \bar{v}_{\mathrm{H}_{2}}$ which for $x \geqslant x_{0}$ is satisfied by a large margin. The vibrational distribution function $f_{v}^{(\mathrm{LH})}$ is determined from the principle of detailed equilibrium

$$
\begin{align*}
f_{v}^{(\mathrm{LH})}= & {\left[\left\langle w_{v}\left(E_{\text {kin }}\right)\right\rangle_{T_{s}} \exp \left(-E_{v} / k T_{s}\right)\right] / } \\
& {\left[\sum_{v}\left\langle w_{v}\left(E_{\text {kin }}\right)\right\rangle_{T_{s}} \exp \left(-E_{v} / k T_{s}\right)\right] . } \tag{14}
\end{align*}
$$

The surface temperature was assumed to be $T_{s}=300 \mathrm{~K}$. The rate constant $\delta_{\mathrm{LH}}\left(T_{s}\right)$ was calculated using the measured desorption spectrum for $\mathrm{H}_{2} / \mathrm{Cu}$ (111) (see Fig. 7 in Ref. 31). Finally, instead of expression (10) for $x \geqslant x_{0}$ we obtain the following equation to determine the coverage $\Theta$, which expresses the atom balance at each channel wall:

$$
\begin{align*}
& 2 \sum_{v} \frac{1}{4} N_{v} \bar{v}_{\mathrm{H}_{2}} \gamma_{v}(\Theta)+\frac{1}{2} \frac{N_{\mathrm{H}} L}{\tau_{d}^{(\mathrm{H})}} \\
& \quad=\sum_{v}\left[\Psi_{v}^{(\mathrm{ER})}(\Theta)+\Psi_{v}^{(\mathrm{LH})}(\Theta)\right], \tag{15}
\end{align*}
$$

where $\Psi_{v}^{(\mathrm{ER})}$ is described by expression (11) as before and $\Psi_{v}^{(\mathrm{LH})}$ was defined in expression (13).

The value of $\Theta$ obtained by solving Eq. (15) for $x \geqslant x_{0}$ is very close to unity. As a result for $x \geqslant x_{0}$ the probability of vibrational deactivation of $\mathrm{H}_{2}$ molecules is very low so that the term $I_{v}^{(w)}\left\{N_{v}\right\}$ in Eq. (3) is insignificant here. Vibrational deactivation of molecules in this region is caused by $v-t$ exchange. Now, unlike Eq. (6) $v-t$ exchange limits the optimum channel length $h$ for vibrational pumping of high levels. This means that a substantially higher level of vibrational excitation of the molecules can be achieved at higher $v$ than in Ref. 6 both as a result of the lower probabilities $\gamma_{v}(\Theta)$ of vibrational deactivation of the molecules at the walls and as a result of the increased channel length $h$.

Figure 2a shows how the results of the calculations are influenced by the reduced probability $\gamma_{v}(\Theta)$, with two series of curves being plotted: the dashed curves give the results of Ref. 6 obtained for $\Theta=0$ and the solid curves give the results of the present study. It can be seen that for the same channel length $h=3.5 \mathrm{~cm}$, the vibrational distribution function $f_{v}(h)$ at the channel exit is significantly higher at high vibrational numbers $v$ compared with $f_{v}(h)$ calculated in Ref. 6. This is also illustrated in Fig. 3, which gives the vibrational distribution functions $f_{v}(h)$ (curves $2,2^{\prime}$ and 3) at the channel exit for various calculations. In Fig. 3, curve 2 calculated in Ref. 6 corresponds to approximately the optimum channel length for the selected discharge and flow parameters in the channel. The distribution function $f_{v}(h)$ shows the highest level of vibrationally highly excited molecules. A comparison of curve $2^{\prime}$ with curves 2 and 3 shows that allowance for a finite coverage $\Theta$ leads to an increase in the vibrational population distribution at high $v$ and also increases the optimum channel length.
7. To conclude, we shall discuss how modification of the vibrational distribution function $f_{v}(x)$ in the channel influences the rate of $\mathrm{H}^{-}$generation as a result of dissociative attachment of plasma electrons to vibrationally excited $\mathrm{H}_{2}$ molecules. ${ }^{32}$ As in Ref. 6, we shall assume that a hydrogen flux pumped vibrationally in a channel is injected into a discharge chamber which contains thermal electrons having a


FIG. 3. Vibrational distribution function of $\mathrm{H}_{2}$ molecules in the initial discharge (1) and at the channel exit ( $2,2^{\prime}, 3$ ): $L=0.3 \mathrm{~cm} ; h=3.5\left(2,2^{\prime}\right)$ and $4.5 \mathrm{~cm}(3)$; the solid curves give the results of the present calculations and the dashed curve gives the result ${ }^{6}$ obtained for $\Theta=0$. The discharge parameters are the same as in Fig. 1.

Maxwellian distribution with the temperature $T_{e}^{\prime}$. We shall determine the effective rate constant for dissociative attachment

$$
\begin{equation*}
\left\langle K_{D A}\left(h, T_{e}^{\prime}\right)\right\rangle=\sum_{v} f_{v}(h) K_{v}\left(T_{e}^{\prime}\right), \tag{16}
\end{equation*}
$$

where $K_{v}\left(T_{e}^{\prime}\right)$ is the rate constant for generation of $\mathrm{H}^{-}$ions by attachment of electrons to molecules vibrationally excited to the level $v$ (Refs. 33 and 34).

Figure 4 gives values of $f_{v}(h) K_{v}\left(T_{e}^{\prime}\right)$ which indicate the partial contribution of the different vibrational levels to the total rate constant for dissociative attachment. Curve 1 was calculated for $h=0$ using the vibrational distribution function $f_{v}(0)$ in the initial discharge. Curve 2 gives the result of the present calculations where $f_{v}(h)$ is the vibrational distribution function at the channel exit, determined allowing for the finite coverage $\Theta(x)$ of the channel walls with adsorbed hydrogen atoms. It can be seen that the values of $f_{v}(h) K_{v}\left(T_{e}^{\prime}\right)$ are increased substantially as a result of the modification of the vibrational distribution in the channel.

Figure 5 gives $\left\langle K_{D A}\right\rangle$ as a function of $T_{e}^{\prime}$ for various calculation variants. Curve 1 was calculated using the initial vibrational distribution function $f_{v}(0)$ formed in the discharge. Curve $2^{\prime}$ was calculated in Ref. 6 and corresponds to conditions when the vibrational distribution function $f_{v}(h)$ was formed in a channel of optimum length ( $h=3.5 \mathrm{~cm}$ ) for $\Theta(x)=0$. Curves 2 and 3 give the results of the present calculations made allowing for a finite coverage of the channel walls with adsorbed hydrogen atoms. Curve 2, as in Ref. 6 , was calculated for $h=3.5 \mathrm{~cm}$ and curve 3 corresponds to


FIG. 4. Contributions of various vibrational levels to the effective rate constant for generation of $\mathrm{H}^{-}$ions as a result of dissociative attachment. The discharge parameters are the same as in Fig. $1 ; h=0(1), 3.5 \mathrm{~cm}(2) ; L$ $=0.3 \mathrm{~cm}$, and $T_{e}^{\prime}=0.75 \mathrm{eV}$.
the optimum channel length $h=4$ or 4.5 cm (the results of the calculations for these two lengths are almost the same). It can be seen that allowance for a finite coverage $\Theta(x)$ leads to an increase in the effective rate constant for dissociative attachment $\left\langle K_{D A}\right\rangle$ (compare curves $2^{\prime}$ and 2) and the optimum channel length corresponding to the maximum of $\left\langle K_{D A}\right\rangle$ (compare curves 2 and 3).
8. To sum up, we have shown that when calculating the flow of vibrationally excited hydrogen in a channel and determining the vibrational distribution function of the molecules formed in the stream, it is important to allow for the coverage of the channel walls with adsorbed hydrogen atoms. Allowance for this coverage appreciably reduces the probabilities of vibrational deexcitation of $\mathrm{H}_{2}$ molecules at the channel walls and increases the concentration of vibrationally excited molecules in the stream.

In particular, these effects may be of considerable interest for two-chamber sources of negative hydrogen ions in which the vibrational excitation of $\mathrm{H}_{2}$ molecules and the generation of $\mathrm{H}^{-}$ions are separated in space. In this case, a substantial increase in the rate of $\mathrm{H}^{-}$generation in the discharge chamber can be achieved if these ions are generated by dissociative attachment of thermal electrons to $\mathrm{H}_{2}$ mol-


FIG. 5. Dependence of the effective constant $\left\langle K_{D A}\left(h, T_{e}^{\prime}\right)\right\rangle$ for dissociative attachment on the electron temperature $T_{e}^{\prime}$. The discharge parameters as the same as in Fig. 1; $1-\left\langle K_{D A}\left(0, T_{e}^{\prime}\right)\right\rangle ; 2,2^{\prime}$ and $3-\left\langle K_{D A}\left(h, T_{e}^{\prime}\right)\right\rangle, L$ $=0.3 \mathrm{~cm}, h=3.5\left(2,2^{\prime}\right), 4$ and $4.5 \mathrm{~cm}(3) ; 2$ and $3-$ results of the present calculations, and $2^{\prime}-$ result $^{6}$ obtained for $\Theta=0$.
ecules injected in the chamber, whose vibrational distribution function has been pre-enriched in excited molecules by suitably organizing the hydrogen flow in the channel.
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#### Abstract

A new approach is proposed for the development of a nonlinear moment method of solving the Boltzmann equation. This approach is based on the principle of invariance of the collision integral with respect to the choice of basis functions. Sonine polynomials with a Maxwellian weighting function are taken as these basis functions for the velocity-isotropic Boltzmann equation. It is shown that for arbitrary interaction cross sections the matrix elements corresponding to the moments of the nonlinear collision integral are not independent but are coupled by simple recurrence formulas by means of which all the nonlinear matrix elements are expressed in terms of linear ones. As a result, a highly efficient numerical scheme is constructed for calculating the nonlinear matrix elements. The proposed approach opens up prospects for calculating relaxation processes at high velocities and also for solving more complex kinetic problems. © 1999 American Institute of Physics. [S1063-7842(99)00406-7]


## INTRODUCTION

The basic mathematical results of solving the Boltzmann equation include a linearized equation and slight deviations from equilibrium. ${ }^{1-3}$ Analytic solutions of the nonlinear Boltzmann equation are known in very limited number of cases. ${ }^{4}$ Existing numerical methods of solution (mainly various modifications of the Monte Carlo method) give only a rough idea of the behavior of the distribution function at high velocities. ${ }^{5}$ At the same time, the behavior of the distribution function at high energies is a decisive factor in a whole range of physicochemical processes.

In 1982 Turchetti and Paolilli ${ }^{6}$ published a study in which a nonlinear moment method was used for the first time to make systematic calculations of the distribution function at high velocities for the isotropic Boltzmann equation. The distribution function was represented as a truncated series of Sonine polynomials, and the tails of the distribution function were described using higher moments. The main difficulty in this method is calculating the interaction matrix corresponding to moments of the nonlinear collision integral. Even for the velocity-isotropic Boltzmann equation the problem is fairly complex. For instance, in this study where the power potentials are considered assuming that the scattering cross section is independent of the angles, the analytic formulas obtained for the matrix elements contain six nested sums. The calculation difficulties increase catastrophically as the number of moments taken into account increases so that it becomes impossible to go beyond the thirteenth moment.

The present authors previously developed a method of integral transformation of the nonlinear Boltzmann equation in which the distribution function and the collision integral are expressed as a superposition of Maxwellian distributions
and an equation is constructed for the weighting function ( $\alpha$ representation of the Boltzmann equation) equivalent to the Boltzmann equation in $v$-space. ${ }^{7,8}$ In Ref. 9 we considered the same moment method as in Ref. 6 but by using the mathematical tools developed to construct the $\alpha$-representation, we succeeded in obtaining formulas for the matrix elements for arbitrary power potentials, including those for Coulomb particle interaction. Moreover, the formulas obtained are considerably simpler (four nested sums) so that the calculations could be made as far as the thirtieth moment with the same accuracy.

In Ref. 10 we suggested that the invariance of the collision integral of the Maxwellian distribution function relative to the choice of basis functions could be used to analyze the matrix elements. These basis functions were taken to be Sonine polynomials with different temperatures of the Maxwellians characterizing the expansion. As a result, we obtained some relationships between the matrix elements which were used as criteria for the accuracy of the calculations. We particularly stressed that for arbitrary interaction cross sections, the nonlinear matrix elements are not independent but various relationships exist between them.

In the present paper the idea of invariance is generalized to the collision integral of an arbitrary distribution function. As a result, we obtained very detailed relations which could be used to express the nonlinear matrix elements in terms of linear ones. These relations can be applied to study how the basic properties of the linear elements influence the nonlinear ones and can also be used to check the accuracy of the calculations. Finally, these relations can be taken as recurrence formulas to calculate the nonlinear matrix elements in terms of linear ones.

## INVARIANCE OF THE DESCRIPTION OF RELAXATION PROCESSES

When the moment method is applied to isotropic problems, the distribution function is expanded in terms of Sonine polynomials with a Maxwellian weighting

$$
\begin{equation*}
f(v, t)=n_{0} M(v, T) \sum_{r=0}^{\infty} C_{r}(T) S_{1 / 2}^{r}\left(m v^{2} / 2 k T\right) . \tag{1}
\end{equation*}
$$

Here $M(v, T)=(m / 2 k T \pi)^{3 / 2} \exp \left(-m v^{2} / 2 k T\right)$ is the Maxwellian and $n_{0}$ is the particle number density. We know that this series converges if the Grad criterion is satisfied (for further details see Ref. 8). Substituting Eq. (1) into the righthand side of the Boltzmann equation, then multiplying both sides of the equation by $S_{1 / 2}^{r}\left(m v^{2} / 2 k T\right)$, and integrating with respect to $v$, we obtain

$$
\begin{equation*}
d C_{r} / d t^{\prime}=\sum_{r_{1}, r_{2}} K_{r_{1}, r_{2}}^{\prime r}(T) C_{r_{1}} C_{r_{2}}, \quad t^{\prime}=t / \tau \tag{2}
\end{equation*}
$$

The dimensionless matrix $K_{r_{1}, r_{2}}^{\prime r}$ is defined in terms of the collision integral $\hat{I}(f, f)$ as follows:

$$
\begin{align*}
& {K_{r}^{\prime}}_{r_{1}, r_{2}}^{r}(T)=4 \pi n_{0} \tau\left(\int_{0}^{\infty} S_{1 / 2}^{r} \hat{I}\left(M S_{1 / 2}^{r_{1}}, M S_{1 / 2}^{r_{2}}\right) v^{2} d v\right) \nu_{r}, \\
& \nu_{r}=(2 r+1)!!/(2 r)!! \tag{3}
\end{align*}
$$

where $\nu_{r}$ is the square of the norm of the Sonine polynomial. Subsequently, the primes will be omitted and the choice of $\tau$ will be specifically discussed.

In Ref. 10 we derived a formula to check the accuracy of the matrix element calculations. This formula was derived assuming that the collision integral of the Maxwellian distribution function is invariant relative to the choice of basis and comprised the following relation between the matrix elements:

$$
\begin{equation*}
\sum_{r_{1}=0}^{N} K_{r_{1}, N-r_{1}}^{r}=0, \quad r, N=0, \ldots, \infty \tag{4}
\end{equation*}
$$

The equalities (4) are satisfied for arbitrary scattering cross sections. Quite clearly, not only the collision integral of a Maxwellian but also the collision integral of an arbitrary distribution function should possess properties of invariance.

When expanding in terms of Sonine polynomials, we must bear in mind that these are orthogonal, with a Maxwellian weighting characterized by a certain temperature $T$. The transition to a different temperature corresponds to a new unit of velocity measurement and essentially involves a transition to a new basis. In the kinetic theory of gases the temperature $T$ is usually taken to be the equilibrium gas temperature.

For the transition from one basis to another it is convenient to use the $\alpha$ representation $(\alpha=m /(2 k T))$ of the Boltzmann equation: ${ }^{7,8}$

$$
n_{0} \frac{\partial \varphi}{\partial t}=n_{0}^{2} \int_{0}^{\infty} A\left(T, T_{1}, T_{2}\right) \varphi\left(T_{1}, t\right) \varphi\left(T_{2}, t\right) d T_{1} d T_{2},
$$

where the distribution function in $v$-space is related to $\varphi(T, t)$ by:

$$
\begin{equation*}
f(v, t)=\int_{0}^{\infty} M(v, T) \varphi(T, t) d T . \tag{6}
\end{equation*}
$$

The kernel $A\left(T, T_{1}, T_{2}\right)$ is a mapping of the collision integral of the two Maxwellians $J^{M}\left(T_{1}, T_{2}, v\right)$ in $\alpha$-space

$$
\begin{equation*}
J^{M}\left(T_{1}, T_{2}, v\right)=n_{0}^{2} \int_{0}^{\infty} M(v, T) A\left(T, T_{1}, T_{2}\right) d T \tag{7}
\end{equation*}
$$

The Maxwellian-weighted orthogonal system of Sonine polynomials $S_{1 / 2}^{r}\left(m v^{2} / T_{*}\right)$ corresponds to the biorthogonal system of functions $s_{L}^{r}$ and $s_{R}^{r}$ in $\alpha$-space ${ }^{8}$

$$
\begin{align*}
& s_{R}^{r}\left(T, T_{*}\right)=\left(T_{*}\right)^{r} \delta^{(r)}\left(T-T_{*}\right) / r!  \tag{8}\\
& s_{L}^{r}\left(T, T_{*}\right)=\left(1-T / T_{*}\right)^{r} . \tag{9}
\end{align*}
$$

Here $\delta^{(r)}\left(T-T_{*}\right)$ is an $r$ th-order derivative of the $\delta$-function. For conciseness we use the notation $M(v, T) S_{1 / 2}^{r}\left(m v^{2} / 2 k T\right)=S_{r}(v, T)$. Then we have

$$
\begin{equation*}
S_{r}\left(v, T_{*}\right)=\int_{0}^{\infty} M(v, T) s_{R}^{r}\left(T, T_{*}\right) d T, \tag{10}
\end{equation*}
$$

and it follows from Eqs. (8) and (9) that

$$
\begin{equation*}
\int_{0}^{\infty} s_{L}^{i}\left(T, T_{*}\right) s_{R}^{j}\left(T, T_{*}\right) d T=\delta_{i j} \tag{11}
\end{equation*}
$$

We express the distribution function in $v$-space in two bases with the temperatures $T_{0}$ and $T_{1}$

$$
\begin{equation*}
f(v, t)=\sum_{k=0}^{\infty} C_{k}^{0}(t) S_{k}\left(v, T_{0}\right)=\sum_{r=0}^{\infty} C_{r}^{1}(t) S_{r}\left(v, T_{1}\right) . \tag{12}
\end{equation*}
$$

Quite clearly the vectors $C^{0}$ and $C^{1}$ do not change on transition from $v$ - to $\alpha$-space and the equalities (12) in the $\alpha$-representation have the form

$$
\begin{equation*}
\varphi(T, t)=\sum_{k=0}^{\infty} C_{k}^{0}(t) s_{R}^{k}\left(T, T_{0}\right)=\sum_{r=0}^{\infty} C_{r}^{1}(t) s_{R}^{r}\left(T, T_{1}\right) . \tag{13}
\end{equation*}
$$

In order to find the relation between the vectors $C^{0}$ and $C^{1}$, we perform scalar multiplication of both sides of equation (13) by $s_{L}^{r}\left(T, T_{1}\right)$. Then, using Eqs. (8), (9), and (11), we obtain

$$
\begin{equation*}
C_{r}^{1}=\sum_{k=0}^{\infty} d_{r, k}\left(T_{1}, T_{0}\right) C_{k}^{0} \tag{14}
\end{equation*}
$$

where the matrix elements of the transition from one basis to the other $D\left(T_{1}, T_{0}\right)$ are expressed in terms of the scalar product

$$
\begin{align*}
d_{r, k}\left(T_{1}, T_{0}\right) & =\int_{0}^{\infty} s_{L}^{r}\left(T, T_{1}\right) s_{R}^{k}\left(T, T_{0}\right) d T \\
& =\left(s_{L}^{r}\left(T, T_{1}\right), s_{R}^{k}\left(T, T_{0}\right)\right) . \tag{15}
\end{align*}
$$

The Sonine polynomials are then transformed as follows:

$$
\begin{equation*}
s_{R}^{r}\left(T, T_{1}\right)=\sum_{k=0}^{\infty} d_{k, r}\left(T_{0}, T_{1}\right) s_{R}^{k}\left(T, T_{0}\right) \tag{16}
\end{equation*}
$$

Using the simple expressions for $s_{L}^{r}$ and $s_{R}^{k}$ in the $\alpha$-representation, Eqs. (8) and (9), we obtain

$$
d_{r, k}\left(T_{1}, T_{0}\right)= \begin{cases}\binom{r}{k}\left(T_{1}-T_{0}\right)^{r-k} T_{0}^{k} / T_{1}^{r}, & r \geqslant k,  \tag{17}\\ 0, & r<k .\end{cases}
$$

The matrix $D$ is triangular. We also note that it is not unitary. For any linear transformation we have

$$
\begin{equation*}
d_{r, k}\left(T_{1}, T_{0}\right)=\sum_{p=0}^{\infty} d_{r, p}\left(T_{1}, T_{*}\right) d_{p, k}\left(T_{*}, T_{0}\right) \tag{18}
\end{equation*}
$$

In our case, because the matrix is triangular, summation is performed between $r$ and $k$. By directly substituting Eq. (17) into Eq. (18), we can confirm that this property is indeed found. In operator form Eq. (18) is given by

$$
\begin{equation*}
\hat{D}\left(T_{1}, T_{0}\right)=\hat{D}\left(T_{1}, T_{*}\right) \hat{D}\left(T_{*}, T_{0}\right) . \tag{19}
\end{equation*}
$$

Since $\hat{D}\left(T_{0}, T_{0}\right)$ is the unit operator $\hat{E}$, assuming $T_{1}$ $=T_{0}$, we obtain

$$
\begin{equation*}
\hat{D}\left(T_{*}, T_{0}\right)=\hat{D}^{-1}\left(T_{0}, T_{*}\right) \tag{20}
\end{equation*}
$$

Note that in the nonisotropic case, the distribution function is expanded in terms of Hermite polynomials where the weighting Maxwellian is characterized by the four-vector $W=(T, \mathbf{u})$. Here $T$ and $\mathbf{u}$ are the temperature and velocity about which the expansion is performed. In this general case, we can determine the operator of the transition from one basis to another $\hat{D}\left(W_{0}, W_{1}\right)$, which will also have properties similar to Eqs. (19) and (20). This general matrix is best constructed using a representation of the Hermite polynomials in $\alpha-u$ space. ${ }^{11,12}$

We shall continue our analysis of the isotropic Boltzmann equation. Quite clearly, the transition to a new basis should not affect the result, i.e., the time derivatives of the distribution function should be the same in the bases $T_{1}$ and $T_{2}$,

$$
\begin{equation*}
\frac{d \varphi(T, t)}{d t}=\sum_{k=0}^{\infty} \frac{d C_{k}^{0}(t)}{d t} s_{R}^{k}\left(T, T_{0}\right) \sum_{r=0}^{\infty} \frac{d C_{r}^{1}(t)}{d t} s_{R}^{r}\left(T, T_{1}\right) \tag{21}
\end{equation*}
$$

If both sides of Eq. (21) are multiplied scalarly by $s_{L}^{r}\left(T, T_{1}\right)$, then using the condition for orthogonality of the Sonine polynomials and Eq. (15), we obtain

$$
\begin{equation*}
\frac{d C_{r}^{1}(t)}{d t}=\sum_{k=0}^{\infty} d_{r, k}\left(T_{1}, T_{0}\right) \frac{d C_{k}^{0}(t)}{d t} \tag{22}
\end{equation*}
$$

We substitute Eq. (2) into Eq. (22) in the initial basis $T_{0}$ and express the vector $C^{0}$ in terms of $C^{1}$ using Eqs. (14) and (20): $C^{0}=\hat{D}\left(T_{0}, T_{1}\right) C^{1}$. Then, we have

$$
\begin{align*}
\frac{d C_{r}^{1}}{d t}= & \sum_{k=0}^{r} d_{r, k}\left(T_{1}, T_{0}\right) \sum_{k_{1}, k_{2}=0}^{\infty} K_{k_{1}, k_{2}}^{k}\left(T_{0}\right) \\
& \times \sum_{r_{1}=0}^{k_{1}} d_{k_{1}, r_{1}}\left(T_{0}, T_{1}\right) C_{r_{1}}^{1} \sum_{r_{2}=0}^{k_{2}} d_{k_{2}, r_{2}}\left(T_{0}, T_{1}\right) C_{r_{2}}^{1} \tag{23}
\end{align*}
$$

If the distribution function is expanded directly in terms of Sonine polynomials with the temperature $T_{1}$, instead of the expression (23), the system of moment equations can be written as

$$
\begin{equation*}
\frac{d C_{r}^{1}}{d t}=\sum_{r_{1}, r_{2}=0}^{\infty} K_{r_{1}, r_{2}}^{r}\left(T_{1}\right) C_{r_{1}}^{1} C_{r_{2}}^{1} \tag{24}
\end{equation*}
$$

Since the expansion coefficients $C_{r_{1}}^{1}$ and $C_{r_{2}}^{1}$ are arbitrary, we obtain from expressions (23) and (24)

$$
\begin{align*}
K_{r_{1}, r_{2}}^{r}\left(T_{1}\right)= & \sum_{k=0}^{r} d_{r, k}\left(T_{1}, T_{0}\right) \\
& \times \sum_{k_{1}=r_{1}, k_{2}=r_{2}}^{\infty} K_{k_{1}, k_{2}}^{k}\left(T_{0}\right) d_{k_{1}, r_{1}} \\
& \times\left(T_{0}, T_{1}\right) d_{k_{2}, r_{2}}\left(T_{0}, T_{1}\right) . \tag{25}
\end{align*}
$$

Hence, the invariance of the description of the relaxation process relative to the choice of basis yields a relation between the matrix elements in the bases $T_{1}$ and $T_{0}$. Note that for fixed $T_{0}$ formula (25) holds for any $T_{1}$. The form of the dependence $K_{r_{1}, r_{2}}^{r}\left(T_{1}\right)$ on the left-hand side of expression (25) is determined by the energy dependence of the cross section whereas the expression on the right only depends on $T_{1}$ via the matrix elements of the transition matrix $D$, which are the same for all cross sections. After substituting the matrix elements of $D(17)$ and a series of simple transformations, expression (25) gives

$$
\begin{align*}
& K_{r_{1}, r_{2}}^{r}\left(T_{1}\right)=(1-z)^{R}(-1)^{N+q} \sum_{q=0}^{\infty} z^{q} B_{r_{1}, r_{2}}^{r}\left(q, T_{0}\right),  \tag{26}\\
& B_{r_{1}, r_{2}}^{r}\left(q, T_{0}\right)= \sum_{k=\max (q+R, N)}^{\infty}\binom{r}{k-q-R}(-1)^{k} \\
& \times \sum_{k_{1}=r_{1}}^{k-r_{2}}\binom{k}{r_{1}}\binom{k-k_{1}}{r_{2}} K_{k_{1}, k-k_{1}}^{k-q-R}\left(T_{0}\right) . \tag{27}
\end{align*}
$$

Here we have $z=1-T_{1} / T_{0}, R=N-r$, and $N=r_{1}+r_{2}$. The expressions (25) or (26), (27) impose certain relations on the matrix elements $K$ in the initial reference frame $T_{0}$. This can be seen particularly clearly for Maxwellian molecules for which, as we know (see Ref. 9, for example), the elements $K_{r_{1}, r_{2}}^{r}(T)$ do not depend on temperature. For this model Eq. (26) has a constant on the left and a power series with respect to $z$ on the right. Equating to zero the coefficients of all positive powers $z$, we obtain relations containing different $K_{r_{1}, r_{2}}^{r}\left(T_{1}\right)$ and coefficients which do not depend on $T$. For example, equating the coefficients of the first power $z$, we can obtain

$$
\begin{align*}
& R K_{r_{1}, r_{2}}^{r}+\sum_{k=\max (1+R, N)}^{N+1}\binom{r}{k-R-1}(-1)^{N+k} \\
& \quad \times \sum_{k_{1}=r_{1}}^{k-r_{2}}\binom{k_{1}}{r_{1}}\binom{k-k_{1}}{r_{2}} K_{k_{1}, k-k_{1}}^{k-R-1}=0 . \tag{28}
\end{align*}
$$

This formula shows that some linear combinations of the matrix elements of the matrix $K$ vanish. For arbitrary interaction models we can derive more general relations by successively differentiating both sides of expression (25) with respect to $T_{1}$ and then setting $T_{1}=T_{0}$. Formula (25) is written in the operator form

$$
\begin{equation*}
\hat{\hat{K}}\left(T_{1}\right)=\hat{D}\left(T_{1}, T_{0}\right) \hat{\hat{K}}\left(T_{0}\right)\left(\hat{D}\left(T_{0}, T_{1}\right), \hat{D}\left(T_{0}, T_{1}\right)\right) . \tag{29}
\end{equation*}
$$

The rules for the action of the bilinear operator $\hat{\hat{K}}$ on the vector are clear from Eq. (2) and the rules of action when the operator is expressed in the new basis are clear from expression (25). In general when Hermite polynomials are considered as the basis functions, relations similar to (19) and (20) are satisfied for the transition operator $\hat{\hat{D}}\left(W_{0}, W_{1}\right)$ and the following inequality should be satisfied instead of Eq. (29)

$$
\begin{equation*}
\hat{\hat{K}}\left(W_{1}\right)=\hat{D}\left(W_{1}, W_{0}\right) \hat{\hat{K}}\left(W_{0}\right)\left(\hat{D}\left(W_{0}, W_{1}\right), \hat{D}\left(W_{0}, W_{1}\right)\right) \tag{30}
\end{equation*}
$$

## COUPLING BETWEEN MATRIX ELEMENTS

We shall analyze arbitrary cross sections for particle interaction. We shall differentiate Eq. (29) with respect to $T_{1}$ and set $T_{1}=T_{0}$. We then assume that for $T_{1}=T_{0}$ the operator $\hat{D}$ becomes the unit operator $\hat{E}$

$$
\begin{align*}
\left(\frac{d \hat{\hat{K}}\left(T_{1}\right)}{d T_{1}}\right)_{T_{1}=T_{0}}= & \left(\frac{d \hat{D}\left(T_{1}, T_{0}\right)}{d T_{1}}\right)_{T_{1}=T_{0}} \hat{\hat{K}}(\hat{E}, \hat{E}) \\
& +\hat{E} \hat{K}\left(\left(\frac{d \hat{D}\left(T_{0}, T_{1}\right)}{d T_{1}}\right)_{T_{1}=T_{0}}, \hat{E}\right) \\
& +\hat{E} \hat{\hat{K}}\left(\hat{E},\left(\frac{d \hat{D}\left(T_{0}, T_{1}\right)}{d T_{1}}\right)_{T_{1}=T_{0}}\right) . \tag{31}
\end{align*}
$$

In order to calculate the derivative of the matrix elements of the matrix $D$, we consider the explicit form $d_{r, k}\left(T_{1}, T_{0}\right)$ given by Eq. (17). Quite clearly, the derivative of this function for $T_{1}=T_{0}$ is only nonzero if $r=k+1$ or $r=k$,

$$
\begin{equation*}
\frac{d}{d T_{1}}\left(d_{r, k}\left(T_{1}, T_{0}\right)\right)_{T_{1}=T_{0}}=r\left(\delta_{r-1, k}-\delta_{r, k}\right) / T_{0} \tag{32}
\end{equation*}
$$

Similarly we have

$$
\begin{align*}
& \frac{d}{d T_{1}}\left(d_{k_{1}, r_{1}}\left(T_{0}, T_{1}\right)\right)_{T_{1}=T_{0}} \\
& \quad=\left(-\left(r_{1}+1\right) \delta_{r_{1}+1, k_{1}}+r_{1} \delta_{r_{1}, k_{1}}\right) / T_{0} \tag{33}
\end{align*}
$$

$$
\begin{align*}
& \frac{d}{d T_{1}}\left(d_{k_{2}, r_{2}}\left(T_{0}, T_{1}\right)\right)_{T_{1}=T_{0}} \\
& \quad=\left(-\left(r_{2}+1\right) \delta_{r_{2}+1, k_{2}}+r_{2} \delta_{r_{2}, k_{2}}\right) / T_{0} \tag{34}
\end{align*}
$$

Converting from the operator to the matrix form in Eq. (31) and substituting Eqs. (32)-(34), we obtain a fundamental relation linking the matrix elements $K_{r_{1}, r_{2}}^{r}$,

$$
\begin{align*}
& T \frac{d K_{r_{1}, r_{2}}^{r}(T)}{d T}-R K_{r_{1}, r_{2}}^{r}(T) \\
& \quad=r K_{r_{1}, r_{2}}^{r-1}(T)-\left(r_{1}+1\right) K_{r_{1}+1, r_{2}}^{r}(T) \\
& \quad-\left(r_{2}+1\right) K_{r_{1}, r_{2}+1}^{r}(T), \\
& (R=  \tag{35}\\
& \left.r_{1}+r_{2}-r\right) .
\end{align*}
$$

Here $T_{0}$ is replaced by $T$ and we stress than Eq. (35) should be satisfied for arbitrary $T$. In the particular case of Maxwellian molecules, formula (35) is the same as (28).

In order to obtain relationships which appear under repeated differentiation, we divide both sides of equation (26) by $(1-z)^{R}$, differentiate twice with respect to $T_{1}$, setting $T_{1}=T_{0}(z=0)$ and denoting $T_{0}=T$. As a result, we have

$$
\begin{equation*}
\left(T^{2} \frac{d^{2}}{d T^{2}}-2 R T \frac{d}{d T}+R(R+1)\right) K_{r_{1}, r_{2}}^{r}(T)=B_{r_{1}, r_{2}}^{r}(2, T) . \tag{36}
\end{equation*}
$$

We shall now show that the relations (36) are a consequence of (35) and do not impose additional correlations on the matrix elements. Using the fact that the identity (35) is valid for any $T$, we apply the operator $T d / d t$ to this. Expressing the derivatives on the right-hand side of the resulting equality in terms of the matrix elements using (35) and performing simple transformations, we obtain

$$
\begin{align*}
& \left(T^{2} \frac{d^{2}}{d T^{2}}-T(R-1) \frac{d}{d T}\right) K_{r_{1}, r_{2}}^{r}(T)-B_{r_{1}, r_{2}}^{r}(2, T) \\
& =(R+1)\left(r K_{r_{1}, r_{2}}^{r-1}(T)-\left(r_{1}+1\right) K_{r_{1}+1, r_{2}}^{r}(T)\right. \\
& \left.\quad-\left(r_{2}+1\right) K_{r_{1}, r_{2}+1}^{r}(T)\right) \tag{37}
\end{align*}
$$

Now, on the right-hand side of Eq. (37) we again use equality (35)

$$
\begin{align*}
& \left(T^{2} \frac{d^{2}}{d T^{2}}-(R-1) T \frac{d}{d T}\right) K_{r_{1}, r_{2}}^{r}(T) \\
& \quad=(R+1)\left(T \frac{d}{d T}-R\right) K_{r_{1}, r_{2}}^{r}(T)+B_{r_{1}, r_{2}}^{r}(2, T) \tag{38}
\end{align*}
$$

On comparing expressions (36) and (38), we note that these equalities are the same. Similarly, we can show that the relations obtained for higher derivatives of Eq. (25) also impose no additional correlations on the matrix elements compared with relation (35). Hence we can confirm that in order to satisfy formula (25), it is necessary and sufficient that relation (35) is satisfied for any $T$.

TABLE I. Verification of formula (45).

|  | $K_{22}^{2}$ | $K_{32}^{2}$ | $K_{23}^{2}$ | Right-hand side of Eq. (45) |
| :--- | :---: | :---: | :---: | :---: |
| From Eq. (39) | $-1.6667 \times 10^{-2}$ | $3.9063 \times 10^{-4}$ | $-8.7240 \times 10^{-3}$ | 0 |
| From Ref. 13 | $1.7578 \times 10^{-2}$ | $-3.4180 \times 10^{-3}$ | $-1.2533 \times 10^{-2}$ | $7.4218 \times 10^{-2}$ |

## FUNDAMENTAL RELATIONS FOR VARIOUS PARTICLE INTERACTION LAWS

In Ref. 9, for arbitrary power potentials we made analytic calculations of the matrix elements in the form of four nested sums, having the form

$$
\begin{align*}
K_{r_{1}, r_{2}}^{r}= & n_{0}^{2}\left(\frac{4 k T_{0}}{m}\right)^{\mu} \frac{(-1)^{r+r_{1} r!\Gamma(\mu+5 / 2)}}{2^{r_{2}}} \\
& \times \sum_{q=1}^{r} \frac{(\mu+5 / 2)_{q-1}}{q!} J_{q} \sum_{i=\max \left(0, q-r_{1}\right)}^{\min \left(r_{2}, q\right)}\binom{q}{i} \frac{2^{i}}{\left(r_{2}-i\right)!} \\
& \times \sum_{l=\max \left(q, r-r_{1}+q-i\right)}^{r} \frac{(2 l-2 q-1)!!(-1)^{l}}{\Gamma(l+3 / 2)(r-l)!} \\
& \times \sum_{j=\max \left(0, m_{2}\right)}^{m_{1}} \frac{(-1)^{j}(-\mu)_{j+m_{3}}}{j!2^{j}\left(m_{1}-j\right)!\left(j-m_{2}\right)!}, \tag{39}
\end{align*}
$$

where $\mu=\gamma / 2, m_{1}=r_{1}-r+l-q+i, m_{2}=r_{1}-r-l+q+i$, and $m_{3}=l-q+r_{2}-i$.

Here we used the following notation

$$
\begin{align*}
& a_{k}=a(a+1) \ldots(a+k-1)=\Gamma(a+k) / \Gamma(a), \\
& J_{q}=4 \pi \int_{0}^{1} F(z) z^{q} d z . \tag{40}
\end{align*}
$$

In this case, the scattering cross section is given in the form

$$
\begin{equation*}
g \sigma(g, z)=g^{\gamma} F(z) . \tag{41}
\end{equation*}
$$

Here $F(z)$ is the angular part of the cross section, $z$ $=\sin ^{2} \Theta / 2$, and $\Theta$ is the scattering angle. It can be seen from Eqs. (39) and (40) that when the scattering cross section depends on the angle and velocity as given by Eq. (41), the matrix elements $K_{r_{1}, r_{2}}^{r}$ depend quite specifically on the basis temperature, i.e., a general coefficient-the collision frequency $\tau(T)=b T^{\mu}$ depends on temperature. Relation (35) now has the form

$$
\begin{align*}
(\mu-R) K_{r_{1}, N-r_{1}}^{r}= & r K_{r_{1}, N-r_{1}}^{r-1}-\left(r_{1}+1\right) K_{r_{1}+1, N-r_{1}}^{r} \\
& -\left(N+1-r_{1}\right) K_{r_{1}, N+1-r_{1}}^{r} \tag{42}
\end{align*}
$$

It is interesting to note that the relations between the matrix elements (42) do not depend on the form of the function $F(z)$. It is well-known that for pseudo-Maxwellian molecules $(\mu=0)$ a simple analytic formula exists which, correct to within the normalization constant, has the form

$$
\begin{equation*}
K_{r_{1}, r-r_{1}}^{r}=\frac{1}{r+1}-\delta_{r, r_{1}} . \tag{43}
\end{equation*}
$$

For nonzero matrix elements in cases of Maxwellian molecules Eq. (42) gives

$$
\begin{gather*}
(r+1) K_{r_{1}, r-r_{1}}^{r}-\left(r_{1}+1\right) K_{r_{1}+1, r-r_{1}}^{r+1} \\
\quad-\left(r-r_{1}+1\right) K_{r_{1}, r-r_{1}+1}^{r+1}=0 . \tag{44}
\end{gather*}
$$

It is easily verified that the matrix elements (43) satisfy the identity (44).

In Ref. 10 we used the relations (4) as the criterion for the accuracy of the calculations which, as can be shown, are a consequence of the relations (35) which are more detailed criteria for the accuracy of the calculations. Assuming that $r_{1}$ and $r_{2}$ vary in the range $0 \leqslant r_{1}+r_{2} \leqslant N_{0}$, and $r$ varies in the range $0 \leqslant r \leqslant N_{0}$, then the total number of matrix elements is $\left(N_{0}+1\right)^{2}\left(N_{0}+2\right) / 2$, and the total number of new, more detailed relations of the type (35) or (42) is $\left(N_{0}+1\right)^{2} N_{0} / 2$, whereas the total number of relations obtained from formula (4) is only $\left(N_{0}+1\right)^{2}$. Thus, for large $N_{0}$ the number of relations (42) far exceeds the number of relations (4).

For other laws of interaction the relations (42) were checked by calculating the matrix elements using formulas (39)-(41) in the range $r, N \leqslant 20$. We showed in Ref. 9 that small numerical errors are known to occur in this range. A check was made for various values of $\mu$ and it was established that all the matrix elements satisfy the equalities (42).

Schürrer and Kügerl ${ }^{13}$ gave formulas for the matrix elements for the hard sphere model $(\mu=0.5)$. Separate formulas are given to calculate the linear elements which after various simplifications agree with Eqs. (39)-(41). Special formulas are given for the nonlinear elements which do not include the matrix elements for which one of the subscripts is 1 . It is therefore difficult to verify the identities (42) when these relate nonlinear and linear elements. We shall therefore analyze the identity (42) for $N=4$ and $r=r_{1}=2$

$$
\begin{equation*}
1.5 K_{2,2}^{2}-3 K_{3,2}^{2}-3 K_{2,3}^{2}=-2 K_{2,2}^{1} \tag{45}
\end{equation*}
$$

The values of these elements calculated using the formulas (39) and the formulas from Ref. 13 in the same units of measurement are given in Table I. Despite the substantial differences between the corresponding elements, the relations (45) are satisfied in both cases. Moreover, other sets of elements from Ref. 13 with subscripts not including 0 or 1 , also satisfy the relations (42).

It follows from the energy conservation law that $K_{2,2}^{1}$ $=0$. The main error in Ref. 13 is that the formulas proposed there yield $K_{2,2}^{1} \neq 0$ and the identity (45) is only satisfied for this inaccurate value of $K_{2,2}^{1}$. If a zero value for $K_{2,2}^{1}$ is substituted into identity (45) and all the other elements therein are taken from Ref. 13, criterion (42) is satisfied. This implies that there is an error in the determination of the other

| TABLE II. $K_{r_{1}, r_{2}}^{r}$ for $r_{1}+r_{2}=4$ for Coulomb particle interaction. |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $r_{1}=0$ | 1 | 2 | 3 | 4 |
| $r$ | $r_{2}=4$ | 3 | 2 | 1 | 0 |
| 1 | 0.41139 | 0.82278 | 0.00000 | -0.82278 | -0.41139 |
|  | 0.41139 | 0.82278 | 0.00000 | -0.82278 | -0.41139 |
| 2 | 0.74050 | 0.91681 | 0.56419 | -0.91681 | -1.30469 |
|  | 0.76871 | 0.91681 | 0.50777 | -0.91681 | -1.27648 |
| 3 | 0.87273 | 0.89918 | 0.84628 | -0.12543 | -2.49276 |
|  | 0.92794 | 0.91207 | 0.76166 | -0.21570 | -2.38597 |
| 4 | 0.84041 | 0.83453 | 0.84628 | 0.94222 | -3.46344 |
|  | 0.90469 | 0.86414 | 0.80751 | 0.67380 | -3.25014 |
| 5 | 0.71626 | 0.72728 | 0.70524 | 0.58184 | -2.73061 |
|  | 0.76813 | 0.74909 | 0.66598 | 0.38743 | -2.57062 |
| 6 | 0.56199 | 0.59504 | 0.52893 | 0.23912 | -1.92508 |
|  | 0.59933 | 0.60895 | 0.49407 | 0.11776 | -1.82010 |
| 7 | 0.41525 | 0.46024 | 0.37025 | 0.03995 | -1.28568 |
|  | 0.44046 | 0.46858 | 0.34304 | -0.03150 | -1.22058 |
| 8 | 0.29311 | 0.33940 | 0.24683 | -0.04957 | -0.82977 |
|  | 0.30942 | 0.34423 | 0.22735 | -0.09032 | -0.79068 |
| 9 | 0.19959 | 0.24050 | 0.15868 | -0.07628 | -0.52248 |
|  | 0.20981 | 0.24323 | 0.14552 | -0.09905 | -0.49951 |
| 10 | 0.13200 | 0.16483 | 0.09917 | -0.07325 | -0.32275 |
|  | 0.13825 | 0.16636 | 0.09065 | -0.08580 | -0.30947 |

three elements in identity (45). If these inaccurate elements are changed so that identity (45) is satisfied, criterion (42) is violated for subsequent values of the indices, and so on. In Ref. 10 we analyzed how this inaccurate determination of the nonlinear matrix elements gives such erroneous results in the course of a relaxation process.

Formulas (39)-(41) can also be applied to Coulomb particle interaction. In this case, in order to eliminate divergence, we can use the Coulomb potential with the Debye cutoff radius $\lambda_{D}$ following the usual procedure. ${ }^{9}$ This corresponds to the fact that when $J_{q}$ is determined using formula (40), integration over angles is not performed from zero but from some small angle $\theta_{0}$ which is assumed to be $2 e^{2} /\left(\lambda_{D} m g^{2}\right)$. It can be shown that the first term in the summation over $q$ in formula (39) corresponds to the Landau approximation. ${ }^{11}$ For the complete Boltzmann equation summation over $q$ is performed as far as $r$ and the number of correction terms increases with increasing $r$. Tables II and III give the dimensionless matrix elements calculated using formulas (40) and (41) for $N=4$ and 5 . For the calculations of the matrix elements the unit of measurement of time in the Boltzmann equation was taken to be $\tau=16\left(k T_{0} / m\right)^{3 / 2} /$ $\left(J_{1} n_{0}\right)$. In this case we have

$$
J_{1}=8 \pi \ln \Lambda e^{4} / m^{2}
$$

In our calculations the Coulomb logarithm $\ln \Lambda$ was taken to be 5. The upper number in each line in the table corresponds to $q=1$ (Landau approximation) and the lower line gives the total sum over $q$ (Boltzmann equation for Coulomb particle interaction). Substituting the values from the tables into relation (42) shows that these identities are satisfied for the Landau approximation and for the complete Boltzmann equation. In addition, if the summation over $q$ in

TABLE III. $K_{r_{1}, r_{2}}^{r}$ for $r_{1}+r_{2}=5$ for Coulomb particle interaction.

|  | $r_{1}=0$ | 1 | 2 | 3 | 4 | 5 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $r$ | $r_{2}=5$ | 4 | 3 | 2 | 1 | 0 |
| 1 | .23141 | .69422 | .46281 | -.46281 | -.69422 | -.23141 |
|  | .23141 | .69422 | .46281 | -.46281 | -.69422 | -.23141 |
| 2 | .50909 | .86906 | .68908 | -.03085 | -1.19817 | -.83820 |
|  | .52555 | .88551 | .65616 | -.06377 | -1.18171 | -.82175 |
| 3 | .70909 | .85785 | .78347 | .48595 | -1.00898 | -1.82740 |
|  | .74889 | .88153 | .75224 | .39024 | -1.01754 | -1.75536 |
| 4 | .78788 | .81212 | .80000 | .75152 | -.14786 | -3.00367 |
|  | .84494 | .84411 | .78404 | .63525 | -.28066 | -2.82768 |
| 5 | .76102 | .75505 | .75804 | .76998 | .86552 | -3.90961 |
|  | .82273 | .79389 | .75985 | .69699 | .54218 | -3.61564 |
| 6 | .66736 | .67975 | .67356 | .64876 | .51849 | -3.18792 |
|  | .71941 | .71203 | .67098 | .57863 | .27711 | -2.95816 |
| 7 | .54501 | .58599 | .56550 | .48354 | .16171 | -2.34175 |
|  | .58483 | .61047 | .55893 | .42238 | .00670 | -2.18331 |
| 8 | .42135 | .48242 | .45188 | .32975 | -.05400 | -1.63140 |
|  | .45001 | .50007 | .44388 | .28145 | -.14728 | -1.52813 |
| 9 | .31186 | .38019 | .34602 | .20935 | -.14947 | -1.09795 |
|  | .33160 | .39247 | .33842 | .17385 | -.20347 | -1.03287 |
| 10 | .22275 | .28810 | .25542 | .12474 | -.17066 | -.72036 |
|  | .23591 | .29638 | .24910 | 0.9999 | -.20109 | -.68029 |

Eq. (39) is artificially truncated at $r=2,3, \ldots$, these sums also satisfy the relations (42). This was checked as far as $N_{0}=20$.

## RECURRENCE FORMULAS

The relations (42) can be used as recurrence formulas to calculate the matrix elements. This is particularly important for high values of the indices. We shall show that in order to determine the nonlinear matrix elements, it is sufficient to define the linear elements of just one of the two types $K_{r_{1}, 0}^{r}$ or $K_{0, r_{1}}^{r}$. Then, one half of the linear elements is defined in terms of the other. Let us assume that all linear elements of the type $K_{q, 0}^{r}\left(r, q \leqslant N_{0}\right)$ are defined. Formula (42) can then be written as:

$$
\begin{align*}
(q+1) K_{N-q . q+1}^{r}= & (R-\mu) K_{N-q, q}^{r}+r K_{N-q, q}^{r-1} \\
& -(N-q+1) K_{N-q+1, q}^{r} . \tag{46}
\end{align*}
$$

We shall first analyze this formula for $N=0$

$$
\begin{equation*}
K_{0,1}^{r}=(-\mu-r) K_{0,0}^{r}+r K_{0,0}^{r-1}-K_{1,0}^{r} . \tag{47}
\end{equation*}
$$

We then find all $K_{0,1}^{r}$ from Eq. (47). Converting to $N=1$ in Eq. (46) we obtain two relations

$$
\begin{align*}
& K_{1,1}^{r}=(1-\mu-r) K_{1,0}^{r}+r K_{1,0}^{r-1}-2 K_{2,0}^{r},  \tag{48}\\
& 2 K_{0,2}^{r}=(1-\mu-r) K_{0,1}^{r}+r K_{0,1}^{r-1}-K_{1,1}^{r} . \tag{49}
\end{align*}
$$

For fixed $r$ we find $K_{1,1}^{r}$ from Eq. (48) and then determine $K_{0,2}^{r}$ in terms of the elements from Eq. (49) $K_{1,1}^{r}$ just determined and the linear elements with subscripts 0,1 determined earlier using formula (47). In this way all elements with $N=2$ are determined.

For $N=2$ we obtain three relations from Eq. (46) from which all $N=3$ elements $K_{2,1}^{r}, K_{1,2}^{r}$, and $K_{0,3}^{r}$ can be systematically determined in terms of the $N=2$ elements: $K_{2,0}^{r}$, $K_{1,1}^{r}$, and $K_{0,2}^{r}$.

We shall assume that all matrix elements for which the sum of the subscripts is equal to $N$ are known and we write the corresponding equalities (46) for fixed $r$ and $q$ $=0,1, \ldots N$

$$
\begin{align*}
& K_{N, 1}^{r}=(N-r-\mu) K_{N, 0}^{r}+r K_{N, 0}^{r-1}-(N+1) K_{N+1,0}^{r},  \tag{50}\\
& 2 K_{N-1,2}^{r}=(N-r-\mu) K_{N-1,1}^{r}+r K_{N-1,1}^{r-1}-N K_{N, 1}^{r},  \tag{51}\\
& 3 K_{N-2,3}^{r}=(N-r-\mu) K_{N-2,2}^{r}+r K_{N-2,2}^{r-1} \\
&-(N-1) K_{N-1,2}^{r}, \tag{52}
\end{align*}
$$

$$
\begin{equation*}
(N+1) K_{0, N+1}^{r}=(N-r-\mu) K_{0, N}^{r}+r K_{0, N}^{r-1}-K_{1, N}^{r} . \tag{53}
\end{equation*}
$$

Quite clearly, moving from top to bottom, we can use Eqs. (53)-(55) to systematically determine all elements for which the sum of the subscripts is $N+1$ in terms of already known elements. Thus, all the nonlinear elements can be determined for given $K_{q, 0}^{r}$. In addition, the linear elements of the other type $K_{0, q}^{r}$ can also be determined in terms of these. Conversely we can assume that linear elements of the type $K_{0, q}^{r}$ are known and by reducing $q$, we can determine all nonlinear elements and linear ones of the type $K_{q, 0}^{r}$.

As a result, we can construct such a recurrence procedure. Initially, $N$ is increased from $N=0$ and then $r$ is increased, also from zero. Then, for given $r$ and $N$ the values of $q$ are varied between 0 and $N$ and the elements $K_{N-q, q+1}^{r}$ are determined from formula (46). Assuming that linear elements of the type $K_{0, q}^{r}$ are known, we obtain a similar recurrence procedure by replacing $N-q$ with $q$ in formula (46) and then determining the extreme right element $K_{q+1, N-q}^{r}$.

Note that when a gas of the one species is being studied, a knowledge of the symmetrized matrix elements is sufficient

$$
\begin{equation*}
\widetilde{K}_{r_{1}, r_{2}}^{r}=\left(K_{r_{1}, r_{2}}^{r}+K_{r_{2}, r_{1}}^{r}\right) / 2, \quad r_{1} \geqslant r_{2} . \tag{54}
\end{equation*}
$$

In this case, instead of formulas (50)-(53) we have

$$
\begin{align*}
\begin{aligned}
(q+1) \widetilde{K}_{N-q, q+1}^{r}= & (N-r-\mu) \widetilde{K}_{N-q, q}^{r}+r \widetilde{K}_{N-q, q}^{r-1} \\
& -(N+1-q) \widetilde{K}_{N+1-q, q}^{r}
\end{aligned} \\
q=0, \ldots,[(N-1) / 2] .
\end{align*}
$$

Here the square brackets denote the integer part of the number.

Understandably, when the recurrence formulas (46) are used, we need to have simple formulas to calculate the linear elements. We now go over to the linear case in formula (39). Assuming that $r_{1}=0$, we then have $i=q, m_{1}=l-r \geqslant 0$, from which it follows that $r=l$, and then $m_{1}=0$ and $j=0$. As a result we obtain

$$
\begin{align*}
K_{0, r_{2}}^{r}= & \left(\frac{4 k T_{0}}{m}\right)^{\mu} \frac{r!n_{0}^{2}}{\Gamma(r+3 / 2) 2^{r+r_{2}}} \\
& \times \sum_{q=1}^{\min \left(r_{2}, r\right)} 2^{2 q} W_{r, q}^{r_{2}} J_{q} \Gamma(q+\mu+3 / 2) / q! \tag{56}
\end{align*}
$$

where

$$
\begin{align*}
W_{r, q}^{r_{2}} & =\frac{-\mu(-\mu+1) \ldots\left(-\mu+r_{2}+r-2 q-1\right)}{\left(r_{2}-q\right)!(r-q)!} \\
& =\frac{\Gamma\left(-\mu+r_{2}+r-2 q\right)}{\Gamma(-\mu)\left(r_{2}-q\right)!(r-q)!} . \tag{57}
\end{align*}
$$

The similar formula for $K_{r_{1}, 0}^{r}$ has the form

$$
\begin{align*}
K_{r_{1}, 0}^{r}= & \left(\frac{4 k T_{0}}{m}\right)^{\mu} \frac{r!n_{0}^{2}}{\Gamma(r+3 / 2) 2^{r+r_{1}}} \\
& \times \sum_{q=1}^{\min \left(r_{1}, r\right)} 2^{2 q} W_{r, q}^{r_{1}} \widetilde{J}_{q} \Gamma(q+\mu+3 / 2) / q! \tag{58}
\end{align*}
$$

Here we have

$$
\begin{equation*}
\widetilde{J}_{q}=4 \pi \int_{0}^{1} F(z)\left((1-z)^{q}-1\right) d z \tag{59}
\end{equation*}
$$

In practice, an approximation in the form of a finite sum as far as some $N_{0}$ rather than the series (1) must be used to represent the distribution function. The main errors incurred when using the moment method are caused by this truncation. In order to calculate the distribution function at high velocities, we need to strive to increase $N_{0}$. However, when formulas with multiple summation are used for the calculations, both the errors and the computation time begin to increase catastrophically with increasing $N_{0}$. This is quite understandable since calculations of $N_{0}^{3}$ elements involving six sums, as in Ref. 6, requires a number of summations proportional to $N_{0}^{9}$. For four sums, as in Ref. 9, this number of summations is proportional to $N_{0}^{7}$. In this sense, calculations using recurrence formulas are advantageous since the number of summations for calculating any element is three and the computation time only increases proportionately as $N_{0}^{3}$.

The calculations were made using a 66 MHz PC-486. The calculations using formula (39) allowing for all the simplifications considered in Ref. 9 for $N_{0}=30$ took 3.5 h whereas calculations of all the nonlinear elements to double precision using the recurrence formula (46) for $N_{0}=30$ only required 0.23 s . Quite clearly if the number of summations is $N_{0}^{9}$, a time of 3.5 h is required for $N_{0}=14$ and if calculations up to $N_{0}=30$ could be made using the formulas from Ref. 6 with sixfold summation and no significant errors, nine months would be required.

## CONCLUSIONS

It has been shown that the conditions of invariance in the description of the relaxation process relative to the choice of basis impose certain relations on the matrix elements which are a mapping of the collision integral in the moment method of solving the Boltzmann equation. These relations exist for
arbitrary particle interaction laws. Using these relations as recurrence formulas can reduce the time required to calculate nonlinear matrix elements by many orders of magnitude.

This opens up the possibility of calculating matrix elements with large indices. As a result, the distribution function for high velocities can be calculated 'almost analytically.'

The principle of invariance of the collision integral relative to the choice of basis functions may prove highly effective for calculating the matrix elements in cases of nonisotropic relaxation. Therefore, the distribution function must be expanded in terms of Hermite polynomials $H_{r, l, m}$, which are the product of spherical harmonics and Sonine polynomials with a weighting Maxwellian, which depends on the temperature and average temperature. In this case, the relationship between the matrix elements will be determined by going over to a basis with a Maxwellian distribution not only with a different temperature but also with a different shear velocity.

So far, the moment method has been little developed in the nonisotropic case because of the major difficulties involved in deriving the formulas and calculating the nonlinear matrix elements. The formulas known from transport theory ${ }^{1,4}$ have only been derived for linear elements and $l$ $\leqslant 2$. However, in nonisotropic problems the apparatus of $\alpha-$ $u$ transformations developed in Refs. 11 and 12 can be used to obtain simple relations between the matrix elements similar to those obtained here. As a result, even in nonisotropic problems, progress can be made toward high velocities when constructing the distribution function. This is particularly important for problems in physicochemical kinetics and for the description of highly nonequilibrium transport processes.

Particular mention should be made of the need to use high moments and electron transport matrix elements in a thermonuclear plasma.
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# Investigation of the charge distribution in the insulating envelope of a high-voltage vacuum device 

V. D. Bochkov<br>"Plasma" Research Institute of Gas-Discharge Devices, 390023 Ryazan, Russia<br>M. M. Pogorel'skiĭ<br>Ryazan State Radio Engineering Academy, 391000 Ryazan, Russia<br>(Submitted October 3, 1997; resubmitted May 13, 1998)<br>Zh. Tekh. Fiz. 69, 30-35 (June 1999)<br>Methods of measuring charges in the bulk and at the surface of the insulating envelope of a highvoltage vacuum device are developed as part of studies of a complex range of dielectric strength aspects. These methods were used to measure the charge distribution over the length of the envelope and to study how this distribution is influenced by the operating regimes of the device. Laws governing the formation of charges were identified and its correlation with the appearance of physical changes in the structure of the surface layers of the insulator was determined. Processes of structural change were studied and simulated and the change in the dielectric strength of the device was compared with changes in the magnitude and polarity of the surface and bulk charges. © 1999 American Institute of Physics. [S1063-7842(99)00506-1]

## INTRODUCTION

The insulating envelope is one of the main components of any vacuum device. However, such an important parameter as the dielectric strength of the vacuum device is not generally related to the presence and properties of the insulating envelope. For instance, among the numerous studies of vacuum breakdown, ${ }^{1}$ no consideration is given to the influence of the insulating envelope on the initiation of breakdown. However, a few authors do draw attention to the fact that effects associated with secondary electron emission from insulating components ${ }^{2,3}$ and luminescence at the envelope ${ }^{4}$ may affect the operating reliability of vacuum devices. In $x$-ray tubes and hydrogen thyratrons luminescence and breakdown of the vacuum interelectrode gap is accompanied by the observation of catastrophic damage to the glass or metal ceramic envelope. ${ }^{5,6}$ All these processes are caused by exposure of the insulating elements to ion and electron beams.

The aim of the present paper is to study the charges formed in the insulating envelope of high-voltage vacuum devices, especially x-ray tubes, to identify the charge distribution pattern over the length of the envelope, and to determine the processes promoting electrical breakdown of the envelope and lowering the dielectric strength of the devices. It should be noted that studies of the interaction between charged particle beams and insulators are important for various practical applications concerned with the reliability not only of high-voltage vacuum devices ${ }^{7-10}$ but also with larger objects using insulators in a vacuum, including accelerators, nuclear reactors, and space station equipment. ${ }^{11,12}$

## DESCRIPTION OF METHODS OF MEASUREMENT

The glass envelope of x-ray tubes is exposed to the action of a complex range of factors: strong electric fields, and
irradiation by hard x-rays, ions, and high-energy electrons. Under these conditions, polarization should occur in the glass envelope, similar to that in radio- or electro-electrets. ${ }^{13-15}$

Numerous methods are available for measuring the charges of insulators. ${ }^{16-18}$ Three methods suitable for the real operating conditions of sealed high-voltage electric-vacuum devices proved the most convenient for measuring the charges in the glass envelope of x-ray tubes. For instance, during operation of the tubes the effective total surface charge was investigated by measuring the electrostatic force created by the charge field. ${ }^{19}$ The charge formed in the bulk and at the surface of the envelope and its distribution over the envelope length away from the device were estimated by measuring the thermostimulated depolarization (TSDP) currents and by an electrostatic indication (ESI) method. ${ }^{14,20,21}$

Experimental prototypes were fabricated with S40-1 and S49-1 borosilicate glass envelopes (similar to Corning 7052) $1.7 \pm 0.3 \mathrm{~mm}$ thick, $35-60 \mathrm{~mm}$ in diameter, and $12-18 \mathrm{~cm}$ long. The design was essentially that of small x-ray tubes. In order to measure the electrostatic force directly during operation under voltage, we used a prototype x-ray tube with a metal probe inserted in one of the high-voltage electrodes (Fig. 1). Its displacement under the action of the charge field was recorded by a special vacuum 'diode'" transducer having two planar anodes connected mechanically to the probe with a filamentary cathode inserted between them. The operating principle of the transducer is based on the change in the current distribution between the anodes of the diode as the probe is displaced. The displacements of the probe were calibrated to obtain direct measurements of the envelope potential (Fig. 2).

In order to measure the charge at the envelope, the highvoltage electrode in which the probe was inserted was con-


FIG. 1. Schematic of x-ray tube prototype with diode transducer to measure probe displacement: 1 - high-voltage devices, 2 - transducer anodes, 3 glass envelope, 4 - probe, 5 - transducer cathode, and $6-$ spring.
nected to it electrically and could be connected either as the cathode or as the anode of the tube. Figure 2 shows that the displacement of the probe depends linearly on the voltage in the range $0-15 \mathrm{~V}$. As the voltage increases further, the deflection increases abruptly and the probe then 'attaches' to the envelope. This method was used to measure small (up to 15 kV ) potential differences between the envelope and the high-voltage electrode of the prototype.

Measurements of the charge using the ESI and TSDP methods were made using probes with an active area of $1 \mathrm{~cm}^{2}$ inserted in the high-voltage electrodes of x-ray tube prototypes. The following types of probes were used: a flexible thin niobium foil probe which ensured good contact with the surface of the cylindrical envelope; shielded probes, having a shield to protect against the charge built up outside the surface of the probe; and insulated probes where the probe is insulated from the envelope surface by a thin layer of glass. We used stationary and moving probes which could be inserted at any point in the envelope.

The prototype being tested was held under conditions close to real operation, at high voltage in an oil bath. After the voltage had been switched off, the prototype was removed from the bath and an electrostatic voltmeter was connected to the probe output. The charge was first measured by the ESI method. A grounded electrode was brought into ex-


FIG. 2. Diode transducer probe deflection as a function of voltage between envelope and probe.


FIG. 3. Currents recorded by flexible probe in the cathode (1) and anode (2) regions of the envelope, without $\left(I_{1}\right)$ and with heating $\left(I_{\mathrm{TSD}}\right): 3-$ temperature of outer envelope surface, 4 - temperature of inner envelope surface, anode voltage 120 kV , and operating regime - with discharges in interelectrode gap.
ternal contact with the envelope near the probe. The probe was then brought in contact with the glass. The envelope charge was determined from the voltage and the capacitance of the voltmeter and an additional capacitor connected to it. The charge thus recorded frequently passed over to the probe accompanied by breakdown. The charge density was several orders of magnitude higher than the induced charge typical of electrets. The prototype was then placed in a shielded chamber, the probe was mounted on the surface of the envelope at the point being studied, and its output was connected to a U5-6 electrometer amplifier to measure the TSDP currents. A grounded copper electrode with a heater to heat the area of the glass being studied was mounted externally, facing the probe. The rate of heating was varied between 3.7 and $16 \mathrm{deg} / \mathrm{min}$. The inside of the envelope was heated to $150-180^{\circ} \mathrm{C}$ while the outside was heated to $210-240^{\circ} \mathrm{C}$.

## RESULTS AND DISCUSSION

## Investigation of the residual polarization of the envelope

The experimental dependences of the currents produced by relaxation of the charges in the envelope measured using the U5-6 amplifier have two characteristic sections (Fig. 3). Initially, after the irradiated prototype has been inserted in the chamber, we observe a discharge current $I_{1}$ which decreases over $10-60 \mathrm{~min}$ reaching low values, without any heating of the envelope. The polarity of this current depends on the measurement point. The positive direction was taken to be the direction of the current from the irradiated side of the envelope to the outside. After switching on the heater, we observe a second type of current, a thermostimulated depolarization current $I_{\text {TSD }}$.

In order to analyze the relaxation processes in the envelope of x-ray tube prototypes, it is important to know the direction of current flow in the measuring circuit and the factors determining this. This allows us to assess how the residual polarization corresponds to the particular process.


FIG. 4. Currents recorded by insulated probe in the anode region of the envelope, without $\left(I_{1}\right)$ and with heating ( $I_{\mathrm{TSD}}$ ): anode voltage $100(1)$ and $120 \mathrm{kV}(2)$; operating regime - with (1) and without discharges (2).

The TSDP current has different directions when the "internal', residual polarization (heterocharge) and the "external" residual polarization (coupled homocharge) decay. ${ }^{14}$ The polarity of the displacement current observed when the heterocharge decays is opposite to that of the charged insulator. The homocharge usually discharges through the bulk of the sample. In this case, the TSDP current flows in the opposite direction. If the homocharge reaches the electrodes, the TSDP current has the same direction as the current caused by the decay of the heterocharge. However, the direction of the current can be altered by using insulating spacers in the insulator-electrode gap. The experimental characteristics show that when insulation is inserted near the probe, only the direction of the current $I_{1}$ changes while the direction of the TSDP current remains as before (Fig. 4).

Consequently, the discharge current $I_{1}$ in the cathode and anode regions of the envelope is caused by the release of weakly bound homocharge from surface traps, which relaxes without heating. An analysis of a large number of TSDP current measurements also yielded the following conclusions. The thermostimulated current is always positive in the cathode region and is solely due to homocharge discharging through the bulk of the envelope. In the anode region the TSDP currents produced by the buildup of different charges can be either positive or negative. For example, when discharges and breakdown occur in the vacuum high-voltage gap of the prototype, a heterocharge appears in the anode region of the envelope, whose current is positive. The discharging heterocharge peak is followed by a peak caused by the decay of homocharge, which discharges through the bulk of the envelope as in the cathode region. This homocharge is activated at temperatures of $80-120^{\circ} \mathrm{C}$ which indicates that its is distributed in deep traps. In the envelopes of devices operating at voltages above 100 kV without any discharges, we observe negative TSDP currents which appear after the positive current when the temperature of the internal enve-


FIG. 5. Currents recorded by flexible probe in the anode part of the envelope (1), without ( $I_{1}$ ) and with heating ( $I_{\mathrm{TSD}}$ ): anode voltage 120 kV , operating regime - without discharges, 2 - temperature of inner surface of envelope.
lope surface is around $120^{\circ} \mathrm{C}$, regardless of the rate of heating (Fig. 5).

No such change in polarity was observed for the TSDP currents measured in the anode region using insulated probes. From this we can conclude that the negative TSDP currents in the anode part of the envelope for tubes operating without discharges are currents from negative charges which reach the surface of the envelope during heating, i.e., they are caused by the electron space charge. The TSDP currents are caused by the relaxation of charges trapped in comparatively deep traps so that these charges may be described as bulk charges, in contrast to those recorded by the ESI method, which are mainly attributable to the relaxation of surface charge and are therefore subsequently called surface charges.

## Charge distribution over the tube envelope

In order to identify the processes responsible for the appearance of different charges in the anode region of the envelope when the tube is operated under various conditions, we studied the influence of electric fields on the formation of these charges. For this we used an x-ray tube prototype having a probe with a 'diode" transducer. Measurements were made of the potentials between the high-voltage electrodes and the envelope under conditions with normal switching and with current flow between the anode and the cathode eliminated. In this case, only a high voltage of different polarity was connected to the mutually shorted cathode and anode and the envelope was exposed to the action of an electric field between the grounded external circuit and the high-voltage electrodes.

The results of the measurements show that the electric fields in the anode and cathode regions differ substantially (Fig. 6). In the cathode region, for instance, the small deflec-


FIG. 6. Voltage between cathode and envelope (a) and between anode and envelope (b) during operation of prototype: 1 - with normal switching and no discharges, 2 - with normal switching after the appearance of discharges, and 3 - with no current flowing.
tion of the probe indicates that a potential close to the probe potential, i.e., close to the cathode potential, is formed at the envelope. When the operating conditions are varied, for example, the leakage currents increase or discharges and breakdowns take place between the cathode and the anode, the envelope potential varies little in this region. In the anode region, however, the envelope potential depends very strongly on the operating conditions. When the leakage currents (field emission currents) exceed $0.05 \mu \mathrm{~A}$, the electrons reaching the envelope near the anode lower its potential, causing an abrupt increase in the deflection of the probe at an anode voltage around 60 kV . The probe remains in this position until discharges appear in the device. The probe then returns to a position close to zero, producing a small potential difference between the envelope and the anode.

After the voltage had been switched off, the charges on the envelope were investigated by the ESI and TSDP methods under normal conditions and in the absence of current flow. Figure 7 gives the maximum densities of the surface charge of the envelope as a function of the anode voltage measured by the ESI method. It can be seen that the charge in the cathode region of the envelope depends comparatively weakly on the electrode switching circuit and therefore the formation of this charge is more strongly influenced by the electric fields acting in this region and to a lesser extent by the current flowing in the gap. In the anode region, conversely, the current flow regime has the strongest influence on the envelope charge. The polarity of the charge indicates that it is attributable to the formation of homocharge in the appropriate regions of the envelope, i.e., negative in the cathode and positive in the anode regions. The experimental results suggest that the "external'" polarization of the glass in the electric field created by the tube electrodes plays an important role in forming the envelope charge.

These results are consistent with the experimental data and theoretical ideas ${ }^{14}$ on the formation of homocharge when insulators are polarized in strong fields. However, the polarization of the envelope of an electric vacuum device has important differences compared with the polarization of ordinary electrets. The main difference is that a negative charge appears in the anode region of the envelope when the tubes are operating without discharges.

A comparison of Figs. 3 and 7 reveals differences (ap-


FIG. 7. Density of envelope surface charge as a function of anode voltage after exposure to discharges $(1,5)$, without discharges (3), and without current $(2,4)$ in the anode region $(1-3)$ and in the cathode region $(4,5)$.
proximately two orders of magnitude) in the magnitudes of the bulk and surface charges. However, this does not imply that the large difference between them is real, mainly because of the differences in the measurement conditions. For instance, the times between irradiation and the measurements obtained by these methods differ: the surface charge is measured $1-2 \mathrm{~min}$ after irradiation while the bulk charge is measured 1 h after irradiation. Under operating conditions with discharges when an appreciable positive charge appears at the surface, allowance should be made for a substantial reduction in the negative bulk charge formed by electron irradiation of the envelope, immediately after the high voltage has been switched off. This factor also explains why this charge is only found after operation at voltages above 100 kV under discharge-free conditions (Fig. 5).

## CONCLUSIONS

To sum up, when a discharge-free operation of a vacuum device, the envelope potential in the anode region is slightly positive or close to a linear distribution law whereas the potential in the cathode region is close to the cathode potential. Under operating conditions when discharges appear in the interelectrode gap, in the regions adjacent to the anode and the cathode the envelope acquires potentials close to those of the corresponding electrodes. The potential distribution pattern over the envelope length is shown in Fig. 8.

The results show that the external polarization of the glass plays an important role in forming the envelope charge. Moreover, whereas the charge in the cathode region does not change significantly under various operating conditions of


FIG. 8. Potential distribution over the length of the x-ray tube envelope without (a) and with discharges (b): the dashed line shows the change in the envelope potential at the site of bombardment by field emission electrons, 1 - cathode, 2 - anode, and 3 - insulating envelope.
the vacuum gap (homocharge is formed), homocharge only forms in the anode region when discharges or breakdowns occur in the vacuum interelectrode gap. The magnitude of this charge reaches $5 \times 10^{-6} \mathrm{~cm}^{2}$ and the envelope potential in the anode region becomes similar to the anode potential. Positive charge predominates in this region. As a result of its appearance, the operating conditions of the envelope in the anode region deteriorate abruptly: the intensity and energy of the bombarding electrons increase, which promotes the buildup of appreciable levels of electron space charge at the range depth (up to $\sim 60 \mu \mathrm{~m}$ at 150 keV ). When the accumulated space charge reaches values of the order of $10^{-6} \mathrm{C}$, the strength of its field exceeds the dielectric strength of the glass, resulting in breakdown of the surface layers with the breakdown channel reaching the inner surface of the envelope. Thus, the breakdown of the envelope is closely related
to the dielectric strength of the vacuum gap. During the operation of a device having a high dielectric strength where no discharges occur, the negative charge of the envelope near the anode impedes the bombardment of the glass, reducing the field emission current from the anode and lowering the energy of the electrons as they approach the surface of the glass.
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# Hollow cathode glow discharge in long tubes 

S. P. Nikulin<br>Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia<br>(Submitted March 9, 1998)<br>Zh. Tekh. Fiz. 69, 36-39 (June 1999)

An analysis is made of some burning characteristics of a hollow-cathode glow discharge with a long tube $(L \gtrdot D)$ used as the cathode. It is shown that, as in the case $L \sim D$, the main factor imposing a lower limit on the range of operating voltages is the drift of fast electrons through the aperture in the cavity. Assuming that the electrons move along the cavity as a result of diffusion, it was possible to calculate the critical pressure at which the discharge can no longer burn and to determine the optimum ratio $L / D$ for which the discharge can be sustained at the lowest voltage. The calculations showed satisfactory agreement with the experiment.
© 1999 American Institute of Physics. [S1063-7842(99)00606-6]

In Ref. 1 the present author analyzed the processes accompanying the burning of a glow discharge with electron oscillation in a hollow cathode and developed a model which agreed satisfactorily with the results of experiments using cathodes whose length $L$ and diameter $D$ are of the same order of magnitude. However, a comparison between the results predicted by this model and the experimental data obtained using long cathode tubes ( $L \gtrdot D$ ) reveals an appreciable discrepancy when the optimum hollow-cathode geometry is determined. The present author showed ${ }^{1}$ that the minimum burning voltage is reached when $S_{a} / S_{c} \sim \sqrt{m / M}$, where $S_{a}$ and $S_{c}$ are the areas of the anode and the cathode, and $m$ and $M$ are the electron and ion masses, respectively. When this condition is satisfied, the fast electrons can produce a sufficient number of ionizations and at the same time, there are no problems with the transport of plasma electrons to the anode. This condition predicts that in a long tube ( $S_{c} \approx \pi D L$ ) with an end anode ( $S_{a} \approx \pi D^{2} / 4$ ), optimum conditions for discharge burning in the most commonly used gases such as argon, nitrogen, and oxygen will be achieved when the condition $L / D \approx 0.25 \sqrt{M / m} \sim 10^{2}$ is satisfied, although in experiments the minimum voltage or maximum discharge current (when a given voltage is maintained) were observed for $L / D \sim 10$ (Ref. 2). The aim of the present paper is to analyze the discharge burning characteristics in long tubes and to identify the reasons for this discrepancy.

Kirichenko et al. ${ }^{3}$ reported experiments using tubes of different length, and on the basis of their results, concluded that the drift of fast electrons to the anode (these losses were taken into account in the author's model ${ }^{1}$ ) only impedes burning of the discharge for short lengths $L$. In long tubes the main factor limiting the discharge burning process is the drift of emitted electrons to the opposite part of the cathode and the discharge becomes quenched when $\lambda \approx S$, where $\lambda$ is the electron mean free path. This conclusion is dubious since if we assume that electrons which have undergone collisions on their first transit through the cavity and have not reached the opposite part of the cathode subsequently expend all their energy in ionization, it is easily found that a self-sustained
discharge can be achieved if the following condition is satisfied:

$$
\begin{equation*}
U=\frac{W}{e \gamma(1-\exp (-D / \lambda(\varepsilon))} \tag{1}
\end{equation*}
$$

where $U$ is the discharge voltage which is almost completely concentrated in the cathode sheath, $W$ is the average energy dissipated in forming a pair of charged particles when a fast particle is stopped in the gas, $e$ is the electron charge, $\gamma$ is the coefficient of ion-electron emission, $\exp (-D / \lambda)$ are the fractions of particles which have reached the cathode without undergoing collisions and do not participate in ionization processes, and $\varepsilon=e U$ is the energy of the fast particles on their first transit. For any dependence $\lambda(\varepsilon)$ the voltage will gradually increase as the pressure $P$ decreases and will only go to infinity when $\lambda \rightarrow \infty$, i.e., when $P \rightarrow 0$, but the discharge is abruptly quenched for nonzero $P$. In addition, Metel ${ }^{4}$ and Bersenev et al. ${ }^{5}$ reported a discharge under conditions where $\lambda \gg D$, which also contradicts the conclusion reached in Ref. 3, but nevertheless an experiment was carried out to check this and the results are presented below.

A discharge was initiated in a long $(L / D=10)$ cathode tube 1 (Fig. 1) by a Penning discharge excited in a cell formed by end cathodes 2 and 3 , an anode 4 , and a magnet 5 . A probe 6 was placed opposite the exit aperture of the cavity. The probe was either floating or connected to the cathode. In the first case, the fast electrons escaping from the cavity were captured by the probe, while in the second case they were reflected by the probe and had a high probability of returning to the cavity since their radial drift was impeded by the magnetic field. Figure 2 gives the discharge burning voltage as a function of the gas supply for both cases. The measurements were made with the gas supply gradually reduced to the critical value for which the discharge was quenched in the cavity. If the main mechanism limiting the discharge burning process were electron losses to the walls of the cavity, the difference in the probe potential should not significantly influence the results. However, it can be seen that in the second case, the gas supply could be reduced by almost an order of


FIG. 1. Schematic of experiment.
magnitude compared with the first case. This result suggests that in long tubes the main mechanism impeding the discharge burning process at low pressures is the loss of fast particles through the cavity aperture.

Consequently, this discrepancy between theory and experiment cannot be attributed to the model neglecting the electron losses to the cavity walls. At the same time, the experimental results indicate that in long tubes, gas conditions are established under which the longitudinal motion of the fast particles is not a Knudsen process. This contradicts another assumption used in Ref. 1, that the electrons move freely over the entire volume of the cavity. We shall analyze the discharge conditions assuming that the transport of fast electrons along the cavity is a diffusion process and that the influence of the weak electric field in the plasma on the fast particle motion can be neglected. We shall write the equations of motion and continuity in the following form:

$$
\begin{align*}
& j_{f}=-D_{f} \frac{d n_{f}}{d x}  \tag{2}\\
& \frac{d j_{f}}{d x}=\gamma \nu_{i} n_{f}-\frac{n_{f}}{\tau_{r}} \tag{3}
\end{align*}
$$



FIG. 2. Discharge burning voltage as a function of gas supply: 1 - probe at floating potential, 2 - probe at cathode potential.
where $j_{f}$ and $n_{f}$ are the flux density and concentration of fast particles, $D_{j}$ and $\nu_{i}$ are the diffusion coefficient and the ionization frequency for the fast electrons, $\tau_{r}$ is the characteristic relaxation time of the fast electrons, for which we can write:

$$
\begin{equation*}
\tau_{r}=\frac{e U}{\nu_{i} W} \tag{4}
\end{equation*}
$$

Assuming that the square of the fast particle velocity varies between $2 e U / m$ and 0 and has an average of $\sim e U / m$, we can write the following expression for $D_{f}$ :

$$
\begin{equation*}
D_{f}=\frac{\left\langle\nu^{2}\right\rangle}{3 \nu_{f}}=\frac{e U}{3 m \nu_{f}}, \tag{5}
\end{equation*}
$$

where $\nu_{f}$ is the effective fast-particle collision frequency.
The first term on the right-hand side of Eq. (3) describes the generation of new fast electrons by ion-electron emission. Here $\nu_{i} n_{f}$ is the density of the ions generated per unit time and it is assumed that the ions drift rapidly to the cathode in the radial direction without having time for any appreciable longitudinal displacement. The second term assumes that after the relaxation time has elapsed, a fast electron loses its capacity for ionization and is converted to a group of slow plasma electrons. Substituting Eq. (2) into Eq. (3), we obtain a second-order equation for $n_{f}$

$$
\begin{equation*}
\left(\gamma \nu_{i}-\frac{1}{\tau_{r}}\right) n_{f}+D_{f} \frac{d^{2} n_{f}}{d x^{2}}=0 \tag{6}
\end{equation*}
$$

Assuming that near the fast-particle absorbing anode at the point $x=0$, the concentration of these particles is close to zero, we write the solution of the equation in the form

$$
\begin{equation*}
n_{f}=n_{f 0} \sin \left(x \sqrt{\frac{\gamma \nu_{i} \tau_{r}-1}{D_{f} \tau_{r}}}\right) . \tag{7}
\end{equation*}
$$

The constant $n_{f 0}$ is related to the discharge current $I_{d}$ and may be determined from the following equation:

$$
\begin{equation*}
I_{d}=(1+\gamma) e \pi \frac{D^{2}}{4} \int_{0}^{L} \nu_{i} n_{f}(x) d x . \tag{8}
\end{equation*}
$$

At the opposite end of the tube, the end is at the cathode potential and electrons are reflected from it so that at the point $x=L$ the fast particle flux density, i.e., the derivative of the concentration, is close to zero. We then obtain the following equation:

$$
\begin{equation*}
L \sqrt{\frac{\gamma \nu_{i} \tau_{r}-1}{D_{f} \tau_{r}}}=\frac{\pi}{2} \tag{9}
\end{equation*}
$$

Note that when the second end electrode is at the anode or floating potential sometimes used, we need to impose the constraint that the derivative vanishes at the center of the system at the point $x=L / 2$. Introducing the parameters

$$
\begin{equation*}
U_{0}=\frac{W}{e \gamma}, \quad P_{0}=\frac{\pi}{\gamma L} \sqrt{\frac{W}{3 m \nu_{f 0} \nu_{i 0}}} \tag{10}
\end{equation*}
$$

where $\nu_{f 0}$ and $\nu_{i 0}$ are the effective and ionization frequencies at 1 Torr pressure and the dimensionless variables are


FIG. 3. Discharge burning voltage as a function of pressure.

$$
\begin{equation*}
u=U / U_{0}, \quad p=P / P_{0} \tag{11}
\end{equation*}
$$

we rewrite this equation in the following form:

$$
\begin{equation*}
2 p \frac{\sqrt{u-1}}{u}=1 \tag{12}
\end{equation*}
$$

Figure 3 gives the discharge burning voltage as a function of pressure determined implicitly by this relationship. For $p>1$ the dependence is two-valued. A similar result was obtained in Ref. 6 where the author analyzed the situation in a glow discharge with electron oscillation in a magnetic field and showed that states corresponding to the lower branch are stable and can be attained experimentally. As we move along this branch, the voltage drops rapidly with increasing pressure $p$ and at the point $p=1.74$ it is 1.1 so that conditions close to the optimum for maintaining a self-sustained discharge are achieved at this point (at the voltage $u=1$ or $U=U_{0}$ where the fast electrons have time to expend all their energy before drifting to the anode). A further increase in pressure does not lead to any substantial increase in the number of ionizations accomplished by the fast electrons or any appreciable voltage drop.

For $p<1$, i.e., when $P<P_{0}$ the discharge cannot be sustained at any voltage. Therefore the parameter $P_{0}$ is the critical parameter, below which the discharge cannot burn. Calculations of $P_{0}$ using the expression given above are of the same order of magnitude as the experimental results from Ref. 3. Thus, these results can be completely explained using concepts of electron losses through the cavity aperture, and the fact that the discharge was quenched at pressures consistent with the condition $\lambda \sim D$ is to some extent coincidental. In different cavity geometries the discharge can be quenched when $\lambda>D$ or $\lambda<D$.

Consequently the condition for a self-sustained discharge is satisfied for $P \leqslant P_{0}$. However, in order to ensure that a high-current discharge burns with a low discharge voltage, the constraint must also be imposed that at these pressures there are no problems with the transport of plasma electrons to the anode. A quasineutral state can be maintained over the entire length of the cavity and the electron current can be shorted at the anode in the absence of any negatively charged anode sheath if the time taken for the electrons to move along the plasma column is shorter than


FIG. 4. Region in which a high-current discharge is achieved: $1-P_{0}(L)$, $2-P_{1}(L)$.
the time for radial ion drift to the cathode. We shall assume that the characteristic time for ion drift from the discharge is $D / \nu_{b}$, where $\nu_{b}=\sqrt{k T_{e} / M}$ is the Bohm velocity, $k$ is the Boltzmann constant, and $T_{e}$ is the electron temperature. The conditions for sustaining a high-current discharge will be satisfied if a plasma electron can diffuse over a distance greater than the tube length within this time, i.e., if the condition

$$
\begin{equation*}
\sqrt{D_{e} \frac{D}{\nu_{b}}}>L \tag{13}
\end{equation*}
$$

is satisfied, where $D_{e}$ is the diffusion coefficient of the plasma electrons.

By transforming this relationship, we can ascertain that a high-current discharge will be sustained if $P$ is lower than a certain pressure $P_{1}$ given by:

$$
\begin{equation*}
P_{1}=\sqrt{\frac{M}{m}} \sqrt{\frac{k T_{e}}{m}} \frac{D}{L^{2} \nu_{e 0}} \tag{14}
\end{equation*}
$$

where $\nu_{e 0}$ is the effective collision frequency for the plasma electrons at 1 Torr.

It should be noted that unlike fast particles, the transport of slow electrons along the cavity is strongly influenced by the electric field in the plasma. However, if we assume that the electrons are transported to the anode as a result of drift in the electric field rather than by diffusion, when the potential drop across the plasma is of the order of $k T_{e} / e$ and the average electric field intensity is $\sim k T_{e} / e L$, we obtain exactly the same expression for $P_{1}$. On the whole, the electric field distribution pattern and the particle concentration in the plasma column of the hollow cathode are fairly complex and in some sections the electron transport is predominantly by diffusion while in others it is the result of drift.

The high-current discharge region is shown schematically in Fig. 4, this being the region above curve 1 and below curve 2. Below curve $1\left(P=P_{0}(L)\right)$ the discharge cannot burn in this form because the self-sustaining condition is not satisfied whereas above curve $2\left(P=P_{1}(L)\right)$ this is not possible because of problems with shorting of the electron current at the anode. When the pressure increases above $P_{1}$, an electron sheath begins to form near the anode, across which
the potential drop makes a significant contribution to the discharge voltage and the discharge goes over to a highvoltage form. If the anode is not positioned at the end of the cathode tube but some distance away, electrons may be transported in the region near the exit aperture as a result of the formation of a double layer. A requirement for its stable existence is that the external plasma should possess a sufficient ion-emission capacity. ${ }^{1}$

When the cathode length is increased to

$$
\begin{equation*}
L=L_{m} \approx \frac{\gamma D}{\pi} \sqrt{\frac{3 k T_{e}}{W}} \sqrt{\frac{M}{m}} \frac{\sqrt{\nu_{f 0} \nu_{i 0}}}{\nu_{e 0}} \tag{15}
\end{equation*}
$$

the values of $P_{0}$ and $P_{1}$ become equal and the lowest working pressure $P_{m}$ is achieved at this point, which for this particular configuration of gas-discharge system can be obtained using a cathode tube of diameter $D$

$$
\begin{equation*}
P_{m} \approx \frac{\pi}{\gamma L_{m}} \sqrt{\frac{W}{3 m \nu_{f 0} \nu_{i 0}}} \approx \frac{\pi^{2} W \nu_{e 0}}{3 \gamma^{2} D \nu_{f 0} \nu_{i 0} \sqrt{3 k T_{e} M}} . \tag{16}
\end{equation*}
$$

For $L>L_{m}$ a high-current discharge cannot be sustained at any pressure.

Conditions close to the optimum for discharge burning at low pressures are evidently achieved for $L_{0}=L_{m} / 1.74$ at the point $P=P_{1}\left(L_{0}\right)+1.74 P_{0}\left(L_{0}\right)$ where, as was discussed above, the self-sustaining condition is satisfied at a low voltage close to $U_{0}$ and at the same time no anode electron sheath appears. Also bearing in mind that all the frequencies in Eq. (15) are of the same order and neglecting factors of the order of unity, we can derive the following expression for the optimum ratio $L / D$ :

$$
\begin{equation*}
\left(\frac{L}{D}\right)_{0} \approx \gamma \sqrt{\frac{k T_{e}}{W}} \sqrt{\frac{M}{m}} \sim 10, \tag{17}
\end{equation*}
$$

which agrees with the results of Ref. 2.
Broadly speaking, it should nevertheless be acknowledged that a discharge configuration in the form of a long
cathode tube with an end anode even with $L / D \sim 10$ is not ideal from the point of view of achieving a high-current discharge at the lowest possible pressure, which is the situation usually most desired when hollow-cathode systems are used in charged particle sources. Substantially lower working pressures may be achieved by covering the exit aperture of the cathode tube with a diaphragm also at the cathode potential, as is convincingly evidenced by the results of Ref. 4. In this case, the area of the exit aperture in the diaphragm should obviously not be less than $\sim S_{c} \sqrt{m / M}$.

## CONCLUSIONS

1. The main mechanism imposing a lower limit on the range of working pressures of a hollow-cathode glow discharge in the form of a long tube $(L \gtrdot D)$, as in the case $L \sim D$, is the drift of fast electrons through the cavity aperture.
2. By allowing for electron losses through the cavity aperture and also taking into account that the electron motion along the cavity is not Knudsen motion, it is possible to calculate critical pressures and determine the optimum ratio $L / D$ in satisfactory agreement with the experiment.
[^2]Translated by R. M. Durham
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## INTRODUCTION

Studies of the laws governing the backscattering of primary electron fluxes are of particular interest for electron lithography ${ }^{1}$ since the electron backscattering process primarily determines the resolution of the mask. ${ }^{2}$ Electron backscattering laws are also used in electron scanning microscopy ${ }^{3}$ to achieve the best contrast in the observed image of the surface of an object, and in local x-ray spectral analysis to calculate corrections in quantitative calculations. ${ }^{4,5}$ Finally, studies of these relationships are important for problems relating to the first wall of a fusion reactor, since interaction between the hot plasma electrons and the wall produces a flux of backscattered electrons which have undergone appreciable energy losses, and this then leads to significant cooling of the entire plasma volume. ${ }^{6,7}$ In the author's view, this aspect has not received sufficient attention. This effect can only be reduced by means of a suitable choice of first wall material and also by using a suitably selected surface profile and treatment characteristics. In the present paper an analysis is made of the backscattering of electrons having energies in the kiloelectronvolt range because electron fluxes at these energy levels are now the most widely used. The theoretical principles of the backscattering effect are fairly complex. Several approaches have been noted in the literature in which the backscattering process has been considered in some approximation. ${ }^{8,9}$ However, no rigorous theory has yet been proposed to solve this problem. Here a possible variant is proposed to obtain an approximate solution of this problem.

## THEORY

The penetration of a primary electron flux into a solid destroys the equilibrium distribution of free electrons. Consequently, this process can be considered on the basis of kinetic transport theory. The most acceptable approach to solving the problem would appear to be the following. A kinetic transport equation is constructed to describe the interaction between a flux of accelerated electrons and a solid
within a microvolume $d V$ at an arbitrary depth $x$ taking into account the particle balance and energy. This equation only contains physical quantities averaged over a particular depth, such as the velocity, interaction cross section, and so on. This approach has proved quite justified in many cases. ${ }^{10}$ The main difficulty associated with this approach involves determining the average energies and also the interaction parameters required for the calculations. This problem was solved by the present author in earlier studies. ${ }^{11,12}$

During the motion of primary electrons in a solid, each electron undergoes elastic and inelastic interaction for which the probability can be estimated using the mean free paths for elastic and inelastic scattering and absorption. If we introduce the average macroscopic interaction cross sections, the macroscopic cross section for the entire interaction will be

$$
\begin{equation*}
w=w_{s}+w_{\gamma} \tag{1}
\end{equation*}
$$

where $w_{s}, w_{\gamma}$ are the average macroscopic cross sections for elastic and inelastic scattering and absorption, $w_{s}=\lambda_{s}^{-1}$, $w_{\gamma}=\lambda_{\gamma}^{-1}, w=\lambda^{-1}, \lambda_{s}$ is the mean free path for elastic and inelastic scattering, $\lambda_{\gamma}$ is the mean free path for absorption, and $\lambda$ is the total mean free path.

We shall assume that during the interaction of primary particles with a solid the probability of new particles such as electrons being formed in the flux as a result of the ionization of atoms is fairly low compared with the probabilities of other processes. Jablonski ${ }^{13}$ showed that the elastic mean free path of primary electrons in a solid is far shorter than the inelastic mean free path, i.e., $\lambda_{e} \ll \lambda_{i}$. Thus, we are sufficiently justified in considering that elastic scattering predominates in the collision process and we shall subsequently take $w_{s}$ to be the macroscopic cross section for elastic scattering. It follows from Ref. 14 that the kinetic transport equation written in planar geometry allowing for energy losses and anisotropy of the primary particle scattering is given by:

$$
\begin{equation*}
-w f(x, \mu)+w_{s} \int_{-1}^{1} W_{s}\left(\mu \rightarrow \mu^{\prime}\right) f\left(x, \mu^{\prime}\right) d \mu^{\prime}=\mu \frac{\partial f(x, \mu)}{\partial x} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x, \mu)=\frac{d n}{v d \mu} \tag{3}
\end{equation*}
$$

$f(x, \mu)$ is the velocity distribution function of the primary electrons, $n$ is the concentration of primary electrons at depth $x$ in the range of angles between $\Theta$ and $\Theta+d \Theta, v$ is their velocity, $\mu=\cos \Theta, \nu^{\prime}=\cos \Theta^{\prime} ; \Theta$ and $\Theta^{\prime}$ are the angles of incidence of primary electrons on the elementary volume $d V$ and the angle of scattering from it, $W_{s}\left(\mu \rightarrow \mu^{\prime}\right)=d p_{s} / d v$ is the scattering indicatrix, and $p_{s}$ is the elastic scattering probability.

Thus, the physical meaning of the scattering indicatrix is the probability that a primary electron will be scattered from the velocity range between $\mathbf{v}$ and $\mathbf{v}+d \mathbf{v}$ into the range between $\mathbf{v}^{\prime}$ and $\mathbf{v}^{\prime}+d \mathbf{v}^{\prime}$, i.e., will be scattered taking into account a change in the direction of motion.

Since the time of arrival of a primary electron in the elementary volume $d V$, for which the kinetic transport equation (2) is constructed, and its time of departure from it are incompatible events, i.e., they always differ in time, in accordance with the ergodic theorem, the scattering indicatrix may be represented as a sum of two indicatrices, one depending only on the angle of incidence $\Theta$ and the other depending only on the scattering angles $\Theta^{\prime}$,

$$
\begin{equation*}
W_{s}\left(\mu \rightarrow \mu^{\prime}\right)=\frac{1}{v}\left(1+W_{s}(\mu)+W_{s}\left(\mu^{\prime}\right)\right) . \tag{4}
\end{equation*}
$$

Equation (2) was solved by a method of separating the variables. As a result, after the necessary transformations we obtain the following particular solutions:

$$
\begin{array}{ll}
f_{1}(x, \mu)=C_{1} \frac{e^{a x} G(\mu)}{w / a+\mu}, & f_{2}(x, \mu)=C_{2} \frac{e^{-a x} G(\mu)}{w / a+\mu}, \\
f_{3}(x, \mu)=C_{3} \frac{e^{a x} G(\mu)}{w / a-\mu}, & f_{4}(x, \mu)=C_{4} \frac{e^{-a x} G(\mu)}{w / a-\mu}, \tag{5}
\end{array}
$$

where $C_{1}, C_{2}, C_{3}$, and $C_{4}$ are the integration constants, $a$ is the interaction parameter, $a=R_{p}^{-1}, R_{p}$ is the average longitudinal range of a primary electron in the material;

$$
G(\mu)=\frac{w_{s}}{2}\left\{\left[1+W_{s}(\mu)\right] A_{0}+A_{1}\right\}
$$

$A_{0}$, and $A_{1}$ are constants.
If the distribution function $f(x, \mu)$ is real, smooth, and finite, these particular solutions are unique, as was shown by the author in Ref. 14

The physical formulation of the problem indicates that two primary electron fluxes may be identified in a solid, propagating simultaneously in opposite directions. Hence, the resulting distribution of the primary electrons in the solid at depth $x$ may be represented in the following form: for the forward-propagating flux,

$$
\begin{equation*}
f_{\eta}(x, \mu)=\left(C_{1} \frac{e^{a x}}{w / a+\mu}+C_{4} \frac{e^{-a x}}{w / a-\mu}\right) G(\mu) \tag{6}
\end{equation*}
$$

and for the backward-propagating flux

$$
\begin{equation*}
f_{r}(x, \mu)=\left(C_{3} e^{a x}+C_{4} e^{-a x}\right) \frac{G(\mu)}{w / a-\mu} . \tag{7}
\end{equation*}
$$

Then, taking account of Eq. (3), the flux density of primary electrons in the range of angles between $\Theta$ and $\Theta$ $+d \Theta$ at depth $x$ will be

$$
d j=v d n=v^{2} f(x, \mu) d \mu
$$

In the microvolume $d V$, the integral flux density of primary electrons propagating in the direction of the $X$ coordinate at depth $x$ will be

$$
\begin{equation*}
j(x)=2 \pi v^{2} \int_{-1}^{1} \mu f\left(x, \mu^{\prime}\right) d \mu^{\prime} \tag{8}
\end{equation*}
$$

After substituting the distribution function $f_{\eta}(x, \mu)$ from Eq. (6) into Eq. (8) and integrating, we obtain an expression for the integral flux density of the primary electrons propagating in the direction of increasing $x$,

$$
\begin{equation*}
d_{\eta}(x)=v^{2}\left(C_{1} B_{11} e^{a x}+C_{4} B_{12} e^{-a x}\right), \tag{9}
\end{equation*}
$$

where
$B_{11}=\int_{0}^{\pi} \frac{G(\Theta) \sin 2 \Theta d \Theta}{w / a+\cos \Theta}, \quad B_{12}=\int_{0}^{\pi} \frac{G(\Theta) \sin 2 \Theta d \Theta}{w / a-\cos \Theta}$.
However, since the function $G(\Theta)$ is even for normal incidence, we find $B_{11}=-B_{12}$. Taking account of Eq. (7), the integral flux density in the opposite direction at depth $x$ will be

$$
\begin{equation*}
j_{r}(x)=v^{2} B_{21}\left(C_{3} e^{a x}+C_{4} e^{-a x}\right), \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{21}=\int_{\pi / 2}^{\pi} \frac{G(\Theta) \sin 2 \Theta d \Theta}{w / a-\cos \Theta} . \tag{11}
\end{equation*}
$$

The following boundary conditions were used to determine the integration constants:

$$
\begin{equation*}
j_{\eta}(0)=j_{0}-j_{r}(0),\left.\quad j_{\eta}^{\prime}(x)\right|_{x \geqslant h}=0, \quad j_{r}(h)=0, \tag{12}
\end{equation*}
$$

where $h$ is the thickness of the free layer.
For a layer of infinitely large thickness $h=R_{p}, j_{0}$ is the integral flux density of primary particles incident on the surface of a free layer of thickness $h$.

After substituting the values from Eqs. (9) and (10) into Eq. (12), we obtain a system of three algebraic equations which, when solved jointly, can determine the integration constants $C_{1}, C_{3}, C_{4}$ :

$$
C_{1}=\frac{(1-r) e^{-a h} j_{0}}{2 v^{2} B_{11} \cosh (a h)},
$$

TABLE I. Values of the coefficients, used in Eqs. (18) and (19).

| $E_{p}, \mathrm{keV}$ | $B_{0}$ | $g$ | $b_{0}$ | $b_{1}$ | $b_{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 10 | 77.50 | -0.843 | -13.27 | 0.4476 | $-3.20 \times 10^{-3}$ |
| 40 | 83.23 | -0.832 | -12.63 | 0.4395 | $-3.10 \times 10^{-3}$ |

$$
\begin{equation*}
C_{3}=\frac{(r-1) e^{-a h} j_{0}}{2 v^{2} B_{12} \cosh (a h)}, \quad C_{4}=\frac{(1-r) e^{a h} j_{0}}{2 v^{2} B_{12} \cosh (a h)} \tag{13}
\end{equation*}
$$

where $r=j_{r}(0) / j_{0}$ and $r$ is the integral backscattering coefficient.

After substituting the values of the integration constants $C_{3}$ and $C_{4}$ from Eq. (13) into Eq. (10) for $x=0$, we obtain ${ }^{15}$

$$
\begin{align*}
& 2 h \leqslant R_{p}, \quad r=\left(1+\frac{B_{12}}{B_{21}} \operatorname{coth}(2 a h)\right)^{-1}, \\
& 2 h \leqslant R_{p}, \quad r=\left(1+\frac{B_{12}}{B_{21}} \operatorname{coth}(1)\right)^{-1} . \tag{14}
\end{align*}
$$

In order to calculate the integral backscattering coefficient $r$, we need to know the value of $a=R_{p}^{-1}, h$ and the ratio $B_{12} / B_{21}$. The value of $a$ can be calculated from ${ }^{15}$

$$
\begin{equation*}
a=a_{0}(\rho Z)^{0.69} E_{p}^{-\frac{2}{n}} F\left(\frac{b_{m}}{n}\right), \tag{15}
\end{equation*}
$$

where $n=n_{0}+c Z, a_{0}=2.24 \times 10^{-4}, n_{0}=1.287, c=-2.05$ $\times 10^{-3}, \rho\left(\mathrm{~g} / \mathrm{cm}^{3}\right)$ is the density of the target material, and $\left[E_{p}\right]=\mathrm{keV}$.

Since the coefficients $B_{12}$ and $B_{21}$ have a fairly complex analytic expression, and their ratio is even more complex, in order to simplify the following calculations the ratio of these coefficients is replaced by the fairly simple analytic function

$$
\begin{equation*}
\frac{B_{12}}{B_{21}}=\frac{B_{1}}{B_{2}} B(Z), \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{1}=\frac{w}{a} \ln \frac{w / a+1}{w / a-1}-2, \quad B_{2}=\frac{w}{a} \ln \frac{w / a}{w / a-1}-1 . \tag{17}
\end{equation*}
$$

An analysis shows that in the energy range $10-40 \mathrm{keV}$ the function $B(Z)$ may be expressed as follows:

$$
\begin{align*}
& 12<Z<50 \quad B(Z)=B_{0} Z^{g},  \tag{18}\\
& 56<Z<90 \quad B(Z)=b_{0}+b_{1} Z+b_{2} Z^{2} . \tag{19}
\end{align*}
$$

The values of the coefficients $B_{0}, g, b_{0}, b_{1}$, and $b_{2}$ are given in Table I. It can be shown ${ }^{16}$ that the average longitudinal range $R_{p}$ is proportional to the total range $R$ whose value can be determined using Bethe theory. ${ }^{17}$ It follows from this theory that the total electron range in a material is determined by the Bethe stopping law which only holds for electron energies $E \gtrdot J$ where $J$ is the average ionization potential of an atom.

The present author showed ${ }^{15}$ that the Bethe law of continuous energy losses can be applied to obtain the following expression for the total macroscopic interaction cross section:

$$
\begin{equation*}
w=w_{0} \rho A^{-1}(Z-b) E_{p}^{-\frac{2}{n}} F\left(\frac{b_{m}}{n}\right), \tag{20}
\end{equation*}
$$

where $w_{0}=6.3 \times 10^{-4}, b$ is the screening constant, $b_{m}$ $=\langle\Delta E\rangle / E_{p}$ is the average relative energy loss of a primary electron after passing through a layer of thickness $h$ whose value can be calculated using the results of Ref. $18, n$ is the exponent in the power potential of the interaction between an impinging primary electron and the atomic core, $F\left(b_{m} / n\right)$ is a function which takes into account the energy losses of primary electrons in a solid,

$$
\begin{equation*}
F\left(\frac{b_{m}}{n}\right)=\sum_{i=1}^{Z} A_{i}\left(\frac{b_{m}}{n}\right)^{i} \tag{21}
\end{equation*}
$$

$A_{0}=A_{1}=1, \quad A_{2}=(2+n) / 3, \quad A_{3}=(1+n) / 2 A_{2}, \quad A_{4}=(2$ $+3 n) / 5 A_{3}, \quad A_{5}=(1+2 n) / 3 A_{4}, \quad A_{6}=(2+5 n) / 42 A_{5}, \quad$ and $A_{7}=(1+3 n) / 60 A_{6}$.

Here the screening constant $b$ was calculated theoretically using the Thomas-Fermi model taking into account the binding energy of atomic electrons in various electron shells of the atom whose values were given in Ref. 19. Then using Eqs. (15) and (20) we have for a semiinfinite layer

$$
\begin{equation*}
\frac{w}{a}=2.81 \rho^{0.31} A^{-1} Z^{-0.69}(Z-b)^{2} . \tag{22}
\end{equation*}
$$

Expressions (20) and (22) contain the screening constant $b$ which has the following physical meaning. As a fast primary electron moves in a solid, it undergoes continuous collisions with atoms of the material, which are accompanied by elastic and inelastic scattering. If small-angle deflections predominate, this means that the scattering is mainly elastic where a primary electron penetrates fairly deeply into the electron shell of the atom. As it moves inside the atom, the primary electron is mainly scattered in the electric field of the nucleus and the atomic electrons bound strongly to it. These strongly bound electrons together with the nucleus create a resulting electric field under whose action the primary electron moves within the atom. Thus, the screening constant $b$ in formulas (20) and (22) is taken to be the number of atomic electrons involved in screening the electric field of the atomic nucleus. It can therefore be postulated that in a solid the scattering of fast electrons can be considered as scattering by a static force center, in whose electric field the primary electron is located. The potential energy of the primary electron in the resultant electric field of the nucleus and the atomic electrons screening the nucleus will then be

$$
\begin{equation*}
U(r)=\frac{Z^{*} e^{2}}{4 \pi \varepsilon_{0} r} e^{-\frac{r}{r_{0}}} \tag{23}
\end{equation*}
$$

where $Z^{*}=Z-b$ and $r_{0}$ is the screening radius.
It was shown ${ }^{15}$ that the total microscopic cross section for elastic scattering of a primary electron at the screened field of an atomic nucleus is given by

$$
\begin{equation*}
\sigma=\left(\frac{Z^{*} e^{2}}{4 \pi \varepsilon_{0} m v^{2}}\right)^{2} \frac{\pi}{\alpha^{2}\left(1+\alpha^{2}\right)} \tag{24}
\end{equation*}
$$



FIG. 1. Average angle of scattering of a primary electron by target atoms as a function of the atomic number of the element.

$$
\begin{equation*}
\alpha^{2}=7.46 \times 10^{-6}\left(Z^{*}\right)^{2 / 3}\left(\frac{c}{v}\right)^{2} \tag{25}
\end{equation*}
$$

where $c$ is the velocity of light in vacuum.
Since the scattering of a primary electron by individual atoms in a solid is a statistical process, we can use Eq. (24) to calculate the average angle for scattering of a primary electron in a solid in the small-angle approximation

$$
\begin{equation*}
\langle\Theta\rangle=\frac{4 \alpha^{2}\left(1+\alpha^{2}\right)}{\pi} \int_{0}^{\pi} \frac{\Theta \sin \Theta d \Theta}{\left(\sin ^{2} \frac{\Theta}{2}+\alpha^{2}\right)^{2}} \tag{26}
\end{equation*}
$$

It follows from Eq. (25) that $\alpha^{2}$ depends on the screening constant. In turn, $b$ depends on the primary electron energy and the structural characteristics of the solid atoms with which the primary electrons interact. We know that as a result of a collision between a primary electron and an atom, the momentum of the primary electron changes by

$$
\begin{equation*}
\hbar q=2 \hbar k \sin \frac{\Theta}{2} \tag{27}
\end{equation*}
$$

where $k$ is the wave number of the primary electron.
Consequently, the atom at which the primary electron is scattered receives the same momentum. This means that the elastic scattering condition for which the primary electron momentum remains the same and only the direction of motion changes, should correspond to the momentum (27) imparted to the atom, which we can then write in terms of the energy

$$
\begin{equation*}
\Delta E=4 E_{p} \sin ^{2} \frac{\Theta}{2} \tag{28}
\end{equation*}
$$

Then, from the physical meaning of the formulation of the problem, the condition for elastic scattering at strongly bound atomic electrons should correspond to the inequality $\Delta E \leqslant E_{i}$, where $E_{i}$ is the binding energy of the atomic electrons completely involved in screening the electric field of the nucleus. If $\Delta E>E_{i}$, atomic electrons with this binding energy will only participate partially in the screening. Thus, the concept of an effective number of electrons involved in the screening should be introduced for these electrons. This applies to the spherically symmetric electron shell of an atom. If the appropriate electron shell is not spherically sym-


FIG. 2. Screening constant $b$ as a function of atomic number of the element.
metric, allowance should also be made for the departure from spherical symmetry by introducing a suitable coefficient, as in Ref. 15.

The angle $\langle\Theta\rangle$ was calculated by the method of successive approximations of the integral (26) until $\langle\Theta\rangle$ reached a limiting value. The value of $b$ for which $\langle\Theta\rangle$ reaches a maximum was taken as the screening constant in this study.

Figures 1 and 2 give calculated values of $\langle\Theta\rangle$ and $b$ for $E_{p}=10$ and 40 keV . These screening constants were then used to calculate $w / a$ using formula (22). Then, taking account of Eqs. (15), (17), and (18) we can calculate the integral backscattering coefficient from Eq. (14) allowing for the macroscopic anisotropy of the properties of the material for various primary electron energies and various atomic numbers. For a free layer of considerable thickness the primary electrons penetrate to depths not exceeding the average longitudinal range $R_{p}$. Since during backscattering primary electrons initially move forward and then backward, their effective penetration depth is $R_{p} / 2$, but the total longitudinal range remains the same as before, $R_{p}$. Therefore $2 h$ in Eq. (14) should be taken to be the total longitudinal range $R_{p}$. Moreover, since the physical meaning of the interaction parameter is $a=R_{p}^{-1}$, in Eq. (14) the product is $2 a h=1$.

Figure 3 gives the values of $w / a$ calculated using formulas (14) and (22) and Figs. 4 and 5 give the theoretical and experimental values of $r$ (Refs. 20 and 21). A comparison reveals good agreement over a wide range of $Z$. In addition, the theory predicts that the integral backscattering coefficient $r$ should not vary monotonically as a function of the atomic number $Z$, as follows from Ref. 20, but some quasiperiodicity should be observed. This is caused by the gradual filling of the electron shells with atoms as $Z$ increases. Some dis-


FIG. 3. Dependence of the ratio $w / a$ on the atomic number of the element.


FIG. 4. Theoretical (solid curve) and experimental values ${ }^{20,21}$ of integral backscattering coefficients for normal incidence of an accelerated electron flux on the surface of a target $\left(E_{p}=10 \mathrm{keV}\right)$.
agreement between theory and experiment is evidently caused by the insufficiently accurate mapping of the experimental results with the empirical formulas used for a comparison between theory and experiment. ${ }^{20}$

The exponent $n$ can be calculated from formula (15). It can be seen that as $Z$ increases, $n$ decreases, tending to unity. This indicates that the elastic scattering of primary electrons by heavy atoms is close to a Coulomb process whereas the scattering by light atoms may differ appreciably from this. This behavior is mainly attributable to some characteristic features of the energy loss law: scattering by light atoms is accompanied by higher energy losses than scattering by heavy atoms.

## CONCLUSIONS

The relationships established can be used to calculate the integral backscattering coefficient for any solids in the energy range $10-100$ and also to predict possible values of $r$ for those materials not naturally observed in the solid state and also for those whose emission properties have not yet been sufficiently well-studied (actinides). All these factors indicate that the results are of major practical value.

The values of $w / a$ plotted in Fig. 3 using results from Refs. 22 and 23 can be used to predict qualitatively which solids have a narrow angular distribution of backscattered primary electrons and which have a broad angular distribution. At this point, we can predict that all materials with a low ratio $w / a$ have an appreciable angular half-width. Thus, we can affirm that the half-width of the angular distribution

of the backscattered primary electron flux from a solid of infinitely large thickness, such as $\mathrm{Mg}, \mathrm{Al}$, or Si , is approximately the same and small whereas that for $\mathrm{Pt}, \mathrm{Au}$, and Pb should be appreciable. Therefore, light materials and coatings should be used to obtain the best resolution for masks used in electron lithography and to obtain images with the highest contrast in scanning electron microscopy, and in other similar cases.

This approach can also be used to analyze the emission properties of various chemical compounds in the solid state. It can also be applied to an obliquely incident primary electron flux on a free layer of solid of finite thickness and also on multilayer coatings. ${ }^{24}$

This work was supported financially by "IKA" (31-33 Dnepropetrovskaya Ul., 191119, St. Petersburg) for whose guidance the author is deeply grateful.

[^3]FIG. 5. As Fig. 4 for $E_{p}=40 \mathrm{keV}$.
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A static model of a critically polarized ceramic is used to analyze the behavior of the piezocoefficient $d_{33}$ of lead titanate zirconate ceramic exposed to a longitudinal compressive stress $\sigma$ and a quantitative analysis is made of the $90^{\circ}$ and $180^{\circ}$ domain reorientations. It is shown that for TsTG-83G ceramic a $180^{\circ}$ antiparallel domain structure forms at compressive stresses $\sigma>10^{8} \mathrm{~N} / \mathrm{m}^{2}$ 。 © 1999 American Institute of Physics. [S1063-7842(99)00806-5]

## INTRODUCTION

It is known that the piezocoefficient $d_{33}$ of a lead zirconate titanate (PZT) piezoceramic plate is reduced as a result of $90^{\circ}$ domain reorientations which take place under the action of a longitudinal mechanical stress $\sigma$ (Refs. 1 and 2). As the stress $\sigma$ in lead titanate crystals increases, domains with the c polar axis perpendicular to the direction of compression increase in volume, annihilating domains with the c polar axis parallel to this direction as a result of the domain walls being displaced along the normal to their intrinsic planes. When the stress is removed, the twinning structure is partially restored to the initial state. ${ }^{3,4}$ Detwinning of lead titanate crystals showed that $90^{\circ}$ reorientation of the $\mathbf{c}$ polar axes is accompanied by $180^{\circ}$ polarization reversal processes which occur when a $90^{\circ}$ domain wall is displaced rapidly ( $V_{d}>1 \times 10^{-5} \mathrm{~m} / \mathrm{s}$ ) (Ref. 5). An antiparallel $180^{\circ}$ domain structure also forms in polarized PZT ceramic exposed to compressive stresses $\sigma>90 \times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$ (Ref. 6). In lead titanate crystals, the domains only become reoriented when the mechanical stress $\sigma$ exceeds the coercive stress $\sigma_{c}$ of the domain. ${ }^{7,8}$ In Ref. 9 the domain distribution over coercive stresses $\sigma_{c}$ in the ceramic was expressed using the distribution function $f(\sigma)$ which is equal to the probability density of the c polar axis of the domain being rotated under the longitudinal compression $\sigma$. Here we propose to analyze the coercive stress $\sigma_{c}$ averaged over all domains, assuming that the c polar axes of the domains in TsTS-83G ceramic are distributed nonuniformly under the action of a longitudinal stress $\sigma$.

The aim of the present study is to analyze the behavior of the piezocoefficient $d_{33}=d_{33}(\sigma)$ and the distribution of $90^{\circ}$ domain reorientations in TsTS-83G ceramic exposed to a longitudinal compression $\sigma$ using a static model for a critically polarized ceramic.

## EXPERIMENTAL METHOD

Ferroceramic having the composition TsTS-83G was prepared by hot pressing. A block 100 mm in diameter and 12 mm thick was sintered at $T=1100^{\circ} \mathrm{C}$, held for 5 h , and loaded to $90 \mathrm{~kg} / \mathrm{cm}^{2}$. The block was polarized in silicone at
$T=120^{\circ}$ for 1 h at $E=25 \mathrm{kV} / \mathrm{cm}$. The direction of the polarizing field $\mathbf{E}$ coincided with the principal $Z$ crystal-physics axis of the ceramic. A diamond disk was used to cut $4 \times 4$ $\times 4 \mathrm{~mm}$ samples with the orientation of the principal $X Y Z$ crystal-physics coordinate system and the direction of the polarizing field $\mathbf{E}$ being maintained. Electrodes were deposited on the oriented polarized samples by cathode deposition from $\mathrm{Al}+\mathrm{Cr}$ at $T=80^{\circ} \mathrm{C}$ for 30 min . Measurements of the piezocoefficients $d_{33}$ and $d_{33}=d_{33}(\sigma)$ were made under quasistatic conditions using a 'Piezomodul'" device.

## RESULTS AND DISCUSSION

We shall analyze a class 4 mm piezoceramic plate in the principal $X Y Z$ crystal-physics coordinate system (the polarization vector $\mathbf{P}$ is directed along the $Z$ axis). We shall apply a uniaxial mechanical stress

$$
\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \sigma
\end{array}\right]
$$

to the plate as a result of which an electric charge will be induced on the hatched faces of the plate (Fig. 1), its magnitude being proportional to the piezocoefficient $d_{33}$.

The equation for the piezocoefficient $d_{33}$ of a group 4 mm ferroceramic on transition from the $X Y Z$ crystalphysics coordinate system to the $X^{\prime} Y^{\prime} Z^{\prime}$ coordinate system using the laws for transformation of a third rank tensor has the form ${ }^{9}$

$$
\begin{equation*}
d_{33}=\left(d_{15}^{\prime}+d_{31}^{\prime}\right) \cos \Theta \sin ^{2} \Theta+d_{33}^{\prime} \cos ^{3} \Theta, \tag{1}
\end{equation*}
$$

where $d_{33}$ is the piezocoefficient in the $X Y Z$ coordinate system, and $d_{33}^{\prime}, d_{31}^{\prime}$, and $d_{15}^{\prime}$ are the piezocoefficients in the $X^{\prime} Y^{\prime} Z^{\prime}$ coordinate system.

Equation (1) can take into account the relationship between the piezocoefficient $d_{33}$ of the polarized ceramic and the piezocoefficients $d_{33}^{\prime}, d_{31}^{\prime}$, and $d_{15}^{\prime}$ of the crystallites (assuming that these are single-domain). The experimentally determined piezocoefficients of TsTS-83G ceramic are $d_{33}=360 \mathrm{pC} / \mathrm{N}, d_{31}=-180.9 \mathrm{pC} / \mathrm{N}$, and $d_{15}=508.2 \mathrm{pC} / \mathrm{N}$. According to published sources, the piezocoefficients of lead titanate ceramic and single crystals differ negligibly ${ }^{10,11}$ so


FIG. 1. Piezoceramic plate with longitudinal mechanical stress $\sigma$ applied to hatched faces.
that the piezocoefficients of TsTS-83G ceramic were taken as the piezocoefficients $d_{33}^{\prime}, d_{31}^{\prime}$, and $d_{15}^{\prime}$ of the crystallite (domain).

A static model for a critically polarized ceramic was used to construct an equation for the piezocoefficient $d_{33}$ of a ceramic exposed to longitudinal compression $\sigma$ (Ref. 12). This model neglected interaction between the crystallites (domains) and the motion of the domain walls. The authors assumed that the internal mechanical stresses created in the ceramic during sintering remain constant under external influences and only the field applied to the ceramic acts on each crystallite.

The polarized ceramic was represented as a system of $N$ single-domain crystallites polarized to saturation, whose $\mathbf{c}$ polar axes have the preferred orientation and are located in the upper part of the orientation sphere in the solid angle $\Theta=54^{\circ} 44^{\prime}$. According to the model, the distribution of the $\mathbf{c}$ polar axes in zones of total and partial stability, taking into account all possible $180^{\circ}$ and $90^{\circ}$ reorientations, is inhomogeneous ( $\rho_{c}^{I}=3 N / 2 \pi$ and $\rho_{c}^{I I}=3 N / 2 \pi(1$ $-(4 \arccos (\operatorname{coth} \Theta)) / \pi)$ are the densities of the $\mathbf{c}$ polar axes in zones of total and partial stability, respectively). The condition for total stability of the $\mathbf{c}$ polar axes in a ceramic to which an external stress $\sigma_{33}$ is applied has the form (Fig. 2)

$$
\begin{equation*}
\cos \gamma_{c}-\cos \gamma_{a} \geqslant \sigma_{c} / \sigma, \tag{2}
\end{equation*}
$$

where $\gamma_{c}$ is the angle between the direction of the field $\mathbf{E}$ and the $\mathbf{c}$ axis of the domain, $\gamma_{a}$ is the angle between the a axis


FIG. 2. Geometric relation between the angles $\gamma_{c}, \gamma_{a}$, and $\varphi$ characterizing the position of the domains relative to the polarizing field $\mathbf{E}$.
closest to the field and the field $\mathbf{E}, \sigma_{c}$ is the coercive stress $\left(\sigma_{c}=16.555 \times 10^{6} \mathrm{~N} / \mathrm{m}^{2}\right.$ for $\mathrm{PbTiO}_{3}$ crystals ${ }^{4}$ ), and $\sigma$ is the external mechanical stress.

We shall use the geometric relation between the angles $\gamma_{c}, \gamma_{a}$, and $\varphi$ characterizing the position of the domain relative to the polarizing field $\mathbf{E}$ (Ref. 13)

$$
\begin{equation*}
\cos \gamma_{a}=\sin \gamma_{c} \cos \varphi, \tag{3}
\end{equation*}
$$

where $\varphi$ is the angle between the a axis closest to the field $\mathbf{E}$ and the line formed by intersection of the plane passing through the a axis and the plane passing through the $\mathbf{c}$ axis and $\mathbf{E}$.

We shall analyze the condition for total stability of the $\mathbf{c}$ polar axes (2) when the a axes of the domain (crystallite) are in the position closest to the polarizing field $\mathbf{E}\left(\varphi=0^{\circ}\right)$,

$$
\begin{equation*}
\cos \gamma_{c}-\tan 45^{\circ} \sin \gamma_{c} \geqslant \sigma_{c} / \sigma . \tag{4}
\end{equation*}
$$

After simple transformations, Eq. (4) has the form
$0 \leqslant \gamma_{c} \leqslant\left(\arccos \left(\sigma_{c} / \sigma\right) \cdot(\sqrt{2} / 2)\right)-45^{\circ}$.
Inequality (5) gives the angular boundaries of the zone of total stability of the $\mathbf{C}$ polar axes when the longitudinal stress $\sigma$ is applied to the ceramic.

The condition for partial stability of the $\mathbf{c}$ polar axes when the a axes are further away from the direction of the polarizing field $\mathbf{E}\left(\varphi=45^{\circ}\right)$, has the form

$$
\begin{equation*}
\cos \gamma_{c}-(\sqrt{2} / 2) \sin \gamma_{c} \geqslant \sigma_{c} / \sigma \tag{6}
\end{equation*}
$$

Equation (6) can be reduced to the form

$$
\begin{equation*}
45^{\circ} \leqslant \gamma_{c} \leqslant 54.733^{\circ}-\arcsin \left(\left(\sigma_{c} / \sigma\right) \cdot(\sqrt{2 / 3})\right) \tag{7}
\end{equation*}
$$

Inequality (7) gives the angular boundaries of the zone of partial stability of the $\mathbf{c}$ polar axes for a critically polarized ceramic.

In the zone of partial stability of the c polar axes we take into account that part of the $\mathbf{c}$ axes which after $90^{\circ}$ switching, was converted into a axes and then the condition for stability of the a axes in this zone will have the form

$$
\begin{equation*}
\cos \gamma_{a}-\cos \gamma_{c} \geqslant \sigma_{c} / \sigma \tag{8}
\end{equation*}
$$

Substituting condition (3) into (8), we find the angle $|\varphi|$ containing the $\mathbf{c}$ axes close to the field $\mathbf{E}$,

$$
\begin{equation*}
|\varphi| \leqslant \arccos \left(\operatorname{coth} \gamma_{c}+\sigma_{c} /\left(\sigma \sin \gamma_{c}\right)\right) \tag{9}
\end{equation*}
$$

The fraction of crystallites $\beta_{c}$ whose $\mathbf{c}$ axes 'drift'" out of the zone of partial stability of the $\mathbf{c}$ polar axes as a result of $90^{\circ}$ switching will be

$$
\begin{equation*}
\beta_{c}=4|\varphi| / \pi=\left(4 \arccos \left(\operatorname{coth} \gamma_{c}+\sigma_{c} /\left(\sigma \sin \gamma_{c}\right)\right)\right) / \pi . \tag{10}
\end{equation*}
$$

The fraction of crystallites $\beta_{c}^{\prime}$ whose $\mathbf{c}$ axes remain inside the zone of partial stability of the polar axes after switching will be

$$
\begin{equation*}
\beta_{c}^{\prime}=1-\left(4 \arccos \left(\operatorname{coth} \gamma_{c}+\sigma_{c} /\left(\sigma \sin \gamma_{c}\right)\right)\right) / \pi . \tag{11}
\end{equation*}
$$

The value of $\Delta d_{33}^{T}$ by which the piezocoefficient $d_{33}$ changed under the action of the longitudinal stress $\sigma$ was calculated by integrating over the orientation sphere of the $\mathbf{c}$ polar axes in accordance with the angular boundaries of the

TABLE I. Experimental and theoretical values of the piezocoefficient $d_{33}$ $=d_{33}(\sigma)$ and distribution of $90^{\circ}$ and $180^{\circ}$ domain reorientations in TsTS83G ceramic.

| $\sigma \times 10^{-6} \mathrm{~N} / \mathrm{m}^{2}$ | $d_{33}^{\exp }, \mathrm{pC} / \mathrm{N}$ | $d_{33}^{\text {theor }}, \mathrm{pC} / \mathrm{N}$ | $A^{90^{\circ}}, \%$ | $A^{180^{\circ}}, \%$ |
| :--- | :---: | :---: | :---: | :---: |
| 24.5 | 360 | 36 | - | - |
| 42.9 | 340 | 338.8 | 17 | - |
| 61.3 | 300 | 298.9 | 37 | - |
| 91.9 | 200 | 198.5 | 88 | - |
| 128.7 | 140 | 139.2 | 100 | 23 |
| 165.5 | 100 | 99.5 | 100 | 53 |
| 202.3 | 84 | 83.7 | 100 | 62 |
| 220.7 | 68 | 67.5 | 100 | 75 |

zones of total and partial stability of the $\mathbf{c}$ axes and averaging the piezoelectric constants $d_{33}^{\prime}, d_{31}^{\prime}$, and $d_{15}^{\prime}$ over all the crystallites (domains) in the ceramic using the formula

$$
\begin{align*}
\Delta d_{33}= & 1 / N \int_{\varphi=0}^{2 \pi} \int_{\Theta=0}^{\arccos \left((\sqrt{2} / 2) \cdot\left(\sigma_{c} / \sigma\right)\right)-45^{\circ}} d_{33}(\Theta) \\
& \times(3 N / 2 \pi) \sin \Theta d \Theta d \varphi \\
& +1 / N \int_{\varphi=0}^{2 \pi} \int_{\Theta=0}^{54.733^{\circ}-\arcsin \left((\sqrt{2 / 3}) \cdot\left(\sigma_{c} / \sigma\right)\right)} d_{33}(\Theta) \\
& \times(3 N / 2 \pi)(1-(4 \arccos (\operatorname{coth} \Theta \\
& \left.\left.\left.+\sigma_{c} /(\sigma \sin \Theta)\right)\right) / \pi\right) \sin \Theta d \Theta d \varphi \tag{12}
\end{align*}
$$

where $d_{33}(\Theta)$ is Eq. (1).
In order to simplify the calculations, in formula (12) we neglect the fraction of the crystallites $\beta_{c}$ whose $\mathbf{c}$ axes drift out of the zone of partial stability as a result of $90^{\circ}$ switching. Having separated the contributions of the $90^{\circ}$ and $180^{\circ}$ switching (from formula (12), for example, for the zone of total stability of the polar axes the density of the $\mathbf{c}$ axes for $180^{\circ}$ switching is $\rho^{180^{\circ}}=N / 2 \pi$, and that for $90^{\circ}$ switching is $\rho^{90^{\circ}}=N / \pi$ ), we determined the relative number of $90^{\circ}$ and $180^{\circ}$ domain switchings accomplished under the stresses $\sigma$ (for a given $\sigma$ in percent) $A^{90^{\circ}}$ and $A^{180^{\circ}}(\%)$. The piezocoefficient $d_{33}^{T}$ of a ceramic plate exposed to the stress $\sigma$ can be finally calculated from

$$
\begin{equation*}
d_{33}^{T}=d_{33}-\Delta d_{33}^{T}, \tag{13}
\end{equation*}
$$

where $d_{33}$ is the piezocoefficient obtained using formula (1).
Table I give the experimental and theoretical values of the piezocoefficient $d_{33}=d_{33}(\sigma)$ and the relative number of $90^{\circ}$ and $180^{\circ}$ domain reorientations completed in the ceramic under the longitudinal stress $\sigma$. It can be seen that as the longitudinal stress $\sigma$ increases from $25 \times 10^{6}$ to 221 $\times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$, the piezocoefficient $d_{33}^{\text {exp }}$ decreases from 360 to $68 \mathrm{pC} / \mathrm{N}$ which confirms the data given in Refs. 1 and 2.The relative number of $90^{\circ}$ rotations under the action of the longitudinal stress $\sigma$ increases fairly rapidly for TsTS-83G ceramic (for $\sigma=91.9 \times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$, this number is $A^{90^{\circ}}=88 \%$ ). X-ray structural analysis of $\mathrm{BaTiO}_{3}$ ceramic exposed to the biaxial equilibrium compressive stress $\sigma_{22}$ (TsTS-83G ceramic is "ferrohard'" compared with $\mathrm{BaTiO}_{3}$ ceramic) indirectly confirm the theoretical distribution of $90^{\circ}$ domain reorientations in TsTS-83G ceramic (for $\mathrm{BaTiO}_{3}$ ceramic
under $\quad \sigma_{22}=4 \times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$ we obtain $A^{90^{\circ}}=45 \%$; for $\sigma_{22}=30 \times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$ this figure is $A^{90^{\circ}}=80 \%$ ) (Ref. 14). The theoretical analysis indicates that above stresses $\sigma>100$ $\times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$ all possible $90^{\circ}$ rotations (for given $\sigma$ ) take place in TsTS-83G ceramic and an antiparallel $180^{\circ}$ domain structure forms where the relative number of $180^{\circ}$ domain switchings $A^{180^{\circ}}$ increases to $75 \%$ (for $\sigma=221 \times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$ ), which is consistent with the experimental results from Ref. 6. The contribution of the displacement $\sigma$ is negligible so this was neglected in the estimates of $A^{90^{\circ}}$ and $A^{180^{\circ}}$ (in lead titanate ceramic the contribution of the displacements of the $90^{\circ}$ domain boundaries is $0.14-0.61 \mathrm{pC} / \mathrm{N}$ ) (Ref. 15).

## CONCLUSIONS

1. A static model of a critically polarized ceramic exposed to the longitudinal stress $\sigma$ has been used to study the behavior of the piezocoefficient $d_{33}$ of TsTS-83G ceramic and a quantitative analysis has been made of the $90^{\circ}$ and $180^{\circ}$ domain reorientations $A^{90^{\circ}}=A^{90^{\circ}}(\sigma)$ and $A^{180^{\circ}}$ $=A^{180^{\circ}}(\sigma)$.
2. It has been shown that for TsTS-83G ceramic exposed to stresses $\sigma>100 \times 10^{6} \mathrm{~N} / \mathrm{m}^{2}$ all possible $90^{\circ}$ domain rotations occur and an antiparallel $180^{\circ}$ domain structure forms.
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# Influence of sample dimensions on the propagation velocity of magnetoelastic waves in amorphous metal alloys 

A. A. Gavrilyuk, A. V. Gavrilyuk, and N. P. Kovaleva<br>Irkutsk State Pedagogical University, 664011 Irkutsk, Russia<br>(Submitted November 11, 1997; resubmitted May 15, 1998)<br>Zh. Tekh. Fiz. 69, 50-54 (June 1999)

An investigation is made of the propagation velocity of magnetoelastic vibrations in amorphous metal alloys as a function of the sample size in the direction of propagation of the magnetoelastic vibrations and the external magnetic field. The experimentally observed results are at variance with the conclusions of the model of uniform rotation of the magnetization usually used to describe the magnetoelastic properties of amorphous metal alloys. It is shown that changes in the structure of the domain walls (Bloch-Néel transition) in ribbons of amorphous metal alloys as a result of the action of the external magnetic field must be taken into account to obtain an adequate description of the observed results. © 1999 American Institute of Physics. [S1063-7842(99)00906-X]

Studies of the magnetic properties of iron-based amorphous metal alloys are currently attracting widespread attention. These alloys have low coercive forces and high magnetostriction constants so that they can be used as sensors in various types of acoustic and ultrasonic transducers, delay lines, and so on. The possibility of using iron-based amorphous metal alloys for this purpose is attributable to the magnetoelastic vibrations induced in them under the action of an varying magnetic field. The propagation characteristics of magnetoelastic vibrations in amorphous metal alloys are mainly determined by the characteristics of rearrangement of their domain structure. Unfortunately, at present the relationship between the domain structure rearrangement processes in amorphous metal alloys and the propagation of acoustic vibrations in these alloys has not been studied sufficiently comprehensively, and this has delayed the practical application of these materials.

The aim of the present study is to investigate the propagation velocity of magnetoelastic waves as a function of the demagnetization factor of the sample in the direction of propagation of the magnetoelastic waves.

We shall consider ferromagnets with a positive magnetostriction constant $\left(\lambda_{s}>0\right)$ in the form of a narrow strip with the easy magnetization axis perpendicular to its length. The domain structure consists of domains of opposite magnetization separated by $180^{\circ}$ walls (Fig. 1). This type of domain structure occurs in amorphous metal ribbons when they are annealed in a static magnetic field, which induces uniaxial anisotropy. A static magnetic field $H$ and varying elastic stresses $\sigma$ which excite magnetoelastic vibrations act along the length of the strip in the direction of the difficult magnetization axis. The action of these factors changes the orientation of the magnetization in the domains. It follows from the model of uniform rotation of the magnetization ${ }^{1,2}$ that an expression for the angle of rotation $\alpha$ of the magnetization in the domains may be obtained from the condition for minimum domain structure energy $W$, which contains the
uniaxial anisotropy energy, the energies of interaction of the magnetization with the external magnetic field $H$ and the elastic stresses $\sigma$, and the magnetostatic energy caused by the appearance of magnetic scattering fields from the magnetization component perpendicular to the easy axis

$$
\begin{align*}
W= & K \sin ^{2} \alpha-M_{s} H \mu_{0} \sin \alpha-\frac{3}{2} \lambda_{s} \sigma \sin ^{2} \alpha \\
& +\frac{1}{2} N M_{s}^{2} \mu_{0} \sin ^{2} \alpha, \tag{1}
\end{align*}
$$

where $K$ is the uniaxial anisotropy constant, $\mu_{0}$ is the magnetic permeability of vacuum, $M_{s}$ is the saturation magnetization, and $N$ is the demagnetization factor in the direction of the sample length.

From the condition $d W / d / \alpha=0$ the expression for the angle of rotation of the magnetization can be written as

$$
\begin{equation*}
\alpha=\arcsin \left(M_{s} \mu_{0} H /\left(2 K-3 \lambda_{s} \sigma+N M_{s}^{2} \mu_{0}\right)\right) . \tag{2}
\end{equation*}
$$

The magnetoelastic deformation $\varepsilon_{\text {m.e }}=(3 / 2) \lambda_{s} \sin ^{2} \alpha$ can be given as

$$
\begin{equation*}
\varepsilon_{\mathrm{m} . \mathrm{e}}=\frac{3}{2} \lambda_{s}\left[M_{s}^{2} H^{2} \mu_{0}^{2} /\left(2 K-3 \lambda_{s} \sigma+N M_{s}^{2} \mu_{0}\right)^{2}\right] . \tag{3}
\end{equation*}
$$

The elastic modulus in the magnetic field $E_{H}$ can be determined from

$$
\begin{equation*}
\left(1 / E_{H}\right)=\left(1 / E_{0}\right)+d \varepsilon_{\mathrm{m} . \mathrm{e}} / d \sigma, \tag{4}
\end{equation*}
$$

where $E_{0}$ is the elastic modulus in the demagnetized state.
The expression for $E_{H}$ can then be written as

$$
\begin{align*}
E_{H}= & E_{0}\left\{1-\left[9 \lambda_{s}^{2} M_{s}^{2} H^{2} \mu_{0}^{2} E_{0} /\left(\left(2 K-3 \lambda_{s} \sigma+N M_{s}^{2} \mu_{0}\right)^{3}\right.\right.\right. \\
& \left.\left.\left.+9 \lambda_{s}^{2} M_{s}^{2} H^{2} \mu_{0}^{2} E_{0}\right)\right]\right\} . \tag{5}
\end{align*}
$$

Using expressions which give the magnetoelastic resonance frequency $f_{r}$ and the propagation velocity of the magnetoelastic vibrations $V_{\text {m.e }}$ as a function of the elastic modulus


FIG. 1. Domain structure configuration being studied: 1 - easy magnetization axis, 2 difficult magnetization axis.

$$
\begin{align*}
& f_{r}=(1 / 2 L) \cdot\left(E_{H} / \rho\right)^{1 / 2},  \tag{6}\\
& V_{\mathrm{m} . \mathrm{e}}=2 L \cdot f_{r}, \tag{7}
\end{align*}
$$

where $L$ is the sample length in the direction of propagation of the magnetoelastic vibrations and $\rho$ is the sample density, we obtain the following expression for $V_{\text {m.e }}$ :

$$
\begin{align*}
V_{\mathrm{m} . \mathrm{e}}= & \left\{( E _ { 0 } / \rho ) \left[1-\left(9 \lambda_{s}^{2} M_{s}^{2} H^{2} \mu_{0}^{2} E_{0} /\right.\right.\right. \\
& \left.\left.\left.\left(\left(2 K-3 \lambda_{s} \sigma+N M_{s}^{2} \mu_{0}\right)^{3}+9 \lambda_{s}^{2} M_{s}^{2} H^{2} \mu_{0}^{2} E_{0}\right)\right)\right]\right\}^{1 / 2} \tag{8}
\end{align*}
$$

According to Kim, ${ }^{3}$ an approximate expression for the demagnetization factor $N$ in the direction of the sample length may be written in the form

$$
\begin{equation*}
N=(1 / L) /[(1 / L)+(1 / a)+(1 / b)] \tag{9}
\end{equation*}
$$

where $a$ is the width and $b$ is the sample thickness.
Figure 2 gives the calculated dependence of the propagation velocity of the magnetoelastic vibrations on the sample length $L$. For the calculations we used the following values of the sample parameters typical of iron-based amorphous metal alloys, and for the external magnetic field, the and elastic stresses: $M_{s}=5 \times 10^{5} \mathrm{~A} / \mathrm{m}, K=50 \mathrm{~J} / \mathrm{m}^{3}, \lambda_{s}=3$ $\times 10^{-5}, \quad \sigma=10^{6} \mathrm{~Pa}, \quad H=100 \mathrm{~A} / \mathrm{m}, \quad \rho=5000 \mathrm{~kg} / \mathrm{mm}^{3}, \quad E_{0}$ $=1.4 \times 10^{11} \mathrm{~Pa}, a=0.002 \mathrm{~m}$, and $b=2.5 \times 10^{-5} \mathrm{~m}$.

It can be seen from this curve that as the sample length decreases, the propagation velocity of the magnetoelastic vi-


FIG. 2. Calculated dependence of the propagation velocity of the magnetoelastic waves $V_{\text {m.e }}$ on the sample length $L$ in the direction of propagation of these magnetoelastic vibrations.
brations should increase monotonically. The calculations also show that as the magnetic field directed along the difficult magnetization axis increases, the dependence $V_{\text {m.e }}(H)$ should decrease monotonically.

In order to check these calculations experimentally, we investigated the propagation velocity of magnetoelastic vibrations as a function of the sample length in the direction of propagation of these vibrations in iron-based amorphous metal alloys.

The sample used was an $\mathrm{Fe}_{81.5} \mathrm{~B}_{13.5} \mathrm{Si}_{3.5} \mathrm{C}_{2}$ amorphous metal alloy obtained by rapid quenching from a melt and annealed at $430^{\circ}$ in a static magnetic field of $40000 \mathrm{~A} / \mathrm{m}$ for 20 min . During annealing the static magnetic field was directed perpendicular to the sample length. The sample was $2.5 \times 10^{-5} \mathrm{~m}$ thick and 0.002 m wide. The length was varied between 0.045 and 0.015 m in 0.005 m steps. The propagation velocity of the magnetoacoustic vibrations was measured by a resonance-antiresonance method ${ }^{4}$ as follows. A section of the ribbon sample is inserted in an induction coil which records the change in the magnetic flux caused by the action of magnetic fields on the sample. This coil together with the sample is then inserted inside a coil which generates a varying magnetic field which induces magnetoelastic vibrations in the sample. The varying magnetic field does not exceed $10 \mathrm{~A} / \mathrm{m}$. The system of coils is placed between Helmholtz coils which generate a static magnetic field. The static and varying magnetic fields are directed along the difficult magnetization axis. We measure the complex impedance of the recording coil whose maximum corresponds to the magnetoelastic resonance frequency $f_{r}$ (Ref. 5). Using the experimentally determined magnetoelastic resonance frequency, we calculate the velocity of the magnetoelastic vibrations from the expression $V_{\mathrm{m} . \mathrm{e}}=2 L f_{z}$

Figure 3 gives the propagation velocity of the magnetoelastic vibrations $V_{\text {m.e }}$ as a function of the sample length $L$ for various values of the external magnetic field directed along the difficult magnetization axis. An analysis of these curves indicates that the external magnetic field strongly influences their behavior. In weak magnetic fields ( $H=80-240 \mathrm{~A} / \mathrm{m}$ ) the curve $V_{\text {m.e }}(L)$ has a minimum which shifts toward smaller $L$ as the static magnetic field increases. In fairly strong magnetic fields ( $H=320 \mathrm{~A} / \mathrm{m}$ ) for all $L$ we observed a decrease in the propagation velocity of the magnetoelastic vibrations. Consequently, the calculated curves


FIG. 3. Experimental dependences of the propagation velocity of the magnetoelastic vibrations $V_{\text {m.e }}$ on the sample length $L$ in the direction of propagation of the magnetoelastic waves for various values of the static magnetic field directed along the difficult magnetization axis.
(Fig. 2) only show satisfactory agreement with the experimental results for weak magnetic fields and small $L$.

Figure 4 gives the propagation velocity of the magnetoelastic vibrations $V_{\text {m.e }}$ as a function of the static magnetic field $H$ for $\mathrm{Fe}_{81.5} \mathrm{~B}_{13.5} \mathrm{Si}_{3.5} \mathrm{C}_{2}$ samples of various lengths $L$. It can be seen that the curve $V_{\text {m.e }}(H)$ has a minimum for all $L$. The position of this minimum is determined by the sample length $L$. The lower the value of $L$, the stronger the magnetic fields in which the minimum of $V_{\text {m.e }}(H)$ is observed.

The model of uniform rotation of the magnetization ${ }^{1,2}$ provides no explanation for the appearance of these minima of $V_{\mathrm{m} . \mathrm{e}}(L)$ and $V_{\mathrm{m} . \mathrm{e}}(H)$. The following explanation may be put forward for the experimental results. Annealing these samples in a magnetic field induces uniaxial anisotropy in
the plane where the easy axis is perpendicular to the length of the ribbons. This leads to the formation of a striped domain structure with oppositely magnetized domains separated by $180^{\circ}$ Bloch domain walls. When a varying magnetic field is applied in the direction of the difficult magnetization axis of narrow ribbons of amorphous metal alloys a few tens of micron thick, the domain walls oscillate around their equilibrium position. Brouha and van der Borst ${ }^{5}$ showed that this effect may be explained using concepts of a Bloch-Néel transition of the domain-wall structure and redistribution of the magnetic poles at the edges of the sample under the action of a magnetic field. As a result of a Bloch-Néel transition of the domain wall structure, the equilibrium period of the striped domain structure corresponding to its energy


FIG. 4. Experimental dependences of the propagation velocity of the magnetoelastic vibrations $V_{\text {m.e }}$ on the static magnetic field $H$ directed along the difficult magnetization axis for various lengths $L$.
minimum decreases and the density of Néel domain walls $n(H)$ increases. ${ }^{6}$ Taking into account the contribution of the energy of the Néel domain walls to the total energy of the domain structure, the expression for the propagation velocity of the magnetoelastic waves may be expressed in the form

$$
\begin{align*}
V_{\mathrm{m} . \mathrm{e}}= & \left\{( E _ { 0 } / \rho ) \left[1-\left(9 \lambda_{s}^{2}\left(M_{s} H \mu_{0}+2 n \gamma\right)^{2} E_{0} /\right.\right.\right. \\
& \left(\left(2 K-3 \lambda_{s} \sigma+N M_{s}^{2} \mu_{0}+2 n \gamma\right)^{3}\right. \\
& \left.\left.\left.\left.+\left(9 \lambda_{s} M_{s} H \mu_{0}+2 n \gamma\right)^{2} E_{0}\right)\right)\right]\right\}^{1 / 2}, \tag{10}
\end{align*}
$$

where $\gamma$ is the energy density of the Neel domain walls.
In magnetic fields exceeding the fields for which the domain-wall structure undergoes a Bloch-Néel transition, the propagation velocity of the magnetoelastic vibrations increases as a result of an increase in the density of Néel domain walls $n$. Hence, the minima on the curves of the propagation velocity of the magnetoelastic vibrations should be observed near the field for which the domain-wall structure undergoes a Bloch-Néel transition. Middellhoek ${ }^{7}$ showed that the energy density of the Néel domain walls in magnetically soft materials a few tens of micron thick is $8-10 \mathrm{~J} / \mathrm{m}^{3}$ and the energy density of the Bloch domain walls is $1-3$ $\mathrm{J} / \mathrm{m}^{3}$. At these domain-wall energy densities the field for a Bloch-Néel transition does not exceed half the effective anisotropy field of the sample, which shows good agreement with the experimental results.

The effective anisotropy field and consequently the Bloch-Néel transition field are strongly influenced by the demagnetization factor of the sample in the direction of application of the external magnetic field. The smaller the sample length $L$ in the direction of application of the field, the greater the demagnetization factor $N$. An increase in the demagnetization factor leads to a decrease in the angle of rotation of the magnetization and increases the field for a Bloch-Néel transition. In this case, the minimum on the curve of the propagation velocity of the magnetoelastic vibrations also shifts toward stronger fields.

In fairly strong fields exceeding the field for a BlochNéel transition the minimum on the curve of $V_{\mathrm{m} . \mathrm{e}}(L)$ should
be shifted toward smaller $L$. In the range of $L$ being studied it is therefore probable that the curve of $V_{\text {m.e }}(L)$ had no minimum in a magnetic field $H=320 \mathrm{~A} / \mathrm{m}$.

From these investigations we can draw the following conclusions.

1. The dependences of the propagation velocity of magnetoelastic vibrations in iron-based amorphous metal alloys having a periodic domain structure are not monotonic functions of the sample length and external magnetic field. The results cannot be explained merely in terms of the model of uniform rotation of the magnetization usually used to describe the magnetoelastic properties of amorphous metal alloys.
2. The calculated and experimental results show satisfactory agreement when the domain wall structure of the sample is taken into account. The existence of a minimum on the curves of the propagation velocity of the magnetoelastic vibrations as a function of the external magnetic field and the sample length can be explained using concepts of a BlochNéel transition of the domain-wall structure.
3. The external magnetic field $H$ strongly influences the behavior of $V_{\text {m.e }}(L)$. As $H$ increases, the minimum of $V_{\text {m.e }}(L)$ shifts toward smaller $L$. This result may be explained by the fact that as the sample length decreases, the effective anisotropy field increases and therefore the field for a Bloch-Néel transition, which corresponds to the minimum propagation velocity of the magnetoelastic vibrations, also increases.
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# Microwave excitations of a domain wall in a cubic magnet with induced anisotropy 

A. M. Alekseev, H. Dötsch, N. E. Kulagin, A. F. Popkov, and V. T. Synogach<br>Moscow Institute of Electronic Technology (Technical University), 103498 Moscow, Russia<br>(Submitted December 29, 1997; resubmitted October 23, 1998)<br>Zh. Tekh. Fiz. 69, 55-62 (June 1999)<br>Theoretical and experimental studies are made of the spectra of spin wave excitations localized at a Bloch domain wall in a ferromagnet with combined cubic and biaxial anisotropy in [100]- or [110]-oriented bismuth-containing iron garnet films. This analysis of the spectra is used as the basis to calculate diagrams of stable states of a homogeneous Bloch domain wall as a function of the magnetic parameters in these materials. Results of measurements of the oscillation spectrum of an isolated domain wall in the mega- and gigahertz frequency ranges are presented. A description is given of an effect where the spin-wave excitations of the Goldstone translational branch and the high-frequency Gilinskii unidirectional mode are hybridized.
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## INTRODUCTION

The resonant response of domain walls to microwave electromagnetic radiation has been studied by many authors. ${ }^{1-5}$ Lührmann et al. ${ }^{5}$ observed antiphase resonant oscillations of the domain walls in films of easy-axis iron garnets in the gigahertz range. In recent studies of microwave excitations of the domain walls in easy-plane iron garnet films, high-frequency branches ${ }^{6}$ associated with the Gilinskii mode ${ }^{7}$ were observed in addition to the low-frequency Goldstone modes. As well as being of scientific interest, these investigations of the microwave excitations of the domain walls are also of technical interest for light modulation, ${ }^{8}$ optical mode conversion, and other applications in magnetooptics. ${ }^{9}$ It should be noted that potentially useful magnetic-film materials based on Bi-substituted iron garnets exhibit induced uniaxial and basis anisotropy as well as cubic anisotropy. ${ }^{10}$ However, we know that the spectrum of the spin waves localized at a domain wall depends strongly on the anisotropy of the magnetic substance. ${ }^{11}$ It is therefore interesting to analyze the spectrum of elementary excitations of a domain wall as a function of the ratio of the constants of magnetocrystalline and induced anisotropy. Some studies along these lines were reported in Ref. 12 for iron garnet films grown in the [110] plane. Here we report a detailed analysis of the spectrum of spin-wave excitations and construct diagrams showing the stability of Bloch domain walls in orthorhombic and tetragonal ferromagnets as a function of the magnetic parameters.

## INITIAL EQUATIONS

The spin-wave excitations of the domain wall of a ferromagnet are described by the Landau-Lifshitz equations of magnetodynamics and magnetostatics

$$
\begin{align*}
& \frac{\partial \mathbf{M}}{\partial t}=-\gamma\left[\mathbf{M} \times \mathbf{H}_{\mathrm{eff}}\right],  \tag{1}\\
& \operatorname{div}\left(\mathbf{h}_{d}+4 \pi \mathbf{M}\right)=0, \tag{2}
\end{align*}
$$

where $\mathbf{M}$ is the magnetization vector, $\gamma$ is the gyromagnetic ratio, $\mathbf{H}_{\text {eff }}=-(\delta F / \delta \mathbf{M})$ is the effective magnetic field, $F$ is the thermodynamic potential of the ferromagnet, and $\mathbf{h}_{d}$ are the degaussing fields.

We shall first consider a cubic ferromagnet with orthorhombic induced anisotropy along the [110] crystal axis. We shall take the coordinate axes in the crystallographic directions $\mathbf{e}_{x}=[001], \mathbf{e}_{y}=[110]$, and $\mathbf{e}_{z}=[\overline{1} 10]$.

The thermodynamic potential can then be expressed in the form:

$$
\begin{align*}
F= & A(\nabla \mathbf{m})^{2}-K_{u}\left(m_{y}\right)^{2}-K_{i}\left(m_{z}\right)^{2} \\
& +K_{1}\left[\frac{1}{4}\left(m_{y}^{2}-m_{z}^{2}\right)^{2}+m_{x}^{2}\left(1-m_{x}^{2}\right)\right]-\mathbf{M} \mathbf{h}_{d}-\frac{\mathbf{h}_{d}^{2}}{8 \pi}, \tag{3}
\end{align*}
$$

where $A$ is the exchange interaction constant, $\mathbf{m}$ is the unit vector directed along the magnetization vector such that $\mathbf{M}$ $=M \mathbf{m}$, and $K_{u}, K_{i}$, and $K_{1}$ are the constants of uniaxial, orthorhombic, and cubic anisotropy, respectively (all negative).

We introduce the polar coordinates for the direction of magnetization $\mathbf{m}=(\sin \vartheta \cos \varphi, \sin \vartheta \sin \varphi, \cos \vartheta)$ and define the magnetic potential $\Psi: \mathbf{h}_{d}=\nabla \Psi$. For convenience we normalize the $x, y$, and $z$ coordinates and the wave vector $\mathbf{k}$ to $\sqrt{\left|K_{u}\right| / A}$, and the time $t$ and the frequency $\omega$ to $2 \gamma\left|K_{u}\right| / M$. The domain wall which we shall consider is described by a static solution of the Landau-Lifshitz equation (1)

$$
\vartheta_{0}=\frac{\pi}{2}, \quad \sin ^{2} \varphi_{0}=1 /\left(\cosh ^{2}(z \Delta)+\varepsilon \sinh ^{2}(z \Delta)\right)
$$

$$
\begin{equation*}
\Psi_{0}=0 \tag{4}
\end{equation*}
$$

where $\Delta=\sqrt{1-\beta}, \varepsilon=3 \beta / 4(1-\beta)$, and $\beta=K_{1} / K_{u}$.
We shall seek small harmonic deviations of the spins from the equilibrium distribution (4) in the form of a small correction to the main solution

$$
\vartheta=\frac{\pi}{2}+\theta(z) \sin \left(\omega t-k_{x} x-k_{y} y\right),
$$

$$
\begin{align*}
& \varphi=\varphi_{0}+\phi(z) \cos \left(\omega t-k_{x} x-k_{y} y\right) \\
& \Psi=\psi(z) \sin \left(\omega t-k_{x} x-k_{y} y\right) \tag{5}
\end{align*}
$$

where $\psi(z)$ is normalized to $4 \pi M \sqrt{A /\left|K_{u}\right|}$.
In the first approximation these satisfy the linearized system of equations (1) and (2), which may be expressed in the form

$$
\begin{align*}
\frac{\partial^{2} \theta}{\partial z^{2}}= & {\left[q_{i}-\beta+k^{2}-\left(2-\frac{9}{2} \beta\right) \sin ^{2} \varphi_{0}-\frac{9}{4} \sin ^{4} \varphi_{0}\right] \theta } \\
& +\omega \phi+\frac{1}{Q} \frac{\partial \psi}{\partial z} \\
\frac{\partial^{2} \phi}{\partial z^{2}}= & \omega \theta+\left[1-\beta+k^{2}-\left(2-\frac{13}{2} \beta\right) \sin ^{2} \varphi_{0}\right. \\
& \left.-6 \beta \sin ^{4} \varphi_{0}\right] \phi-\frac{1}{Q}\left(k_{x} \sin \varphi_{0}-k_{y} \cos \varphi_{0}\right) \psi \\
\frac{\partial^{2} \psi}{\partial z^{2}}= & \frac{\partial \theta}{\partial z}+\left(k_{x} \sin \varphi_{0}-k_{y} \cos \varphi_{0}\right) \phi+k^{2} \psi \tag{6}
\end{align*}
$$

where $k=\sqrt{k_{x}^{2}+k_{y}^{2}}, Q=\left|K_{u}\right| / 2 \pi M^{2}$, and $q_{i}=K_{i} / K_{u}$.
The boundary conditions have the form

$$
\begin{equation*}
\lim _{z \rightarrow \pm \infty}\{\theta, \phi, \psi\}=0 . \tag{7}
\end{equation*}
$$

The equations (6) with the boundary conditions (7) were solved numerically by two different methods. One of these, described in Ref. 11, involves determining the spectrum from the condition that the Wronskian of the system (6) vanishes at the joining point of the right and left triplets of solutions obtained by Runge-Kutta integration ("regula falsi'" method). The initial condition for each solution is obtained from the asymptotic form of the corresponding independent solutions of the linearized problem which satisfy the boundary condition (7). For example, the asymptotic behavior of the solutions on the right half of the domain walls for $z \rightarrow \infty$ is determined by the triplet of vectors with the indices $p_{1,2,3}$, satisfying the characteristic equation

$$
\begin{align*}
p^{6}- & p^{4}\left(1+q_{i}-2 \beta+Q^{-1}+3 k^{2}\right)+p^{2}\left[\left(q_{i}-\beta+Q^{-1}\right.\right. \\
& \left.+k^{2}\right)\left(1-\beta+k^{2}\right)+k^{2}\left(1+q_{i}-2 \beta+Q^{-1}\left(k_{y} / k\right)^{2}\right. \\
& \left.\left.+2 k^{2}\right)-\omega^{2}\right]+k^{2}\left[\omega^{2}-\left(q_{i}-\beta+k^{2}\right)(1-\beta\right. \\
& \left.\left.+Q^{-1}\left(k_{y} / k\right)^{2}\right)\right]=0 . \tag{8}
\end{align*}
$$

By using this solution as the initial condition, after integrating as far as the joining point, we can obtain a triplet of vectors in the phase space of the system which span the vector of the required solution. Similarly, using the asymptotic form at infinity to the left of the wall, i.e., for $z$ $\rightarrow-\infty$, after integrating in the opposite direction, we can obtain another triplet of vectors which should also be span the required solution. The condition for joining of the right and left solutions is equivalent to vanishing of the determinant (Wronskian) from the six independent basis vectors obtained. The second method is a modification of that described in Ref. 12. It reduces the problem of searching for
the spectral dependence to the condition that the eigenvalue in the Sturm-Liouville problem vanishes for the operator equation

$$
\begin{equation*}
\hat{L} \mathbf{a}=\lambda \mathbf{a}, \tag{9}
\end{equation*}
$$

where $\lambda$ is an eigenvalue and the operator $\hat{L}$ has the form

$$
\hat{L}=-\hat{E} \frac{\partial^{2}}{\partial z^{2}}+\hat{A} \frac{\partial}{\partial z}+\hat{B},
$$

$\hat{E}$ is the unit matrix,

$$
\hat{A}=\left(\begin{array}{ccc}
0 & 0 & Q^{-1} \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

$$
\hat{B}=\left(\begin{array}{ccc}
q_{i}-\beta+k^{2}- & & \\
-\left(2-\frac{9}{2} \beta\right) \sin ^{2} \varphi_{0}- & \omega & 0 \\
-\frac{9}{4} \beta \sin ^{4} \varphi_{0} & \\
\omega & \begin{array}{cc}
1-\beta+k^{2}- & -\frac{1}{Q}\left(k_{x} \sin \varphi_{0}-\right. \\
-\left(2-\frac{13}{2} \beta\right) \sin ^{2} \varphi_{0}- & \left.-k_{y} \cos \varphi_{0}\right) \\
-6 \beta \sin ^{4} \varphi_{0}
\end{array} \\
0 & k_{x} \sin \varphi_{0}-k_{y} \cos \varphi_{0} & k^{2}
\end{array}\right) .
$$

In general the boundary condition can be written in matrix form

$$
\begin{equation*}
\left.\frac{\partial \mathbf{a}}{\partial z}\right|_{z= \pm \infty}=\hat{D} \mathbf{a} \tag{10}
\end{equation*}
$$

where $\hat{D}=\hat{R} \hat{P} \hat{R}^{-1}, \hat{P}$ is the diagonal matrix of the characteristic exponential functions, and $\hat{R}$ is a matrix whose columns are constructed of the eigenvectors of the solutions of the linearized system (9) with $\lambda=0$ at infinity.

This last condition follows from the asymptotic form of the solutions at the edge of the domain wall. In fact, we write the general solution at infinity in the form

$$
\begin{aligned}
& \mathbf{a}=\left(\begin{array}{l}
\theta \\
\psi \\
\psi
\end{array}\right)=\hat{R} \mathbf{e}, \\
& \hat{R}=\left(\begin{array}{ccc}
1 & 1 & 1 \\
c_{1} & c_{2} & c_{3} \\
d_{1} & d_{2} & d_{3}
\end{array}\right), \quad \mathbf{e}=\left(\begin{array}{c}
A \exp \left(p_{1} z\right) \\
B \exp \left(p_{2} z\right) \\
C \exp \left(p_{3} z\right)
\end{array}\right),
\end{aligned}
$$

where $A, B$, and $C$ are arbitrary constants, $c_{i}$ and $d_{i}$ are the amplitudes of the eigenvectors of the linearized system (9) at infinity.

The vector of its spatial derivative $\partial \mathbf{a} / \partial z$ can then be related to the vector of the general solution a using the corresponding matrix, and specifically

$$
\frac{\partial \mathbf{a}}{\partial z}=\hat{R} \hat{P} \hat{R}^{-1} \mathbf{a}=\hat{D} \mathbf{a}
$$

where

$$
\begin{aligned}
& \hat{P}=\left(\begin{array}{ccc}
p_{1} & 0 & 0 \\
0 & p_{2} & 0 \\
0 & 0 & p_{3}
\end{array}\right), \\
& \hat{D}=\hat{R} \hat{P} \hat{R}^{-1} .
\end{aligned}
$$

It can be shown that the boundary condition (10) can be used not only for real but also for complex values of the characteristic exponent. Both methods are equally effective for wave numbers $k>0.005$ but cease to work for very small wave numbers $k<0.005$. In this range a special asymptotic analysis of the solutions is required as in Ref. 11.

## SPECTRUM OF SPIN-WAVE EXCITATIONS OF BLOCH DOMAIN WALLS IN AN ORTHORHOMBIC FERROMAGNET

The methods described were used to make numerical calculations of the spectra of cubic ferromagnets with induced anisotropy. Not only the quantitative but also the qualitative behavior of the spectral dispersion curves varied as a function of the ratio of the magnetic parameters. In an orthorhombic ferromagnet described by the thermodynamic potential (3) the axisymmetric case considered by Gilinskii is obtained for $K_{1}=0, K_{i}=K_{u}$. In this case, in accordance with the theory ${ }^{7}$ the spectrum of spin waves propagating along the domain wall perpendicular to the easy magnetization axis is asymmetric and initially contains three branches. Of these, two are the Goldstone translational modes and the third is a unidirectional high-frequency Gilinskii mode. At high wave numbers $k \gg 1$ we may observe additional high-frequency modes ${ }^{11}$ localized at domain walls whose spectral branches become detached from the bottom of the continuous spectrum band. The spectrum of waves propagating along the anisotropy axis parallel to the magnetizations in the domains is symmetric and contains only two branches, which correspond to the translational modes at the beginning of the spectrum. In the presence of cubic or basis anisotropy, the asymmetry of the spectrum of spin waves propagating perpendicular to the magnetizations in the domains is intensified. The spectral branches of the high-frequency and adja-


FIG. 1. Excitation spectrum of $180^{\circ}$-domain wall in an orthorhombic ferromagnet for $k_{x}=0 ; q_{i}=0.5, \beta=0.3$, and $Q=0.6624 ; 1$ and $2-$ Goldstone mode, 3 - Gilinskii mode, and 4 - boundary of continuous spectrum.


FIG. 2. Spectrum of the Goldstone mode (curve 1 in Fig. 1 for $k=0.23$; 1 azimuthal angle $\varphi, 2$ - polar angle $\theta$, and $3-$ magnetic potential $\psi$.
cent translational branches repel each other so that for a certain value of the magnetic parameters the frequency of the translational mode may vanish at a finite wave number, as shown in Fig. 1 (see also Ref. 12). At this point the Bloch domain wall becomes unstable relative to nonuniform perturbations of its spins. Figure 2 shows the structure of the soft mode determining the instability of the Bloch domain wall for this case. The spectrum of the spin waves propagating parallel to the direction of magnetization in the domains has the usual form (Fig. 3. Figure 4 shows the calculated boundaries separating the region of stable Bloch domain wall in an orthorhombic ferromagnet with combined anisotropy from the region of parameters where this domain wall is unstable. Toward the inside of the region of instability, the lowfrequency oscillation branch touching the abscissa begins to go over to negative frequencies so that a gap appears on the lower branch at positive frequencies. Because of the inversion symmetry of the spectrum $(\omega(k)=-\omega(-k))$, an additional branch appears in the positive half-plane in an identical region of wave numbers but of opposite sign. For a certain value of the anisotropy parameters this new oscillation branch may merge with the "old" Goldstone branch,


FIG. 3. Excitation spectrum of a $180^{\circ}$ domain wall in an orthorhombic ferromagnet with $k_{y}=0 ; q_{i}=0.5, \beta=0.3$, and $Q=0.6624 ; 1$ - translational mode, 2 - boundary of continuous spectrum.


FIG. 4. Boundaries separating the regions of domain-wall stability and instability in an orthorhombic ferromagnet: $q_{i}=0.5$ (1), 0.55 (2), 0.6 (3). (The region of instability lies above the curves).
disrupting it and forming a closed loop at the beginning of the spectrum, as shown in Fig. 5. Similar oscillation spectra appear in a stratified liquid flux having different densities and velocities under conditions of Kelvin-Helmholtz instability and turbulence. ${ }^{13,14}$ The symmetric branches of the spin wave spectrum in cases where these propagate parallel to the magnetizations at the edge of the domain wall gradually become lower toward the inside of the unstable region until they come in contact and subsequently form a rough singularity at this point (Fig. 6). These spectral properties of the spin waves show that in the unstable region a homogeneous Bloch domain wall is a highly nonequilibrium formation. By analogy with the flow of a stratified liquid, ${ }^{13,14}$ its evolution may be characterized by an exponential increase in the amplitudes of the negative-energy waves near the line of stability loss and strong Kelvin-Helmholtz instability far from this line. The final domain-wall structure may contain soliton-like and vortex formations.

## SPECTRUM OF LOCALIZED SPIN WAVES AT A BLOCH DOMAIN WALL IN A TETRAGONAL FERROMAGNET

We shall analyze easy-plane films of cubic ferromagnets grown in the [100] plane. In the coordinate system $\mathbf{e}_{x}$ $=[\overline{1} 10], \mathbf{e}_{y}=[001], \mathbf{e}_{z}=[110]$ the thermodynamic potential for this case is written as follows:


FIG. 5. Excitation spectrum of a $180^{\circ}$ domain wall in an orthorhombic ferromagnet with $k_{x}=0, q_{i}=0.5, \beta=0.3, Q=1.6 ; 1-3-$ Goldstone mode, 4 - Gilinskii mode, and 5 - boundary of continuous spectrum.


FIG. 6. Excitation spectrum of a $180^{\circ}$ domain wall in an orthorhombic ferromagnet with $k_{x}=0, q_{i}=0.5, \beta=0.3, Q=1.6 ; 1-3-$ translational mode.

$$
\begin{align*}
F= & A(\nabla \mathbf{m})^{2}-K_{u}\left(m_{y}\right)^{2} \\
& +K_{1}\left[\frac{1}{4}\left(m_{x}^{2}-m_{z}^{2}\right)^{2}+m_{y}^{2}\left(1-m_{y}^{2}\right)\right]-\mathbf{M} \mathbf{h}_{d}-\frac{\mathbf{h}_{d}^{2}}{8 \pi} . \tag{11}
\end{align*}
$$

The structure of this Bloch domain wall obtained by solving the Landau-Lifshitz static equation is described by

$$
\begin{align*}
& \vartheta_{0}=\frac{\pi}{2}, \quad \sin ^{2} \varphi_{0}=1 /\left(\cosh ^{2}(z \Delta)+\varepsilon \sinh ^{2}(z \Delta)\right) \\
& \Psi_{0}=0 \tag{12}
\end{align*}
$$

where

$$
\Delta=\sqrt{1-\beta / 2}, \quad \varepsilon=\frac{3 \beta}{4(1-\beta / 2)}, \quad \beta=K_{1} / K_{u}
$$

In this case, the linearized system of equations under study has the form

$$
\begin{align*}
\frac{\partial^{2} \theta}{\partial z^{2}}= & {\left[\beta+k^{2}-2 \sin ^{2} \varphi_{0}-\frac{9}{4} \beta \sin ^{4} \varphi_{0}\right] \theta+\omega \phi+\frac{1}{Q} \frac{\partial \psi}{\partial z} } \\
\frac{\partial^{2} \phi}{\partial z^{2}}= & \omega \theta+\left[1+k^{2}-2 \sin ^{2} \varphi_{0}-\frac{\beta}{2}\left(1-11 \sin ^{2} \varphi_{0}\right.\right. \\
& \left.\left.+12 \sin ^{4} \varphi_{0}\right)\right] \phi-\frac{1}{Q}\left(k_{x} \sin \varphi_{0}-k_{y} \cos \varphi_{0}\right) \psi \\
\frac{\partial^{2} \psi}{\partial z^{2}}= & \frac{\partial \theta}{\partial z}+\left(k_{x} \sin \varphi_{0}-k_{y} \cos \varphi_{0}\right) \phi+k^{2} \psi \tag{13}
\end{align*}
$$

An analysis of the localized solutions of this system was made as in the previous case. A numerical experiment showed that the spin wave spectra typical of a stable homogeneous Bloch domain wall are not observed over the entire range of magnetic parameters for this particular case. A diagram of the Bloch domain wall states for this case (Fig. 7) shows the calculated boundaries of the region of strong


FIG. 7. Boundaries separating regions having different types of domain-wall instability in a tetragonal ferromagnet. Below curve 1 - region of weak instability, above curve 1 - region of existence of Goldstone mode loop, above curve 2 - region in which the spectrum for $k_{y}=0$ is similar to that shown in Fig. 6.

Kelvin-Helmholtz instability for a tetragonal-symmetry ferromagnet with combined anisotropy. In the region of weak instability the asymmetric spectrum of localized spin waves has no loops on the low-frequency branch at the beginning of the spectrum (Fig. 8). In the region of parameters above the critical curve a loop of the Goldstone mode is observed (Fig. 9). The spectrum of the symmetric propagation of spin waves along the magnetizations in the domains behaves as in the previous case of an unstable Bloch domain wall.

## EXPERIMENTAL STUDY OF THE SPECTRA OF SPIN WAVES LOCALIZED AT DOMAIN WALLS, IN EASY-PLANE [100] AND [110] IRON GARNET FILMS

We investigated films of Bi-containing iron garnets grown epitaxially on [110]- and [100]-oriented gadolinium gallium garnet substrates, which correspond to the cases of orthorhombic and tetragonal ferromagnets considered above. All the films exhibited in-plane magnetization as a result of a suitable choice of cubic, uniaxial, and orthorhombic anisotropy parameters. In the [110]-oriented films the magnetiza-


FIG. 8. Excitation spectrum of a $180^{\circ}$ domain wall in a tetragonal ferromagnet with $k_{x}=0, \beta=0.5, Q=0.17 ; 1-3-$ Goldstone mode, $4-$ Gilinskii mode, and 5 - boundary of continuous spectrum.


FIG. 9. Excitation spectrum of a $180^{\circ}$ domain wall in a tetragonal ferromagnet with $k_{x}=0, \beta=0.5$, and $Q=0.25 ; 1-3$ - Goldstone mode, 4 Gilinskii mode, and 5 - boundary of continuous spectrum.
tion was directed along the [00 $\overline{1}]$ axis (sample No. 1) or at an angle $\varphi \sim 18^{\circ}$ to this axis (sample No. 2). The [100]-oriented films contained $180^{\circ}$ domain walls parallel to the [010] and [ $0 \overline{1} 1$ ] directions, and also $90^{\circ}$ domain walls parallel to the [010] and [001] axes (sample No. 3). The $180^{\circ}$ domain walls studied exhibited a strong Bloch magnetization component perpendicular to the plane of the film. This was confirmed by the strong Faraday contrast at the walls observed in a polarizing microscope. Sample No. 3 also exhibited Bloch lines separating dark and light subdomains on the image of the domain wall. The numbering of the samples and the parameters of the materials were the same as in Ref. 6.

In order to measure the response of the domain wall to an rf magnetic field, we used a planar structure comprising a slot line and a coplanar waveguide. ${ }^{5,6}$ The dimensions of the structure did not exceed those of the domains ( $\leqslant 100 \mu \mathrm{~m}$ ) which allowed us to study the excitation of an isolated domain wall. The output signal from a microwave spin oscillator was fed to the structure input, i.e., the slot line. The signal produced by the domain-wall oscillations was recorded from the output, i.e., the coplanar waveguide. After being amplified and detected, these frequency dependences of the linear amplitude of the domain-wall oscillations were recorded using a digital storage oscilloscope and also recorded and processed on a PC.

Figures 10 and 11 show the measured frequency dependences of the domain-wall response in [110] films for samples Nos. 1 and 2, respectively. A set of narrow resonance lines with nonmonotonically increasing frequencies in the gigahertz range is clearly visible. We also observed a second set of almost equidistant resonances in a lower frequency range. Figure 12 shows the corresponding dispersion dependences of the resonance frequencies as a function of the resonance number.

Figure 13 shows a frequency scan of the domain-wall response measured in the [100] film (sample No. 3). The lower part of the figure shows the FMR signal measured from the same part of the film but in the absence of a domain wall (removed using an additional weak static magnetic field which was then switched off). The first resonance has a


FIG. 10. Frequency response of an isolated $180^{\circ}$ domain wall in a [110]oriented bismuth garnet film (sample No. 1): 1-3 - oscillator power levels $-35,-25$, and -15 dBW , respectively.
lower frequency than that for the [110] films although it has an equally narrow line width ( 4.5 MHz ).

The frequencies of all the resonances increased with decreasing sample thickness and were almost independent of the other dimensions. From this it follows that both sets of resonances are caused by the excitation of standing domainwall waves over the film thickness and belong to different


FIG. 11. Frequency response of an isolated $180^{\circ}$ domain wall in a [110]oriented film (sample No. 2). In addition to the high-frequency resonances, the arrow indicates low-frequency resonances assigned to the Goldstone mode.


FIG. 12. Dispersion dependences of resonances frequencies as a function of the resonance number for sample No. $1(\square, \bigcirc)$ and No. $2(\square, \bigcirc) ; \bigcirc$ - resonances assigned to Goldstone mode, $\square, \square$ - resonances assigned to high-frequency Gilinskii mode.
branches of the spectrum. The low-frequency peaks with linear dispersion are associated with the translational Goldstone branch, i.e., standing flexural domain-wall waves. The highfrequency resonances with nonmonotonic dispersion belong to the unidirectional Gilinskii branch. In this range where the frequencies of the higher resonances of the Goldstone mode approached those of the lower resonances of the Gilinskii mode, we observed some overlap of the two systems of resonances (Fig. 11). This indicates that the two different branches in the spectrum of domain-wall excitations are hybridized. It should be noted that the type of standing wave formation observed in this particular case differs qualitatively from the classical case of excitation with a symmetric dispersion law. The forward-traveling wave belongs to the Gilinskii mode while the backward-traveling wave with the same $\omega$ belongs to the Goldstone mode. The superposition of these modes leads to the formation of a hybrid standing wave whose phase also depends on the spatial coordinates, as in the case of a pure Goldstone mode with asymmetric dispersion. ${ }^{15}$ The condition for resonant excitation of a standing wave has the form $\left(k_{+}(\omega)-k_{-}(\omega)\right)=2 \pi n / d, n$ $=0, \pm 1, \pm 2, \ldots$. Since the return wave has no gap unlike the forward wave, the hybrid standing wave will have a different gap value. Consequently, the phase velocity and gap calculated from the measured dispersion dependence of the high-frequency resonances $\omega(n)$ may differ appreciably from the values obtained in the Gilinskii theory (the experimental slit value for sample No 1 is $\approx 550 \mathrm{MHz}$ and the theoretical value $\approx 140 \mathrm{MHz}$ ). A comparison between the theoretical and experimental results shows that the experimentally observed resonance frequencies are higher than the frequencies predicted theoretically using the model of an unbounded medium. This difference can also be attributed to the appearance of magnetic charges at the boundaries of the


FIG. 13. Frequency dependence of the response of an isolated $180^{\circ}$ domain wall in a [100]-oriented film (sample No. 3). The lower part of the figure shows the FMR signal measured for the same sample without a domain wall.
film which were neglected in the calculations.

## CONCLUSIONS

To sum up, we have made theoretical calculations and experimental investigations of the spectra of localized spin waves at a domain wall in cubic ferromagnets with induced anisotropy. The calculations have shown that in [110]oriented films there are regions of magnetic parameters in which the Bloch domain wall is unstable relative to nonuniform spin oscillations. We determined the soft mode for transition to the inhomogeneous state and the boundaries of the region of stability as a function of the constants of cubic and
uniaxial anisotropy. We showed that the domain walls in [100]-oriented easy-plane films are unstable relative to nonuniform spin oscillations over the entire range of magnetic parameters. We calculated the boundaries of the regions of magnetic parameters in which strong Kelvin-Helmholtz instability may occur by analogy with the flow of a stratified hydrodynamic flux. Above this boundary soliton-like and vortex spin distributions may be predicted in an equilibrium domain-wall structure. Dispersion dependences of the resonant modes of the domain-wall oscillations were measured experimentally in the microwave frequency range up to the gigahertz range. The observed high-frequency modes of the spin-wave excitations were associated with the Gilinskii mode. A standing-wave resonance was observed in the highfrequency modes, which can be attributed to the hybridization of the modes in the translational and high-frequency spectral branches. The observed high-frequency resonances of the domain-wall oscillations may be used for magnetooptic light modulation in the gigahertz range.
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# Phase transitions in a titanium-silicon system under laser treatment in alkanes 

A. M. Chaplanov and A. N. Shibko<br>Institute of Electronics, Academy of Sciences of Belarus, 220841 Minsk, Belarus<br>(Submitted January 14, 1998)<br>Zh. Tekh. Fiz. 69, 63-66 (June 1999)

An investigation is made of the phase transitions taking place in a titanium-silicon composite exposed to $\lambda=1.06 \mu \mathrm{~m}$ laser treatment in pentane and hexane. It is shown that the formation of titanium carbide, oxides, and silicides depends on the treatment parameters and conditions. The phase changes were investigated over the thickness of the film and their influence on the electrophysical parameters of the titanium-silicon contact was studied. © 1999
American Institute of Physics. [S1063-7842(99)01106-X]

One of the most promising methods of obtaining Ohmic and rectifying contacts is laser treatment of materials, primarily because of its speed and the local nature of treating integrated circuits. ${ }^{1,2}$ In the present paper we investigate the phase transitions in a titanium-silicon composite exposed to laser treatment in alkanes, i.e., pentane and hexane.

A 60 nm thick titanium film was deposited on a (111)oriented $p$-type silicon substrate by electron beam deposition at a substrate temperature of 373 K . Before the film was deposited, the silicon wafer was treated chemically using a method described in Ref. 3. A $\lambda=1.06 \mu \mathrm{~m}$ LTN-103 laser was used to treat the $\mathrm{Ti}-\mathrm{Si}$ system as shown schematically in Fig. 1. A $5 \times 5 \mathrm{~mm}$ sample positioned in a cell containing alkanes, either pentane $\left(\mathrm{C}_{5} \mathrm{H}_{12}\right)$ or hexane $\left(\mathrm{C}_{6} \mathrm{H}_{14}\right)$, was irradiated for 3 s using a scanning laser beam. The surface of the sample was treated uniformly for 5 s using the scanner. The laser radiation power was $1.5-7.0 \mathrm{~W}$ and was monitored with an IMO-2 power meter during the treatment process. The phase transitions taking place in the composite after laser treatment were investigated by electron diffraction analysis and by electron spectral and chemical analysis.

The investigations showed that laser treatment of a $\mathrm{Ti}-\mathrm{Si}$ system leads to changes in the phase composition of the surface layer. Grain growth is observed accompanied by migration of grain boundaries and redistribution of defects in


FIG. 1. Schematic of experimental apparatus: 1 - LTN-103 laser, 2 -IMO-2 laser radiation power meter, 3 - semitransparent mirror, 4 - mirror rotatable about $X$ axis, 5 - mirror rotatable about $Y$ axis, 6 - focusing lens, 7 - cell containing samples, and 8 - VUP-4 device.
the crystal lattice. Titanium carbide, oxide, and silicide nuclei form and grow.

After the $\mathrm{Ti}-\mathrm{Si}$ system had been treated in pentane at 1.5 W laser radiation power, the electron diffraction patterns revealed diffraction rings assigned to the lowest titanium oxides $\mathrm{Ti}_{2} \mathrm{O}_{3}$ and $\mathrm{Ti}_{3} \mathrm{O}_{5}$ and titanium carbide TiC (Table I). When the laser radiation power was increased to 4.0 W , the electron diffraction patterns revealed not only titanium carbide and oxide rings but also diffraction rings ascribed to metal-enriched titanium silicide $\mathrm{Ti}_{5} \mathrm{Si}_{3}$. The oxide phases form at the surface of the composite as a result of interaction between the film and oxygen adsorbed during deposition and also from the ambient medium. Laser treatment of a titanium-silicon system in pentane is accompanied by the homolytic breaking of carbon-carbon bonds (cracking) in the carbon-containing liquid. Laser irradiation imparts sufficient energy to crack the pentane molecules, and the carbon atoms interact with the titanium film to form titanium carbide. A more detailed description of the formation of metal carbides on laser-irradiated thin metal films in carboncontaining liquids can be found in Ref. 4. As a result of the diffusion of carbon atoms into the film from the surrounding medium, numerous pores form in the surface layers both inside grains and along grain boundaries. As a result of laser treatment of $\mathrm{Ti}-\mathrm{Si}$ in pentane at 7.0 W , the electron diffraction patterns reveal that in addition to the phases noted above, the highest-intensity peaks are from titanium silicide, TiSi . The titanium silicides are formed by the diffusion of silicon into the titanium film. The high concentration of defects and the grain boundaries in the metal film facilitate the diffusion of silicon to a considerable extent. ${ }^{1}$ Laser annealing stimulates interdiffusion and interaction between the titanium and silicon. The sequence of the phase transitions reflects the interdiffusion kinetics in the $\mathrm{Ti}-\mathrm{Si}$ system as the laser radiation power increases, resulting in the redistribution of titanium, carbon, oxygen, and silicon atoms and changes in the titanium-silicon interface. The change in the phase composition of the $\mathrm{Ti}-\mathrm{Si}$ surface layer as a function of the treatment conditions may be represented by the following scheme:

$$
\begin{aligned}
& \stackrel{1.5 \mathrm{~W}}{\mathrm{Ti}-\mathrm{Si}} \xrightarrow[\rightarrow]{\mathrm{Ti}_{3} \mathrm{O}_{5}, \mathrm{Ti}_{2} \mathrm{O}_{3}, \mathrm{TiC} \xrightarrow{4.0 \mathrm{~W}} \mathrm{Ti}_{3} \mathrm{O}_{5}, \mathrm{TiC}, \mathrm{Ti}_{5} \mathrm{Si}_{3}} \\
& \quad 7.0 \mathrm{~W} \\
& \quad \rightarrow \mathrm{Ti}_{3} \mathrm{O}_{5}, \mathrm{TiC}, \mathrm{TiSi}, \mathrm{Ti}_{5} \mathrm{Si}_{3} .
\end{aligned}
$$

When a $\mathrm{Ti}-\mathrm{Si}$ system is treated in hexane at a laser radiation power of 1.5 W , the electron diffraction patterns reveal $\mathrm{TiC}, \mathrm{Ti}_{3} \mathrm{O}_{5}$, and $\mathrm{Ti}_{2} \mathrm{O}_{3}$ peaks (Table II and Fig. 2a). In addition to these phases, as the laser radiation power increases, nuclei of the $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ phase also form and grow. When the system is treated in hexane at 7.0 W the electron diffraction pattern reveals peaks of the $\mathrm{Ti}_{3} \mathrm{O}_{5}, \mathrm{TiC}, \mathrm{Ti}_{5} \mathrm{Si}_{3}$, and TiSi phases (Table II). An analysis of the results presented in Tables I and II shows that there are no significant differences in the phase compositions for treatment in pentane or hexane. However, for treatment in hexane the electron diffraction pattern reveals many diffraction rings ascribed to titanium carbide which indicates an increase in the titanium carbide content. Thus, we shall subsequently discuss the results obtained by treating the system in hexane.

In order to investigate the phase transitions taking place in a $\mathrm{Ti}-\mathrm{Si}$ system after laser treatment in alkanes over the entire thickness of the titanium film, we etched a 20 nm thick film. As a result of 1.5 W laser irradiation of $\mathrm{Ti}-\mathrm{Si}$ in hexane, at a depth of 20 nm from the surface the electron diffraction pattern reveals titanium silicide TiSi peaks in addition to the phases formed at the surface of the system. These TiSi peaks have the highest intensities. This indicates that as a result of 1.5 W treatment, titanium silicide forms at the titanium-silicon interface. When the irradiation power is increased to 4.0 W , growth of the TiSi titanium silicide phase is observed accompanied by nucleation of $\mathrm{TiSi}_{2}$ enriched in the silicon modification S-54 (Table III). Titanium disilicide with an S-54 lattice was described by Yatsenko et al. ${ }^{5}$ At a laser radiation power of 7.0 W the electron diffraction patterns reveal peaks of the TiSi and $\mathrm{TiSi}_{2}$ phases in the same

TABLE I. Change in phase composition of $\mathrm{Ti}-\mathrm{Si}$ system under laser treatment in pentane.

| $d$, $\AA$ | $E$, W |  |  |
| :---: | :---: | :---: | :---: |
|  | 1.5 | 4.0 | 7.0 |
| 4.28 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ |
| 3.54 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ |
| 3.14 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ |
| 2.71 | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ | ... | ... |
| 2.57 | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ | $\ldots$ | $\ldots$ |
| 2.51 | TiC | TiC | TiC |
| 2.44 | ... | $\cdots$ | TiSi |
| 2.20 | $\ldots$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ |
| 2.19 | $\ldots$ | ... | TiSi |
| 2.18 | TiC | TiC | TiC |
| 2.11 | $\cdots$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ |
| 2.10 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | ... | $\ldots$ |
| 1.96 | $\ldots$ | $\ldots$ | TiSi |
| 1.70 | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ | $\ldots$ | ... |
| 1.54 | TiC | TiC | TiC |
| 1.51 | $\cdots$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | $\cdots$ |
| 1.31 | TiC | TiC | TiC |

Note: Here and subsequently, $d$ is the interplanar distance and $E$ is the laser radiation power.

TABLE II. Change in the phase composition of a $\mathrm{Ti}-\mathrm{Si}$ system under laser treatment in hexane.

| d, Å | $E$, W |  |  |
| :---: | :---: | :---: | :---: |
|  | 1.5 | 4.0 | 7.0 |
| 4.28 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ |
| 3.54 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ |
| 3.14 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ |
| 2.71 | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ | $\ldots$ | , |
| 2.57 | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ | $\cdots$ | $\cdots$ |
| 2.51 | TiC | TiC | TiC |
| 2.44 | ... | ... | TiSi |
| 2.20 | $\ldots$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ |
| 2.19 | $\ldots$ | ... | TiSi |
| 2.18 | TiC | TiC | TiC |
| 2.11 | $\ldots$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ |
| 2.10 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | ... | , |
| 1.96 | $\cdots$ | $\cdots$ | TiSi |
| 1.54 | TiC | TiC | TiC |
| 1.51 | $\ldots$ | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | ... |
| 1.31 | TiC | TiC | TiC |
| 0.97 | TiC | TiC | TiC |

proportion (Fig. 2b). In addition to the silicides, titanium oxides and carbide are also present at a depth of 20 nm . This can be attributed to the diffusion of carbon atoms into the titanium film and the presence of oxygen adsorbed by the film during deposition which diffuses into the film as a result of degradation of the $\mathrm{SiO}_{2}$ layer on the silicon surface.

An analysis of the results presented in Table IV shows that the phase composition of the system after laser treatment in alkanes at powers of $1-5-7.0 \mathrm{~W}$ at a depth of 40 nm consists mainly of titanium silicide and disilicide. The electron diffraction pattern of the treated samples also reveals isolated Si and $\mathrm{SiO}_{2}$ (tridymite) peaks. A comparison of the results


FIG. 2. Electron diffraction patterns of titanium-silicon system after laser treatment in hexane at 1.5 (a) and 7.0 W (b).

TABLE III. Change in the phase composition of a Ti-Si system in hexane after etching the film to a thickness of 20 nm .

| d, $\AA$ | $E, \mathrm{~W}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 1.5 | 4.0 | 7.0 |
| 4.28 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\ldots$ |
| 3.54 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\ldots$ |
| 3.14 | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\mathrm{Ti}_{3} \mathrm{O}_{5}$ | $\ldots$ |
| 2.68 | TiSi | TiSi | TiSi |
| 2.57 | ... | ... | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ |
| 2.51 | TiC | TiC | TiC |
| 2.44 | TiSi | TiSi | TiSi |
| 2.34 | ... | TiSi | ... |
| 2.29 | $\ldots$ | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ |
| 2.20 | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | ... | ... |
| 2.19 | ... | TiSi | TiSi |
| 2.18 | TiC | TiC | TiC |
| 2.11 | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | $\cdots$ | $\ldots$ |
| 2.08 | $\ldots$ | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ |
| 1.82 | $\ldots$ | ... | TiSi ${ }_{2}$ |
| 1.70 | $\ldots$ | $\ldots$ | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ |
| 1.54 | TiC | TiC | TiC |
| 1.48 | ... | $\cdots$ | $\mathrm{Ti}_{2} \mathrm{O}_{3}$ |
| 1.44 | TiSi | TiSi | TiSi |
| 1.40 | $\mathrm{Ti}_{5} \mathrm{Si}_{3}$ | $\cdots$ | ... |
| 1.39 | $\cdots$ | TiSi ${ }_{2}$ | $\mathrm{TiSi}_{2}$ |
| 1.31 | TiC | TiC | TiC |

presented in Tables III and IV shows that no titanium oxides or titanium carbide exist at a depth of 40 nm . This is limited by the depth of diffusion of carbon atoms from the surrounding medium. The amount of oxygen diffusing from the $\mathrm{SiO}_{2}$ layer into the titanium film is negligible and is insufficient to form titanium oxides. The presence of silicides indicates that silicon atoms diffuse through the $\mathrm{SiO}_{2}$ into the titanium.

In order to study the interface of the system after laser treatment in alkanes, 50 and 60 nm surface layers were re-

TABLE IV. Change in the phase composition of a Ti-Si system after etching to 40 nm .

| $d, \AA$ | $E, \mathrm{~W}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 1.5 | 4.0 | 7.0 |
| 4.26 | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ |
| 4.08 | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ |
| 3.12 | Si | Si | Si |
| 2.68 | TiSi | TiSi | ... |
| 2.44 | TiSi | TiSi | $\ldots$ |
| 2.34 | TiSi | TiSi | $\ldots$ |
| 2.29 | TiSi ${ }_{2}$ | $\mathrm{TiSi}_{2}$ | TiSi ${ }_{2}$ |
| 2.19 | TiSi | TiSi ${ }_{2}$ | TiSi |
| 2.13 | ... | ... | TiSi |
| 2.08 | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ | TiSi |
| 1.96 | TiSi | TiSi | ... |
| 1.90 | Si | Si | Si |
| 1.82 | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ |
| 1.63 | Si | Si | Si |
| 1.49 | TiSi | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ |
| 1.44 | TiSi | ... | ... |
| 1.39 | $\ldots$ | $\ldots$ | TiSi ${ }_{2}$ |
| 1.35 | $\ldots$ | $\ldots$ | Si |
| 1.31 | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ | $\mathrm{TiSi}_{2}$ |
| 1.24 | TiSi ${ }_{2}$ | TiSi ${ }_{2}$ | $\mathrm{TiSi}_{2}$ |

TABLE V. Change in the phase composition of a Ti-Si system at $E=7.0 \mathrm{~W}$ after etching at $50(A)$ and $60 \mathrm{~nm}(B)$.

| $d, \AA$ | A | $B$ |
| :---: | :---: | :---: |
| 4.26 | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ |
| 4.08 | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ |
| 3.80 | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ |
| 3.61 | $\ldots$ | $\mathrm{SiO}_{2}$ |
| 3.23 | $\cdots$ | $\mathrm{SiO}_{2}$ |
| 3.12 | Si | Si |
| 2.96 | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ |
| 2.48 | $\mathrm{SiO}_{2}$ | $\mathrm{SiO}_{2}$ |
| 2.29 | $\mathrm{TiSi}_{2}$ | $\mathrm{TiSi}_{2}$ |
| 2.19 | $\mathrm{TiSi}_{2}$ | TiSi ${ }_{2}$ |
| 2.13 | $\mathrm{TiSi}_{2}$ | ... |
| 2.08 | $\mathrm{TiSi}_{2}$ | $\cdots$ |
| 2.07 | $\ldots$ | $\mathrm{SiO}_{2}$ |
| 1.93 | $\cdots$ | $\mathrm{SiO}_{2}$ |
| 1.90 | Si | Si |
| 1.63 | Si | Si |
| 1.24 | Si | Si |
| 1.10 | $\cdots$ | Si |
| 1.04 | ... | Si |
| 0.92 | $\cdots$ | Si |

moved from the samples after treatment. The results are presented in Table V. In addition to peaks of titanium silicide with an S-54 lattice, the electron diffraction patterns also reveal peaks from $\mathrm{SiO}_{2}$ (tridymite) and silicon. Thus, layer-by-layer etching of the surface layer revealed changes in the phase composition of a $\mathrm{Ti}-\mathrm{Si}$ system under laser annealing. The phase composition changes as follows: $\mathrm{Ti} / \mathrm{SiO}_{2} / \mathrm{Si}$ to $\mathrm{Ti}_{x} \mathrm{O}_{y}-\mathrm{TiC}-\mathrm{Ti}_{n} \mathrm{Si}_{m} / \mathrm{TiSi}_{2}-\mathrm{SiO}_{2} / \mathrm{Si}$, depending on the distance from the surface. Attention is drawn to the fact that $\mathrm{SiO}_{2}$ crystallizes at the metal-semiconductor interface and becomes displaced inside the silicon.

We therefore conclude that when a titanium-silicon system undergoes laser irradiation in alkanes, the surface layer of titanium interacts with the carbon, leading to the formation and growth of titanium carbide at the surface of the film, which is also accompanied by oxidation of the titanium. As a result of the silicon diffusing across the $\mathrm{SiO}_{2}$ film and also as a result of its degradation, silicides form at the titaniumsilicon dioxide interface. In consequence, the near-surface layer has a complex phase composition. The phase distribution over the depth of this layer can be seen from Fig. 3.

The results obtained by electron diffraction analysis cor-


FIG. 3. Diagram showing distribution of phase composition of titaniumsilicon system over depth: a - initial sample (without treatment), b-after laser treatment at 7.0 W in alkanes.
relate with those obtained by electron spectral and chemical analysis.

Changes in the phase composition of the $\mathrm{Ti}-\mathrm{Si}$ system and its interface lead to changes in the electrophysical parameters of the contact. The current-voltage characteristics were investigated using a method described in Ref. 6 which yielded the Schottky barrier height, the breakdown voltage, and the ideality factor. These investigations showed that within experimental error, the electrophysical parameters of a $\mathrm{Ti}-\mathrm{Si}$ contact treated in pentane and hexane are identical. Under treatment the Schottky barrier height increases from 0.55 eV for the initial sample to 0.56 eV as a result of annealing in alkanes, and the breakdown voltage increases from 0.5 to 0.8 V . The increase in the Schottky barrier height is caused by the reactive diffusion of silicon under laser treatment and the subsequent formation of titanium silicide and disilicide. A negligible change in the Schottky barrier height can be attributed to the presence of $\mathrm{TiSi}_{2}$ and was explained in detail in Ref. 1. The barrier height is also influenced by changes in the surface state density at the semiconductor under laser treatment. Redistribution of oxygen and diffusion of carbon in the surface layer and inside the system lead to an increase in the breakdown voltage. The influence of impurities in the contacts, which affect the characteristics of semiconductor devices, was described by Stricha et al. ${ }^{7}$

To sum up, by treating a $\mathrm{Ti}-\mathrm{Si}$ system with $\lambda=1.06 \mu \mathrm{~m}$ laser radiation in alkanes, we can obtain a contact with a specific phase composition. Treatment in alkanes stimulates the formation of titanium oxides, carbide, and silicides depending on the laser radiation power and the thickness of the titanium film. By exposing the system to laser treatment in pentane and hexane, we can produce a rectifying contact with specific electrophysical properties.

[^6]Translated by R. M. Durham

# X-ray diffraction scattering and determination of the structural parameters of a film with a variable strain gradient 

A. A. Dyshekov and Yu. P. Khapachev<br>Kabardino-Balkar State University, 360004 Nalchik, Russia<br>(Submitted February 24, 1998)<br>Zh. Tekh. Fiz. 69, 67-70 (June 1999)<br>Characteristics of the x-ray diffraction field in structures with a variable strain gradient are analyzed using a model with an exponential profile. It is shown that the problem of reconstructing the structural parameters of the strained layer from the angular positions of the principal maximum and the oscillations is generally multivalued even when the strain varies monotonically over depth. Conditions are determined for which this problem can be solved. An analogy is identified with the results of an approach to determine the parameters of the strained layer based on using the integral characteristics of the diffraction reflection curve. © 1999 American Institute of Physics. [S1063-7842(99)01206-4]

An analytic study of the strained surface region of a crystal by x-ray diffraction methods is essentially based on information on the wave field structure over the crystal depth in various angular intervals near the Bragg maximum. ${ }^{1}$ In this case, the strain profile is described by a certain model which contains information on the structural parameters of the strained region: the layer thickness, the nature of the decrease over depth, and so on. A comprehensive analysis under various diffraction conditions for various possible ratios of the structural parameters can only be made for those profiles for which an accurate analytic solution of the relevant dynamic diffraction problem is known. In this context, particular importance is attached to the diffraction problem for an exponential profile

$$
\begin{equation*}
\varepsilon(z)=\varepsilon_{0} e^{-M z}, \tag{1}
\end{equation*}
$$

where $\varepsilon_{0}$ is the strain amplitude, $M$ is a positive value proportional to the strain gradient and determining some characteristic thickness over which the strain varies, and $z$ is the coordinate along the normal directed into the crystal.

In general, the accurate solution of the dynamic diffraction problem for a crystal with an exponential strain profile (1) has the form ${ }^{2,3}$

$$
\begin{align*}
E_{\mathbf{H}}(\tau)= & C_{1} e^{-i\left(\kappa+\kappa_{0}\right) \tau} F\left(1+\frac{i}{\mu}\left(\kappa+\kappa_{0}\right), 1\right. \\
& \left.+\frac{i 2 \kappa_{0}}{\mu} ; \frac{i 2 \xi}{\mu} e^{-\mu \tau}\right)+C_{2} e^{-i\left(\kappa-\kappa_{0}\right) \tau} F \\
& \times\left(1+\frac{i}{\mu}\left(\kappa-\kappa_{0}\right), 1-\frac{i 2 \kappa_{0}}{\mu} ; \frac{i 2 \xi}{\mu} e^{-\mu \tau}\right), \tag{2}
\end{align*}
$$

where $F(a, c ; x)$ is a degenerate hypergeometric function, $C_{1}$ and $C_{2}$ are arbitrary constants determined by the boundary conditions of the problem.

The following notation is introduced in Eq. (2):

$$
\kappa=\left(-2 \Delta \theta \sin 2 \theta-\chi_{0}\left(1-\frac{\gamma_{\mathbf{H}}}{\gamma_{0}}\right)\right) \frac{\pi L}{2 \gamma_{\mathbf{H}} \lambda}
$$

$$
\begin{aligned}
& \xi=-\frac{\pi L}{2 \gamma_{\mathbf{H}} \lambda} 4 \sin ^{2} \theta\left(\cos ^{2} \varphi \pm \frac{1}{2} \cot \theta \sin 2 \varphi\right) \varepsilon_{0} \\
& \delta_{0}=\left(\frac{L}{L_{\mathrm{ext}}}\right)^{2}, \quad L_{\mathrm{eta}}=\frac{\lambda \sqrt{\left|\gamma_{\mathbf{H}}\right| \gamma_{0}}}{\pi \eta\left|\chi_{\mathbf{H}}\right|} \\
& \kappa_{0}^{2}=\kappa^{2}-\delta_{0}, \quad \mu=M L
\end{aligned}
$$

$\Delta \theta$ is the deviation from the exact Bragg angle $\theta, \gamma_{\mathbf{H}}$ $=-\sin (\theta \pm \varphi)$ and $\gamma_{0}=-\sin (\varphi \pm \theta)$ are the direction cosines of the wave vectors of the diffracted and refracted waves, $\varphi$ is the angle of inclination of the diffraction plane to the crystal surface, $L_{\text {ext }}$ is the extinction length, $\lambda$ is the wavelength of the incident radiation, $\varphi_{0}$ is the strain amplitude, $\eta$ is the polarization factor, $\tau=z / L$ is the coordinate normalized to the crystal thickness $L$, the " + '" (" - ') signs correspond to the diffraction geometry when the incident beam is at the angle $\theta-\varphi(\theta+\varphi)$ to the crystal surface.

We shall confine our analysis to the case of a steep strain gradient which corresponds to a strained surface region of small thickness. We take as the parameter the "effective thickness', $1 / \mu$ of the strained region relative to the total crystal thickness

$$
\frac{1}{\mu}=\frac{1}{M L}
$$

At this point, we must specify which quantity is assumed to be small relative to $\mu$ in the exact solution. Since we intend to use these formulas for arbitrary values of the strain (and specifically for the parameter $\xi$ typical of the theory), this constraint will be determined only by the angular interval in which the diffraction reflection curve can be constructed. Hence, the angular region for which this approximation holds is limited by the constraints $|\kappa / \mu| \ll 1$ and $\left|\kappa_{0} / \mu\right| \ll 1$.

It follows from Eq. (2) that the angular values $\kappa_{0}$ and $\kappa$ only appear in the function $F(a, c ; x)$ in terms of the parameters $a$ and $c$ and the dependence on the strain is only relative to the argument $x$. This characteristic of the solution means
that for $F(a, c ; x)$ we can find a so-called uniformly suitable asymptotic expansion ${ }^{4}$ for arbitrary values of the strain and the angular range specified above.

An analysis of the solution (1) for a steep gradient shows ${ }^{2,3}$ that the structure of the diffraction reflection curve broadly retains the form characteristic of an ideal crystal. At the same time, the presence of a strained surface region is manifest as additional modulation of the standing x-ray waves and changes in the phase ratios between them. As a result of this redistribution of the unitary wave field in the strained structure, the diffraction peak and the oscillation maxima are shifted from the angular positions for an ideal crystal.

The angular position of the main diffraction peak to within terms of the order $1 / \mu^{2}$ is given by the following expression: ${ }^{3}$

$$
\begin{align*}
& \kappa(0)=-\rho\left(\delta_{0}\right) \frac{\operatorname{Si}(2 \xi / \mu)}{\mu} \\
& \rho\left(\delta_{0}\right)=\frac{15\left(2 \delta_{0}^{2}+\delta_{0}+3\right)}{12 \delta_{0}^{2}+7 \delta_{0}+15} \tag{3}
\end{align*}
$$

where $\operatorname{Si}(x)$ is the sine integral and the coefficient $\rho\left(\delta_{0}\right)$ determines the nature of the scattering.

It can be seen from Eq. (3) that the dependence of the angular shift on the strain amplitude is essentially nonlinear. Moreover, as a result of the oscillating behavior of the sine integral between $\xi$ and $\Delta \kappa(0)$, generally only a multivalued correspondence exists. From Eq. (3) we obtain two characteristic limits: the kinematic limit $\left(\delta_{0} \rightarrow 0\right)$ and the case of a thick crystal corresponding to the formal limit $\delta_{0} \rightarrow \infty$. For the kinematic limit, Eq. (3) gives

$$
\begin{equation*}
\kappa(0)_{\mathrm{kin}}=-3 \frac{\mathrm{Si}(2 \xi / \mu)}{\mu} \tag{4}
\end{equation*}
$$

and for a thick crystal the angular shift of the principal maximum is given by

$$
\begin{equation*}
\kappa(0)_{\mathrm{dyn}}=-\frac{5}{2} \frac{\mathrm{Si}(2 \xi / \mu)}{\mu} . \tag{5}
\end{equation*}
$$

Thus, these two cases only differ by the numerical coefficient. It follows from Eq. (3) that the angular shift of the principal maximum depends monotonically on $\delta_{0}$ and the numerical difference between the two limiting cases does not exceed $20 \%$. Therefore it is sufficient to use an average value for $\rho\left(\delta_{0}\right)=2.75$ in the following approximate expressions.

Similar calculations for the angular widths of the oscillation maxima yield the following result: ${ }^{3}$

$$
\begin{equation*}
\Delta \kappa(n)=\pi\left(1+\frac{1}{\mu} \operatorname{Cin}\left(\frac{2 \xi}{\mu}\right)\right) \tag{6}
\end{equation*}
$$

where the function

$$
\operatorname{Cin}(x)=\int_{0}^{x} \frac{1-\cos y}{y} d y=-\operatorname{Ci}(x)+\ln (x)+\gamma
$$

is expressed in terms of the cosine integral $\mathrm{Ci}(x)$ and $\gamma$ $=0.577$ is the Euler constant. ${ }^{5}$

In formula (6) the number $n$ of the oscillation maximum should not be too high for the expansion to hold. In deriving formula (6) we assumed that dynamic effects mainly appear only within the total diffraction reflection region so that in practice the kinematic approximation can be used for $n \geqslant 2$.

We shall analyze two variants for which the thickness of the strained surface region and the strain amplitude can be estimated for given angular shifts of the main diffraction peak and oscillations.

If $2 \xi / \mu \gg 1$ (and in fact, even if $2 \xi / \mu>2$ ), we have $\operatorname{Si}(x) \sim \pi / 2$ and $\operatorname{Cin}(x) \sim \gamma+\ln (x)$ (Ref. 5). At this point, a distinguishing feature of x-ray diffraction appears in structures with a variable strain gradient: the angular position of the principal diffraction maximum is independent of the strain amplitude and is determined only by the thickness of the strained layer. A similar situation may be interpreted as the result of multiple inversion of the phase of the diffracted wave over the thickness of the strained layer with components of the initial 'perturbation'' being 'forgotten'" (strain amplitude). Consequently, this case of scattering has some analogy with a Markov process.

Thus, the criterion for this case being implemented experimentally will be that $\kappa(0)$ is constant within the error limits specified above, which is determined by the nature of the scattering (measuring $\rho\left(\delta_{0}\right)$ ) as a function of the reflection order.

Equations (3) and (6) yield the following approximate expressions for the thickness of the strained layer and the strain amplitude in the experimental units $\kappa(0)$ and $\Delta \kappa(n)$ :

$$
\begin{equation*}
\frac{1}{\mu}=-0.23 \kappa(0), \quad \xi=0.28 \mu \exp \left(\left(\frac{\Delta \kappa(n)}{\pi}\right) \mu\right) \tag{7}
\end{equation*}
$$

At this point, it should be noted that this expression for $\xi$ is to a considerable extent illustrative. This is because, as given by Eq. (6), the angular width of the oscillations $\Delta \kappa(n)$ is primarily determined by the total crystal thickness. The influence of $\Delta \kappa(n)$ on the parameters of the strained surface region $\xi$ and $\mu$ is considerably weaker here since it has the form of a small additive correction. Finally, we find that the exponential function in the expression for $\xi$ in Eq. (7) is always very close to unity for the same $\mu$.

The second variant corresponding to the condition $2 \xi / \mu \ll 1$ is more frequently encountered in crystals with a strained layer. In cases of small values of the argument, for the functions $\operatorname{Si}(x)$ and $\operatorname{Cin}(x)$ we obtain the estimate $\operatorname{Si}(x) \sim x$ and $\operatorname{Cin}(x) \sim x^{2} / 4$. Consequently, $\Delta \kappa(0)$ depends linearly on $\xi$, which should be observed experimentally. This result is fully compatible with a clear interpretation of the shift of the angular position of the principal diffraction maximum as the manifestation of some nontrivial "diffraction averaging', of the strain field over the thickness of the strained layer by the x-ray wave. Relations similar to (7) have the form

$$
\begin{equation*}
\frac{1}{\mu}=0.033 \frac{\kappa^{2}(0)}{(\Delta \kappa(n) / \pi-1)}, \quad \xi=0.18 \mu^{2} \kappa(0) \tag{8}
\end{equation*}
$$

Thus, in these limiting cases, information on the angular shifts of the principal maximum and the oscillations is quite
sufficient primarily to estimate the thickness of the strained region and only as a secondary function to estimate strain amplitude. This problem can be solved uniquely (for the thickness of the strained region) in two alternative cases: under conditions where the ratio of the strain at the crystal surface to the thickness of the strained layer is small and conversely, when this ratio is large. Otherwise, additional information is required for an accurate solution of the problem.

We shall give the results of calculations of $\xi$ and $\mu$ using formulas (7) and (8) for two cases. In order to determine the angular shifts, we constructed the theoretical diffraction reflection curve for given $\xi$ and $\mu$ near the principal diffraction maximum using asymptotic representations of the exact solution in this particular case of a steep gradient. ${ }^{2,3}$

For the first case $2 \xi / \mu \gg 1$ for the given values $\xi=20$ and $\xi=30$ for $\mu=10$ we obtain: $\mu=8.9, \xi=5.03$, and $\mu$ $=9.7, \xi=8.5$, respectively. Thus, the good approximation obtained for $\mu$ and the complete disparity for $\xi$ (which differs almost fourfold) illustrates the reasoning put forward above on the analogy with Markov processes-loss of information on $\xi$.

For the second case $2 \xi / \mu \ll 1$ the calculations yield $\xi=1.2, \mu=8.5$ for the true values $\xi=1$ and $\mu=8$, and $\xi=2.02, \mu=6.7$ for $\xi=2$ and $\mu=8$. Here no problems arise with loss of information and this accuracy for the approximate expressions can be considered to be quite satisfactory.

These results for the specific problem of diffraction in a crystal with an exponential strain profile can lead to the following generalization. The relations put forward above essentially establish qualitative criteria for a particular degree of solubility for the problem of determining the strain amplitude and the thickness of the strained region from x-ray diffraction data. This statement applies equally to analytic and numerical methods since the latter are based substantially on the angular positions and widths of the diffraction maxima. ${ }^{6}$

It is interesting to note that similar conclusions can also be drawn when the diffraction problem is considered in the so-called semikinematic approximation when the strained surface layer of the crystal is assumed to scatter kinematically and the substrate scatters like an ideal dynamic crystal. When solving this problem, Afanasev et al. ${ }^{7}$ obtained a relationship linking the Fourier transform of the diffraction reflection curve far from the fundamental maximum with some effective thickness $L_{\text {eff }}$. In the notation used here this formula is given by

$$
\begin{align*}
L_{\mathrm{eff}} & =\int_{0}^{1 / \mu}\left(1-\cos \left(-\frac{\xi}{\mu} e^{-\mu \iota}\right)\right) \mathrm{d} \iota \\
& =\frac{1}{\mu}\left(1-\operatorname{Ci}\left(\frac{\xi}{\mu}\right)+\operatorname{Ci}\left(\frac{\xi}{\mu} e^{-1}\right)\right) . \tag{9}
\end{align*}
$$

For the first of the characteristic limits specified above we obtain from formula (9)

$$
\begin{equation*}
L_{\mathrm{eff}}=\frac{\xi^{2}}{4 \mu^{3}} \tag{10}
\end{equation*}
$$

i.e., in cases of incomplete phase inversion over the thickness of the strained layer $L_{\text {eff }}$ depends on the parameters of this layer and these can therefore be reconstructed from the x-ray data.

However, the estimate (9) for $2 \xi / \mu \gg 1$ (multiple phase inversion) gives

$$
\begin{equation*}
L_{\mathrm{eff}}=\frac{1}{\mu}\left(1-\frac{\sin (\xi / \mu)}{\xi / \mu}\right) \tag{11}
\end{equation*}
$$

Since the second term in Eq. (11) for large values of the argument oscillates near zero and is much less than unity, the effective thickness is merely reduced to the depth of the strained layer and does not depend on the strain amplitude. In this case we are therefore dealing with a loss of information on the parameters of the strained layer.

It is extremely important that this result can also be generalized to other strain profiles which decrease over depth, by estimating the integral (9). However, the important constraint remains that the strain must vary monotonically over depth. Mathematically this constraint reduces to the absence of steady-state points in the phase of the cosine integral (9) over the thickness of the strained layer. This in fact implies that a whole range of constant-sign strain profiles which decrease over depth at least no more weakly than exponentially can be included here.

To sum up, these results obtained for a crystal with an exponential strain profile suggest that these x-ray diffraction laws apply to all structures with a variable gradient where the strain varies monotonically over depth. An analogy is also obtained when integral characteristics such as the Fourier transforms of the diffraction reflection curves and the angular positions of the diffraction maxima are used to identify the structure of the strained layer.
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#### Abstract

An analysis is made of the nonlinear relaxation of the charge formed in a photoconducting material as a result of the absorption of a light pulse. Calculations are made of the distribution profiles of the excess carriers and the density of the photoinduced charge in various transport regimes. The influence of contact phenomena on the dynamics of the space charge is examined and solutions are obtained for boundary conditions corresponding to a blocking contact with an illuminated electrode and optical breakdown of the contact. An investigation is made of the evolution of the integral pulse response under transverse electrooptic modulation. The results are suitable for analyzing two geometric recording systems for entering information into a space-time light modulator with arbitrary absorption and for recording a holographic grating in the limit of low absorption coefficients. © 1999 American Institute of Physics. [S1063-7842(99)01306-9]


## INTRODUCTION

Studies of nonlinear space-charge relaxation processes in photorefractive materials are topical for two main reasons. First, photorefractive materials are opening up new prospects for developing active elements in optical information processing and storage systems (including holographic memory). ${ }^{1-5}$ Second, photoinjection processes and transport of nonequilibrium photoinduced charges in these materials lead to the formation of photorefractive waves, which are of separate scientific interest. ${ }^{6-12}$

Here, a two-dimensional nonsteady-state problem is solved for the nonlinear relaxation of the space charge formed in a photorefractive crystal under pulsed illumination. A detailed analysis is made of a variant corresponding to the storage of information in a space-time light modulator. ${ }^{1,12,13}$ However, the results are suitable for analyzing the pulsed recording of holographic gratings ${ }^{1,5,14}$ in the limit of low absorption coefficients. The difference between these variants is determined by the form of the spatial modulation function of the photogeneration in accordance with the system for storing information in the optical memory. The case of an arbitrary absorption coefficient is considered for a space-time light modulator. Allowance is also made for the depletion of impurity centers during photogeneration and the influence of the injection current on the dynamics of the space charge is considered. Two sets of boundary conditions are analyzed, corresponding to a blocking contact with an illuminated electrode and optical breakdown of the contact.

## FORMULATION OF THE PROBLEM AND MATHEMATICAL MODEL

We analyze an infinite single-crystal wafer of thickness $L$ to which we apply a static electric field created by a voltage source $U$ (Fig. 1). The $x$ axis is directed along the crystal thickness and the $y$ axis is directed along the surface. The
dark conductivity of the material is assumed to be zero. At time $t=0$ the crystal undergoes pulsed illumination. The optical intensity distribution has the form $I(\mathbf{r}, t)=W \delta(t) R(\mathbf{r})$, where $\mathbf{r} \equiv x \mathbf{e}_{x}+y \mathbf{e}_{y}, W$ is the exposure, $\delta(t)$ is the Dirac delta function, and $R(\mathbf{r})=X(x) Y(y)$ is the spatial modulation function.

Figure 1 shows the direction of light for the two most commonly used experimental systems. In the first case, when information is coupled into a space-time modulator, light is incident on the crystal along the $x$ axis (Fig. 1a) and the modulation function $X(x)$ is determined by the BouguerLambert law $X(x)=\exp (-\alpha x)$, where $\alpha$ is the absorption coefficient. In the second case, when a holographic grating is recorded (Fig. 1b), light propagates along the $y$ axis and for $\alpha L \ll 1$ the intensity is modulated along the $x$ axis by the


FIG. 1. Schematic of information recording process: a - input of information to space-time light modulator, b - hologram recording, $\mathbf{k}_{0}$ and $\mathbf{k}_{r}$ are the wave vectors of the object and reference waves, respectively.
function $X(x)=1+\xi \cos (K x)$, where $K$ is the wave vector of the recorded grating and $\xi$ is the modulation index $(0<\xi$ $<1$ ).

The crystal contains two types of traps: shallow traps in thermal equilibrium with the conduction band and deep impurity centers whose photoionization leads to the appearance of free carriers migrating in the external field. The carrier lifetime in the deep traps significantly exceeds the transit time. The drift of the nonequilibrium carriers is limited by the space charge defined by the carriers themselves. Consequently, the transport process is nonlinear: Ohm's law is not obeyed since the charge migrates in a self-consistent field.

The influence of shallow traps on the transport process is taken into account in the fast recapture approximation. ${ }^{15} \mathrm{We}$ assume that $\tau_{t} \ll \tau_{f}$, where $\tau_{t}$ is the trapping time (the average carrier lifetime in an extended state), $\tau_{f}$ is the free time (the average lifetime in a trapping level). In this case, the equation describing the trapping and release of carriers from shallow traps $\partial n_{t} / \partial t=n_{f} / \tau_{t}-n_{t} / \tau_{f}$, reduces to $\tau_{f} / \tau_{t}$ $=n_{t} / n_{f}$, where $n_{f}$ and $n_{t}$ are the concentrations of free and trapped carriers, respectively. This means that instead of the transport of free carriers having the mobility $\mu_{0}$, which determines the conductivity for the extended states, we can analyze the motion of quasifree carriers having the concentration $n=n_{f}+n_{t}$ and the effective drift mobility $\mu=\mu_{0} n_{f} /\left(n_{f}+n_{t}\right)$.

The relaxation of the photoinduced charge is described by the following system of equations written in dimensionless variables:

$$
\begin{align*}
& \nabla \cdot(n(\mathbf{r}, t) \nabla \varphi(\mathbf{r}, t))-\frac{\partial}{\partial t} n(\mathbf{r}, t)=0,  \tag{1}\\
& \nabla^{2} \varphi(\mathbf{r}, t)=p(\mathbf{r}, t)-n(\mathbf{r}, t),  \tag{2}\\
& \frac{\partial}{\partial t} p(\mathbf{r}, t)=\frac{\alpha}{N} I(\mathbf{r}, t)(N-p(\mathbf{r}, t)), \tag{3}
\end{align*}
$$

where (1) is the equation of continuity, (2) is the Poisson equation, and (3) describes the ionization of the impurity centers. Here $\varphi$ is the potential and $N$ and $p$ are the concentrations of impurity centers and ionized impurities, respectively. On changing to dimensionless variables, we use the following normalization:

$$
\begin{aligned}
& r \equiv \frac{r^{\prime}}{L}, \quad t \equiv \frac{t^{\prime}}{t_{T}}, \quad \varphi \equiv \frac{\varphi^{\prime}}{U}, \quad \alpha \equiv \alpha^{\prime} L \\
& (n, N, p) \equiv\left(n^{\prime}, N^{\prime}, p^{\prime}\right) \frac{4 \pi q L^{2}}{\varepsilon U}, \quad W \equiv W^{\prime} \frac{4 \pi q L Q}{\hbar \omega \varepsilon U},
\end{aligned}
$$

where the corresponding dimensional variables are denoted by the prime, $t_{T} \equiv L^{2} /(\mu U)$ is the carrier transit time in an unperturbed field, $q$ is the carrier charge, $Q$ is the photoionization quantum yield of an impurity center, $\omega$ is the light frequency, and $\varepsilon$ is the permittivity of the crystal for polarization with relaxation times considerably shorter than the transit time.

The initial conditions correspond to the absence of any ionized centers before illumination, and local electroneutrality at the end of illumination

$$
\begin{equation*}
p(\mathbf{r}, 0-0)=0, \quad n(\mathbf{r}, 0+0)=p(\mathbf{r}, 0+0) . \tag{4}
\end{equation*}
$$

The boundary conditions are determined by the carrier concentration at the illuminated surface according to the type of contact, the applied electric field, and the type of radiation intensity distribution over the $y$ axis

$$
\begin{align*}
& n(0, y, t)=n(0, y, 0+0),  \tag{5}\\
& \varphi(0, y, t)=1, \quad \varphi(1, y, t)=0,  \tag{6}\\
& \frac{\partial}{\partial y} \varphi(x, 0, t)=0,  \tag{7}\\
& \frac{\partial}{\partial y} \varphi\left(x, y_{L}, t\right)=0 . \tag{8}
\end{align*}
$$

Condition (8) corresponds either to translational symmetry of the potential for the periodic function $Y(y)=Y(y$ $\left.+y_{L}\right)$, or screening of the field generated by the space charge, by the mirror image charges for the damped function $Y(y)$. In this last case, condition (8) holds for $y_{L} \gtrdot L$. The integral of the photoionization equation (4) has the form

$$
\begin{equation*}
p(\mathbf{r}, t)=N(1-\exp (-F(\mathbf{r}))) H(t) \tag{9}
\end{equation*}
$$

where $F(\mathbf{r}) \equiv(\alpha W / N) R(\mathbf{r}), H(t)$ is the Heaviside function

$$
H(t) \equiv \begin{cases}0 & t<0 \\ 1 & t>0\end{cases}
$$

The equation of continuity (1) may be transformed to a convenient form for the subsequent discretization

$$
\begin{equation*}
\frac{\partial}{\partial t} n(\mathbf{r}, t)-\nabla \varphi(\mathbf{r}, t) \cdot \nabla n(\mathbf{r}, t)+n(\mathbf{r}, t)(n(\mathbf{r}, t)-p(\mathbf{r}, t))=0 . \tag{10}
\end{equation*}
$$

Thus, Eqs. (2), (9), and (10) form a closed system to determine the carrier concentration $n(\mathbf{r}, t)$ and the potential $\varphi(\mathbf{r}, t)$.

## BRIEF DESCRIPTION OF THE FINITE DIFFERENCE ALGORITHM

The equations are discretized using a three-dimensional mesh whose nodes are defined by the coordinates

$$
\begin{equation*}
x_{i}=i \Delta x, \quad y_{j}=j \Delta y, \quad t_{k}=k \Delta t \tag{11}
\end{equation*}
$$

where $\Delta x, \Delta y$, and $\Delta t$ are the mesh steps along the appropriate coordinates, $i=0,1, \ldots, i_{\max } ; \quad j=0,1, \ldots, j_{\max }$; $k=0,1, \ldots, k_{\max }$.

Applying an integrointerpolation method to discretize the nonlinear equation of continuity (10) in the bulk of the crystal yields the following iteration difference equations written for half-integer points of the initial mesh (11):

$$
\begin{align*}
& \hat{D}_{t} n_{\mathbf{m}}^{(l+1)}-\hat{D}_{x} \varphi_{\mathbf{m}}^{(l)} \cdot \hat{D}_{x} n_{\mathbf{m}}^{(l+1)}-\hat{D}_{y} \varphi_{\mathbf{m}}^{(l)} \cdot \hat{D}_{y} n_{\mathbf{m}}^{(l+1)} \\
& \quad+n_{\mathbf{m}}^{(l+1)}\left(n_{\mathbf{m}}^{(l)}-p_{\mathbf{m}}\right)=0, \tag{12}
\end{align*}
$$

where $l$ is the number of the layer-by-layer iteration for fixed $k$ and all values with the multiindex $\mathbf{m}=\| i+1 / 2, j+1 / 2$, $k+1 / 2 \|$ corresponds to the center of a mesh cell (11) (Fig. 2a).

The difference derivatives have the form


$$
\begin{aligned}
\hat{D}_{t} n_{\mathbf{m}} \equiv & \frac{1}{4 \Delta t}\left(n_{i+1, j+1}^{k+1}+n_{i+1, j}^{k+1}+n_{i, j+1}^{k+1}+n_{i, j}^{k+1}-n_{i+1, j+1}^{k}\right. \\
& \left.-n_{i+1, j}^{k}-n_{i, j+1}^{k}-n_{i j}^{k}\right), \\
\hat{D}_{x} n_{\mathbf{m}} \equiv & \frac{1}{4 \Delta x}\left(n_{i+1, j+1}^{k+1}+n_{i+1, j+1}^{k}+n_{i+1, j}^{k+1}+n_{i+1, j}^{k}\right. \\
& \left.-n_{i, j+1}^{k+1}-n_{i, j+1}^{k}-n_{i j}^{k+1}-n_{i j}^{k}\right), \\
\hat{D}_{y} n_{\mathbf{m}} \equiv & \frac{1}{4 \Delta y}\left(n_{i+1, j+1}^{k+1}+n_{i+1, j+1}^{k}+n_{i, j+1}^{k+1}+n_{i, j+1}^{k}\right. \\
& \left.-n_{i+1, j}^{k+1}-n_{i+1, j}^{k}-n_{i j}^{k+1}-n_{i j}^{k}\right) .
\end{aligned}
$$

Difference differentiation of the potential is performed similarly. The values of $n$ and $p$ are averaged over all points in an elementary cell of the mesh

$$
n_{\mathbf{m}}=\frac{1}{8} \sum_{s=i}^{i+1} \sum_{r=j}^{j+1} \sum_{q=k}^{k+1} n_{s r}^{q}, \quad p_{\mathbf{m}}=\frac{1}{8} \sum_{s=i}^{i+1} \sum_{r=j}^{j+1} \sum_{q=k}^{k+1} p_{s r}^{q} .
$$

Discretization of the equation of continuity (10) in the plane $y=0$ where condition (7) holds is performed separately. The corresponding difference equation written for half-integer points of the two-dimensional mesh is obtained from the initial three-dimensional mesh (11) for $j=0$

$$
\begin{equation*}
\hat{\partial}_{t} n_{\boldsymbol{\mu}}^{(l+1)}-\hat{\partial}_{x} \varphi_{\boldsymbol{\mu}}^{(l)} \cdot \hat{\partial}_{x} n_{\boldsymbol{\mu}}^{(l+1)}+n_{\boldsymbol{\mu}}^{(l+1)}\left(n_{\boldsymbol{\mu}}^{(l)}-p_{\boldsymbol{\mu}}\right)=0, \tag{13}
\end{equation*}
$$

where $l$ is the iteration number, $\boldsymbol{\mu} \equiv\|i+1 / 2,0, k+1 / 2\|$, $n_{\boldsymbol{\mu}}=\frac{1}{4} \sum_{s=i}^{i+1} \sum_{q=k}^{k+1} n_{s, 0}^{q}, p_{\boldsymbol{\mu}}=\frac{1}{4} \Sigma_{s=i}^{i+1} \sum_{q=k}^{k+1} p_{s, 0}^{q}$,

$$
\begin{aligned}
& \hat{\partial}_{t} n_{\boldsymbol{\mu}} \equiv \frac{1}{2 \Delta t}\left(n_{i+1,0}^{k+1}+n_{i, 0}^{k+1}-n_{i+1,0}^{k}-n_{i, 0}^{k}\right), \\
& \hat{\partial}_{x} n_{\boldsymbol{\mu}} \equiv \frac{1}{2 \Delta x}\left(n_{i+1,0}^{k+1}+n_{i+1,0}^{k}-n_{i, 0}^{k+1}-n_{i, 0}^{k}\right) .
\end{aligned}
$$

The boundary conditions are obtained directly from Eqs. (4) and (5)

$$
\begin{equation*}
n_{i j}^{0}=p_{i j}^{0}, \quad n_{0, j}^{k}=n_{0, j}^{0} . \tag{14}
\end{equation*}
$$

Using the difference equation (12) we can derive the following explicit two-layer difference scheme to calculate $n$ at the $(l+1)$ iteration:

$$
\begin{align*}
n_{i+1, j+1}^{k+1}\left(1+u^{+}\right)= & n_{i, j+1}^{k+1}\left(-1+\nu^{-}\right)+n_{i+1, j}^{k+1}\left(-1-\nu^{+}\right) \\
& +n_{i j}^{k+1}\left(-1+u^{-}\right)+n_{i+1, j+1}^{k} \\
& \times\left(1-u^{+}\right)+n_{i, j+1}^{k}\left(1+\nu^{-}\right)+n_{i+1, j}^{k} \\
& \times\left(1-\nu^{+}\right)+n_{i j}^{k}\left(1+u^{-}\right), \tag{15}
\end{align*}
$$

where

$$
\begin{aligned}
u^{ \pm} & \equiv \frac{\Delta t}{\Delta x}\left(-\hat{D}_{x} \varphi_{\mathbf{m}}^{(l)}-\frac{\Delta x}{\Delta y} \hat{D}_{y} \varphi_{\mathbf{m}}^{(l)} \pm \frac{\Delta x}{2}\left(n_{\mathbf{m}}^{(l)}-p_{\mathbf{m}}\right)\right) \\
\nu^{ \pm} & \equiv \frac{\Delta t}{\Delta x}\left(-\hat{D}_{x} \varphi_{\mathbf{m}}^{(l)}+\frac{\Delta x}{\Delta y} \hat{D}_{y} \varphi_{\mathbf{m}}^{(l)} \pm \frac{\Delta x}{2}\left(n_{\mathbf{m}}^{(l)}-p_{\mathbf{m}}\right)\right) .
\end{aligned}
$$

Figure 2a shows the pattern of the difference scheme (15). In order to trigger the scheme (15), we require values of the carrier concentration $n_{0, j}^{k}$ at the crystal surface at $x=0$ defined by the second boundary condition (14) and also values of the concentration $n_{i+1,0}^{k+1}$ in the plane $y=0$, calculated using a difference scheme obtained from Eq. (13):

$$
\begin{align*}
n_{i+1,0}^{k+1}\left(1+a^{+}\right)= & n_{i, 0}^{k+1}\left(-1+a^{-}\right)+n_{i+1,0}^{k}\left(1-a^{+}\right) \\
& +n_{i, 0}^{k}\left(1+a^{-}\right) \tag{16}
\end{align*}
$$

where

$$
a^{ \pm} \equiv \frac{\Delta t}{\Delta x}\left(-\hat{\partial}_{x} \varphi_{\boldsymbol{\mu}}^{(l)} \pm \frac{\Delta x}{2}\left(n_{\boldsymbol{\mu}}^{(l)}-p_{\boldsymbol{\mu}}\right)\right) .
$$

The pattern of the difference scheme (16) is shown in Fig. 2b. The initial values $n_{i j}^{0}$ required to trigger the schemes (15) and (16) are calculated from the first boundary condition (14) and the integral of the photoionization equation (9). The calculations are performed as follows: the carrier concentration $n$ is calculated at the $(k+1)$ th layer of the mesh (11) in the unperturbed field initially in the plane $y=0$ using scheme (16) and then using scheme (15) for all points in the bulk of the crystal having the same $i$ value on the $(k+1)$ th layer. The concentration is then calculated for the next value of $i$, first for $j=0$ using the scheme (16) and then for $j \neq 0$ using the scheme (15), and so on. The sequence of calculations is illustrated in Fig. 2c.

After finding the carrier concentration at the $(k+1)$ th layer we calculate the field created by the resultant space charge, by solving the Poisson equation (2) in a rectangle on whose opposite sides Dirichlet conditions (6) and Neumann conditions (7), (8) are set. Then the carrier concentration is calculated again, but in the perturbed field. If the values obtained differ from the previous ones, the iterations are repeated until convergence is achieved.

We use a cyclic reduction method to solve the Poisson equation on a mesh defined for a fixed time in the rectangle $\left\{0 \leqslant x \leqslant 1,0 \leqslant y \leqslant y_{L}\right\}$.

For the potential $V \equiv \varphi-1+x$ of the field created by the space charge with the volume density $f \equiv n-p$, the boundary conditions (6) will be homogeneous. The difference problem for the Poisson equation $\nabla^{2} V=-f$ may be written in the form

$$
C \mathbf{V}=\mathbf{F},
$$

where

$$
\begin{aligned}
& C \equiv\left\|\begin{array}{cccccc||}
E & 0 & 0 & 0 & \ldots & 0 \\
-E & C & -E & 0 & \ldots & 0 \\
0 & -E & C & -E & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & -E & C & -E \\
0 & \ldots & 0 & 0 & 0 & E
\end{array}\right\|, \\
& \mathbf{V} \equiv\left\|\begin{array}{c}
\mathbf{V}_{0} \\
\mathbf{V}_{1} \\
\cdots \\
\mathbf{V}_{i_{\max }}
\end{array}\right\|, \quad \mathbf{F} \equiv\left\|\begin{array}{c}
\mathbf{F}_{0} \\
\mathbf{F}_{1} \\
\cdots \\
\mathbf{F}_{j_{\max }}
\end{array}\right\|, \\
& \mathbf{V}_{i} \equiv\left\|V_{i, 0} V_{i, 1} \ldots V_{i j_{\max }}\right\|^{T}, \quad i=0,1, \ldots, i_{\max }, \\
& \mathbf{F}_{i} \equiv\left\{\begin{array}{cl}
(\Delta x)^{2}\left\|f_{i, 0} f_{i, 1} \ldots f_{i j_{\max }}\right\|^{T}, & i=1,2, \ldots, i_{\max }-1, \\
\left\|\begin{array}{llll}
0 & \ldots & \ldots
\end{array}\right\|^{T}, & i=0, i_{\max },
\end{array}\right.
\end{aligned}
$$

$E$ is a unit matrix, 0 is the null matrix of dimensions ( $j_{\max }$ $+1)^{2}$, and the superscript $T$ denotes transposition, the matrix elements $C$ have the form

$$
\begin{aligned}
C_{r s}= & 2(1+\beta) \delta_{r s}-\beta\left(\delta_{r, s+1}+\delta_{r+1, s}+\delta_{r 1} \delta_{2 s}\right. \\
& \left.+\delta_{r, j_{\max }+1} \delta_{j_{\max }, s}\right)
\end{aligned}
$$

where $\beta \equiv(\Delta x / \Delta y)^{2}, \delta_{r s}$ is the Kronecker delta, and $r, s$ $=1,2, \ldots, j_{\max }+1$.

Thus, the solution of the Poisson equation reduces to inversion of the partitioned matrix $C$ for which we use the following variant of the cyclic reduction method.

The direct run involves calculating the vectors $\mathbf{P}_{i}^{(m)}$ and $\mathbf{Q}_{i}^{(m)}$

$$
\begin{align*}
& \mathbf{P}_{i}^{(m)}=\mathbf{P}_{i}^{(m-1)}+\left(C^{(m-1)}\right)^{-1}\left(\mathbf{Q}_{i}^{(m-1)}+\mathbf{P}_{i-M}^{(m-1)}+\mathbf{P}_{i+M}^{(m-1)}\right), \\
& \mathbf{Q}_{i}^{(m)}=2 \mathbf{P}_{i}^{(m-1)}+Q_{i-M}^{(m-1)}+\mathbf{Q}_{i+M}^{(m-1)}, \\
& \mathbf{Q}_{i}^{(0)}=\mathbf{F}_{i}, \quad \mathbf{P}_{i}^{(0)}=0, \tag{17}
\end{align*}
$$

$m$ is the reduction number, $m=1,2, \ldots, n ; M \equiv 2^{m-1}, i$ $=2^{m}, 2 \times 2^{m}, 3 \times 2^{m}, \ldots, i_{\max }-2^{m}$.

The inverse formulation involves reconstructing the unknowns

$$
\begin{equation*}
\mathbf{V}_{i}=\mathbf{P}_{i}^{(m-1)}+\left(C^{(m-1)}\right)^{-1}\left(\mathbf{Q}_{i}^{(m-1)}+\mathbf{V}_{i-M}+\mathbf{V}_{i+M}\right) \tag{18}
\end{equation*}
$$

$m=n+1, n, n-1, \ldots, 1 ; M \equiv 2^{m-1}, i=M, 3 M, 5 M, \ldots$, $i_{\max }-M$.

The constraint on the number of mesh points in the direction of reduction (along the $x$ axis) is $i_{\max }=2^{n+1}$, where $n$ is the number of reduction steps.

Inversion of the matrices $C^{(m-1)}$ involves solving the vector equations (17) and (18) by successively inverting the matrix factors in the expansion
$C^{(m-1)}=\prod_{l=1}^{M} C_{l, m-1}$, where $C_{l, m-1}=C-2 E \cos \frac{(2 l-1) \pi}{2^{m}}$.
The matrices $C_{l, m-1}$, like the initial matrix $C$, are tridiagonal with diagonal predominance and are inverted using a right tridiagonal inversion.

The calculation algorithm using a cyclic reduction for $i_{\max }=16$ and $n=3$ is shown schematically in Figs. 2 d and 2 e .

## RESULTS AND DISCUSSION

The space charge dynamics depend fundamentally on the properties of the contact between the illuminated electrode and the photorefractive crystal. For a blocking contact the boundary condition (5) has the form $n(0, y, t)=0$ both before and after the action of light. In this case, nonequilibrium carriers form in the bulk of the crystal exclusively as a result of photoinjection and none are transported from the electrode. Another case is also possible when, under the action of light, the contact is converted from blocking to injecting and undergoes optical breakdown. In this case, the optical pulse causes an abrupt increase in the carrier concentration at the irradiated contact from zero to a finite value determined by the integral of the photoionization equation (9) and the boundary conditions (4) and (5) $n(0, y, t)$ $=N[1-\exp (-F(0, y))] H(t)$.

Thus, after photoexcited carriers have formed, excess carriers will be continuously injected into the crystal from the broken-down contact.

Figure 3 shows a schematic band diagram of the contact under optical breakdown. For simplicity the surface states are not shown. It is assumed that before illumination (Fig.


FIG. 3. Band diagram of contact before (a) and after (b) exposure to light pulse during optical breakdown: $\Delta V$ - reduction in the barrier height, $d$ depth of depletion zone, $F$ - Fermi level, $F_{n}$ - Fermi quasilevel, and $D$ impurity levels. The bottom of the conduction band (C.V) neglecting the potential of the mirror image forces is shown by the dashed curve.

3a) the contact is neutral, i.e., the flat band condition is satisfied. Prior to illumination an external bias is applied to the contact and all the transition processes associated with charge transfer at capacitances have time to be completed. The potential barrier impeding carrier transport (to be specific, electrons) from the cathode is assumed to be sufficiently large so that the contact can be considered to be blocking prior to illumination. Under the action of the light pulse, the impurity centers undergo photoionization. As a result of the external bias, the photoexcited carriers leave the contact region and residual ionized impurities create a space charge field. The formation of a depleted region has features in common with the similar process observed during the formation of a Schottky barrier but is distinguished by optical rather than thermal ionization of impurities and takes place at a constantly applied external bias. The combined effect of the space charge field in the depleted region, the potential of the mirror image forces, and the external electric field cause
a reduction in the barrier height (similar to the Schottky effect). Consequently, after the pulsed illumination the barrier will no longer impede the injection of carriers from the contact into the bulk of the crystal (Fig. 3b).

We shall now analyze the distributions of the carrier concentration $n$ and the space charge density $f$ obtained for various boundary conditions. The calculations were made for spatial modulation functions given by

$$
\begin{align*}
& X(x)=\exp (-\alpha x), \\
& Y(y)= \begin{cases}\frac{1}{2}\left(1+\cos \frac{2 \pi y}{b}\right) & -\frac{b}{2}<y<\frac{b}{2}, \\
0 & y<-\frac{b}{2}, \quad y>\frac{b}{2},\end{cases} \tag{19}
\end{align*}
$$

where $b$ is the width of the irradiated region.
This modulation corresponds to exposure of the band positioned at the surface of the crystal perpendicular to the $x$ and $y$ axes when information is coupled into a space-time light modulator (Fig. 1a). The calculations were made for equal mesh steps along the spatial coordinates $(\Delta x=\Delta y)$ with a relative accuracy of $10^{-2}$ for the carrier concentration and 0.1 for the transverse field. The time step $\Delta t=10^{-2}$ ensured that the Courant condition was satisfied. The results discussed subsequently were obtained for a mesh of dimensions $i_{\text {max }}=64, j_{\text {max }}=64$, and $k_{\text {max }}=120$ for $\alpha=1, b=1$, and $N=10^{6}$.

We shall initially consider the case of optical breakdown of the contact. Figure 4 shows contours of the carrier concentration and the charge density at time $t=0.6$ for two values of the exposure: $W=0.1$ and 10 . The calculated parameter is the product of the contour number and the quantization step. Figure 4 a shows the linear motion of a packet of free carriers: at low exposures the resulting space charge field does not distort the external field and the dis-


FIG. 4. Distribution profiles of excess carrier concentration ( $n$ ) and space charge density $(f)$ during optical breakdown of contact: a - linear regime (exposure $W=0.1$, quantization step $h_{n}=1.11 \times 10^{-2}, h_{f}=4.79$ $\times 10^{-3}$ ); b - nonlinear regime (exposure $W=10$, quantization steps $h_{n}$ $=1.11, h_{f}=0.114$ ).


FIG. 5. Distribution profiles of space carrier concentration ( $n$ ) and excess charge density ( $f$ ) for blocking contact in linear transport regime (quantization steps $h_{n}=9.73 \times 10^{-3}, \quad h_{f}$ $=9.47 \times 10^{-3}$ ).
tance covered by the leading edge of the carriers increases linearly with time. The nonuniform spatial distribution of the ionized impurity centers leads to the formation of a maximum space charge density which propagates with the leading section of the carrier packet. Excess carriers are continuously injected from the contact broken down by the optical pulse and these completely compensate the charge of the ionized impurities. Thus, the space charge density has the same sign over the entire volume of the crystal. After passage of the photoexcited carriers, a current of excess carriers injected from the contact will flow through the crystal. The density of this current is modulated over the crystal surface by the function $Y(y)$ according to the intensity distribution under illumination. Therefore the recorded information is stored as long as the external bias is switched on. Since the optical breakdown of the contact is a reversible effect (provided that electrical breakdown of the contact region has not occurred as a result of summation of the external field and the space charge field), the devices returns to the initial state when the external bias is switched off.

As the exposure is increased, the contact goes over to a nonlinear transport regime as a result of confinement by the space charge. The resulting space charge of the excess carriers slows the motion of the packet and pushes it sideways. This transverse carrier drift leads to the formation of lateral "tongues" in the charge density distribution (Fig. 4b). Unlike the linear regime (Fig. 4a), under higher exposure the initial carrier concentration profile, defined by the spatial modulation of the radiation, becomes distorted by the space charge. At the same time, the sign of the space charge density remains constant over the entire volume of the crystal, as in the linear regime.

We shall now consider the more interesting case from the practical point of view when the illuminated contact remains blocking after the propagation of the light pulse. Results of calculating the carrier concentration and space charge density for this case are plotted in Fig. 5 which gives contours of the distributions formed at time $t=0.6$ for the exposure $W=0.1$, which corresponds to a linear transport regime. At $x \approx 0.6$ we can clearly identify a front which bounds the moving packet of excess carriers. This is followed by space charge of opposite sign generated by the ionized impurity centers. Since no carriers are injected from the contact, the charge of the ionized impurities remains uncompensated and the space charge density changes its sign at the bounding carrier front. After the packet of photoexcited
carriers has left the bulk of the crystal under the action of the external field (at $t>1$ ), the sign of the space charge density remains constant. The space charge of the ionized impurity centers creates an electric field which forms a recorded image in the crystal as a result of the electrooptic effect. It should be noted that this field and thus the written information are conserved during the dielectric relaxation time and after the external bias has been switched off.

An important parameter characterizing the possibility of using a photorefractive material for optical storage of information is the diffraction efficiency during readout. For the selected geometric system (Fig. 1a) the diffraction efficiency is determined by the integral pulse response under transverse electrooptic modulation

$$
\Phi(y, t) \equiv-\int_{0}^{1} d x \frac{\partial}{\partial x} \varphi(x, y, t)
$$

For a given spatial modulation function $Y(y)$ of the type (19) the pulse response $\Phi$ characterizes the information writing efficiency when one line is input to a space-time modulator. Figure 6 shows the evolution of the pulse response calculated for $W=0.2, \alpha=0.5, b=1$, and $N=400$. The selected combination of dimensionless parameters is typical of a PRIZ space-time light modulator using bismuth silicate $\mathrm{Bi}_{12} \mathrm{SiO}_{20}$ (Ref. 13). The writing wavelength is $0.51 \mu \mathrm{~m}$ with


FIG. 6. Distribution of optical intensity $I / I_{0}$ along crystal surface and evolution of pulse response $\Phi$ under transverse electrooptic modulation.
the exposure $W^{\prime}=0.1 \mu \mathrm{~J} / \mathrm{cm}^{2}$ which corresponds to an optical pulse of duration $1 \mu$ s with an intensity $I_{0}=100 \mathrm{~mW} / \mathrm{cm}^{2}$ at the line center. For the given exposure a linear transport regime is established and the distributions of the carrier concentration and the space charge density are similar to those shown in Fig. 5. The width of the exposed band is equal to the crystal thickness $b^{\prime}=L=0.5 \mathrm{~mm}$. For $U=2 \mathrm{kV}$ and $\mu$ $=0.03 \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{s}$ the transit time is $\tau_{T}=42 \mu \mathrm{~s}$. The concentration of impurity centers with a $100 \%$ photoionization quantum yield is $N^{\prime}=10^{16} \mathrm{~cm}^{-3}$, the permittivity of the crystal is $\varepsilon=56$, and the absorption coefficient $\alpha^{\prime}=10 \mathrm{~cm}^{-1}$. Figure 6 also shows the distribution of the optical intensity along the crystal surface defined by the spatial modulation function $I(y) / I_{0}=Y(y)$ as given by Eq. (19). For negative values of the coordinates the graphs are symmetric since the pulse response is described by the odd function $\Phi(-y, t)$ $=-\Phi(y, t)$. The figure clearly shows a continuous rise in the pulse response with time as far as $t=1$. For times exceeding the transit time $(t>1)$ the coordinate dependence of the pulse response remains unchanged since after extraction of the photoinjected carriers the electric field is only created by the space charge of the ionized impurity centers. The maximum integral of the transverse field intensity is achieved at the point $y \approx 0.31$ where the optical intensity is $31 \%$ of the value at the center of the line. At the edge of the exposed band where the intensity falls to zero (at $y=0.5$ ) the pulse response is $67 \%$ of its maximum which characterizes the "spreading" of the recorded image.

## CONCLUSIONS

An analysis has been made of the pulsed recording of information in a photorefractive crystal. As the exposure increases, the nonlinearity caused by the space charge limitation of the photoinjected carriers becomes significant. Calculations were made of the distribution profiles of the excess carriers and the space charge density in the linear and nonlinear transport regimes. The dynamics of the space charge is determined by contact phenomena at the interface between
the illuminated electrode and the photorefractive crystal and differs appreciably for a blocking contact and for optical breakdown of the contact. The space-time distributions of the pulse response under transverse electrooptic modulation were calculated for the efficiency characteristic of the information recording process. The results are suitable for analyzing the process of entering information into a space-time light modulator with an arbitrary absorption coefficient and also for analyzing the pulsed recording of holographic gratings in the limit of low absorption coefficients.

To conclude, the author would like to thank all delegates at the M. P. Petrov Laboratory Seminar for fruitful discussions of the problem.
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# Panoramic measurements of electron beam densities by Thomson scattering of laser radiation 

A. P. Solov'ev, O. V. Zyuryukina, and K. I. Svinolupov<br>Research Institute of Mechanics and Physics, Saratov State University, 410071 Saratov, Russia<br>(Submitted September 14, 1997; resubmitted March 13, 1998)<br>Zh. Tekh. Fiz. 69, 80-83 (June 1999)<br>The possibility of using a panoramic detector with a television signal-recording system in an apparatus to observe Thomson scattering of laser radiation by a nonrelativistic electron beam is discussed. Panoramas of Thomson and Rayleigh scattering and of the electron beam luminescence are presented. Estimates are given of the sensitivity and spatial resolution of the apparatus. Results of panoramic and single-point methods of investigation are compared.<br>Possibilities for extending the range of the Thomson scattering method to measure the density distribution in nonrelativstic electron beams are discussed. © 1999 American Institute<br>of Physics. [S1063-7842(99)01406-3]

## INTRODUCTION

An experimental method of investigating the parameters of electron and plasma fluxes based on the Thomson scattering of laser radiation has extensive possibilities, providing local measurements and introducing no distortions into the flux. Panoramic studies of the structure of electron beams and plasmas, where the spatial distribution of the signals is recorded simultaneously and not one point after another, are of considerable interest, with the number of points which can be monitored in space depending on the number of observation channels. However, investigations are difficult because of the small scattering signal and the need to isolate this against an appreciable noise background. Particular difficulties are encountered in studies of nonrelativistic electron beams having densities of the order of $10^{10} \mathrm{~cm}^{-3}$ or lower. Panoramic measurements have been made for plasmas having electron densities of $10^{13}-10^{16} \mathrm{~cm}^{-3}$ (Ref. 1). In the proposed study we assess the possibility of panoramic investigations of the parameters of electron beams using Thomson scattering of ruby laser radiation in an experimental system described in detail in Ref. 2, but using a television signalrecording system.

## NEW ELEMENTS AND THEIR PARAMETERS

The new system differs from that described in Ref. 2 in that it incorporates facilities for panoramic detection of the measured signals. The detection system includes an objective for coupling out the scattered radiation, a brightness amplifier consisting of two series-connected image converters, an LI-702 superkremnikon video camera, and a recording system comprising a television receiver and an S8-9A oscilloscope. The region inside the diagnostic chamber bounded by an aperture diaphragm was scanned on the television screen and the brightness of a single line of the television frame was analyzed using the oscilloscope. The line and its specific region were selected by a synchronization system. As in Ref. 2 , a diaphragm $D_{2}$ was installed in the objective to align the system, and this was removed during the measurements. An
image of the diaphragm $D_{2}$ was projected onto the fiber unit of the image converter and was then used as a reference point to determine the center of the probing region, i.e., the point of intersection of the axes of the laser and electron beams for a suitably selected line of the television frame and its region.

The resolution $R$ of the detection system in the observation space was determined by a second image converter, taking into account the linear magnification of the image by the objective $M=0.6$ and the first image converter $M_{1}=0.63$, and also allowing for a decrease in the resolution by a factor of $\sqrt{2}$ accompanying the passage through the pair of fiberoptic disks of the two image converters. An experimental check using a reference standard gave $R=5 \mathrm{~mm}^{-1}$ and agreed with the theoretical estimate. The spatially resolved volume $V$, which can be represented to a certain approximation as a cylinder of length and cross section determined by the laser beam diameter $d$ in the observation zone and by the linear resolution of the detection system, was $V \cong 4$ $\times 10^{-2} \mathrm{~mm}^{3}$.

The least sensitive element of the detection system is the superkremnikon. The working illumination of the photocathode for LI-702 tubes is $\cong 5 \times 10^{-3} 1 x$ (Ref. 3) and each element of the image on the photocathode, corresponding to a single pixel of the $30 \mu \mathrm{~m}$ diameter superkremnikon detector should receive a radiation energy $E_{s} \cong 10^{-16} \mathrm{~J}$ at 550 nm i.e., approximately $10^{3}$ photons over the frame scanning period of 40 ms . Then, having equated $E_{s}$ to the corresponding Thomson scattering energy, we obtain an expression for the electron density $n_{1}$ for which the Thomson scattering signal of the laser radiation creates the working illumination on the superkremnikon photocathode

$$
n_{1}=E_{s} S\left(E_{0} K_{1} K_{2} K \sigma \Omega V_{1}\right)^{-1}
$$

where $\sigma$ is the cross section for Thomson scattering, $E_{0}$ is the laser pulse energy, $S$ is the cross-sectional area of the laser beam in the probed region, $K_{1,2}=10^{2}$ are the brightness gains of the first and second image converters, $K=0.3$ is the
total transmission coefficient of all the optical elements of the detection system at the Thomson scattering wavelength $\lambda=630 \mathrm{~nm}, \Omega=2.6 \times 10^{-2} \mathrm{sr}$ is the solid angle of observation, $V_{1}$ is the volume from which the Thomson scattering enters a single pixel and which, by analogy with the resolved volume $V$, can be represented to some approximation as a cylinder of length equal to the laser beam diameter $d$ in the observation zone and whose cross section is determined by the size of the superkremnikon pixel $L_{c}$ taking into account the coefficients of magnification of the optical image of the two image converters $M_{1}=M_{2}$ and the objective for coupling out the scattered radiation.

For the parameters given above and a laser energy $E_{0}$ $=30 \mathrm{~J}$ the value of $n_{1}$ is approximately $10^{9} \mathrm{~cm}^{-3}$ and at the entrance to the first image converter the energy scattered from the spatially resolved volume corresponds to approximately a single photon. Since the quantum yield of the image converter photocathode is several times less than unity ( $\cong 0.2$ ), a single photoelectron from the photocathode of the first image converter produces an illumination several times greater than the working illumination per frame scanning period in the appropriate region of the superkremnikon photocathode. Thus, the detection system is sufficiently sensitive to record isolated photons.

Since the Thomson scattering signal is small and probabilistic, a series of measurements is required to obtain reliable data and the lower the electron density, the longer the series required. In a real experimental system, the presence of optical noise necessitates a further increase in the number of measurements. The optical noise is made up of luminescence from the gas in the lamp under the action of the electron beam $N_{e}$, luminescence from the gun, luminescence from the elements of the receiving channel under the influence of these, and the laser noise $N_{L}$ (Ref. 2). This laser noise was ten times lower than the luminescence and four times less than the Thomson scattering signal at the point of maximum electron density, which was approximately $8 \times 10^{9} \mathrm{~cm}^{-3}$. The optical noise was investigated by analyzing the panorama on the television screen and oscilloscope traces of the luminescence in the probing zone, which are clear and convenient for television recording.

## EXPERIMENTAL RESULTS AND DISCUSSION

Panoramic measurements were made of the Thomson and Rayleigh scattering of laser radiation by a nonrelativistic electron beam and air, respectively, and results of measurements obtained using panoramic and single-point ${ }^{2}$ methods of signal recording were compared. The luminescence distribution over the beam cross section was recorded separately to obtain the Thomson scattering panorama. Figure 1 shows panoramas of the Thomson scattering signals $H_{T}$ and the electron beam luminescence $N_{e}$ averaged over a series of 70 shots for a laser beam energy of 30 J , the lines of the television frame oriented at right angles to the electron beam image, and a pressure of $2.6 \times 10^{-5} \mathrm{~Pa}$ in the diagnostic chamber. In contrast to Ref. 2, the luminescence and Thomson scattering curves, normalized to their maxima, differ. This can be attributed to the energy distribution in the laser beam


FIG. 1. Panoramas of beam luminescence signals $N_{e}(\triangle)$ and Thomson scattering $H_{T}(\bigcirc)$. Solid curve - approximation of $H_{T}$ using Gauss function $\left(H_{T G}\right)$.
cross section since the laser beam was not displaced relative to the electron beam together with the observation point, as in Ref. 2, and the laser beam diameter is approximately equal to the electron beam diameter. Figure 2 shows the distribution of the Rayleigh signal $H_{R}$ over the laser beam cross section measured for a single laser shot at a pressure of 266 GPa in the chamber. This distribution reflects the energy distribution of the probe radiation over the electron beam cross section when a Thomson scattering panorama is recorded. Thus, the distribution profile obtained for the Thomson signal is narrower than the luminescence profile. If the distribution obtained for the Thomson signal is normalized to the Rayleigh scattering distribution, the curve $H_{T R}$ $=\left\{H_{T G}\right\} /\left\{H_{R G}\right\}$, as can be seen from Fig. 3, agrees fairly well with the luminescence distribution, as in Ref. 2. Here $\left\{H_{T G}\right\}$ and $\left\{H_{R G}\right\}$ are the experimentally determined Thomson $\left\{H_{T}\right\}$ and Rayleigh $\left\{H_{R}\right\}$ scattering distributions approximated by a Gauss function. Note that in this system


FIG. 2. Distribution of Rayleigh signal $H_{R}$ over laser beam cross section. Circles - experimental data, solid curve - approximation of $H_{R}$ using Gauss function $\left(H_{R G}\right)$.


FIG. 3. Distribution of normalized Thomson signal $H_{T R}$ over beam cross section: $O$ - experimentally determined beam luminescence data $N_{e}$.
where the diameters of the electron and laser beams are approximately the same, as a result of a decrease in the laser beam energy, the Thomson scattering panorama at the beam edges was obtained by averaging over a large series of measurements (around 70) although 35 laser shots were sufficient for the central region.

Variation of the laser beam energy during the recording of a Thomson scattering panorama over the electron beam cross section can be eliminated by rotating the television frame line about the axis of the laser beam, which was easily achieved by rotating one end of the bunch of optical fibers which transfer the image from the image converter to the superkremnikon. Since in this design of diagnostic chamber the electron beam, laser beam, and direction of observation lie in the same plane, the television frame line was also oriented along the axis of the beam image. In this case, the beam luminescence should have a maximum and remain almost constant over the entire 8 mm region of observation. However, the oscilloscope trace of the luminescence shown in Fig. 4 reveals a clearly defined peak which decays rapidly toward the center of the probing region, i.e., toward the point of intersection of the axes of the probe laser and the electron


FIG. 4. Oscilloscope trace of luminescence on beam axis with television frame lines oriented along the axis of the beam image; $0-$ center of probing region.


FIG. 5. Panoramas of luminescence $N_{e}(1)$ and Thomson scattering signals $H_{T}(2)$ when the frame lines are oriented along the axis of the beam image; 0 - center of probing region.
beam. Observations on the television screen revealed that this peak can be attributed to cathode luminescence which illuminated the knife of the first screening diaphragm in the channel for coupling out the scattered radiation. As a result, in the probing region (around 3 mm ) there was a slight increase in the overall noise background (on the right of Fig. 5). The luminescence distribution in Fig. 5 (curve 1) was obtained by averaging over 50 traces. Also shown is the panorama of the Thomson scattering signal $H_{T}$ (curve 2) which has a well-defined peak at the center of the probing region which accounts for a third of the luminescence signal at a pressure of $2.9 \times 10^{-5} \mathrm{~Pa}$ in the diagnostic chamber.

A comparison of the measurements obtained by the panoramic and single-channel ${ }^{2}$ procedure showed that the ratio of the Thomson scattering signal to the luminescence is slightly greater for the single-channel procedure. This can be attributed to an increase in the exposure time of the luminescence signals on the superkremnikon detector. In the panoramic procedure this time was equal to the frame scanning period, i.e., 40 ms , whereas for the single-channel technique using a photomultiplier as the optical detector, ${ }^{2}$ the exposure time was $\cong 10 \mathrm{~ms}$. For the panoramic detector, the luminescence can be reduced substantially by real paths, for instance, by inserting an optical switch at the image converter input which switches on the power supply to one image converter during the laser pulse or switches it off in the absence of a pulse, or by modifying the electronic power supply circuit of the superkremnikon so that the superkremnikon detector was cleared directly before the laser shot near the line (frame) where the image of the part of the beam being studied is situated. By reducing the luminescence exposure time from 40 to $1-2 \mathrm{~ms}$, i.e., down to the laser pulse duration, it is possible to increase the ratio of the Thomson scattering signal to the luminescence approximately 20 times and reduce the series of measurements required to obtain reliable data.

In our view, it is fairly difficult to use Thomson scattering at lower densities of the order of $10^{9}-10^{8} \mathrm{~cm}^{-3}$ and in particular, this requires serious modifications to the appara-
tus used by the authors. As the density decreases, it is desirable to compensate for the decrease in the useful signal reaching the first image converter by increasing the laser radiation energy and the solid angle of observation or by using a substantially longer series of measurements to increase the signal to noise ratio. The length of the series of measurements can be determined experimentally from the constraint that the mean square deviation should not exceed a given value. For example, in studies ${ }^{4}$ of the scattering spectrum of Nd laser radiation in a plasma having a density of $10^{12}-10^{13} \mathrm{~cm}^{-3}$ using a twelve-channel detection system, because of the low laser pulse energy and the small solid angle, the useful signal in the channel with the lowest input energy corresponded to the signal in our apparatus at a density of the order of $10^{8} \mathrm{~cm}^{-3}$. A series of 900 laser shots was required to measure this signal in Ref. 4.

When the sensitivity of the apparatus is enhanced, an increase in the useful signal $H_{T}$ is accompanied by a proportional increase in the laser noise $N_{L}$, and under multipass probing this increase is even greater. Thus, the ratio of the signal to the laser noise at best remains constant. In the present apparatus, the magnitude of the laser noise corresponded to the Thomson signal at a density of $10^{9} \mathrm{~cm}^{-3}$. At lower densities the ratio $H_{T} / N_{L}$ becomes less than 1 and it is desirable to search for methods of reducing the laser noise. The beam luminescence decreases in proportion to the decrease in the density $n$ and causes no deterioration in the ratio of the signal $H_{T}$ to the total noise. Interference filters in the detection system reduced the laser noise approximately $10^{5}$ times at the wavelength of the scattered light detuned by 60 nm from the probe laser wavelength with a $40 \%$ useful signal transmission. Casey et al. ${ }^{5}$ reported that a polychromator consisting of three holographic gratings based on the
principle of a vario-illuminator, suppressed the noise by a factor of $10^{10}$ at the wavelength of a ruby probe laser but the transmission coefficient of the polychromator was less than $25 \%$ in the range $650-690 \mathrm{~nm}$. Using a similar polychromator in the present apparatus could reduce the laser noise by several orders of magnitude, i.e., could substantially increase the ratio of the signal to the laser noise and almost eliminate its influence.

Our estimates and the experimental single-point and panoramic observations of Thomson scattering by a nonrelativistic electron beam having a density of the order of $8 \times 10^{9} \mathrm{~cm}^{-3}$ and also the success achieved in the development of high-power lasers, highly sensitive detectors, and laser noise suppression systems ${ }^{5}$ suggest that the unique possibilities offered by Thomson scattering will be of interest not only for research purposes but also for measuring the parameters of real beams.
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## INTRODUCTION

The construction of analytic solutions of gasdynamics equations has attracted interest because these are one of the methods of studying the properties of nonlinear systems. ${ }^{1-5}$ Analytic solutions of the self-consistent equations of motion for a charged-particle gas can generally be obtained under certain assumptions which simplify the real formulation of the problem. Nevertheless, these solutions are of practical interest and can be used for estimates and also for testing numerical simulation programs. Self-similar solutions play a special role for gasdynamic systems since under certain conditions they serve as intermediate asymptotic forms. For nonself-similar processes, details of the initial stage are "forgotten'" and the process becomes self-similar.

In the present paper this behavior is demonstrated by solving the problem of expansion of a rotating cloud of charged particles under the influence of space charge. Two types of rotation of particles in a spherical cloud are possible, for which the characteristic of the rotational motion depends only on the radial coordinate and the time. In the first type, the particles only undergo ordered motion in the meridional direction $V_{\theta} \neq 0, V_{\varphi}=0$. For this model it is comparatively easy to construct a self-similar solution of the gasdynamic equations corresponding to a homogeneous charged-particle cloud. It is found that in this case, a self-consistent nonselfsimilar solution can also be obtained for an inhomogeneous cluster. For the second type which corresponds to disordered particle rotation, i.e., $V_{\theta}=0, V_{\varphi}=0$, but the corresponding diagonal components of the pressure tensor are nonzero, a similar solution can be obtained using a kinetic description.

## SOLUTION OF GASDYNAMIC EQUATIONS

In the absence of azimuthal motion, the Euler equation for a cold spherical cloud of charged particles has the form

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+V_{r} \frac{\partial}{\partial r}\right) V_{r}-\frac{1}{r} V_{\theta}^{2}=\frac{e}{m} E,  \tag{1}\\
& \left(\frac{\partial}{\partial t}+V_{r} \frac{\partial}{\partial r}\right) V_{\theta}+\frac{1}{r} V_{r} V_{\theta}=0 . \tag{2}
\end{align*}
$$

Here we assume that the particle density and the radial velocity of the cloud depend only on the radial coordinate and time. From Eq. (2) for the function $F=r V_{\theta}$ we find

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+V_{r} \frac{\partial}{\partial r}\right) F=0 \tag{3}
\end{equation*}
$$

The simplest solution of Eq. (3) has the form $F=C$, where $C$ is a constant. A nonsteady-state solution of this equation is obtained for nonsteady motion for which the velocity is proportional to the distance from the center of symmetry $V_{r}=r \dot{a} / a$, where $a$ is the radius of the sphere, and the dot denotes differentiation with respect to time. In this case, Eq. (3) gives $F=\Omega r^{2} a_{0}^{2} / a^{2}$, where $\Omega$ is a certain constant. For this type of motion the particle density is typically uniformly distributed over the bulk of the cloud so that for the collective field we have $E=4 \pi e n r / 3$. Finally, we find from Eq. (1) that the cloud radius satisfies the following equation:

$$
\ddot{a}=\frac{a_{0}^{3}}{a^{2}}\left(\omega_{0}^{2}+\Omega^{2} \frac{a_{0}}{a}\right),
$$

where $\omega_{0}^{2}=N e^{2} / m a_{0}^{3}$, and $N$ is the total number of particles in the cloud.

The solution of this equation may be expressed in the parametric form ${ }^{6}$

$$
\begin{align*}
& a=\frac{a_{0}}{1+\varepsilon}(\varepsilon \cosh \psi+1), \\
& \omega_{0} t=\frac{1}{(1+\varepsilon)^{3 / 2}}(\varepsilon \sinh \psi+\psi), \tag{4}
\end{align*}
$$

where for an initially stationary gas we have $\varepsilon=1+\Omega^{2} / \omega_{0}^{2}$.
Note that this solution of the self-consistent problem in the form of a spherical cloud with an abrupt boundary belongs to a class of self-similar solutions, as can easily be established by introducing the self-similar variable $\xi=r / a$,

$$
\begin{aligned}
& n(r, t)=n_{0} \Gamma \frac{a_{0}^{3}}{a^{3}}, \quad V_{r}(r, t)=\xi \dot{a} \Gamma, \\
& V_{\theta}(r, t)=\xi \Omega \Gamma \frac{a_{0}^{2}}{a}, \quad \Gamma=H\left(1-\xi^{2}\right) .
\end{aligned}
$$

Here $H(x)$ is the Heaviside step function. A more general solution of Eq. (3) can be constructed for an inhomogeneous
particle cloud. For this we need to bear in mind that the expression for the radial gas velocity can be given in the form:

$$
\begin{equation*}
V_{r}(r, t)=\Lambda(t, \rho(r, t)) . \tag{5}
\end{equation*}
$$

Here the function $\Lambda$ has the form

$$
\Lambda\left(t, r_{0}\right)=\frac{\partial s\left(t, r_{0}\right)}{\partial t},
$$

where $s=s\left(t, r_{0}\right)$ is the coordinate of the radial gas layer considered as a function of time and the value of this coordinate at zero time; the function $\rho(r, t)$ is a solution of the transcendental equation $s(t, \rho)=r$, i.e., $s(t, \rho(r, t)) \equiv r$.

In terms of Lagrange variables the radial velocity of this element is given by

$$
\begin{equation*}
v_{r}\left(t, r_{0}\right)=\Lambda\left(t, r_{0}\right) \tag{6}
\end{equation*}
$$

Therefore, this structure of the expression for the radial gas velocity is a consequence of changing from a Lagrangian to a Eulerian description of the motion. Then, it is easy to verify that $F(r, t)=W(\rho(r, t))$, where $W(r)$ is a certain function, is a solution of Eq. (3). Thus, in Euler variables the transverse velocity component is given by

$$
V_{\theta}(r, t)=\frac{W(\rho(r, t))}{r} .
$$

In Lagrange variables this velocity has the form

$$
v_{\theta}\left(t, r_{0}\right)=\frac{W\left(r_{0}\right)}{s\left(t, r_{0}\right)}
$$

These results indicate that the function $W(r)$ is determined by the initial transverse velocity distribution of the cloud

$$
W(r)=r V_{\theta 0}(r), \quad V_{\theta 0}(r) \equiv V_{\theta}(r, 0) .
$$

Provided that the layers of particles move radially one behind the other without overtaking, the collective field acting on a particular layer of gas is determined by its initial position $r_{0}$ and by the defined initial particle density distribution $n(r, 0)=n_{0} \nu(r)$

$$
E=4 \pi n_{0} \frac{e}{s^{2}} q\left(r_{0}\right), \quad q\left(r_{0}\right)=\int_{0}^{r_{0}} \nu(x) x^{2} d x .
$$

The condition for conservation of the layer mass during motion of the gas has the form $4 \pi n\left(t, r_{0}\right) s^{2} d s$ $=4 \pi n_{0} \nu\left(r_{0}\right) r_{0}^{2} d r_{0}$. The particle density is then given by

$$
\begin{equation*}
n\left(t, r_{0}\right)=n_{0} \nu\left(r_{0}\right) \frac{r_{0}^{2}}{s^{2} R}, \quad R\left(t, r_{0}\right)=\frac{\partial s\left(t, r_{0}\right)}{\partial r_{0}} \tag{7}
\end{equation*}
$$

It follows from Eq. (1) that the radial velocity of the gas layer changes under the action of the collective field and also under the influence of the centrifugal force

$$
\begin{equation*}
\ddot{s}=\omega^{2} \frac{q\left(n_{0}\right)}{s^{2}}+\frac{W^{2}\left(r_{0}\right)}{s^{3}}, \tag{8}
\end{equation*}
$$

where $\omega^{2}=4 \pi n_{0} e^{2} / m$.

The initial conditions for Eq. (8) have the form $s\left(0, r_{0}\right)$ $=r_{0}, \dot{s}\left(0, r_{0}\right)=u\left(r_{0}\right)$, where $u(r)$ is the given initial distribution of the radial velocity.

## SOLUTION OF THE VLASOV EQUATION

A solution for a spherically symmetric cloud with disordered particle rotation can be obtained using a kinetic description. We shall analyze the following distribution function which describes the initial state of this cloud with a nonuniform particle density $n(r, 0)=n_{0} \nu(r)$ and the initial radial velocity distribution function $V_{r}(r, 0)=u(r)$,

$$
f_{0}(X, I)=\frac{n_{0}}{\pi} r^{2} \nu(r) \delta\left(p_{r}-m u(r)\right) \delta\left(I-m^{2} W^{2}(r)\right) .
$$

Here, for conciseness $X$ denotes the set of variables $r, p_{r}$; $I=P_{\theta}^{2}+P_{\varphi}^{2} / \sin ^{2} \theta ; P_{\theta}=r p_{\theta}$, and $P_{\varphi}=r \sin \theta p_{\varphi}$ are the components of the generalized momentum. For this distribution function the transverse components of the gasdynamic velocity are zero

$$
V_{\theta}=\frac{1}{m n} \int p_{\theta} f_{0} d^{3} p=0, \quad V_{\varphi}=\frac{1}{m n} \int p_{\varphi} f_{0} d^{3} p=0
$$

For the pressure tensor only the diagonal transverse components are nonzero

$$
\begin{aligned}
& \Pi_{\theta \theta}=\frac{1}{m} \int p_{\theta}^{2} f_{0} d^{3} p=\frac{m n_{0}}{2 m r^{2}} \nu(r) W^{2}(r), \\
& \Pi_{\varphi \varphi}=\frac{1}{m} \int p_{\varphi}^{2} f_{0} d^{3} p=\frac{m n_{0}}{2 m r^{2}} \nu(r) W^{2}(r) .
\end{aligned}
$$

Therefore, the function $W(r)$ characterizes the initial dependence of the degree of disordered particle rotation on the radial coordinate. Since for a central field $I$ remains constant, in the Vlasov equation written in spherical coordinates we need to change from the variable $\theta$ to the new variable $I$. As a result, we obtain the following equation for the distribution function $f(X, I, t)$ :

$$
\begin{equation*}
L f \equiv\left(\frac{\partial}{\partial t}+\frac{p_{r}}{m} \frac{\partial}{\partial r}-\frac{\partial U}{\partial r} \frac{\partial}{\partial p_{r}}\right) f=0 \tag{9}
\end{equation*}
$$

where $U=e \Phi+I / 2 m r^{2}$ and $\Phi$ is the potential of the collective field.

For the initial distribution function (8) a solution of Eq. (9) can be constructed using a singular solution method which plays the role of the Green function of the operator $L$ (Refs. 6 and 7)

$$
\begin{aligned}
& H(t) f(X, I, t)=\int G\left(X, X_{0} ; t\right) f_{0}\left(X_{0}, I\right) d X_{0} \\
& L G\left(X, X_{0} ; t\right)=\delta(t) \delta\left(X-X_{0}\right) \\
& G\left(X, X_{0} ; t\right)=H(t) \delta\left(r-r\left(t ; X_{0}\right)\right) \delta\left(p_{r}-p_{r}\left(t ; X_{0}\right)\right) .
\end{aligned}
$$

Here $r\left(t ; X_{0}\right), p_{r}\left(t ; X_{0}\right)$ is the law of radial motion of a single particle in a field having the potential energy $U$ satisfying the conditions $r\left(0 ; X_{0}\right)=r_{0}$, and $p_{r}\left(0 ; X_{0}\right)=p_{r 0}$. This possibility arises because in this case, the nonsteady self-consistent
problem reduces to calculating the one-dimensional motion of a cold charged-particle gas in a combination of collective and centrifugal fields.

Finally the distribution function of the charged-particle cloud is given by

$$
\begin{aligned}
f(X, I, t)= & \frac{n_{0}}{\pi} \nu(\rho(r, t)) \frac{\rho^{2}(r, t)}{Q(r, t)} \delta\left(p_{r}\right. \\
& -m \Lambda(t, \rho(r, t))) \delta\left(I-m^{2} W^{2}(\rho(r, t))\right)
\end{aligned}
$$

where the notation $Q(r, t)=R(t, \rho(r, t))$ is introduced in addition to the quantities used previously.

This distribution function yields the same expressions (7) and (5) for the particle density and the radial velocity. The following relations can be used to calculate the pressure tensor

$$
\begin{equation*}
\Pi_{\theta \theta}(s, t)=\Pi_{\varphi \varphi}(s, t)=\frac{m n_{0}}{2 s^{2}} \nu\left(r_{0}\right) W^{2}\left(r_{0}\right) . \tag{10}
\end{equation*}
$$

By systematically varying $r_{0}$ in small steps, expressions (6), (7), and (10) can be used to determine the distribution of the gasdynamic characteristics of the cloud at any given time $t$.

## DYNAMICS OF THE CLOUD

As for a homogeneous cloud, the solution of Eq. (8) is written in the parametric form

$$
\begin{align*}
& s=\frac{r_{0}}{1+\varepsilon}(\varepsilon \cosh \psi+1), \\
& \omega t=\sqrt{\frac{r_{0}^{3}}{q(1+\varepsilon)^{3}}}(\varepsilon \sinh \psi+\psi) . \tag{11}
\end{align*}
$$

For simplicity the expansion of the cloud under the influence of its space charge is subsequently analyzed for $u(r)=0$; in this case, we have $\varepsilon=1+W^{2}\left(r_{0}\right) / \omega^{2} r_{0} q\left(r_{0}\right)$. From the expressions (11) we obtain for the function $R$

$$
\begin{aligned}
R= & \frac{1}{1+\varepsilon}\left[1+\varepsilon \cosh \psi+r_{0} \varepsilon \sinh \psi \frac{\partial \psi}{\partial r_{0}}\right. \\
& \left.+\frac{r_{0}}{1+\varepsilon}(\cosh \psi-1) \frac{\partial \varepsilon}{\partial r_{0}}\right] \\
\frac{\partial \psi}{\partial r_{0}}= & -\frac{1}{2 s(1+\varepsilon)}[(\varepsilon \sinh \psi+\psi) \\
& \left.\times\left(3-r_{0}^{3} \frac{\nu}{q}-\frac{3 r_{0}}{1+\varepsilon} \frac{\partial \varepsilon}{\partial r_{0}}\right)+2 r_{0} \sinh \psi \frac{\partial \varepsilon}{\partial r_{0}}\right]
\end{aligned}
$$

Quite clearly, a simpler expression for the function $R$ is obtained when the eccentricity does not depend on the initial position of the layer $\varepsilon=1+\lambda$, i.e., if $W^{2}(r)=\lambda \omega^{2} r q(r)$, where $\lambda$ is a certain constant. For this choice of initial particle rotation we have
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$$
\begin{equation*}
R=\frac{1}{1+\varepsilon}\left[1+\varepsilon \cosh \psi-\frac{\varepsilon}{2} \sinh \psi\left(3-r_{0}^{3} \frac{\nu}{q}\right) \frac{\varepsilon \sinh \psi+\psi}{\varepsilon \cosh \psi+1}\right] \tag{12}
\end{equation*}
$$

Let us assume that the initial particle density distribution is defined as a cloud with a diffuse boundary

$$
\begin{equation*}
\nu(r)=\exp \left(\frac{r^{3}}{a_{0}^{3}}\right) \tag{13}
\end{equation*}
$$

The results of calculating the initial particle density distribution in the cloud using expressions (7), (11) and (12) for $\omega t=4$ in the case $\varepsilon=1.25$ are shown by the solid curve in Fig. 1. The dashed curve gives the self-similar solution (4) for this time and the same value of $\varepsilon$.

The formation of a particle density peak in this example illustrates the resulting limitation of the range of validity of the results, which may arise if the initial assumption that the particle layers move without overtaking is violated as the cloud expands. This is expressed as the condition $R\left(t_{k}, r_{0}\right)$ $=0$ being satisfied at time $t_{k}$ for various initial positions of the layers as a result of which the particle density tends to infinity (so-called gradient catastrophes). ${ }^{8,9}$

A comparatively simple expression for the function $R$ is also obtained when

$$
\frac{r_{0}}{1+\varepsilon} \frac{\partial \varepsilon}{\partial r_{0}}=1-r_{0}^{3} \frac{\nu}{3 q}
$$

This condition is satisfied if

$$
\begin{equation*}
W^{2}\left(r_{0}\right)=r_{0} \omega^{2} q\left(r_{0}\right)(\varepsilon-1), \quad \varepsilon=\mu \frac{r_{0}}{q^{1 / 3}}-1, \tag{14}
\end{equation*}
$$

where $\mu$ is a certain constant.
In this case, we have

$$
\begin{equation*}
R=\frac{\nu r_{0}^{3}}{3 q(1+\varepsilon)}(1+\varepsilon \cosh \psi)+\left(1-\frac{\nu r_{0}^{3}}{3 q}\right) \frac{\varepsilon \cosh \psi+\varepsilon}{\varepsilon \cosh \psi+1} \tag{15}
\end{equation*}
$$

It can be seen from expression (15) that if the condition $3 q(r) \geqslant \nu(r) r^{3}$ is satisfied, the cloud expands without any overtaking. In particular, this inequality is satisfied for an
initial diffuse distribution (13). Thus, in this case the above constraint is not imposed on the time interval during which the analytic expressions can be used.

For large values of the parameter $\sinh \psi \simeq \cosh \psi$, Eqs. (4), (11), (14), and (15) therefore give for the quantities used here

$$
a \simeq a_{0} \omega t \sqrt{\mu} 3^{-1 / 3}, \quad s \simeq \omega t \sqrt{\mu} q^{1 / 3}, \quad R \simeq \frac{\nu}{3 q} s r_{0}^{2}
$$

From this it follows that

$$
n_{0} \frac{\nu r_{0}^{2}}{s^{2} R} \simeq \frac{3 n_{0}}{(\omega t \sqrt{\mu})^{3}} \simeq n_{0} \frac{a_{0}^{3}}{a^{3}},
$$

i.e., with time the details of the initial particle density distribution become insignificant and the cloud expansion process becomes self-similar. Similar behavior of the particle density
should be predicted after overtaking in the example considered above.
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#### Abstract

An analytic solution is obtained for the problem of electron motion in an electron boundary layer along the surface of a conductor in a static electric field. Calculations are made of the longitudinal conductivity near the surface in the limit of weak and strong Coulomb nonideality of the layer electrons. It is shown that under certain conditions the boundary conductivity may greatly exceed the conductivity in the bulk of the conductor. © 1999 American Institute of Physics. [S1063-7842(99)01606-2]


## INTRODUCTION

In Refs. 1 and 2 the present authors investigated the properties of an electron boundary layer which exists near the free surfaces of conductors and semiconductors. Ivlev et al. ${ }^{3}$ also examined the influence of an electron boundary layer on the propagation of rf electromagnetic radiation and the ionization processes of a dense gas near the surface. They showed that the main factor determining the electrophysical properties of the electron boundary layer is the Coulomb nonideality parameter of the electrons $\gamma=e^{2} / 4 \pi \varepsilon_{0}\langle r\rangle \varepsilon_{\text {kin }}$, where $\langle r\rangle$ is the average interelectron distance and $\varepsilon_{\text {kin }}$ is the average kinetic energy of the electrons ( $\sim k T$ for nondegenerate and $\sim \varepsilon_{F}$ for degenerate electrons, respectively).

For small $\gamma(\gamma \ll 1)$ the boundary-layer electrons are similar to an ideal collisionless gas ${ }^{1}$ and the collective processes in the electron boundary layer are described by a collisionless transport equation. In the opposite case, if the electrons form a strongly nonideal system $(\gamma \geqslant 1)$, they are similar to a fluid and equations from the mechanics of continuous media must be used to describe the collective processes. ${ }^{1,2}$

The temperature and concentration of conduction electrons in a conductor or semiconductor (we shall subsequently use the term 'conducting condensed material'"-CCM) can vary fairly widely if this CCM undergoes nonequilibrium heating by pulses of several picoseconds duration or shorter. Then, the lattice temperature remains almost unchanged and the electron temperature may reach several electronvolts. ${ }^{4}$ The electron concentration may vary as a function of the band gap (for semiconductors) between arbitrarily low values and concentrations corresponding to those of a metal. Thus, when a CCM is exposed to pulsed heating, it is possible to have various combinations of the electron nonideality parameter $\gamma$, the Fermi energy $\varepsilon_{F}$, and the temperature $T$ for which CCM and boundary-layer electrons form either a nonideal (degenerate or nondegenerate) or ideal (nondegenerate) Coulomb system. ${ }^{5}$

Note that under certain conditions the longitudinal conductivity near the CCM surface should substantially exceed that in the bulk of the material. This conclusion can be reached a priori, without making accurate calculations, on
the basis of simple qualitative reasoning. Regardless of whether the electron component is an ideal gas or an electron liquid, the main "delaying factor"' for the mass motion of electrons in a CCM are collisions with the crystal lattice. Motion of electrons outside the CCM (along the surface) is either limited by viscous friction forces ( $\gamma \geqslant 1$, electron liquid) which are much greater than the collisional friction forces in a CCM, or it is not limited at all $(\gamma \ll 1$, ideal electron gas). Thus, if the effective time for free (without collisions with the lattice) electron motion above the CCM surface is much greater than the time for free electron drift in the CCM, the electron current at the boundary induced by the application of a longitudinal electric field, should greatly exceed the current in the bulk of the CCM. Consequently, the aim of the proposed study is to analyze the steady-state conductivity near the surface of a CCM for ideal and nonideal electron components.

## CONDUCTIVITY IN THE CASE $\gamma \ll 1$

We shall consider the following problem: a CCM occupies the half-space $z<0$, the electron component of the CCM has the temperature $T$, and forms an ideal Coulomb system. A static electric field $E$ is directed along the surface of the CCM (along the $x$ axis). We need to determine the perturbation of the electron distribution function induced by the field $E$ near the surface and the conductivity of the CCM as a function of $z$.

The distributions of the electron concentration $n$ and the electric potential $\Phi$ of the electron boundary layer in the region $z>0$ have the form ${ }^{6,7}$

$$
\begin{align*}
& \Phi(\xi)=-\frac{k T}{e}[1+2 \ln (1+\xi)], \\
& n(\xi)=\frac{n_{m}}{e}(1+\xi)^{-2} \tag{1}
\end{align*}
$$

where $\xi=z / L, L=2 \sqrt{e} D, D=\sqrt{\varepsilon_{0} k T / 2 e^{2} n_{m}}$ is the Debye length corresponding to the electron concentration in the CCM $n_{m}$, and $e$ is the base of natural logarithms.

In the region $z<0$, the concentration and potential vary considerably more rapidly with increasing distance from the
boundary $\Phi \propto-\exp [-z / D], n \propto \exp [e \Phi / k T]$, and at the distance $\simeq(1.5-2) D$ the electron concentration differs negligibly from $n_{m}$. Consequently, in the following calculations we can assume $\Phi \simeq 0$ and $n \simeq n_{m}$ for $z<0$, and at the point $z=0$ the concentration and potential undergo a jump

$$
\begin{equation*}
\Phi\left(\xi=0_{+}\right)=-\frac{k T}{e}, \quad n\left(\xi=0_{+}\right)=\frac{n_{m}}{e} . \tag{2}
\end{equation*}
$$

Therefore the electron-filled region $z>0$ will subsequently be called the electron boundary layer.

It is impossible to obtain an exact solution of the transport equation in the region $z<0$ which takes into account electron scattering by collisions with the lattice and impurities because of the complex form of the collision integral. Thus, we shall use a simpler linear representation of the collision integral, that is the isotropic $\tau$-approximation. ${ }^{8}$ This approximation sufficiently accurately describes the collisional kinetics of the electrons in a conductor if these are scattered by impurities and interelectron collisions can be neglected. In this case, the steady-state transport equation has the form

$$
\begin{equation*}
v_{z} \frac{\partial f}{\partial z}-\frac{e}{m} E(z) \frac{\partial f}{\partial v_{x}}+\frac{e}{m} \frac{d \Phi}{d z} \frac{\partial f}{\partial v_{z}}=-\nu_{\mathrm{eff}}\left(f-f^{(0)}\right), \tag{3}
\end{equation*}
$$

where $\nu_{\text {eff }}$ is the effective scattering frequency.
Having written the required distribution function in the conventional format

$$
f=f^{(0)}+f^{(1)}, \quad\left|f^{(1)}\right| \ll\left|f^{(0)}\right|
$$

and giving $f^{(1)}$ in the form

$$
f= \begin{cases}f_{+}, & v_{z}>0 \\ f_{-}, & v_{z}<0\end{cases}
$$

we obtain the solution of Eq. (3) (Ref. 9)

$$
\begin{align*}
f_{( \pm)}^{(1)}(z, \mathbf{v})= & \exp [\mp \Lambda(\varepsilon, z)]\left[A_{ \pm}(\varepsilon)\right. \\
& \left. \pm \frac{e}{m} \frac{\partial f^{(0)}}{\partial v_{x}} \int_{z}^{z} \frac{E\left(z^{\prime}\right) \exp \left[ \pm \Lambda\left(\varepsilon, z^{\prime}\right)\right]}{\sqrt{\frac{2}{m}\left[\varepsilon+e \Phi\left(z^{\prime}\right)\right]}} d z^{\prime}\right] \tag{4}
\end{align*}
$$

where

$$
\begin{aligned}
& \Lambda(\varepsilon, z)=\int_{z}^{z} \frac{\nu_{\mathrm{eff}}}{\sqrt{\frac{2}{m}\left[\varepsilon+e \Phi\left(z^{\prime}\right)\right]}} d z^{\prime}, \\
& \varepsilon=\frac{1}{2} m v_{z}^{2}-e \Phi(z) .
\end{aligned}
$$

Here $A_{ \pm}(\varepsilon)$ are the integration functions determined from the boundary conditions of the problem and integration over $z^{\prime}$ is performed along the electron trajectory.

Steady-state collisionless motion of boundary-layer electrons in the region $z>0$ is described by Eq. (3) without the
right-hand side and in consequence, the solution of the transport equation for $z>0$ is given by formula (4) setting $\nu_{\text {eff }}=0$. However, it should be noted that an exact solution of the transport equation ${ }^{10}$ can be obtained in the region $z>0$

$$
\begin{align*}
& f_{ \pm}(z, \mathbf{v})=f_{0}\left(v_{x}+\frac{e}{m} \int_{0}^{\tau} \widetilde{E}\left(\tau^{\prime}, v_{z}\right) d \tau^{\prime}, v_{y}\right. \\
& \left. \pm \sqrt{v_{z}^{2}-\frac{2 e}{m} \Phi}\right) \\
& \tau=\int_{z}^{z} \frac{d z^{\prime}}{\sqrt{v_{z}^{2}+\frac{2 e}{m}\left[\Phi\left(z^{\prime}\right)-\Phi(z)\right]}}=\Psi\left(v_{z}, z\right), \\
& \widetilde{E}\left(\tau, v_{z}\right)=E\left(\Psi^{-1}\left(\tau, v_{z}\right)\right) \tag{5}
\end{align*}
$$

where $f_{0}$ is the equilibrium distribution function in the absence of the fields $E$ and $\Phi$.

We denote by $m$ and $l$ the functions assigned to the regions $z<0$ and $z>0$, respectively. The unperturbed functions $f_{m}^{(0)}$ and $f_{l}^{(0)}$ are Maxwellian distribution functions

$$
f^{(0)}=n(z)\left(\frac{m}{2 \pi k T}\right)^{3 / 2} \exp \left(-\frac{m v^{2}}{2 k T}\right) .
$$

The thickness of the electron boundary layer is fairly small so that we can naturally assume that $E$ does not depend on $z$. This means that the function $f_{m+}^{(1)}$, corresponding to a uniform flux from the depth of the CCM also does not depend on $z$. Consequently, using Eq. (4) we find that $A_{m+}=0 f_{m+}^{(1)}$ has the form

$$
f_{m+}^{(1)}=\frac{e E}{m v_{\mathrm{eff}}} \frac{\partial f^{(0)}}{\partial v_{x}} .
$$

We write the boundary conditions determining the integration functions $A_{m-}(\varepsilon)$ and $A_{l \pm}(\varepsilon)$. Using the condition of continuity of the functions $f_{ \pm}^{(1)}$ for given $\varepsilon$, we obtain

$$
\begin{align*}
& z=0: \quad f_{l \pm}^{(1)}=f_{m \pm}^{(1)}, \\
& z=z^{*}: f_{l+}^{(1)}=f_{l-}^{(1)}, \tag{6}
\end{align*}
$$

where $z^{*}$ is the classical turning point determined from the condition

$$
\begin{equation*}
e \Phi\left(z^{*}\right)=-\varepsilon \tag{7}
\end{equation*}
$$

Using expressions (2), (4), and (6) we derive an expression for $A_{m-}$

$$
\begin{equation*}
A_{m-}=2 \Theta\left(\left|v_{z}\right|-\sqrt{2} v_{e} \frac{e E}{m} \frac{\partial f^{(0)}}{\partial v_{x}} \tau_{0}^{*}\left(\left|v_{z}\right|\right),\right. \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{0}^{*}\left(v_{z}\right)=\int_{0}^{z^{*}} \frac{d z^{\prime}}{\sqrt{v_{z}^{2}+\frac{2 e}{m} \Phi\left(z^{\prime}\right)}} \tag{9}
\end{equation*}
$$

is the time for electron motion in the field $\Phi$ from the surface $z=0_{+}$to the turning point $z=z^{*}, \Theta(x)$ is the Heaviside step function, and $v_{e}=\sqrt{k T / m}$ is the electron thermal velocity.

Substituting the expressions obtained for $A_{ \pm}$into Eq. (4) we determine the final form of the distribution function in the CCM
$f_{m+}^{(1)}=\frac{e E}{m \nu_{\text {eff }}} \frac{\partial f^{(0)}}{\partial v_{x},}$
$f_{m-}^{(1)}=\frac{e E}{m \nu_{\text {eff }}} \frac{\partial f^{(0)}}{\partial v_{x}}$

$$
\begin{equation*}
\times\left[1+2 \nu_{\mathrm{eff}} \Theta\left(\left|v_{z}\right|-\sqrt{2} v_{e}\right) \tau_{0}^{*}\left(\left|v_{z}\right|\right) \exp \left(\frac{\nu_{\mathrm{eff}}}{\left|v_{z}\right|} z\right)\right] \tag{10}
\end{equation*}
$$

The physical meaning of the expression obtained for $f_{m-}^{(1)}$ is quite obvious. Only those electrons whose velocity in the $z$ direction exceeds the threshold value $\sqrt{-2 e \Phi\left(0_{+}\right) / m}$ $=\sqrt{2} v_{e}$ leave the CCM. An electron leaving the CCM migrates in the field $\Phi$ to the right as far as the turning point $z^{*}$, reaching it within the time $\tau_{0}^{*}\left(v_{z}\right)$. Hence, by the time the electron returns to the CCM, it has acquired the additional momentum $2 e E \tau_{0}^{*}\left(v_{z}\right)$ in the direction of the $z$ axis.

We now use formula (10) to calculate the conductivity of the CCM $\sigma_{m}$ as a function of the depth $z<0$ measured from the surface. Using the relation between the current $j$ and the conductivity $\sigma$

$$
j_{x}(z)=\sigma_{m}(z) E=-e \int v_{x} f_{m}^{(1)} d \mathbf{v}
$$

and also representing the function $f_{m}^{(1)}$ as the combination $f_{m \pm}^{(1)}$, we obtain

$$
\begin{equation*}
\sigma_{m}(z)=\sigma_{m}^{0}\left[1-\frac{\nu_{\text {eff }}}{n_{m}} \int_{v_{z}>\sqrt{2} v_{e}} v_{x} \tau_{0}^{*}\left(v_{z}\right) \frac{\partial f^{(0)}}{\partial v_{x}} \exp \left(\frac{\nu_{\text {eff }}}{v_{z}} z\right) d \mathbf{v}\right] \tag{11}
\end{equation*}
$$

Here $\sigma_{m}^{0}$ is the conductivity in the bulk of the CCM. Integrating Eq. (11) over the velocities $v_{x}$ and $v_{y}$ and transforming the integral (9) using Eq. (1), we obtain the final expression for the conductivity

$$
\begin{align*}
\frac{\sigma_{m}(z)}{\sigma_{m}^{0}}= & 1+\frac{1}{\sqrt{e}} \frac{\nu_{\text {eff }}}{\omega_{p}} \\
& \times \int_{0}^{\infty} \operatorname{erf} w \exp \left(-w^{2}+\frac{\nu_{\mathrm{eff}} z}{2 v_{e} \sqrt{w^{2}+1 / 2}}\right) \\
& \times \frac{w}{\sqrt{w^{2}+1 / 2}} d w \tag{12}
\end{align*}
$$

where erf $w$ is the error function

$$
\operatorname{erf} w=\frac{2}{\sqrt{\pi}} \int_{0}^{w} e^{-\zeta} d \zeta
$$

$\omega_{p}=\sqrt{e^{2} n_{m} / m \varepsilon_{0}}$ is the plasma frequency of the CCM electrons.

It follows from formula (12) that the boundary conductivity is directly proportional to the effective electron scattering frequency in the CCM and inversely proportional to the plasma frequency corresponding to the concentration of con-


FIG. 1. Steady-state electrical conductivity of conducting condensed material as a function of distance from its surface.
duction electrons. Thus, the increase in the boundary conductivity should be greater, the lower the electron mobility in the CCM and the lower their concentration. The frequency $\nu_{\text {eff }}$ determined by scattering at impurities may reach $\nu_{\mathrm{eff}} \sim 10^{16} \mathrm{~s}^{-1}$. If the CCM is a semiconductor with the band gap $\Delta E \simeq 3-4 \mathrm{eV}$, whose electron component undergoes pulsed heating to the temperature $T \simeq 0.3-1 \mathrm{eV}$, the concentration $n_{m}$ may vary in the range $n_{m} \sim 3 \times 10^{25}-3 \times 10^{26} \mathrm{~m}^{-3}$, which corresponds to the plasma frequency $\omega_{p} \sim\left(10^{14}-\right.$ $\left.10^{15}\right) \mathrm{s}^{-1}$. Figure 1 gives the dimensionless conductivity $\sigma_{m}(z) / \sigma_{m}^{0}$ plotted as a function of the dimensionless coordinate $\nu_{\text {eff }} z / v_{e}$, obtained using formula (12). The parameter $\nu_{\text {eff }} / \omega_{p}$ is taken to be 100 . The boundary value of the dimensionless conductivity $\sigma_{m}(0) / \sigma_{m}^{0}$ is

$$
\begin{aligned}
\frac{\sigma_{m}(0)}{\sigma_{m}^{0}} & =1+\frac{1}{2 \sqrt{\pi e}} \frac{\nu_{\mathrm{eff}}}{\omega_{p}} \int_{0}^{\infty} \frac{e^{-r} d r}{\sqrt{r^{2}+1}\left(r^{2}+1 / 2\right)} \\
& \simeq 1+0.18 \frac{\nu_{\mathrm{eff}}}{\omega_{p}}
\end{aligned}
$$

## CONDUCTIVITY IN THE CASE $\gamma>1$

We shall now consider a variant where the electron component in the CCM forms a nonideal system i.e., is similar to a liquid. In the CCM (regardless of the degree of nonideality), the conductivity is determined by electron collisions with the lattice because the forces produced by these collisions are always much greater than the viscous friction forces. ${ }^{11}$ Under these conditions no $f_{+}$and $f_{-}$discontinuities occur in the electron liquid because of strong interparticle interaction at the boundary $z=0$. Consequently for $\gamma \geqslant 1$ the conductivity of the CCM in the region $z \leqslant 0$ differs negligibly from $\sigma_{m}^{0}$.

Unlike an electron gas, in the electron liquid of an electron boundary layer filling the region $z>0$ there is a mechanism for internal dissipation of energy caused by the viscous friction forces: the force $\mathbf{f}_{\text {visc }} \simeq(m n)^{-1} \eta \nabla^{2} \mathbf{u}$ acts on an electron, causing the energy acquired in the field $E$ to be dissipated. Consequently, the viscous friction forces determine the unique characteristic of a boundary layer of nonideal electrons: the conductivity therein is determined by the electron viscosity. ${ }^{1}$ For this reason, the formulation of the problem in this particular case of a nonideal electron component will differ from the formulation in the limit $\gamma \ll 1$ in that the
conductivity will be determined in that part of the electron boundary layer near the surface where the electrons form a nonideal Coulomb system.

No analytic expressions are available to describe the distribution of the concentration of nonideal nondegenerate electrons. The distribution of nonideal degenerate electrons obtained by the density functional method ${ }^{12}$ in the limit $T=0$ has the form of a power dependence $n \propto\left(z / L_{T F}\right)^{-6}$ near the surface and an exponential asymptotic curve for large $z$ ( $L_{\mathrm{TF}}$ is the Thomas-Fermi radius). However, at fairly high temperatures the electrons rapidly become nondegenerate as the density decreases with increasing $z$. Thus, for the calculations we shall use the approximate power dependence ${ }^{1}$

$$
\begin{equation*}
n(z) \simeq n_{0}\left(n_{m}\right)\left(1+\frac{z}{L_{h}}\right)^{-h} \tag{13}
\end{equation*}
$$

where $L_{h}$ and $h$ are the effective spatial scale and the exponent which depend on $n_{m}$ and vary in the ranges $L_{T F} \leqslant L_{h}$ $\leqslant L$, and $6 \geqslant h \geqslant 2$.

Far from the surface of the CCM the dependence (13) yields the distribution of an ideal electron gas (with the exponent $h=2$ ).

We shall use the equation for the moments of the distribution function ${ }^{13}$ to describe the electron motion in the electron boundary layer. The equation for the first moment (equation of continuity) is satisfied identically since the motion takes place along the $x$ axis. The steady-state equation for the second moment has the form

$$
\begin{equation*}
e n(z) E+\frac{d \pi_{x z}}{d z}=0, \tag{14}
\end{equation*}
$$

where $\pi_{x z}$ is the $x z$ component of the stress tensor expressed in terms of the distribution function

$$
\begin{equation*}
\pi_{x z}=m \int\left(v_{x}-u_{x}\right) v_{z} f(\mathbf{v}) d \mathbf{v} \tag{15}
\end{equation*}
$$

$u_{x}$ is mass velocity of the electrons along the surface.
In the region of the electron boundary layer filled with the electron liquid $\pi_{x z}$ has the form

$$
\begin{equation*}
\pi_{x z}=-\eta \frac{d u_{x}}{d z} \tag{16}
\end{equation*}
$$

where $\eta$ is the coefficient of viscosity of the electron liquid.
The dependence of $\eta$ on $n$ was obtained using a molecular dynamics method ${ }^{1,14}$

$$
\begin{equation*}
\eta(n)=\eta_{g}\left[1+\beta\left(\frac{n}{n_{b}}\right)^{\alpha}\right], \tag{17}
\end{equation*}
$$

where $\eta_{g}$ is the viscosity of the electron gas, which does not depend on $n, n_{b}$ is the concentration determined from the condition $\gamma\left(n_{b}\right) \simeq 1$, and $\alpha$ and $\beta$ are fitting parameters which vary between zero and unity.

Thus, if the CCM electrons form a strongly nonideal Coulomb system, the electron boundary layer near the surface is a layer of electron liquid with the concentration distribution (13). The motion of the liquid in the field $E$ is described by Eq. (14) together with Eq. (16). On reaching an
arbitrary boundary $z_{b}$ (the point where $n \simeq n_{b}$ ), the liquid is converted to an ideal electron gas filling the region $z \geqslant z_{b}$ and distributed according to the law

$$
\begin{equation*}
n(z) \simeq n_{b}\left(1+\frac{z-z_{b}}{L_{b}}\right)^{-2} \tag{18}
\end{equation*}
$$

where $L_{b}=2 D\left(n_{b}\right)$.
The electron motion for $z \geqslant z_{b}$ is described using Eq. (14) with the tensor component (15).

The coordinate $z_{b}$ is selected so that for any $0<z \leqslant z_{b}$ the hydrodynamic approximation describes the behavior of the electron liquid sufficiently accurately. We shall integrate Eq. (14) over $z$ between $z=z_{b}$ and $z=\infty$. Taking into account Eqs. (16) and (18), we obtain

$$
\begin{equation*}
e E L_{b} n_{b}+\pi_{x z}(\infty)+\left.\eta\left(z_{b}\right) \frac{d u_{x}}{d z}\right|_{z_{b}}=0 . \tag{19}
\end{equation*}
$$

We show that $\pi_{x z}(\infty)=0$ for which we calculate $\pi_{x z}(z)$ for $z>z_{b}$. The electron gas in this region is ideal and collisionless so that we can use the solution of the collisionless transport equation (15). In accordance with Eq. (5) the electron distribution function $f$ at point $z$ has the form

$$
f(z, \mathbf{v})= \begin{cases}f^{(0)}\left(z, v_{x}-u_{x}+\delta u_{x}, v_{y}, v_{z}\right), & v_{z}>0  \tag{20}\\ f^{(0)}\left(z, v_{x}-u_{x}-\delta u_{x}, v_{y}, v_{z}\right), & v_{z}<0\end{cases}
$$

where $f^{(0)}$ is a Maxwellian distribution function, and $u_{x}$ and $\delta u_{x}$ are given by

$$
\begin{align*}
& u_{x}=u_{x}\left(z_{b}\right)+\frac{e E}{m} \int_{z_{b}}^{z^{*}} \frac{d z^{\prime}}{\sqrt{v_{z}^{2}+\frac{2 e}{m}\left[\Phi\left(z^{\prime}\right)-\Phi(z)\right]}} \\
& \delta u_{x}=\frac{e E}{m} \int_{z}^{z^{*}} \frac{d z^{\prime}}{\sqrt{v_{z}^{2}+\frac{2 e}{m}\left[\Phi\left(z^{\prime}\right)-\Phi(z)\right]}} \tag{21}
\end{align*}
$$

where $u_{x}\left(z_{b}\right)$ is the mass velocity at the boundary $z_{b}$.
The turning point $z^{*}$ is determined from the condition

$$
e \Phi\left(z^{*}\right)=e \Phi(z)-\frac{1}{2} m v_{z}^{2} .
$$

Substituting Eqs. (20) and (21) into Eq. (15), we obtain the required expression for $\pi_{x z}$ after various transformations

$$
\begin{align*}
\pi_{x z}(z) & =4 \sqrt{2} n(z) v_{e} \frac{e E}{\omega_{p}(z)} \int_{0}^{\infty} w \operatorname{erf} w e^{-\omega} d w \\
& =e E L_{b} \sqrt{n_{b} n(z)} \tag{22}
\end{align*}
$$

where $n(z)$ corresponds to Eq. (18).
Thus, we find $\pi_{x z}(z) \rightarrow 0$ for $z \rightarrow \infty$ and Eq. (19) has the form

$$
\begin{equation*}
\left.\eta\left(z_{b}\right) \frac{d u_{x}}{d z}\right|_{z_{b}}=-e E L_{b} n_{b} \tag{23}
\end{equation*}
$$

Expression (23) must be taken to be a boundary condition imposed at the point $z_{b}$ on the flow of electron liquid. The second quite obvious condition

$$
\begin{equation*}
\left.\left[u_{x}\right]\right|_{z=0}=0 \tag{24}
\end{equation*}
$$

is set at the boundary of the CCM and requires continuity of the longitudinal velocity $u_{x}$. The equation describing the flow in the region $0 \leqslant z \leqslant z_{b}$, after substituting Eqs. (13), (16), and (17) into Eq. (14) has the form

$$
\begin{equation*}
\frac{d}{d \xi}\left[\left(1+\beta \tilde{n}^{\alpha}(1+\xi)^{-\alpha h}\right) \frac{d u}{d \xi}\right]=\frac{e n_{0} L_{h}^{2} E}{\eta_{g}}(1+\xi)^{-h} \tag{25}
\end{equation*}
$$

where $\xi=z / L_{h}, \xi_{b}=z_{b} / L_{h}, \tilde{n}=n_{0} / n_{b}=\gamma^{3}\left(n_{m}\right)$ (the symbol $x$ is omitted here and subsequently).

Integrating Eq. (25) allowing for the boundary conditions (23) and (24) and using the relation $\sigma E=-e n u$, we obtain the following expression for the conductivity of the electron boundary layer:

$$
\begin{align*}
\frac{\sigma(\xi)}{\sigma_{m}^{0}}= & \frac{n_{0}}{n_{m}}(1+\xi)^{-h}\left[1+\frac{e^{2} n_{0}^{2} L_{h}^{2}}{\eta_{g} \sigma_{m}^{0}(h-1)}\right. \\
& \times \int_{0}^{\xi\left(1+\xi^{\prime}\right)^{1-h}-\tilde{n}^{-1}\left(L_{b} / L_{h}\right)}  \tag{26}\\
1+\beta \tilde{n}^{\alpha}\left(1+\xi^{\prime}\right)^{-\alpha h} & \left.\xi^{\prime}\right]
\end{align*}
$$

The integral in Eq. (26) may be expressed in terms of incomplete beta functions but it is somewhat inconvenient to use the expression obtained for the following analysis so that we shall use the following reasoning. For large $\gamma\left(n_{m}\right)$ the parameter $\tilde{n}$ is large and thus the one in the denominator of the integral (26) can be neglected as far as the limit $\xi_{b}$, at which $\tilde{n}^{\alpha}(1+\xi)^{-\alpha h} \simeq 1$. For the same reasons we can neglect the second term in the numerator of the integrand. As a result of integrating, we obtain the final expression for the dimensionless conductivity

$$
\begin{align*}
\frac{\sigma(\xi)}{\sigma_{m}^{0}}= & \frac{n_{0}}{n_{m}}(1+\xi)^{-h}\left[1+\frac{\beta^{-1} \tilde{n}^{-\alpha} \Theta}{(h-1)(2-(1-\alpha) h)}\right. \\
& \left.\times\left[(1+\xi)^{2-(1-\alpha) h}-1\right]\right] . \tag{27}
\end{align*}
$$

where the following notation is introduced

$$
\Theta=\frac{e^{2} n_{0}^{2} L_{h}^{2}}{\eta_{g} \sigma_{m}^{0}}
$$

When solving Eq. (25), we assumed that the temperature of the electron liquid does not vary along the $\xi$ coordinate. Such an assumption is quite justified if the electron thermal velocity in the electron boundary layer far exceeds their mass velocity. In fact, if we use the solution obtained (27), it follows from the steady-state heat conduction equation

$$
\kappa \frac{d^{2} T}{d z^{2}}+\sigma E^{2}=0
$$



FIG. 2. Steady-state electrical conductivity of electron boundary layer as a function of distance from conductor surface $\beta^{1} \tilde{n}^{-\alpha} \Theta: 1,2-100,3-0.1$, and $4-1 ; h=1.2(1), 2(2,4)$, and $1.2(3)$.
(where $\kappa \sim v_{e}\langle r\rangle$ is the thermal diffusivity) that the characteristic scale of temperature variation is $l_{T} \sim\left(v_{e} /|u|\right)\langle r\rangle$ $\gg L_{h}$, i.e., in the weak perturbation approximation the temperature can be considered to be uniform.

We shall examine how the solution (27) varies as a function of the parameters of the problem. If $\Theta>\beta \tilde{n}^{\alpha} h(h-1)$ and $h<2 /(2-\alpha)$, the conductivity of the electron boundary layer increases monotonically with increasing distance from the CCM boundary; if the opposite inequalities are satisfied, the conductivity decreases monotonically. If $\Theta>\beta \tilde{n}^{\alpha} h(h$ $-1)$ and $h>2 /(2-\alpha)$, the conductivity initially increases and then, after reaching a maximum, begins to decrease. If the opposite inequalities are satisfied, the conductivity initially decreases and then begins to increase. An extreme value of the conductivity is achieved at the point

$$
\xi_{e x}=\left[\frac{\Theta-\beta \tilde{n}^{\alpha}(h-1)[2-(1-\alpha) h]}{\Theta[(2-\alpha) h-2]} h\right]^{\frac{1}{2-(1-\alpha) h}}-1 .
$$

Figure 2 gives the results of calculations made using formula (27) which illustrate this behavior of the curve $\sigma=\sigma(\xi)$ (the parameter is $\alpha=0.5, n_{0} / n_{m}=1 / e$ ). Since $\alpha$ varies as a function of $\gamma\left(n_{m}\right)$ between zero and one, and $h \geqslant 2$, in practice only those cases corresponding to curves 2 and 4 can be achieved.

## CONCLUSIONS

We therefore draw the following conclusions on the basis of these results. When an ideal $(\gamma \ll 1)$ electron component in a semiconductor is heated under nonequilibrium to temperatures $T \geqslant 0.3 \mathrm{eV}$ for times $t \leqslant 10^{-11} \mathrm{~s}$, the electron conductivity of a CCM boundary layer of thickness of the order of $v_{e} / \nu_{\text {eff }}$ may far exceed the conductivity in the bulk of the heated sample. This effect can be achieved if $\nu_{\text {eff }}$ is determined by scattering at impurities and its value is of the order $\nu_{\text {eff }} \sim 10^{15}-10^{16} \mathrm{~s}^{-1}$.

If the CCM electrons form a highly nonideal Coulomb system, the conductivity of the electron boundary layer near the CCM boundary may far exceed the conductivity $\sigma_{m}^{0}$. As in the case of an ideal electron component, this situation may be achieved if the electron mobility in the CCM is fairly low ( $\Theta \propto \nu_{\text {eff }}$ ).

This effect can be used to achieve efficient heating of CCM boundary layers several angstrom thick by applying a static electric field along its surface. As $\nu_{\text {eff }}$ increases, this effect should become stronger not only as a result an increase in the boundary conductivity but also because the thermal conductivity of the CCM is proportional to $\nu_{\text {eff }}^{-1}$ and in this case the transfer of heat to the bulk of the CCM will be slowed.
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# Methods of calculating the band structure and low-energy secondary electron spectroscopy of iridium 
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A theoretical interpretation is put forward for the fine structure of the secondary electron emission spectra of Ir normal to the (111) surface and the total current spectrum of an Ir polycrystal. The calculations took into account the energy dependence of the broadening of the energy band levels, the electron-electron and electron-plasmon contributions to the nonequilibrium electron distribution function, and the isotropic component of the current from the electrons scattered at the surface. It is shown that the fine structure of the secondary electron emission spectrum and the total current spectrum is mainly attributable to the electron structure of the final states into which the electrons enter or from which they are emitted so that the characteristics of the band configuration in the energy band structure can be reconstructed directly from the experimental data. This method can be used to separate bulk effects from surface effects in the secondary electron emission and total current spectra. It is confirmed that the fine structure of the secondary electron emission and total current spectra depends on the geometric structure and the degree of ordering of the crystals. A reduction in the intensity of the fine structure serves as a measure of the defect structure in the surface region of the sample which can be successfully used to monitor the surface state during treatment. © 1999 American Institute of Physics. [S1063-7842(99)01706-7]

Low-energy secondary emission spectroscopy based on studying the effects accompanying the interaction between a flux of slow primary electrons $I_{p}$ (of energy $E_{p} \leqslant 1 \mathrm{keV}$ ) and a crystal surface includes two methods: ${ }^{1,2}$ a differential and an integral method. The first method gives the energy distribution curve of the secondary electrons outside the crystal or the secondary electron emission (SEE) spectrum, while the second method gives the curve of the integral (or total) secondary electron current in the sample or the total current spectrum. As well as conventional applications in analyzing elementary excitations and the surface states of solids, both methods are now being used to monitor surface purity and in the technology used to fabricate electrode materials.

The fundamental fine-structure characteristics of the SEE and total current spectrum are mainly attributable to the bulk band structure of the crystal. ${ }^{3,4}$ The emission of secondary electrons has been investigated experimentally by many authors, in most cases using polycrystals. Single-crystal targets have been used in comparatively few studies. A fine structure against the background of a cascade maximum in the SEE spectrum was observed for example in the secondary electron energy distribution for Ir (Ref. 5), Ag (Ref. 6), Si (Ref. 7), Pt (Ref. 8), W (Refs. 3 and 9), and Cu (Ref. 10) single crystals. Theoretical analysis of the SEE spectra proved extremely difficult because of the need to allow for a wide range of processes accompanying the interaction between the primary electron flux and the crystal. The theories of secondary electron emission from metals (see, for instance, Refs. 11-14), mostly based on the Sommerfeld model, mainly differ in respect of the method of approximat-
ing the cascade processes for different surface models. Moreover, formulas having the form: $J(E) \sim \varkappa(E)\left(E+E_{i}\right)^{-s}$ have been obtained for the energy distribution of the secondary electrons (cascade maximum), where $\chi(E)$ is the coefficient of transmission of the crystal-vacuum barrier for the secondary electrons and the second cofactor is proportional to the number of secondary electrons of energy $E$ or the distribution function of nonequilibrium secondary electrons $f(E)$. The parameters $s$ and $E_{i}$ differ in different theories. In Ref. 11, for example, we find $s \approx 2$ and $E_{i}$ is the energy difference between the vacuum level $E_{\mathrm{vac}}$ and the bottom of the conduction band. In practice, $E_{i}$ is replaced by a fitting value. ${ }^{6}$ The experimentally observed fine structure of the SEE spectrum cannot be explained by theories using the free electron model neglecting the influence of the band structure. Calculations of the SEE spectrum made by Christensen and Willis ${ }^{3}$ showed that the fine structure is related to the bulk density of states $\rho(E)$; in this case, neglecting the broadening of the energy levels, the authors only analyzed the position of the lines in the spectrum, not their shape and intensity. Kleinherbers et al. ${ }^{10}$ proposed an interpretation of the fine structure of the SEE spectrum based on the theory of low-energy electron diffraction. The results of this study differ from those of Ref. 3, although they satisfactorily describe the fine structure of the experimental curves. Artamonov et al. ${ }^{15}$ and Korablev et al. ${ }^{16}$ showed that the fine structure of the SEE spectrum is determined by the energy dispersion of the high electronic states (higher than $E_{\text {vac }}$ ) and reflects the band boundaries in the dispersion law of electrons moving in the direction of recording.

Comparatively few studies (see for example, Refs. 2, 4, 17, and 18) have been made of the total current spectrum, i.e., the derivative with respect to $E_{p}$ of the total current in the sample circuit $I=I_{p}-I_{s}$ (where $I_{s}$ is the current of electrons leaving the sample) provided that the secondary electrons are completely removed. The results of these studies indicate that the fine structure of the total current spectrum is strongly related to the fundamental properties of the material. In accordance with Ref. 2, in the energy range up to 100 eV electron-electron $(e-e)$ scattering predominates with the excitation of interband transitions and the main structures in the total current spectrum reflect the $\rho(E)$ characteristics. Calculations made in Ref. 18 using the dynamic theory of low-energy electron diffraction confirm that the fine structure of the total current spectrum is related to the bulk band structure.

The aim of the present study is the investigate and interpret the fine structure of the SEE and total current spectrum of iridium in terms of the bulk band structure and to develop a method of analyzing the experimental results to obtain the maximum information on the electron dispersion law above $E_{\text {vac }}$. As previously (see, for example, Refs. 7, 9, 19, and 20), for our calculations of the SEE and total current spectrum we considered the scattering of electrons having a given momentum on a crystal where the scattering probability is proportional to the number of final states at a given level $E$ with a given direction of quasimomentum $\Omega$. Allowance was made for energy dependence of the broadening of the energy band levels $\hbar \Gamma(E)-\hbar / \tau(E)$, the electron-electron and electron-plasmon contributions to $f(E)$, and the isotropic component of the current from the electrons scattered at the surface.

This work is based on the real band structure $E_{n \mathbf{k}}$ and $\rho(E)$ of iridium; $E_{n \mathbf{k}}$ appears in the calculations of the spectra in terms of $N(E, \boldsymbol{\Omega})$ (Fig. 1a), this being the number of energy bands in the direction $\Omega$ for which the equality $E=E_{n \mathbf{k}}$ is satisfied. The structure of the iridium energy bands (like that of other $5 d$ transition metals) obtained by various authors using different methods generally differs in the energy range above the Fermi level $E_{F}$. The bulk band structure of iridium was calculated by Nemoshkalenko et al. ${ }^{21}$ using the relativistic generalization of the connected plane wave method, by Ray et al. ${ }^{22}$ using a relativistic Korringa-Kohn-Rostoker method, and by Noffke and Fritsche ${ }^{23}$ using the self-consistent method of relativistic linear muffin-tin orbitals. In this last study the energy bands obtained over a wide energy range agree with the experimental values of the photoemission spectra with angular resolution. ${ }^{24}$

Figure 1b gives results of calculating the SEE spectra along the normal to the Ir (111) surface using bulk band structure given by various authors. The background current component - a structureless cascade maximum (peak $A$ ), was taken into account by adding the constant $C$ to $N(E, \boldsymbol{\Omega})$, when the energy structure of the surface region is described by the model of an almost free electron gas. The following values of the parameters were used in the calculations of $J(E, \boldsymbol{\Omega}): C=4$ (gives a cascade maximum whose profile and width are similar to those observed experimentally);


FIG. 1. a - number of electron dispersion law branches for iridium $\left(L_{6^{+}}\right.$, $L_{6^{-}}, \Gamma_{6^{-}}, \Gamma_{7^{-}}, \Gamma_{8^{-}}$are its symmetry points), intersecting the level $E$ in the (111) direction; b - secondary electron emission spectrum along the normal to the (111) surface: 1 - experiment from Ref. 5 for $E_{p}=40 \mathrm{eV} ; 2$ theory based on band structure calculations for $E_{\mathrm{pl}} \approx 0.96 \mathrm{eV} ; 3-5$ - theory based on band structure calculations from Refs. 23, 21, and 22, respectively for $E_{\mathrm{pl}} \approx 0.27 \mathrm{eV}$; energy $E$ measured from $E_{\text {vac }}$; the curves are arbitrarily spaced along the ordinate. The vertical dashed lines $A-D$ indicate the main characteristics of the experimental secondary electron emission spectrum.
$E_{\mathrm{vac}}=E_{F}+e \varphi$, where $E_{F}=10.8 \mathrm{eV}$ and $e \varphi=5.8 \mathrm{eV}$. The excited-state lifetime $\tau(E)$ was determined from Ref. 25: $\hbar / \tau(E)=E_{\mathrm{pl}}\left(E / E_{F}-1\right)^{2}$, where $E_{\mathrm{pl}}$ is the screening parameter, and the coefficient $\varkappa(E)$ for one-dimensional motion is taken from Ref. 26. The filling function of the states $f(E)$, corresponding to multiple electron-electron scattering is obtained for $E-E_{F} \ll E_{p}$ by solving the transport equation using a statistical model of electron-electron scattering. ${ }^{27}$ The decay of plasmons generated by primary electrons and also by excited electrons in a solid makes its own contribution to $f(E)$ which is obtained from the energy conservation law if the dispersion of the plasmons is neglected.

The best agreement with the fine structure (peaks $B, C$, and $D$ ) in the experimental spectrum (curve $l$ ) is observed for curve 3 where the broadening parameter $E_{\mathrm{pl}}$ which depends on the concentration of $s$ - and $d$ electrons in the electron shell of the atom, was fitted rather than calculated from the general theory of metals (as for curve 2). This is because


FIG. 2. Total current spectrum of iridium: 1 - experiment for a polycrystal (from Ref. 17); 2-4 - theory for the (111), (110), and (100) faces, respectively for $E_{\mathrm{pl}} \approx 0.96 \mathrm{eV}$. The energy $E$ is measured from $E_{\mathrm{vac}}$. The curves are arbitrarily separated along the ordinate. The arrows $a-g$ indicate the main features of the experimental total current spectrum.
$\tau(E)$, which is responsible for the broadening of the peaks and was used in the calculations, was obtained near the Fermi surface in Ref. 25 and not in the region of higher excited states. The position and intensity of the fine-structure peaks $C$ and $D$ on curve 4 differ substantially from similar characteristics of the experimental spectrum because of the approximate nature of the band calculations ${ }^{21}$ in the connected plane wave method for $E \geqslant 15 \mathrm{eV}$ higher than $E_{F}$. On the basis of the band structure calculations ${ }^{22}$ using the Korringa-Kohn-Rostoker method no fine structure could be identified in the experimental spectrum (curve 5).

As a result, the total current spectrum was calculated using the bulk band structure ${ }^{23}$ and the broadening parameter $E_{\mathrm{pl}}$ was calculated from the general theory of metals which
did not influence the fine-structure characteristics of the derivative of the total current. The results of the calculations of $d I(E, \boldsymbol{\Omega}) / d E$ (Fig. 2, curves 2-4) demonstrate (as in Ref. 28 for Pt ) the contribution of the various crystallographic planes to the total current spectrum of the polycrystalline sample (curve 1 ).

To sum up, these methods can be used to determine experimentally the boundaries of the energy bands $N(E, \boldsymbol{\Omega})$ in the energy range above $E_{\text {vac }}$, supplementing the photoemission spectral data.

This work was supported by the Ukraine State Fund for Fundamental Research.
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The dependence of the current on emitter size is obtained for a high-current planar diode with a discrete emitting surface. It is shown that if the distance between the emitters appreciably exceeds their size, the dependence of the current on the ratio of the emitter size to the diode gap is a power dependence with an exponent of $3 / 2$. The voltage dependence of the current obeys the "three-halves" law up to higher voltages than that for a planar diode with a homogeneous emitting surface. © 1999 American Institute of Physics. [S1063-7842(99)01806-1]

## INTRODUCTION

Planar vacuum diodes with explosive emission cathodes ${ }^{1}$ are used to form high-current relativistic electron beams with large cross sections (tens and hundreds of square centimeters). These beams are widely used in high-power, virtualcathode, microwave pulse generators to generate x-ray pulses and also for technological applications.

In many applications, especially for the generation of microwave radiation, an important condition is that the beam current and electron energy should remain constant during the pulse, whose duration is usually a few or tens of nanoseconds. In addition, for high-current planar diodes the impedance typically decreases with time. ${ }^{2}$ This leads to an increase in current and, as a result of a mismatch between the diode and the pulse source, causes a drop in the diode voltage and the electron energy of the beam (Fig. 1).

The variation of the diode impedance with time is caused by the evolution of the emitting surface at the cathode. One reason for this is the expansion of the cathode explosive emission plasma. Initially, the emitting surface is a set of isolated plasma formations or emission centers. With time the size of the centers increases, leading to an increase in the current extracted from them. For metal and graphite cathodes, the characteristic plasma expansion velocity is $v_{\mathrm{pl}} \sim 2 \times 10^{6} \mathrm{~cm} / \mathrm{s}$ (Ref. 3). The mechanism responsible for


FIG. 1. Typical time dependence of current and voltage in the planar diode of the SINUS-700 high-current, pulse-periodic, electron accelerator using a metal-insulator cathode.
this expansion is studied in the present paper. Another reason for the evolution of the emitting surface is the change in the number of emission centers with time, whose influence is not considered here.

In the present study we investigate the current in a diode with planar electrodes as a function of the size of the emission centers (subsequently called emitters). The solution of this problem is not only of independent interest but is also required to take into account the discreteness of the emitting surface in high-current diodes with cathodes having more complex configurations.

## SIMILARITY RELATIONS FOR THE ELECTRON CURRENT IN A DIODE

We shall analyze a steady-state electron flux in a diode of arbitrary configuration having an emitter of unbounded emitting capacity at the cathode. We shall assume that the initial velocity of the emitted electrons is zero. We shall postulate that the particle motion in the gap is nonrelativistic $\Gamma-1 \ll 1$, where $\Gamma=1+e U / m c^{2}$, and $U$ is the diode voltage. We shall assume that no external magnetic field exists and we shall neglect the influence of the self-induced magnetic field on the electron motion. For simplicity, we suppose that the electron beam can be described by the single-flow hydrodynamic model. The parameters of the system, i.e., the electron velocity $\mathbf{v}$, the charge density $\rho$, and the electric field potential $\varphi$ are then related by the system of equations

$$
(\mathbf{v} \nabla) \mathbf{v}=-\frac{e}{m} \nabla \varphi, \quad \Delta \varphi=-4 \pi \rho, \quad \operatorname{div}(\rho \mathbf{v})=0
$$

with the boundary conditions at the cathode $\left.\mathbf{v}\right|_{c}=0,\left.\varphi\right|_{c}=0$, $\left.\nabla_{t} \varphi\right|_{c}=0$ (at the nonemitting surface), $\left.\nabla \varphi\right|_{\mathrm{em}}=0$ (at the emitting surface) and at the anode $\left.\varphi\right|_{a}=\varphi_{0}=U$ (where $U$ is the diode voltage), $\left.\nabla_{t} \varphi\right|_{a}=0$ (the subscript $t$ denotes the component tangential to the surface).

Denoting by $L$ the characteristic linear dimension of the system, we introduce the dimensionless variables and the differential operators $\tilde{\mathbf{r}}=\mathbf{r} / L, \tilde{\mathbf{v}}=\mathbf{v}\left(e \varphi_{0} / m\right)^{-1 / 2}, \tilde{\varphi}=\varphi / \varphi_{0}$, $\tilde{\rho}=\rho L^{2} / \varphi_{0}, \widetilde{\nabla}=L \nabla, \widetilde{\Delta}=L^{2} \Delta$. In the new notation the system of equations and the boundary conditions have the form

$$
\begin{equation*}
(\tilde{\mathbf{v}} \tilde{\nabla}) \tilde{\mathbf{v}}=-\tilde{\nabla} \tilde{\varphi}, \quad \tilde{\Delta} \tilde{\varphi}=-4 \pi \tilde{\rho}, \quad \operatorname{div}(\tilde{\rho} \tilde{\mathbf{v}})=0 \tag{1}
\end{equation*}
$$

$\left.\widetilde{\mathbf{v}}\right|_{c}=0,\left.\tilde{\varphi}\right|_{c}=0,\left.\tilde{\nabla}_{t} \tilde{\varphi}\right|_{c}=0,\left.\tilde{\nabla} \tilde{\varphi}\right|_{\mathrm{em}}=0,\left.\tilde{\varphi}\right|_{a}=1,\left.\tilde{\nabla}_{t} \tilde{\varphi}\right|_{a}=0$.
The boundary conditions no longer contain $\varphi_{0}$. Consequently, the functions $\tilde{\mathbf{v}}(\tilde{\mathbf{r}}), \tilde{\rho}(\tilde{\mathbf{r}})$, being the solution of Eq. (1), also do not depend on $\varphi_{0}$. The form of these functions is determined only by the shape of the electrodes and does not depend on their absolute dimensions. The current density is

$$
\mathbf{j}(\mathbf{r})=I_{a}\left(e \varphi_{0} / m c^{2}\right)^{3 / 2} L^{-2} \tilde{\mathbf{j}}(\widetilde{\mathbf{r}})=\sqrt{e / m} \varphi_{0}^{3 / 2} \widetilde{\mathbf{j}}(\widetilde{\mathbf{r}})
$$

where $\widetilde{\mathbf{j}}=\tilde{\rho} \mathbf{v}$ and $I_{a}=m c^{3} / e \approx 17 \mathrm{kA}$ is the Alfvén current.
The total current in the system is given by

$$
\begin{equation*}
I=I_{a}\left(e \varphi_{0} / m c^{2}\right)^{3 / 2} F=\sqrt{e / m} \varphi_{0}^{3 / 2} F, \tag{2}
\end{equation*}
$$

where the form factor $F=\int_{S} \widetilde{\mathbf{j}}(\widetilde{\mathbf{r}}) d \widetilde{\mathbf{S}}$ is only determined by the relative sizes of the electrodes and remains constant when all the linear dimensions in the diode vary proportionately. This last cross section is taken over any surface containing the beam cross section, such as the emission surface. It follows from expression (2) that the voltage dependence of the current obeys the "three-halves" law and the current remains constant when all the linear dimensions in the diode vary proportionately.

It is easy to see that these results apply to a hydrodynamic model with a finite number of fluxes greater than one (a numerical simulation showed that in the particular case of a hemispherical emitter examined below, the electron trajectories intersect each other and the number of fluxes is two).

## CURRENT IN A DIODE WITH A SINGLE EMITTER

We shall consider a planar diode with a gap $D$ having a hemispherical emitter of radius $R$ positioned on the cathode plane (Fig. 2a). The emitter has an unbounded emitting capacity. If the transverse dimension of the electrodes considerably exceeds $D$ then, since the emitter shape is defined, the form factor of the system $F$ is merely a function of the parameter $R / D$. Thus, in the nonrelativistic approximation we have

$$
I=\sqrt{e / m} \varphi_{0}^{3 / 2} F(R / D) .
$$

In order to determine the form of the function $F$, we shall use the smallness of the emitter radius compared with the diode gap $R / D \ll 1$. Quite clearly, when the emitter radius tends to zero, the current and thickness of the electron flux also tend to zero and the electron flux weakly perturbs the electric field in the gap. The potential distribution in the diode is close to linear $\varphi(z) \approx \varphi_{0} z / D$. Numerical calculations


FIG. 2. Diode with point (a) and linear (b) emitters.


FIG. 3. Shift of the surface with the potential $U / 2$ relative to the center of the diode gap as a function of the radius of a hemispherical emitter ( $\delta$ is the absolute value of the shift). Numerical calculations for $D=4 \mathrm{~cm}$ and $U=500 \mathrm{kV}$.
confirm that in the range of $R / D$ ratios of practical importance this is in fact the case (Fig. 3). In a diode with a linear potential distribution the current obviously remains constant when the voltage and length of the diode gap vary proportionately. Consequently, we obtain $\varphi_{0}^{3 / 2} D^{-3 / 2}=$ const and $F \propto(R / D)^{3 / 2}$. Hence the current for a single emitter may be written as

$$
\begin{equation*}
I=\beta \sqrt{e / m}(R U / D)^{3 / 2} \tag{3}
\end{equation*}
$$

where the dimensionless factor $\beta$ is only determined by the emitter shape.

Numerical calculations performed using the SuperSAM program ${ }^{4}$ for a hemispherical emitter confirmed this dependence and yielded the coefficient $\beta \approx 0.47$ (Fig. 4).

Similar reasoning yields the conclusion that for "linear", emitters (such as semicylindrical, Fig. 2b) the current per unit length of the emitter depends on its radius as $d I / d l$ $\propto R^{1 / 2} D^{-3 / 2}$.

We especially note that for small emitters $(R / D \ll 1)$, the voltage dependence of the current shows a relativistic deviation from the three-halves law when the voltage is approximately $D / R$ times greater than that for a homogeneous planar diode. This is because the emitter current is determined


FIG. 4. Current versus radius of a single hemispherical emitter with $D=4 \mathrm{~cm}$ and $U=500 \mathrm{kV}$ : crosses - numerical calculations, line - calculations using formula (3) for $\beta=0.47$.


FIG. 5. Perveance of a planar diode with a single hemispherical emitter as a function of the ratio of the emitter radius to the gap: 1 - using formula (3), 2 - from Ref. 5, and 3 - from Ref. 6.
by the space charge in its immediate vicinity whose dimension is of the order $R$. Even if the total diode voltage $U$ is relativistic, the electron energy in the vicinity of the emitter, which is given by $\sim e U R / D$, may be much lower than the relativistic values. This is responsible for the nonrelativistic law of current behavior. Thus, the condition for validity of expression (3) has the form

$$
\begin{equation*}
(\Gamma-1) \frac{R}{D} \ll 1 . \tag{4}
\end{equation*}
$$

If the diode voltage is sufficiently high that the electrons become relativistic near the emitter, the voltage dependence of the current tends to linear and the exponent of $R$ is reduced by $1 / 2$. It is easy to see that in this case, for linear emitters the current does not depend on $R$.

Condition (4) is satisfied in most cases of practical importance, i.e., for plasma expansion velocities of $\sim 10^{6} \mathrm{~cm} / \mathrm{s}$, pulse durations between a few and tens of nanoseconds, diode gaps of a few centimeters, and voltages of a few megavolts (Fig. 8).

We stress that the exponent $3 / 2$ in expression (3) is asymptotically exact in the limit of the small ratio $R / D$. We compare the current obtained from formula (3) with other known results (Fig. 5). The method of specific capacitances ${ }^{5}$ gives a quadratic dependence of the current on the parameter $R / D$. It should be noted that this method has not been sufficiently well substantiated and gives incorrect results for small ratios $R / D$. An interpolation formula ${ }^{6}$ based on the results of numerical calculations gives a linear dependence of the current on $R / D$ for small values of this parameter. Quite clearly, the results of the numerical calculations for $R / D=0.05$ and 0.1 are not completely accurate. It should be noted that Djogo and Gross ${ }^{6}$ gave an incorrect representation of the data from Ref. 7 relating to the current of a spherical emitter at the apex of a tip.

## CURRENT IN A PERIODIC EMITTING STRUCTURE

Let us assume that emitters of radius $R$ are arranged as a periodic structure separated by the distance $p$ (we shall not
specify the shape of the cell). We introduce the notation $x=2 R / p$ and $y=p / D$. Thus, for $x=1$ we have a planar diode with continuous uniform emission for which the ChildLangmuir law is satisfied. We write this law in an approximate form which is asymptotically exact in the nonrelativistic and ultrarelativistic limits and gives a deviation of less than $1 \%$ from the exact solution ${ }^{8}$ in the intermediate range of voltages

$$
\begin{align*}
& J_{\mathrm{pd}}=\frac{I_{a}}{2 \pi D^{2}}\left(\Gamma^{2 / 3}-\Gamma^{n}\right)^{3 / 2}, \\
& n=2 / 3-2 / 9^{2 / 3} \approx 0.204425 . \tag{5}
\end{align*}
$$

We shall now consider another case of practical importance when the distance between the emission centers is considerably less than the diode gap. In this case, provided that the condition $x \ll 1$ is satisfied, the current for each emitter is described by expression (3), i.e., the emitters have little relative influence. If the size of the emitters decreases without bound, the current in the system tends to zero and the space charge of the electron flux in the diode gap has no influence on the impedance of the emitters, i.e., they do not influence each other.

Thus, a general expression which would determine the average current density in the diode over the entire range between $x=0$ and $x=1$ should give expressions (3) and (5) in these limiting cases. This property is obtained for the following formula which matches the solutions for a single emitter and a planar diode with a continuous emitting surface

$$
\begin{equation*}
j=j_{\mathrm{pd}} / A, \quad A=1+\frac{f(x) y^{1 / 2}}{2^{3 / 2} \beta x^{3 / 2}}\left(\frac{\Gamma^{2 / 3}-\Gamma^{n}}{\Gamma-1}\right)^{3 / 2} . \tag{6}
\end{equation*}
$$

The weighting function $f(x)$ satisfies the conditions $f(0)=1, f(1)=0$ and its specific form depends on the shape of the periodic cell containing the emitter.

We shall consider a hexagonal cell. For a numerical simulation this can be approximated by a cylinder of radius $p / 2$, having defined the Neuman condition for the electrostatic potential and the specular reflection condition for the electron trajectories at its side surface (Fig. 6). In this way,


FIG. 6.


FIG. 7. Current for a hemispherical emitter in a periodic system as a function of the ratio of the emitter diameter to the cell period for $D=4 \mathrm{~cm}$ and $U=500 \mathrm{kV}$. Crosses - numerical calculations, curves - calculations using formula (6).
the calculation problem is converted from three-dimensional to axisymmetric two-dimensional. Numerical calculations made using the SuperSAM program showed that in this case, the weighting function can be approximated by $f(x) \approx 1$ $-x^{1-x}$. Then, the dependences $I(x)$ for the current per emitter obtained using formula (6) and as a result of the numerical calculations agree to within $5 \%$ (Fig. 7).

Figure 8 gives relative voltage dependences of the perveance of a diode with hemispherical emitters calculated numerically and using formula (6). It is easy to see that the smaller the relative size of the emitter $x$, the higher the voltages for which the nonrelativistic dependence of the current on voltage $I \propto U^{3 / 2}$ typical of a single emitter is conserved. The difference between the analytic and numerical results at extremely high voltages can be explained by the fact that the condition for no relativistic electron motion ceases to hold near the emitter (quite clearly the constraint for a periodic system of emitters should differ from condition (4) since it contains the parameter $p$ ).

The numerical calculations showed that as the parameter $x$ decreases, the dependence of the current in a periodic system on the diode gap tends to the form $I \propto D^{-3 / 2}$ typical of a single emitter.


FIG. 8. Comparative voltage dependences of the perveance of a hemispherical emitter in a periodic system with $p=0.1 \mathrm{~cm}(1-3)$. Emitter radius, $\mu \mathrm{m}$ : $1-5,2-25$, and $3-100$; asterisks - numerical calculations, curves calculations using formula (6); 4 - relativistic dependence for a homogeneous planar diode (5).


FIG. 9. Time dependences of the current density in a planar diode with a discrete emitting surface calculated using expression (6) for $D=4 \mathrm{~cm}$ and $U=500 \mathrm{kV}$. The emitter expansion velocity is $2 \times 10^{6} \mathrm{~cm} / \mathrm{s}$.

Figure 9 shows calculated time dependences of the average current density for a cathode with hemispherical emitters expanding at the velocity $2 \times 10^{6} \mathrm{~cm} / \mathrm{s}$ for various distances between the emitters. By comparing these dependences with the experimentally measured oscilloscope traces of the current, it is possible to assess the state of the emitting surface at the cathode.

## CONCLUSIONS

This theoretical analysis has demonstrated that the microstructure of the emitting surface strongly influences the current in a high-current planar diode.

If the distance between the emitters appreciably exceeds their size, the dependence of the current on the ratio of the emitter size to the diode gap is a power dependence with the exponent $3 / 2$. Moreover, the voltage dependence of the current obeys the three-halves law up to higher voltages than that for a planar diode with a uniform emitting surface.

Quite clearly, the discreteness of the emitting surface and the expansion of the cathode plasma lead to a reduction in the impedance of high-current planar diodes with time. The cathode effects described determine the minimum duration of the resulting current pulse.

However, it should be noted that additional information on the state of the emitting surface at the cathode is required to correctly apply these results to real diodes. The dependences given above were obtained assuming that the number of emission centers remains constant in time and they are equidistant. At the same time, there is no doubt that the emission centers do not appear simultaneously at the cathode. The distribution of the micropoints over the cathode surface and their sizes are not homogeneous. The space charge of a newly formed emission center reduces the electric field intensity in its vicinity, ${ }^{9}$ increasing the delay time for the explosion of micropoints situated in this zone. Allowance for the influence of the nonsimultaneous creation of emission centers on the current profile in a high-current diode is a problem for future research.

The authors are grateful to D. I. Proskurovskiĭ for discussions of the results.
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# Influence of $\mathrm{C}_{60}$-containing additives in lubricant oil on the optimization of wear processes in the boundary friction of metals 

D. G. Tochil'nikov and B. M. Ginzburg<br>Institute of Problems of Mechanical Engineering, Russian Academy of Sciences, 199178 St. Petersburg, Russia<br>(Submitted February 13, 1998; resubmitted May 20, 1998)<br>Zh. Tekh. Fiz. 69, 102-105 (June 1999)

An investigation is made of the influence of fullerene $\mathrm{C}_{60}$-containing additives in lubricant oil on the optimization of the boundary friction process of steel and copper in steel-steel and copper-steel sliding tribocouples. The optimization was characterized by a reduction in the parameter $Q$ introduced in a previous study, which is the probability that any given contact spot between contacting bodies is converted into a debris particle accompanied by a relative shift of the contacting bodies by the average diameter of the contact spot. The experimental data are used to calculate values of the parameter $Q$ for various friction regimes and it is shown that the addition of fullerene to the lubricant oil causes a substantial reduction in $Q$ and for copper this parameter reaches fairly low values similar to those for an arbitrary reference selected previously for classifying solids according to this characteristic. © 1999 American Institute of Physics. [S1063-7842(99)01906-6]

## INTRODUCTION

By applying universal criteria for a comparative assessment of the optimum nature of wear processes, it is possible to compare the antiwear properties of tribocouples and lubricant materials determined in tests under different conditions. Among these universal criteria characterizing the wear process in the boundary friction of solids, mention may be made of the parameter $Q$ proposed in Ref. 1, which is the probability that any contact spot between contacting bodies will be converted into a debris particle accompanied by a relative shift of the contacting bodies by the average diameter of the contact spot $Q=\alpha / n$, where $\alpha$ is the number of contact spots converted into debris and $n$ is the total number of contact spots, whose area is the actual area of the friction spot. We can postulate that an optimum wear regime exists for which $Q$ will have a minimum, which then leads to minimal values of the wear intensity. A reduction in $Q$ during the wear process may be taken as optimization of the wear process.

Kozyrev and Ginzburg ${ }^{1}$ proposed a method for the empirical determination of optimum boundary friction regimes for which the wear intensity of the sample material has a minimum and $Q=Q^{\mathrm{opt}}$. For one of the most antifriction materials, babbitt metal, the value of $Q^{\mathrm{opt}}$ was $\approx 2 \times 10^{-10}$. These authors also showed that $Q$ can be calculated for given test conditions if data are available on the linear wear intensity, the material hardness, and the contact pressure. Published data were used to calculate values of $Q$ for various materials (different types of bronze, a Teflon- $4+$ graphite + $\mathrm{MoS}_{2}$ composite, $\mathrm{St}-45$ steel, cast irons, and titanium carbide) for specific test conditions. In all cases, the values of $Q$ were between one and three orders of magnitude higher than $2 \times 10^{-10}$. In particular, for $\mathrm{St}-45$ steel in contact with bronze, the authors obtained $Q \approx 10^{-7}$ and for bronze $Q$ $\approx 10^{-8}$. Values of $Q=(3-4) \times 10^{-10}$ were only obtained
for high-strength cast irons in contact with tin-plated and chrome-plated piston rings in engines lubricated with engine oils. Thus, the value $Q=2 \times 10^{-10}$ can be used for the time being as an arbitrary reference for different materials, in the same way that the hardness of diamond is used as a reference point to estimate the hardness of solids.

However, Ginzburg et al. ${ }^{2-6}$ showed that the presence of small quantities of fullerene $\mathrm{C}_{60}$ in lubricant oil can substantially improve various tribological properties, especially the antiwear properties of steel and copper in steel-steel and steel-copper sliding tribocouples. It would be interesting to determine the extent to which fullerene $\mathrm{C}_{60}$ helps to optimize the friction process, i.e., to study how $\mathrm{C}_{60}$-containing additives in industrial oil influence the values of $Q$ for steel and copper and their variations under different test conditions. It would also be interesting to compare these values with the reference point, and these are the aims of the present study.

## MATERIALS

Fullerene $\mathrm{C}_{60}$ was separated chromatographically (with a $96-98 \%$ content) from a fullerene extract (mainly $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ ) in the V. P. Budtov Laboratory ('Khromotron'' Project in the Russian Scientific and Technical Program 'Fullerenes and Atomic Clusters," 1994). The extract was separated from fullerene soot obtained in an electric arc plasma in the G. A. Dyuzhev Laboratory ("Arc'" project under the same program).

The lubricants used were I-40-A commercial industrial oil (I-G-A-68 according to GOST 17479-87), a mixture of I-40 A and $5 \%$ fullerene $\mathrm{C}_{60}$, and a mixture of I-40-A and $5 \%$ fullerene soot. The fullerene soot contained around 5.5\% $\mathrm{C}_{60}$ and $1.5 \% \mathrm{C}_{70}$. The additives were added mechanically to the oil in the form of finely dispersed powders. Before these lubricant mixtures were used, they were mixed vigorously to


FIG. 1. Schematic showing friction tests: 1 - fixed roller (sample), 2 moving roller; a - initial state with linear friction contact, b - state of friction contact after formation of wear groove of area $S$.
achieve a more uniform particle distribution in the oil, although the residual inhomogeneity could be one reason for the spread of the data obtained.

## TEST METHOD

The investigations were carried out using a standard 2070 SMT-1 roller friction machine using tribocouples comprising a fixed upper roller and a rotating lower roller (Fig. 1). The lower roller, 46 mm in diameter and 16 mm wide, was made of wear-resistant 18 Kh 2 NChMA steel (GOST 4543-71) and rotated at a speed $\omega=400 \mathrm{~min}^{-1}$, which corresponded to a linear sliding velocity of $1 \mathrm{~m} / \mathrm{s}$. The sample being tested was either the upper fixed roller ( 50 mm in diameter and 10 mm wide) made of St- 45 steel or 0.25 mm copper foil attached to this roller.

Various normal loads $F_{N}$ were successively applied to the samples. The tests began with a linear friction contact at a load $F_{N}=100 \mathrm{~N}$ (Fig. 1a). The duration of the testing at each load was 300 s and lubrication was provided by a single drop of oil $(\sim 0.05 \mathrm{~g})$ before each change in load. After every 300 s the carriage of the friction machine was raised and the geometric parameters of the wear spot were determined using a measuring magnifier. These values were used to calculate the average area of the wear spot $S$, the depth of the wear groove $h$ (Fig. 1b), and the bulk wear $V_{W}$ (Ref. 7). The area of the wear spot $S_{e}$ determined at the end of the tests under a given load was taken as the area of the initial frictional contact $S_{i}$ for the next load. Between three and fifteen tests were carried out for each test variant (for each load and fixed type of lubricant) depending on the spread, and the arithmetical means of the measured values were then calculated. In order to monitor the reproducibility after every 10-12 tests, tests were carried out using I-40 A base oil.

The value of $Q$ was calculated using a formula proposed in Ref. 1

$$
\begin{equation*}
I_{h}=3\left(P_{N} Q / H_{B}\right) \cdot(g / d), \tag{1}
\end{equation*}
$$

where $I_{h}$ is the linear wear intensity of the sample, $P_{N}$ is the nominal contact pressure, $H_{B}$ is the Brinell hardness, $g / d$ is the ratio of the average height of a debris particle to the


FIG. 2. Dependence of the parameter $Q$ on the load for a steel-steel tribocouple. Lubrication with I-40 A base oil (1), I-40 A $+5 \%$ fullerene soot (2), and I-40 A $+5 \% \mathrm{C}_{60}$ (3).
average diameter of the contact spot or the diameter of the debris particle, if the spot has been converted into a debris particle.

We subsequently assumed that $g / d \approx 1$, i.e., the debris is lumpy, as is frequently observed for metals.

The linear wear intensity for a linear initial contact is defined as $I_{h}=h / L$, where $h$ is the depth of the wear groove and $L$ is the friction path during testing. The friction path was defined as $L=\pi D \omega t$, where $D$ is the diameter of the moving roller and $t$ is the test time. The nominal contact pressure $P_{N}$ was defined as $F_{N} / S_{\mathrm{av}}$, where $S_{\mathrm{av}}$ is the average nominal contact area during the test. Special tests showed that our formula $S_{\mathrm{av}} \approx S_{i}+0.8\left(S_{e}-S_{i}\right)$ more accurately describes the change in the contact area than the arithmetical mean of the initial and final areas, since the contact area varies nonlinearly with time, increasing rapidly in the initial instants of application of a new load and then varying more


FIG. 3. Dependence of the parameter $Q$ on the load for a copper-steel tribocouple. Lubrication with I-40 A base oil (1), I-40 A $+5 \%$ fullerene soot (2), and I-40 A + 5\% C 60 (3).

TABLE I. Minimum and maximum values of the linear wear intensity $I_{h}$, the parameter $Q$, and the contact pressures $P_{N}$ over the entire range of loads for steel and copper in steel-steel and copper-steel sliding tribocouples.

| Oil |  | Steel |  |  |  |  | Copper |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Range of average values of $P_{N}, \mathrm{~N} / \mathrm{mm}^{2}$ | Linear <br> wear intensity $I_{h}, 10^{-8}$ |  | Probability$Q, 10^{-8}$ |  | Range of average values of $P_{N}, \mathrm{~N} / \mathrm{mm}^{2}$ | Linear <br> wear intensity $I_{h}, 10^{-8}$ |  | Probability$Q, 10^{-8}$ |  |
|  |  | minimum | maximum | minimum | maximum |  | minimum | maximum | minimum | maximum |
| I-40 A | 26-38 | 0.8 | 4 | 16 | 80 | 60-80 | 0.15 | 3 | 0.5 | 14 |
| $\mathrm{I}-40 \mathrm{~A}+5 \% \text { ful }$ <br> lerene soot | 27-50 | 0.3 | 2 | 8 | 40 | 80-90 | 0.08 | 2 | 0.3 | 7 |
| $\mathrm{I}-40 \mathrm{~A}+5 \% \mathrm{C}_{60}$ | 28-53 | 0.3 | 2 | 7 | 30 | 90-120 | 0.05 | 2 | 0.15 | 5 |

smoothly. The Brinell hardness for St-45 steel was taken as $2000 \mathrm{~N} / \mathrm{mm}^{2}$ and that for copper as $800 \mathrm{~N} / \mathrm{mm}^{2}$ (Ref. 8).

Taking into account all the constant values of the parameters in formula (1) given above, the values of $Q$ can be calculated using the formulas
$Q=2.2 \times 10^{-3} h S_{\mathrm{av}} / F_{N} \quad$ for a steel-steel tribocouple,
$Q=0.9 \times 10^{-3} h S_{\mathrm{av}} / F_{N} \quad$ for a copper-steel tribocouple,
where the values of $h$ are in millimeters, $S_{\text {av }}$ is in square millimeters, and $F_{N}$ is in newtons.

The relative mean square error of the arithmetical means of $Q$ was 7-10\%.

## TEST RESULTS

Note that a specific feature of friction tests is that in the elastic contact region, the tribological characteristics depend not only on the pressure applied to the contact, but also to a greater extent on the absolute value of the applied force. ${ }^{8-10}$ As the applied force increased, the contact area also increased so that the contact pressure did not change very significantly although the values of $Q$ varied substantially. Figures 2 and 3 give the results of calculating $Q$ as a function of the applied force for tests on steel-steel and copper-steel tribocouples, respectively and Table I gives the maximum and minimum values of the parameter $Q$ and the linear wear intensity, more familiar to tribologists, over the entire range of applied loads. The range of average pressures on the contact is also given.

We shall examine the behavior of these curves and how they change when fullerenes are added to the oil for steelsteel tribocouples (Fig. 2). At the initial run-in stage $\left(F_{N}=100 \mathrm{~N}\right)$ the values of $Q$ for the different oils differ negligibly. When the load is increased from $F_{N}=100$ to 200 N , a fall in $Q$ is observed in all cases, i.e., so-called run-in or optimization of the wear process takes place. However, for the fullerene-containing oils the optimization process is more intensive. For example, for the base oil in the range of loads used, the value of $Q$ is halved, for oil with soot additives it is reduced threefold, and for oil with fullerene $\mathrm{C}_{60}$ additives it is reduced fourfold. When the load is then increased to 300 N , the value of $Q$ remains almost constant for oil with $\mathrm{C}_{60}$ additives, whereas for the other oils it increases appre-
ciably. At loads of $300-500 \mathrm{~N}$ a substantial increase in the values of $Q$ is observed and for the base oil a sharp increase can be identified near 500 N , which is typical of scoring. However, for the oil with added $\mathrm{C}_{60}$ the value of $Q$ at these high loads is 2.7 times lower than that for the base oil.

The lowest value of $Q$ for a steel-steel tribocouple is observed at 200 N and is $\approx 7 \times 10^{-8}$ for pure $\mathrm{C}_{60}$ additives,, which is more than two orders of magnitude higher than the standard value for babbitt metal. A slightly reduced effect is achieved with added fullerene soot: the lowest value of $Q$ under these conditions is $\approx 9 \times 10^{-8}$. The addition of fullerenes to the oil reduces the linear wear intensity by a factor of $2-3$ and its lowest value is $0.3 \times 10^{-8}$ (see Table I).

For the copper-steel tribocouples the curve $Q\left(F_{N}\right)$ only exhibited a weak minimum (a $20 \%$ reduction) for the base oil (Fig. 3). For the fullerene-containing additives the run-in is very fast for the first friction contact at a 100 N load and thus no fall in $Q$ could be recorded. Nevertheless, the value of $Q$ for the fullerene-containing oil at this load is 2.5-4.5 times lower than that for the base oil (see Table I). Subsequently, an increase in $Q$ is observed for all loads but in all cases, the fullerene-containing additives give a significant reduction in $Q$ compared with the base oil. Compared with the steel-steel tribocouple, the copper-steel tribocouple exhibits better antiwear properties under all conditions and the lowest values of $I_{h}$ and $Q$ achieved for pure $\mathrm{C}_{60}$ additives are $5 \times 10^{-10}$ and $15 \times 10^{-10}$, respectively (see Table I). This last figure is of the same order of magnitude as the reference value for babbitt metal.

To sum up, there is no doubt that fullerene additives in oils help to optimize the friction surfaces of steel and copper and reduce their wear. The parameter $Q$ characterizing the surface optimization has an extremely low value for copper close to the arbitrary reference value characterizing the minimum possible wear.

This work was carried out under the Russian ScientificTechnical Program 'Fullerenes and Atomic Clusters'" ('"Tribol’' Project).
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# Determination of the temperature distribution in liquids and solids using holographic interferometry 

V. V. Bat'kovich, O. N. Budenkova, V. B. Konstantinov, O. L. Sadov, and E. A. Smirnova<br>A. F. Ioffe Physicotechnical Institute, 194021 St. Petersburg, Russia<br>(Submitted February 27, 1998)<br>Zh. Tekh. Fiz. 69, 106-111 (June 1999)<br>It is shown that holographic interferometry can be applied to solve two problems: heating of a glass plate by a complex heat source and nonisothermal flow of a submerged jet around a wedge. The process of isolating and numbering the skeletal lines on the interferograms is automated and direct calculations are made of the temperature fields. © 1999 American<br>Institute of Physics. [S1063-7842(99)02006-1]

## INTRODUCTION

Two processes are considered. The first involves the flow of a submerged jet around a wedge where the water temperature in the jet differs from the temperature of the water filling the container, which also varies with time. The second involves the propagation of heat in a glass plate heated by a complex heat source. Numerical or analytic solutions of these problems present difficulties because of the complex boundary conditions. In the first process, for instance, allowance must be made for the reflection of the jet from the walls because of the bounded volume. In the second problem, even if we know the nature of the heat release of the heating element, we need to estimate the quantity of heat entering the plate. It is technically difficult to insert thermocouples into these objects and would distort the real process so we used holographic interferometry.

The quantitative characteristics of a process investigated by holographic interferometry are obtained by analyzing the interference fringes.

The intensity distribution on the interference pattern has the form ${ }^{1}$

$$
I(x, y)=I_{1}(x, y)+I_{2}(x, y)+2 \sqrt{I_{1} I_{2}} \cos \varphi(x, y)
$$

where $I_{1}(x, y)$ is the intensity of the wave scattered by the object before the onset of the process at point $(x, y), I_{2}(x, y)$ is the intensity of the wave scattered by the object during the process at point $(x, y)$, and $\varphi(x, y)$ is the phase difference between the first and second waves at the point $(x, y)$.

The spatial frequency of the fringes varies as a result of a change in the refractive index of the object. A shift of the fringes may also be caused by a change in the path length of the beam in the medium as a result of its expansion or compression. The shift of the interference fringes relative to their initial position is used to calculate the change in the phase distribution of the wave scattered by the object which is related to the interesting characteristics of the process

$$
\begin{equation*}
k=\frac{\Delta \varphi}{2 \pi}=\frac{1}{\lambda}\left(\int_{S} n(x, y, z) d l-l_{0} n_{0}\right) \tag{1}
\end{equation*}
$$

where $k$ is the number of fringes by which the interference pattern was shifted, $\Delta \varphi$ is the phase difference at different
times, $\lambda$ is the wavelength of the radiation used, $n(x, y, z)$ is the refractive index at the point $(x, y, z), S$ is the beam trajectory, $l_{0}$ is the path length of the beam in the object, and $n_{0}$ is the refractive index in the absence of any inhomogeneity.

The fringe shift can be traced by measuring the coordinates of the characteristic points of each interference fringe. The characteristic points are those points at which the intensity has extreme values, i.e., the phase difference ${ }^{2}$

$$
\begin{equation*}
\varphi(x, y)=\pi n ; \quad n=0, \pm 1, \pm 2, \ldots \tag{2}
\end{equation*}
$$

A set of characteristic points of one type belonging to one interference fringe is a line of zero thickness, i.e., a skeletal or core line.

On an ideal interference pattern it is easy to isolate the characteristic points. In reality, however, the intensity distribution on the interference pattern reflects the presence of various types of noise in addition to the useful signal and may be described as

$$
I_{r}(x, y)=\omega\left(I_{1}^{2}+I_{2}^{2}+2 I_{1} I_{2} \cos \varphi(x, y)\right)+N(x, y)
$$

where $\omega$ is a function describing the nonlinearity of the response of the recording system relative to the optical intensity, and $N(x, y)$ is the noise recorded together with the signal (background noise).

The presence of noise in the measuring system leads to the appearance of spurious local extrema located at points $(x, y)$ where condition (2) is not satisfied.

If the statistical characteristics of the noise and the useful signal are known, we can construct an optimum filter which when applied to the initial image will give a signal as close as possible to the useful signal according to the criterion of minimum rms error. A priori information on the noise characteristic of the measuring system is not generally available and attempts to estimate the frequencies corresponding to the useful signal directly from the image spectrum have been unsuccessful. Thus, most studies concerned with the automatic processing of interference patterns have examined various methods of filtering the image, i.e., modifications of known filters and the development of new ones. The processing of interference patterns has been automated most comprehensively only in specific cases. ${ }^{3,4}$

Here we present an algorithm for obtaining quantitative information on a particular process using interference patterns which includes preliminary processing of the initial image, isolating the skeletal lines, and calculating the shift of the interference fringes which can be used as the basis for a Cu program.

## PROCESSING OF INTERFERENCE PATTERNS

The initial image (interference pattern) is represented as an $M \times N$ numerical matrix $B$. Each element has values between 0 and 255 which correspond to the minimum and maximum intensities.

In order to correctly isolate the characteristic points, the image was preliminarily processed using a moving average filter ${ }^{5}$ where the intensity at a particular point is replaced by some average of the values of its neighboring elements. This filter was used because of its simplicity and also because the following analysis did not require a knowledge of the true intensity. By repeatedly applying the filter (between three and five times), it was possible to avoid most of the spurious local maxima and minima present in the image as a result of noise. The result of applying the moving-average filter was written into a new matrix $B_{1}$.

From among the various filters specially developed for processing interference patterns, we selected a spin filter. ${ }^{6}$ When a spin filter is applied, a direction is selected for each image point and the intensity at this particular point is replaced by some average of the intensities at neighboring points in this direction. Applying a spin filter to the interference patterns obtained in our measuring system also yielded good results but with slower convergence.

The process of isolating the skeletal lines included several stages. The first involved isolating the characteristic points at which the intensity has an extreme value. On an ideal one-dimensional sinusoidal surface the point at which the sine has a maximum is nonextremal only in one direction. When determining the maxima and minima on a real interference pattern, we assumed that because of the presence of noise such a point can be nonextremal in more than one direction.

The intensity $a_{i, j}$ at a point having the matrix coordinates $(i, j)$ was compared with the intensities at other points within a window of dimensions $n \times n$ centered on the point $(i, j)$, along four principal directions, vertical, horizontal, and two diagonals. If $a_{i, j}$ was higher than the intensities at all other points in any two directions, a pixel with the coordinates $(i, j)$ in a new matrix $B_{2}$ was assigned the value 255 (maximum) or if its intensity was lower, this pixel was assigned the value 0 (minimum). In other cases it was assigned the value 128 (background value). This procedure was repeated for each matrix point $B_{1}$.

The image produced at the first stage of filtering could not completely avoid spurious extrema and the isolated characteristic points did not form continuous lines of zero thickness. The skeletal lines were isolated from the set of characteristic points at the second stage. A cutting algorithm, ${ }^{5}$ which can only be applied to connected regions, was used to isolate the core lines. Gaps in which connectedness was im-
paired were filled artificially: each background pixel of the image was given values of 0 or 255 if the values of more than two neighboring pixels were 0 or 255 , respectively.

After the cutting procedure, the remaining characteristic points formed the core lines. In addition to the skeletal lines corresponding to the true intensity extrema on the interference pattern, the image also exhibited noise in the form of isolated points, short lines, short branches on lines, and also line discontinuities.

The third stage involved determining the assignment of each point of a specific line for convenience in the subsequent processing of the image. We assumed that points belong to the same skeletal line if they have the same type of extremeness (minimum or maximum) and are located at a distance shorter than some predefined value. If the points were positioned at a distance of one pixel or more, the gap was filled with the same extrema. In the program, points belonging to the same line were held in linked lists. This data structure simplified the procedure for removing short branches, whose length does not exceed some predefined length and short lines, whose length does not exceed some predefined value.

After we had performed these procedures, some of the skeletal lines remained broken and thus we carried out an additional line connecting process. The discontinuities were eliminated as follows: parts of the lines were interconnected if the straight line linking their ends did not intersect a line made up of the other type of extremum. At this point the procedure for isolating the skeletal lines was completed. An important advantage of this method of isolating the skeletal lines is that it is independent of the configuration and orientation of the fringes.

In order to calculate the shift of the fringes relative to their initial position, these were numbered on the initial interference pattern and then suitably numbered on the subsequent ones. A necessary condition for the successful operation of the fringe-numbering program is that there should be at least one continuous fringe passing through the entire image. This fringe was numbered zero. Fringes positioned to the right were given positive numbers in order while those to the left were given negative numbers, after which the numbers of the corresponding fringes became the values of the points assigned to the skeletal lines. Points not assigned to skeletal lines were given fractional values obtained from interpolating the fringe numbers over the entire field. The shift of each interference fringe was calculated simply by subtracting the two matrices containing the fringe numbers: $B_{3,0}$ (at the initial time) and $B_{3, t}$ (at the instantaneous time $t$ ).

## EXPERIMENTS

The technique described was used to process various interference patterns obtained using a holographic interferometer with recording on a photothermoplastic carrier and recording of the information on a television. The image was fed to a monitor which allowed the evolution of the process to be observed in real time. At the times of interest the image


FIG. 1.
was fed into a computer using a frame grabber The size of the field being studied was $3 \times 3 \mathrm{~cm}$ and the field resolution was $512 \times 512$ pixels.

The following parameters were defined to analyze the interference patterns: the moving-average filter was used three times, the size of the window for isolating the characteristic points was $7 \times 7$, points located at a distance of less than ten pixels were assumed to belong to one fringe, the length of the fringes being removed was less than 11 pixels, and the length of the branches being removed was less than five pixels.

In order to solve the formulated problems we assumed


FIG. 2.
that the object was homogeneous in the direction of illumination and formula (1) then becomes

$$
k=\frac{1}{\lambda}\left(n(x, y) l-n_{0}(x, y) l_{0}\right) .
$$

## FLOW OF A SUBMERGED JET AROUND A WEDGE

Water initially begins to flow into a liquid-filled cell containing a wedge. The initial temperatures of the water jet flowing through a nozzle inside the cell, the wedge, and the nozzle are different. The temperature of the jet decreases during the process. The bounded volume leads to appreciable mixing of the water in the cell and the fluxes reflected from the walls begin to have a negative influence on the temperature field. The initial interference pattern is shown in Fig. 1.

Figure 2 shows isolated skeletal lines: the flow velocity of the jet is $5 \mathrm{~cm} / \mathrm{s}$, the size of the cell $5 \times 3 \times 1.5 \mathrm{~cm}$, and the nozzle diameter 0.4 cm .

The change in the refractive index was calculated using the formula

$$
\begin{equation*}
\Delta n(x, y)=\frac{\lambda k(x, y)}{l_{0}} . \tag{3}
\end{equation*}
$$

The bulk temperature field was calculated for times when return flows have a significant influence. The results are plotted in Figs. 3 and 4.

## TEMPERATURE FIELD IN GLASS PLATE

Initially heat begins to be released in a heating element, its nature being unknown. The released heat is dissipated partially into the ambient medium, some enters the glass plate and then propagates further by heat conduction and radiation. According to our estimates, the shift of the fringes caused by a change in the refractive index is two orders of magnitude lower than that caused by expansion of the glass so that the change in the refractive index was neglected. The temperature field in the glass plate was calculated using the formula
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$$
\Delta T=\frac{\lambda k(x, y)}{\alpha l_{0}}
$$

where $\alpha$ is the coefficient of linear expansion of the glass.
The calculated temperature field in the plate is shown in Figs. 5 and 6.

## DISCUSSION OF RESULTS

The type of filtering of the image and the number of times it should be applied is the most controversial aspect of this algorithm. Since the optical system contains scattering centers, speckle noise occurs which leads to the formation of many spurious maxima and minima on the interference pattern. If the optical characteristics of the system are known, the characteristic speckle size is given by ${ }^{7}$
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$$
b_{s}=1.22 \frac{(1+M) \lambda f}{D}
$$

where $f$ is the focal length of the objective, $M$ is the magnification coefficient, and $D$ is the aperture size.

The spatial frequency of the speckle structure is $\nu_{s}$ $=1 / b_{s}$ but since the speckle noise is multiplicative, a filter cannot be constructed directly in this frequency range. However, a moving-average filter and a spin filter, used many times, are effective. For interference patterns for which the period of the fringes is small and the noise is negligible, it is best to use a spin filter: the frequent intensity maxima and minima (corresponding to the fringes) do not disappear with the spurious extrema. The other parameters used to process the interference patterns were selected as a function of the fringe period. The error in calculations of the characteristics of a physical process using interference patterns is mainly attributable to the error in isolating the skeletal lines. Despite the stage-by-stage filtering, an isolated skeletal line may pass through points whose coordinates do not satisfy condition (2). Since the presence of these points can be attributed to speckle noise, we can postulate that these are randomly scattered around the true skeletal line. The error can be estimated if the shape of the fringes on the interference pattern is already known. In these experiments, straight parallel fringes were initially observed on the interference pattern. The average slope of the lines was calculated for an image with selected skeletal lines. The error was estimated using the formula ${ }^{8}$

$$
\Delta=t_{0.95} \sigma
$$

where $t_{0.95}=2.5$ is Student's coefficient for 0.95 confidence and $\sigma$ is the rms deviation calculated using the formula

$$
\sigma=\sqrt{\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}_{i}\right)^{2}+\left(y_{i}-\bar{y}_{i}\right)^{2}}{n}},
$$

where $n$ is the number of points, $x_{i}, y_{i}$ are the coordinates of points assigned to isolated skeletal lines, and $\bar{x}_{i}, \bar{y}_{i}$ are the coordinates of the corresponding lines.

Estimates indicate that the error in measuring the change in the refractive index as a result of isolating the skeletal lines is $8 \%$.

Since the formulated problems were not solved analytically, the results were assessed qualitatively.

The temperature distribution in the liquid at the very beginning of the process can reveal characteristic effects for this process: the initial section of the jet, its reflection from the walls, and the thermal boundary layer near the wedge. In Fig. 3 the temperature field is highly asymmetric. This can be caused by tilting of the nozzle and by natural convection of the heated liquid.

If we now consider the propagation of heat in the glass, the temperature maximum is situated near the edge of the plate with the heating element, around the geometric center of the heat source. With increasing distance from this source, the temperature decreases and reaches its initial value. The heating zone of the glass and also the maximum increase as the heating time increases.

Errors in calculating the change in the refractive index are associated with the assumption that the object is homogeneous along the line of observation. These errors cannot be estimated without making additional measurements.

The precision of this method of holographic interferometry in determining the temperature can be calculated as follows. For a fringe shift of $1 / 100$ and an object of thickness 1 cm formula (3) gives $\Delta n=0.63 \times 10^{-6}$, which corresponds to a temperature change of $6.6 \times 10^{-3}{ }^{\circ} \mathrm{C}$. For the estimates we use data for water in the temperature range $20-25^{\circ} \mathrm{C} .{ }^{9}$

## CONCLUSIONS

Holographic interferometry has significant advantages over other methods of investigations since it is a noncontact
method and introduces no perturbations into the object. It can also be used to calculate the characteristics of a process at almost any observable point with a high degree of accuracy. However, the process of obtaining quantitative information by analyzing interference fringes is laborious and at this stage some of the accuracy characteristic of the method is lost. This study makes it possible to use holographic interferometry to obtain the quantitative characteristics of some processes.

Advantages of this algorithm are that few parameters are required and some of them can be predetermined for a specific optical system and do not require subsequent correction.

To conclude, the authors would like to thank L. M. Malkhasyan and V. M. Levushkin for assistance with these studies.
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A theoretical analysis is made of the conditions for generation of electromagnetic waves by a thin cylindrical layer of relativistic electrons rotating in crossed axial magnetic and radial electrostatic fields in a cylindrical cavity. A dispersion equation is obtained to describe the interaction between waves and electrons under plasma resonance conditions. The dependence of the growth rates on the relativistic factor and the magnetic field are studied.
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Interest in studying the dynamics of charged particle motion in a cylindrically symmetric electrostatic field has been stimulated by various practical applications of systems such as Geiger-Müller counters, electrical filters for pollutant gases, ion-plasma pumps, high-pressure gas-discharge meters, millimeter wave generators, and so on. The possibility of energy exchange between nonrelativistic electrons rotating in crossed fields and an electromagnetic wave was analyzed theoretically in Refs. 1 and 2 where the authors showed that one mechanism responsible for the generation of electromagnetic waves is plasma resonance. An increase in the electron velocity to relativistic levels could substantially increase the oscillation frequency as far as the submillimeter range. A longitudinal magnetic field increases the force keeping the electrons in an orbit which can increase not only the electron velocity but also their density. This last fact can increase the oscillator power and the wave growth rates.

We shall consider a cylindrical metal cavity unbounded along the $z$ axis (using the $r, \varphi, z$ cylindrical system of coordinates) along which a magnetic field $B_{0}$ is directed. A cylindrical layer of electrons rotates about the cylinder axis on which a metallic charged filament is located. The internal radius of the cavity is $b$ and the filament radius is $a(a \ll b)$. The relativistic electrons are confined on equilibrium circular orbits by the crossed magnetic field $B_{0}$ and the radial electrostatic field of the filament $E_{0}(r)$. We shall neglect the constant self-induced magnetic and electric fields of the electron layer. We shall assume that the system is homogeneous along the $z$ axis. We shall determine the dependence of all the variables on $\varphi$ and the time $t$ using the factor $\exp [i(m \varphi$ $-\omega t)$ ], where $m \neq 0$ is an integer and $\omega$ is the complex frequency. The analysis will be performed in the hydrodynamic approximation. The equilibrium unperturbed electron velocity is given by

$$
\begin{equation*}
v_{0}(r)=\frac{1}{2} \omega_{c} r+\frac{1}{2} q\left(\omega_{c}^{2} r^{2}+\frac{4 E_{0}(r) e r}{m_{e} \gamma}\right)^{1 / 2} \tag{1}
\end{equation*}
$$

where $\omega_{c}=e B_{0} / m_{e} \gamma c, \gamma=1 /\left(1-v_{0}^{2}(r) / c^{2}\right)^{1 / 2}, c$ is the velocity of light, $-e<0$, and $m_{e}$ are the electron charge and mass, and $q= \pm 1$.

The unperturbed density of the cylindrically symmetric electron layer $n_{0}(r)$ is nonzero between the surfaces $r=r_{-}$ and $r=r_{+}$,i.e., $n_{0}(r)=0$ for $r \leqslant r_{-}$and $r \geqslant r_{+}\left(a<r_{-}\right.$ $\left.<r_{+} \ll b\right)$. The approximation of a thin electron layer implies that

$$
\begin{equation*}
\frac{\delta r}{r_{-}} \ll 1 \tag{2}
\end{equation*}
$$

where $\delta r=r_{+}-r_{-}$.
Using the linearized Lorentz equation and equation of continuity, together with the Maxwell equations we obtain a differential equation in the region $r_{-}<r<r_{+}$for $E_{\varphi}$ which is the azimuthal component of the wave field $\mathbf{E}$

$$
\begin{align*}
\frac{d}{d r}\{ & \left.\frac{c^{2}}{r \omega_{r 1}}\left(1-\frac{\Omega^{2}}{\gamma^{3} w_{r}}\right) \frac{d}{d r}\left(r E_{\varphi}\right)+\frac{\omega_{d} \Omega^{2}\left(m c^{2}-v_{0} \omega r\right.}{\gamma^{3} r w_{r} w_{r 1} \omega_{m}} E_{\varphi}\right\} \\
& =-\frac{\Omega^{2} \omega_{g}\left(m c^{2}-v_{0} \omega r\right)}{\gamma \omega_{m} r^{2} w_{r} w_{r 1}} \frac{d}{d r}\left(r E_{\varphi}\right) \\
& -\left\{1-\frac{\Omega^{2}}{\gamma^{3} w_{r}}+\frac{\Omega^{2} \omega_{d}}{\gamma^{3} w_{r} \omega_{m}^{2}}\left(v_{0}^{\prime}-\frac{v_{0}}{r}+\frac{\Omega^{2} \omega_{g} \omega_{m}^{2}}{\gamma w_{r} w_{r 1}}\right)\right\} E_{\varphi} \tag{3}
\end{align*}
$$

where $\quad w_{r}=\omega_{m}^{2}+w_{r 0}, \quad w_{r 1}=\omega^{2}-m^{2} c^{2} / r^{2}-\omega_{m}^{2} \Omega^{2} / \gamma w_{r}$, $w_{r 0}=\left(\omega_{g}+v_{0} / r-v_{0}^{\prime}\right) \omega_{d}, \quad \omega_{d}=2 v_{0} / r+\left(\gamma^{2}-2\right) \omega_{c}$ $+e v_{0} E_{0} \gamma / m_{e} c^{2}, \quad \omega_{g}=\omega_{c}-2 v_{0} / r+e v_{0} E_{0} / m_{e} \gamma c^{2}, \quad \Omega^{2}(r)$ $=4 \pi n_{0}(r) e^{2} / m_{e}$, and $\omega_{m}=\omega-m v_{0} / r$.

A plasma resonance occurs when the frequency of the electromagnetic field is close to the frequency of the natural longitudinal local oscillations of the electrons in the laboratory frame, i.e., subject to the condition

$$
\begin{equation*}
\gamma^{3} w(\omega) \simeq \Omega^{2}(r) \tag{4}
\end{equation*}
$$

Condition (4) yields an approximate expression for the real part of the resonance frequency

$$
\operatorname{Re}(\omega) \simeq \omega_{p}
$$

where

$$
\begin{equation*}
\omega_{p}=\frac{m v_{0}}{r} \pm \Delta \omega_{p}, \quad \Delta \omega=\left(\frac{\Omega^{2}(r)}{\gamma^{3}}-w_{r 0}\right)^{1 / 2} . \tag{5}
\end{equation*}
$$

Integrating Eq. (3) over $r$ and neglecting terms higher than the first order of smallness with respect to the parameter $\delta r / r_{-}$, we obtain boundary conditions for $E_{\varphi}$ and $d\left(r E_{\varphi}\right) / d r$ (a similar method was used in Refs. 1-6). Matching $E_{\varphi}$ and $d\left(r E_{\varphi}\right) / d r$ at the layer boundaries with the corresponding values in vacuum and taking into account the resonance condition (4), we obtain a very complex dispersion equation. In order to analyze this equation at least qualitatively, we express the Bessel $J_{m}$ and Neumann $N_{m}$ functions of the arguments $x_{1}=\omega a / c$ and $x=\omega r_{-} / c$ contained therein as a series in powers of the arguments, confining ourselves to the first terms of the expansion. In the functions $J_{m}\left(x_{2}\right)$ and $N_{m}\left(x_{2}\right)\left(x_{2}=\omega b / c\right)$ we confine ourselves to the first terms of the asymptotic expansion. In accordance with the condition (2), we shall seek a solution of the dispersion equation in the form $\omega=\omega^{(0)}+\omega^{(1)},\left|\omega^{(1)}\right| \ll \omega^{(0)}$, where $\omega^{(0)}$ are the natural frequencies of the cavity in the absence of electrons. The dispersion equation describing the plasma resonance in a homogeneous electron layer finally has the form

$$
\begin{align*}
&(\delta \omega)^{2}+\left(i \nu-\Delta_{\nu p}\right)+\Delta_{p}^{2}=0,  \tag{6}\\
& \Delta_{p}^{2}=-\frac{c^{2} \pi x_{0}^{2 \bar{m}-1} \omega_{p}\left[\bar{m} \mp\left|v_{0}\right| \gamma^{2} r_{-} \Delta \omega_{p} / c^{2}\right]^{2} \varepsilon^{2}\left(r_{-}\right) \delta r}{r_{-}^{2} 2^{2 \bar{m}+2} \bar{m}!^{2} \eta^{4 \bar{m}} \operatorname{Re}\left(\omega_{m}\right) b \gamma^{5}} \\
& \times\left(\omega_{d} d_{0}-\eta^{2 \bar{m}}-1\right)^{2},  \tag{7}\\
& d_{0}= \operatorname{sign}\left(v_{0}\right) \bar{m}\left(\eta^{2 \bar{m}}-1\right)  \tag{8}\\
& {\left[\bar{m} \mp\left|v_{0}\right| \gamma^{2} r_{-} \cdot \Delta \omega_{p} / c^{2}\right] \operatorname{Re}\left(\omega_{m}\right) } \tag{9}
\end{align*},
$$

where $\delta \omega=\omega-\omega_{p}, \quad x_{0}=k_{0} r_{-} / c, \quad k_{0}=\omega^{(0)} / c, \quad \varepsilon\left(r_{-}\right)$ $=\Omega\left(r_{-}\right) c / r_{-}, \quad \eta=r_{-} / a, \bar{m}=|m|$; the term $i \nu$ in Eq. (6) takes into account phenomenologically the losses caused by absorption in the walls and radiation from the cavity, and the term $\Delta_{\nu}$ in Eq. (9) allows for the frequency shift caused by these losses; in formulas (7) and (8) the $\mp$ signs correspond to the $\pm$ signs in formula (5).

Since $\operatorname{Im}(\omega)=\operatorname{Im}(\delta \omega)$, the condition $\operatorname{Im}(\delta \omega)>0$ corresponds to oscillations which increase in time. These solutions of Eq. (6) are obtained for $\Delta_{p}^{2}>0$ or, as follows from Eq. (7), when

$$
\begin{equation*}
v_{0}>v_{\mathrm{ph}}, \quad v_{\mathrm{ph}}=\frac{\operatorname{Re}(\omega) r_{-}}{m}, \tag{10}
\end{equation*}
$$

$v_{\mathrm{ph}}$ is the phase velocity of the wave near the electron layer.
It follows from Eqs. (6) and (7) that when condition (10) is satisfied, the wave may become damped. However, unlike

Cherenkov resonance, ${ }^{1,2}$ the decrement of this wave is not equal to the growth rate. In the most general case, it follows from Eq. (6) that for $\Delta_{\nu p}^{2}<4 \Delta_{p}^{2}$, when the difference $\mid \omega^{(0)}$ $-\omega_{p} \mid$ or the frequency shift $\Delta_{\nu}$ are small, unstable solutions may be obtained in the absence of losses $(\nu=0)$. However, when $\Delta_{\nu p}^{2}>4 \Delta_{p}^{2}$ the losses cause instability. If $\left|i \nu-\Delta_{\nu p}\right|$ $\gg \Delta_{p} \mid$, the growth rate is given by $\operatorname{Im}(\omega)=\nu \Delta_{p}^{2} /\left(\nu^{2}\right.$ $+\Delta_{\nu p}^{2}$ ) and has a maximum in terms of $\nu$.

On considering an inhomogeneous electron layer, we shall assume that the function $\Omega^{2}(r)$ is Gaussian with a maximum at $r=r_{m}$. The plasma resonance condition (4) will be satisfied for two values of the radial coordinate $r=r_{1}$ and $r=r_{2}\left(r_{-}<r_{1}<r_{m}<r_{2}<r_{+}\right)$. Finally, the growth rate is given by

$$
\begin{align*}
\operatorname{Im}(\omega)= & -\nu-\operatorname{sign}\left(\operatorname{Re}\left(\omega_{m}\right)\right) \\
& \times \frac{\pi^{2} h x_{0}^{2 \bar{m}-1} \omega_{p}\left[\bar{m} \mp\left|v_{0}\right| \gamma^{2} r_{-} \cdot \Delta \omega_{p} / c^{2}\right]^{2}}{2^{2 \bar{m}+1} \bar{m}!^{2} b \gamma^{2} \eta^{4 \bar{m}}} \\
& \times\left(\omega_{d} d_{0}-\eta^{2 \bar{m}}-1\right)^{2}, \tag{11}
\end{align*}
$$

where

$$
\begin{align*}
h= & \frac{\Omega^{2}\left(r_{1}\right)}{\partial \Omega^{2} /\left.\partial r\right|_{r_{1}}-\partial\left(\gamma^{3} w_{r}\right) /\left.\partial r\right|_{r_{1}, \omega_{p}}} \\
& -\frac{\Omega^{2}\left(r_{2}\right)}{\partial \Omega^{2} /\left.\partial r\right|_{r_{2}}-\partial\left(\gamma^{3} w_{r}\right) /\left.\partial r\right|_{r_{2}, \omega_{p}}} . \tag{12}
\end{align*}
$$

In our particular case when $\left|\partial \Omega^{2} / \partial r\right|_{r_{1,2}}$ $\gtrdot>\left|\partial\left(\gamma^{3} w_{r}\right) / \partial r\right|_{r_{1,2} \omega_{p}}$, it can be seen from Eq. (11) and (12) that oscillation accompanying plasma resonance in an inhomogeneous electron layer occurs when condition (10) is satisfied. Unlike the case of a homogeneous layer, the instability is a threshold process and occurs when the second term in Eq. (11) is greater than the first. For a homogeneous layer expression (5) gives the formula for the frequency of the generated wave

$$
\begin{align*}
\operatorname{Re}(\omega) \simeq & \frac{c}{r_{-}}\left\{\frac{\bar{m}\left(\gamma^{2}-1\right)^{1 / 2}}{\gamma}-\frac{1}{\gamma^{2}}\left(\varepsilon^{2} \gamma+\gamma^{2}\left(\gamma^{2}-1\right)\right.\right. \\
& \left.\left.+\left[\left(\gamma^{2}-1\right)^{1 / 2}-\operatorname{sign}\left(v_{0}\right) \varepsilon_{1}\right]^{2}\right)^{1 / 2}\right\}, \tag{13}
\end{align*}
$$

where $\varepsilon_{1}=\omega_{c} r_{-} \gamma / c$.
For an inhomogeneous electron layer the frequency at which the resonance condition (4) is satisfied depends on the coordinate $r$ which varies in the range $r_{-} \leqslant r \leqslant r_{m}$ (or $r_{m}$ $\leqslant r \leqslant r_{+}$). Hence the generated frequencies will lie in the range

$$
\begin{align*}
& \frac{c}{r_{-}}\left\{\frac{\bar{m}\left(\gamma^{2}-1\right)^{1 / 2}}{\gamma}-\frac{1}{\gamma^{2}}\left(\varepsilon_{m}^{2} \gamma+\gamma^{2}\left(\gamma^{2}-1\right)\right.\right. \\
& \left.\left.\quad+\left[\left(\gamma^{2}-1\right)^{1 / 2}-\operatorname{sign}\left(v_{0}\right) \varepsilon_{1}\right]^{2}\right)^{1 / 2}\right\} \leqslant \operatorname{Re}(\omega) \leqslant \frac{c}{r_{-}} \\
& \quad \times\left\{\frac{\bar{m}\left(\gamma^{2}-1\right)^{1 / 2}}{\gamma}-\frac{1}{\gamma^{2}}\left(\gamma^{2}\left(\gamma^{2}-1\right)\right.\right. \\
& \left.\left.\quad+\left[\left(\gamma^{2}-1\right)^{1 / 2}-\operatorname{sign}\left(v_{0}\right) \varepsilon_{1}\right]^{2}\right)^{1 / 2}\right\} \tag{14}
\end{align*}
$$

where $\varepsilon_{m}=\max _{r} \varepsilon(r)$.
It can be seen from conditions (13) and (14), where condition (10) is taken into account, that generation can only occur when $\bar{m}>1$. For large $\gamma$ the range (14) becomes narrower and the generated frequency will be

$$
\begin{equation*}
\operatorname{Re}(\omega) \simeq \frac{c(\bar{m}-1)}{r_{-}} \tag{15}
\end{equation*}
$$

The frequency (13) also tends toward (15) for large $\gamma$. The growth rate for an inhomogeneous layer, which is proportional to $(h / b)$, is smaller than that for a homogeneous
layer, which is proportional to $(\delta r / b)^{1 / 2}$. In the first case, however, the generation has the advantage that the resonance conditions are not violated when the radius of the electron orbit varies.

We also analyzed the case of an axisymmetric wave when $m=0$. We found that for both homogeneous and inhomogeneous electron layers $\operatorname{Im}(\omega)<0$ which corresponds to damped oscillations.

The author would like to thank V. V. Dolgopolov for useful discussions of the results.
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A classical method is used to obtain dispersion equations for the vibrations of twinning-boundary atoms. © 1999 American Institute of Physics. [S1063-7842(99)02206-0]

1. Twinning is one of the main types of plastic deformation in crystals. Hence, its study from the scientific viewpoint is of major importance because for many materials (such as $\mathrm{Bi}, \mathrm{Zn}, \mathrm{Sb}, \mathrm{TiAl}$, and silicon iron) plastic deformation in specific crystallographic directions is accomplished solely by twinning. Despite a vast amount of experimental data, ${ }^{1-3}$ the problem of constructing a logical theory of crystal twinning has yet to be resolved.

The dynamic characteristics of twinning boundaries are decisive factors in studying the physical relationships determining the twinning-induced plastic deformation of solids. In the present paper we study the dynamics of the vibrational motion of twinning-boundary atoms from the point of view of the microscopic theory of twins. ${ }^{2}$
2. At present, an expression describing the vibrations of a chain of atoms of like mass $M$ has now become a classical result ${ }^{4}$ in solid-state physics and in this form it is used to simulate a one-dimensional crystal lattice

$$
\begin{equation*}
\omega=2 \sqrt{\frac{\beta}{M}}\left|\sin \left(\frac{a q}{2}\right)\right|, \tag{1}
\end{equation*}
$$

where $\omega$ is the frequency of the atomic vibrations, $q$ is the wave vector, $a$ is the distance between the atoms, and $\beta$ is a constant.

Using the method applied to obtain formula (1), we can calculate the dependence of $\omega$ on $q$ for an atom situated at the twinning boundary $A_{1} A_{2}$ (Fig. 1).
3. We shall analyze a crystal consisting of atoms of like mass $M$. We shall assume that each atom only interacts with neighboring atoms. In the harmonic approximation the potential interaction energy of these atoms is related to the distance $x$ between them by

$$
\begin{equation*}
U(x) \sim x^{2} . \tag{2}
\end{equation*}
$$

The interaction force $f$ between the atoms is therefore directly proportional to $x$.

We relate the origin of the Cartesian coordinate system to a twinning-boundary atom (Fig. 2). The position of this atom on the $X$ axis will be denoted by $x_{n}$. The positions of atoms 1 and 2 on this axis will be denoted by $x_{n-1} \cos \alpha$ and $x_{n+1} \cos \alpha$, where $\alpha$ is the twinning angle. The force acting on the twinning-boundary atom will then be given by

$$
\begin{equation*}
f_{n}=f_{n+1}+f_{n-1}=\beta\left(x_{n+1} \cos \alpha+x_{n-1} \cos \alpha-2 x_{n}\right), \tag{3}
\end{equation*}
$$

where $f_{n+1}$ is the force acting on the twinning-boundary atom from atom $l$ (Fig. 2) and $f_{n-1}$ is the force from atom 2.

In this case, the equation of motion for the twinningboundary atoms will have the form

$$
\begin{equation*}
M \ddot{x}_{n}=\beta\left(x_{n+1} \cos \alpha+x_{n-1} \cos \alpha-2 x_{n}\right) . \tag{4}
\end{equation*}
$$

We shall seek a solution of Eq. (4) in the form

$$
\begin{equation*}
x_{n}=x_{0} \mathbf{e}^{i(\omega t-n a q)}, \tag{5}
\end{equation*}
$$

where $x_{0}$ is the amplitude of the vibrations and $n$ is the number of the atom.

The position of neighboring atoms numbered $n+1$ and $n-1$ on the $x$ axis at time $t$ can obviously be given by

$$
\begin{align*}
& x_{n+1}=x_{0} \mathbf{e}^{i(\omega t-(n+1) a q)}  \tag{6}\\
& x_{n-1}=x_{0} \mathbf{e}^{i(\omega t-(n-1) a q)} \tag{7}
\end{align*}
$$

Substituting Eqs. (5)-(7) into Eq. (4) gives a solution which we write as the dependence of $\omega$ on $q$

$$
\begin{equation*}
\omega^{2}=\frac{2 \beta}{M}(1-\cos (a q) \cos \alpha) \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
\omega= \pm 2 \sqrt{\frac{\beta}{M}\left(\sin ^{2}\left(\frac{a q}{2}\right)+\cos (a q) \sin ^{2} \frac{\alpha}{2}\right)} \tag{9}
\end{equation*}
$$



FIG. 1. Schematic of $A_{1} A_{2}$ twinning boundary.


FIG. 2. Twinning-boundary atom surrounded by neighboring atoms.

A comparison of Eqs. (1) and (9) indicates that these formulas differ in respect of the term in the radicand: $\cos (a q) \sin ^{2}(\alpha / 2)$. In the limiting case when $\alpha=0$, expression (9) gives formula (1).

Figure 3 gives the dependences

$$
\frac{\omega}{2} \sqrt{\frac{M}{\beta}}=\frac{\omega}{2} \sqrt{\frac{M}{\beta}}(a q)
$$

for the vibration of a twinning-boundary atom along the $X$ axis for various twinning angles $\alpha$ between zero and $40^{\circ}$. Table I gives the values of $\sin ^{2}(\alpha / 2)$ in Eq. (9) for given values of $\alpha$.

TABLE I.

| $\alpha$ | $\sin ^{2} \frac{\alpha}{2}$ | $\sin \alpha$ |
| :--- | :---: | :---: |
| 0 | 0.000 | 0.0 |
| 10 | 0.008 | 0.2 |
| 20 | 0.030 | 0.3 |
| 30 | 0.070 | 0.5 |
| 40 | 0.100 | 0.6 |

It can be seen from Fig. 3 that an increase in the twinning angle $\alpha$ leads to 'truncation', of the low frequencies and reduces the frequency range of the vibrations of the twinning-boundary atoms.
4. Along the $x$ axis, the nearest atoms $1-4$ will exert the force

$$
\begin{align*}
F_{n} & =F_{n+1}+F_{n-1}+2 F \\
& =\beta\left(y_{n+1}+y_{n-1}(1+2 \sin \alpha)-2 y_{n}\right) \tag{10}
\end{align*}
$$

on the twinning-boundary atom, where $F_{n+1}$ is the force acting on the twinning-boundary atom from atom $3, F_{n-1}$ is the force from atom 4 , and $F$ is the force from atoms 1 or 2 .

In this case, the equation of motion has the form

$$
\begin{equation*}
M \ddot{y}_{n}=\beta\left(y_{n+1}+y_{n-1}(1+2 \sin \alpha)-2 y_{n}\right), \tag{11}
\end{equation*}
$$

whose solution will be sought in the form

$$
\begin{equation*}
y_{n}=y_{0} \mathbf{e}^{i(\Omega t-n b q)}, \tag{12}
\end{equation*}
$$



FIG. 3. Dependences of $\frac{\omega}{2} \sqrt{\frac{\bar{M}}{\beta}}$ on $a q$ : $\alpha=0$ (1), 10 (2), 20 (3), 30 (4), and $40^{\circ}$ (5).


FIG. 4. Dependences of $\frac{\Omega}{2} \sqrt{\frac{M}{\beta}}$ on $b q$ : $1-5-$ as in Fig. 3.
where $\Omega$ is the frequency of the atomic vibrations along the $y$ axis and $b$ is the distance between the atoms along this axis.

In this case, the solution of Eq. (11) may be written

$$
\begin{equation*}
\Omega^{2}=\frac{2 \beta}{M}\left(2 \sin ^{2}\left(\frac{b q}{2}\right)-\cos (b q) \sin \alpha\right) \tag{13}
\end{equation*}
$$

or

$$
\begin{equation*}
\Omega= \pm 2 \sqrt{\frac{\beta}{M}\left(\sin ^{2}\left(\frac{b q}{2}\right)-\frac{1}{2} \cos (b q) \sin \alpha\right)} . \tag{14}
\end{equation*}
$$

This relation differs from Eq. (1) in respect of the term in the radicand: $-(1 / 2) \cos (b q) \sin \alpha$. As in the previous case [see formula (9)], Eq. (14) gives formula (1) for $\alpha=0$.

Figure 4 shows a graph of

$$
\frac{\Omega}{2} \sqrt{\frac{M}{\beta}}=\frac{\Omega}{2} \sqrt{\frac{M}{\beta}}(b q)
$$

In this case, an increase in the twinning angle leads to the appearance of an additional maximum at the boundaries of the Brillouin zone and increases the range of vibration frequencies of the twinning-boundary atom.

Note that when plotting the graph in Fig. 4, we imposed the constraint that the radicand in Eq. (14) should be greater than zero.
5. To sum up, a classical method has been used to calculate the dispersion dependence of the vibrations of twinning-boundary atoms. An increase in the twinning angle leads to a decrease in the frequency range of the vibrations of a twinning-boundary atom perpendicular to the twinning boundary and increases this range for vibrations parallel to the twinning boundary.
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## Nonlinear surface magnetostatic waves in a ferrite semiconductor structure
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A theoretical analysis is made of the propagation of a nonlinear surface magnetostatic wave in a planar ferrite semiconductor structure as a function of the carrier concentration in the semiconductor layer. It is shown that for certain concentrations the surface magnetostatic wave is unstable with respect to longitudinal perturbations and may propagate perpendicular to the magnetic field in the form of solitons. © 1999 American Institute of Physics.
[S1063-7842(99)02306-5]

Recently considerable interest has been shown in studying envelope solitons of magnetostatic spin waves in thin ferromagnetic films. ${ }^{1-4}$ So far, the conditions for the existence and formation of solitons have been studied theoretically ${ }^{1,2}$ and the propagation of magnetostatic waves pulses in the form of solitons has also been observed experimentally. ${ }^{3}$ However, nonlinear surface magnetostatic waves (SMSWs) in ferrite semiconductor structures have been studied considerably less.

In the present paper we show that it is theoretically possible for SMSW solitons to exist in a planar ferrite semiconductor structure. The SMSWs propagate along the $Y$ axis perpendicular to an external magnetic field $H_{0}$ directed along the $Z$ axis parallel to the surface of the structure.

The initial equations for studying nonlinear surface spin waves in a ferrite semiconductor structure are the Maxwell equations, the Landau-Lifshitz equation in the magnetostatic approximation for a ferrite layer, and also the Maxwell equations and the Lorentz equation for a semiconductor layer.

During the propagation of SMSWs, the role of nonlinearity is manifested as a dependence of the frequency and phase velocity on the wave amplitude. Assuming that the amplitude $\varphi$ is a slowly varying function, the nonlinear dispersion equation for the SMSWs may be formally written in the form: ${ }^{1} G\left(\omega, k,|\varphi|^{2}\right)=0$, where $\omega$ is the carrier frequency and $k \equiv k(\omega)$ is the SMSW wave vector. Since the nonlinearity is assumed to be weak, the deviation of the frequency $\omega$ from $\omega_{0}$ to $\omega_{0}+\Omega, \Omega \ll \omega_{0}$ and the changes in $k$ compared with the wave vector $k_{0}$ of the linear equation will be small. After expanding $k(\omega)$ about $k_{0}\left(\omega_{0}\right)$ as a series in terms of $\left(\omega-\omega_{0}\right)$, we obtain the nonlinear Schrödinger equation ${ }^{1,4}$

$$
\begin{equation*}
i \frac{d A}{d y}-\frac{\beta_{2}}{2} \frac{d^{2} A}{d t^{2}}+\gamma|A|^{2} A=0 \tag{1}
\end{equation*}
$$

where $\beta_{2}=d^{2} k /\left.d \omega^{2}\right|_{\omega_{0}}$ is the dispersion of the linear group velocity calculated at the point $k_{0}\left(\omega_{0}\right)$ and $\gamma$ $=d k /\left.d|A|^{2}\right|_{A=0, \omega_{0}}$ is the nonlinear coefficient.

A necessary condition for the formation of an envelope soliton is that the Lighthill criterion ${ }^{5} \beta_{2} \gamma<0$ is satisfied.

The dispersion equation for a linear SMSW propagating in a ferrite semiconductor structure has the form ${ }^{6}$

$$
\begin{equation*}
e^{-2 k d}=\frac{\left(\mu^{-}+k\right)\left(\delta \mu^{+}+k\right) \tanh \left(k_{s} t\right)+\left(\mu^{+}+k\right) \sqrt{\delta}}{\left(\mu^{+}-k\right)\left(\delta \mu^{-}-k\right) \tanh \left(k_{s} t\right)+\left(\mu^{-}-k\right) \sqrt{\delta}} . \tag{2}
\end{equation*}
$$

Here $\mu^{+}=k\left(\mu \pm \mu_{a}\right), k_{s}^{2}=\delta k^{2}, k=k_{1}+i k_{2}, d$ and $t$ are the thickness of the ferrite and semiconductor layer, respectively, $\mu$ and $\mu_{a}$ are the diagonal and off-diagonal elements of the magnetic permeability tensor of the ferrite allowing for losses. The value of $\delta$ determines the characteristics of interaction between the SMSW and the semiconductor layer and in this case, may be written in the form

$$
\begin{equation*}
\delta=1-\frac{\omega \varepsilon_{z z}}{k^{2} c^{2}}, \tag{3}
\end{equation*}
$$

where $\varepsilon_{z z}=\varepsilon_{z z}^{e}+\varepsilon_{z z}^{h}, \varepsilon_{z z}^{e(h)}$ is an element of the permittivity tensor of the semiconductor in the magnetic field $H_{0}$

$$
\begin{equation*}
\varepsilon_{z z}^{e}=\varepsilon_{s}\left(1-\frac{\omega_{p}^{2}}{\omega^{2}+\nu^{2}}+i \frac{\omega_{p}^{2} \nu}{\omega\left(\omega^{2}+\nu^{2}\right)}\right), \tag{4}
\end{equation*}
$$

where $\varepsilon_{s}$ is the permittivity of the semiconductor caused by the contribution of the lattice, $\nu$ is the electron collision frequency, $\omega_{p}=\left(4 \pi e^{2} N / m^{*} \varepsilon_{s}\right)^{1 / 2}$ is the plasma frequency, and $N$ is the electron concentration.

For the case $\delta=1$ Eq. (2) gives the Damon-Eschbach equation. In order to determine the coefficient of nonlinearity $\gamma$ we shall assume that for small deviations of the magnetization from the equilibrium state

$$
M_{z} \cong M_{0}\left(1-\frac{\left|M_{x}\right|^{2}+\left|M_{y}\right|^{2}}{2 M_{0}^{2}}\right),
$$

where $M_{0}$ is the saturation magnetization and $M_{i}$ are the components of the variable magnetization ( $i=x, y, z$ ).

Then, in the limit $k d \ll 1$, we have $M_{z} \cong M_{0}-M_{0}|\varphi|^{2}$ and $\omega_{m} \cong \omega_{m}\left(1-|\varphi|^{2}\right)$ (Refs. 1 and 4). Substituting these expressions into Eq. (2) we obtain

$$
\begin{aligned}
& \gamma=-\frac{d G}{d|A|^{2}} / \frac{d G}{d k}, \\
& \frac{d G}{d|A|^{2}}=A D_{a}-B C_{a},
\end{aligned}
$$

$$
\begin{align*}
& A=\frac{1}{2}\left[\delta+\sqrt{\delta}+(\sqrt{\delta}-\delta) \exp \left(-2 k_{s} t\right)\right], \\
& B=(1-\delta)(1-\exp (-2 k d)) / 4, \\
& D_{a}=\omega_{m}\left(\omega_{n}+\omega_{m}(1-\exp (-2 k d)) / 2\right), \\
& C_{a}=\omega_{m}\left(\omega_{h}-\omega\right) / 2, \\
& \frac{d G}{d k}=A_{k} D+A D_{k}-\left(B_{k} C+B C_{k}\right), \\
& D=\omega_{0}^{2}-\frac{\omega_{m}^{2}}{4}\left(1-e^{-2 k d}\right), \\
& C=\omega_{0}^{2}+\frac{\omega_{m}}{2}\left(\omega+\omega_{h}\right)\left(1-e^{-2 k d}\right), \tag{5}
\end{align*}
$$

where $A_{k}, B_{k}, C_{k}, D_{k}$, and $\delta_{k}$ are derivatives with respect to $k$, and $\omega_{0}^{2}=\omega_{h}^{2}+\omega_{h} \omega_{m}$.

Using

$$
\frac{d \omega}{d|A|^{2}}=\nu_{g} \frac{d k}{d|A|^{2}}
$$

and substituting $\delta=1, \delta_{k}=0, k=0$, and $\omega=\omega_{0}$ into Eq. (5), we obtain $d \omega / d|A|^{2}=\omega_{m} \omega_{h} / 2 \omega_{0}$, which agrees with the data given in Ref. 1 to within a factor.

We know that solitons can occur as a result of longitudinal and transverse modulational instability. The first is observed as self-modulation and the second as self-focusing. Self-focusing of SMSWs in a ferrite film without losses was studied by Zvezdin and Popkov, ${ }^{1}$ who showed that an SMSW propagating perpendicular to the magnetic field is stable with respect to longitudinal perturbations. Boardman et al. ${ }^{2}$ showed that an SMSW propagating at an angle to the magnetic field is unstable with respect to longitudinal perturbations, which leads to the formation of SMSW envelope solitons.

It can be seen from the data plotted in Fig. 1 for ferrite semiconductor films that a SMSW is unstable with respect to longitudinal perturbations even when it propagates normal to the magnetic field. Calculations were made neglecting the losses for values of the parameters corresponding to those of iron yttrium garnet films and a CdSe semiconductor: $4 \pi M_{0}=1750 \mathrm{G}, H=960 \mathrm{Oe}$, hole mobility $\mu_{h}=50 \mathrm{~cm}^{2} / \mathrm{V} \mathrm{s}$, electron mobility $\mu_{e}=650 \mathrm{~cm}^{2} / \mathrm{V} \mathrm{s}, d=0.002 \mathrm{~cm}$, and $t$ $=0.0002 \mathrm{~cm}$.

Figure 1 shows that for an isolated ferrite film $(\delta=1)$ the SMSW is stable with respect to longitudinal perturbations. In the presence of a semiconductor layer, a region of existence of envelope solitons appears from low carrier concentrations and this extends over the entire region of existence of the SMSW as the concentration increases.

Allowance for losses in the ferrite and the semiconductor yields more complex frequency dependences of the SMSW group velocity dispersion and the nonlinear coefficient for various carrier concentrations in the semiconductor (Fig. 2). Figure 2 gives the calculated products of the real parts of $\beta_{2}$ and $\gamma$. It can be seen that at low concentrations the Lighthill


FIG. 1. Product of group velocity dispersion and nonlinear coefficient as a function of frequency for an isolated ferrite film (1) and a ferritesemiconductor structure with electron concentrations of $10^{16}(2), 10^{17}(3)$, $10^{18}(4)$, and $10^{19} \mathrm{~cm}^{-3}(5)$.
criterion is satisfied over a narrow range in the lowfrequency part of the spectrum. An increase in concentration causes the region of existence of SMSW solitons to disappear. A further increase in concentration leads to the reap-


FIG. 2. Product of group velocity dispersion and nonlinear coefficient as a function of frequency for a ferrite-semiconductor structure with electron concentrations of $10^{16}(1), 10^{17}(2), 10^{18}(3), 10^{19}(4)$, and $10^{20} \mathrm{~cm}^{-3}$ (5).
pearance of this region which then expands over almost the entire SMSW frequency range as $N$ increases. Note that Fig. 2 gives values for which $k_{2}>-20 \mathrm{~cm}^{-1}$. Thus, these data show that in planar ferrite semiconductor structures an SMSW is unstable relative to longitudinal perturbations.

We shall estimate the threshold SMSW power needed for soliton formation which is defined as $|\varphi|^{2}=-\beta_{2} / \gamma \tau$, where $\tau$ is the pulse duration. Using an asymptotic expression for the SMSW power ${ }^{1,4} P=\pi L d^{2} \omega M^{2}|\varphi|^{2}$ (where $L$ is the structure width), we find that for the parameters used and $N=10^{18} \mathrm{~cm}^{-3}, \omega=4.6 \mathrm{GHz}$, and $\tau=8 \times 10^{-7} \mathrm{~s}$ the threshold power for soliton formation is $P=17 \mathrm{~mW}$.
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The optimum input coupling coefficient $\beta$ corresponding to the maximum energy storage efficiency $\eta$ for given input pulse length $t_{i}$ is usually determined using the well-known formula

$$
\begin{equation*}
\beta=\left(2.512 \tau_{p}\right) / t_{i}-1, \tag{1}
\end{equation*}
$$

which is derived from the expression for the storage efficiency ${ }^{1}$

$$
\begin{equation*}
\eta=4 \beta \tau_{p}\left(1-\exp \left(-t_{i}(1+\beta) / 2 \tau_{p}\right)\right)^{2} /\left((1+\beta)^{2} t_{i}\right) \tag{2}
\end{equation*}
$$

where $\tau_{p}$ is the power time constant of the cavity.
Differentiating $\eta$ with respect to $x=t_{i} / \tau_{p}$, expression (2) gives the condition for maximum $\eta$ in terms of $x$ for given $\beta$

$$
\begin{equation*}
\exp (z / 2)=1+z \tag{3}
\end{equation*}
$$

where $z=(1+\beta) x$, which yields formula (1).
For instance, for $\beta=1$ formula (1) gives the well-known optimum $t_{i}=1.256 \tau_{p}$ for which the storage efficiency is approximately 0.41 . However, this does not imply that when the input pulse length is $1.256 \tau_{p}$, the maximum efficiency corresponds to the critical coupling $\beta=1$. It is easy to see from formula (2) that in this case, the maximum efficiency is obtained for $\beta$ satisfying the equation

$$
\begin{equation*}
\exp (z / 2)=1+z \beta /(\beta-1) \tag{4}
\end{equation*}
$$

In this case, the solution of Eq. (4) is $\beta \approx 2.5$ and the storage efficiency is then $\approx 0.515$.

Figure 1 gives the storage efficiency as a function of $\beta$ for $x=1.256 \tau_{p}$ and as a function of $x$ for $\beta=1$.


FIG. 1. Storage efficiency as a function of input coupling coefficient $\beta$ for a fixed normalized input pulse length $x$ and as a function of pulse length $x$ for fixed coupling $\beta$.

Thus, formula (1) can only be used to find the optimum input pulse length for a given input coupling coefficient and formula (4) must be used to determine the optimum coupling for a given input pulse length to avoid errors.
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The position of the image is calculated as a function of the position of the object (tubular beam) for an electrostatic system consisting of two coaxial cylinders and an end diaphragm with an annular slit. © 1999 American Institute of Physics. [S1063-7842(99)02506-4]

In an earlier study ${ }^{1}$ we determined the operating conditions of a coaxial cylindrical lens (CCL) consisting of two cylinders and a planar diaphragm on the charged particle entry side which focuses a tubular beam onto the axis of the lens. The cardinal elements of the image space were calculated numerically. For these we obtained simple numerical formulas which give an accuracy better than $25 \%$ and are convenient for engineering calculations. ${ }^{2}$

The aim of the present study is to calculate the loading characteristics of a CCL (the position of the image as a function of the position of the object). In addition, the authors show that a CCL with a tubular beam focused onto the axis satisfies the classical lens formula which is well-known in optics as the Newton formula.

A coaxial cylindrical lens with the front end closed by a diaphragm and the rear end open belongs to a class of lenses for which the cardinal elements of the object and image space differ in magnitude. This is because no field exists in the object space whereas a field does exist in the image space and at a distance from the lens greater than its aperture, it becomes homogeneous. ${ }^{3}$ The calculations were made numerically using a program developed by the authors for electrostatic electron-optics systems possessing rotational symmetry. The CCL geometry was selected on the basis of previous studies made by the authors: the ratio between the radii of the external and internal cylinders was $R / \rho=2-100$, the gap between the input diaphragm and the external cylinder was $s / R=0.1$ and the length of the lens was $l=R$. A working voltage $V$ is applied to the external cylindrical electrode with the internal electrode and the diaphragm grounded. For this geometry and power supply the tubular beam is focused onto the axis of the lens over the entire range of variation of the distance between the rear edge of the lens and the image.

Figure 1 shows a schematic of the CCL and its cardinal elements for the object space as a function of the excitation of the lens $\gamma=e V / \varepsilon$, where $e$ is the particle charge and $\varepsilon$ is the energy. We used numerical calculations to obtain empirical formulas for the cardinal elements of the object space: the focal length $f_{0}$, the position of the principal plane $h_{0}$, and the initial radius $r_{i}$ of the family of central beam trajectories on the side of the image space, about which the focusing takes place

$$
f_{0} / R=2[(1-\rho / R) / \gamma-0.3]
$$

$$
\begin{align*}
& h_{0} / R=0.3(\gamma-1+1.1 \sqrt{\rho / R}) \\
& r_{1} / R=0.2(1.5 \rho / R-1) \gamma+0.4 \sqrt{\rho / R}+0.65 . \tag{1}
\end{align*}
$$

The crosses in Fig. 1 give the values calculated using the formulas (1). It can be seen that these differ negligibly from the numerical calculations.


FIG. 1. Cardinal elements of the object space of a CCL of length $l=R$ : focal length (solid curves), position of principal plane (dashed curves), and entry radius of axial beam trajectories (dot-dash curve) for various ratios of the radii of the external and internal cylinders: $R / \rho=2(1), 10$ (2), and 100 (3).


FIG. 2. Position of the image (solid curves) and radius of the central beam trajectories on entry to the lens (dashed curves) as a function of the position of the object for various excitations of a lens having $R / \rho=10$ and $l=R$ : $\gamma=1.0$ (1), 0.75 (2), 0.5 (3), 0.25 (4).

It is of practical interest to obtain the loading characteristics of the lens which determine the relationship between the position of the object and its image. By varying the distance between the object and the entrance to the lens $a$ for a specific lens power, we determined the distance between the exit and the image $g$ for axis-axis focusing. It should be noted that in this case, the radius of the central beam trajectories at the entrance to the lens, about which the beam is focused, depends on the position of the object. This radius $r_{a}$ was also determined numerically and the results of the calculations are given in the form of graphs and tables.

Figure 2 gives the loading characteristics of a CCL with the typical geometry $R / \rho=10$ and $l=R$ (solid curves) and also the corresponding values of the radius $r_{i}$ (dashed curves). Table I (upper line) gives the loading characteristics for a CCL with $R / \rho=2$ and $l=R$ while Table II (upper line) gives those for $R / \rho=100$ and $l=R$. All the geometric parameters are given in units of the external cylinder radius $R$.

TABLE I. $R / \rho=2, l=R$.

| $\gamma$ | 0.1 |  |  | 0.2 |  | 0.3 |  | 0.4 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | $g$ | $r_{a}$ | $g$ | $r_{a}$ | $g$ | $r_{a}$ | $g$ | $r_{a}$ |  |
| $\infty$ | 7.9 | 0.88 | 3.3 | 0.84 | . .8 | 0.82 | 1.1 | 0.80 |  |
|  | 8.0 | 0.89 | 3.2 | 0.86 | 1.7 | 0.83 | 0.90 | 0.80 |  |
| 15 | 20.1 | 0.88 | 5.0 | 0.84 | 2.4 | 0.82 | 1.4 | 0.79 |  |
|  | 21.1 | 0.89 | 4.7 | 0.86 | 2.1 | 0.83 | 1.1 | 0.80 |  |
| 10 | 64.0 | 0.86 | 6.3 | 0.84 | 2.8 | 0.82 | 1.6 | 0.79 |  |
|  | 83.3 | 0.88 | 5.9 | 0.86 | 2.4 | 0.83 | 1.2 | 0.80 |  |
| 5 | $\cdots$ | $\ldots$ | 17.5 | 0.83 | 4.8 | 0.82 | 2.3 | 0.78 |  |
|  |  |  | 18.3 | 0.84 | 3.8 | 0.82 | 1.6 | 0.80 |  |
| 3 | $\ldots$ | $\ldots$ | $\cdots$ | $\cdots$ | 15.2 | 0.78 | 4.2 | 0.77 |  |
|  |  |  |  |  | 9.2 | 0.81 | 2.5 | 0.78 |  |
| 2 | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | 13.0 | 0.74 |  |

TABLE II. $R / \rho=100, l=R$.

| $\gamma$ | 0.25 |  | 0.5 |  | 0.75 |  | 1.0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | $g$ | $r_{a}$ | $g$ | $r_{a}$ | $g$ | $r_{a}$ | $g$ | $r_{a}$ |
| $\infty$ | 6.7 | 0.58 | 2.5 | 0.56 | 1.1 | 0.52 | 0.46 | 0.48 |
|  | 5.8 | 0.56 | 2.2 | 0.52 | 0.94 | 0.48 | 0.49 | 0.45 |
| 15 | 14.3 | 0.58 | 3.5 | 0.56 | 1.4 | 0.51 | 0.59 | 0.48 |
|  | 11.8 | 0.55 | 2.9 | 0.51 | 1.2 | 0.48 | 0.58 | 0.44 |
| 10 | 29.4 | 0.58 | 4.2 | 0.56 | 1.6 | 0.51 | 0.66 | 0.48 |
|  | 21.7 | 0.54 | 3.4 | 0.51 | 1.3 | 0.47 | 0.62 | 0.43 |
| 5 | $\ldots$ | $\ldots$ | 8.6 | 0.54 | 2.3 | 0.50 | 0.90 | 0.46 |
|  |  |  | 6.8 | 0.49 | 1.9 | 0.46 | 0.78 | 0.42 |
| 3 | $\ldots$ | $\ldots$ | $\infty$ | 0.51 | 4.8 | 0.47 | 1.4 | 0.44 |
|  |  |  |  | 0.47 | 3.1 | 0.43 | 1.1 | 0.40 |
| 2 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 10.7 | 0.44 | 1.9 | 0.42 |
|  |  |  |  |  | 8.3 | 0.41 | 1.6 | 0.38 |
| 1 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 7.7 | 0.33 |
|  |  |  |  |  |  |  | 8.6 | 0.31 |

It should be noted that substituting these numerical values of the focal lengths of the object and image spaces into the classical formula reveals good agreement with the numerical values plotted on the graph and given in the tables. Exceptions are the operating regimes where the focal length is smaller than the lens aperture, when the focus falls within the strong field. In this case, the Newton formula cannot be applied, as is the case for all other lenses.

On the basis of the numerical calculations, we obtained a simple empirical formula for the radius of the central beam trajectories

$$
\begin{equation*}
r_{a}=r_{0}-0.05[3+1 / \operatorname{Ln}(\rho / R)] / a, \tag{2}
\end{equation*}
$$

where $r_{0}$ is the initial radius of the central trajectories of a beam parallel to the axis on entry to the lens $(a \rightarrow \infty)$ for which we derived an empirical formula in Ref. 2.

The values of $r_{a}$ calculated using formula (2) are indicated by the crosses in Fig. 2 and are given in Tables I and II (lower lines). The maximum deviation between the empirical values and the numerical calculations does not exceed $10 \%$.

It is of considerable practical interest to demonstrate the possibility of using the Newton formula in which empirical expressions are substituted for the cardinal elements of the CCL. We performed these calculations for the coaxial lens geometry indicated above using a refined empirical formula for the focal length of the image space

$$
\begin{equation*}
f_{i} / R=1.9(1-\rho / R) / \gamma-1.0 \tag{3}
\end{equation*}
$$

The results of the calculations are presented in Tables I and II (lower lines) and are shown by the crosses in Fig. 2. It can be seen that in the region of existence of a real image, the Newton formula is satisfied to within at least $25 \%$ (Fig. 2). The accuracy of determining the position of the image for a given position of the object deteriorates as the object approaches the focus of the lens because of the specific features of the Newton formula.

To sum up, we have calculated the loading characteristics of an electrostatic lens consisting of two coaxial cylinders and an adjacent planar input diaphragm under conditions of point-to-point focusing. The calculations were made by computer and using empirical formulas. It was shown that the classical lens formula is satisfied for a CCL having this geometry.

[^13]Translated by R. M. Durham

## Surface flow of liquid in an electric field
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An analytic solution is proposed for a model problem which demonstrates the occurrence of a surface flow of weakly conducting liquid in an electric field which was previously observed experimentally by the author. © 1999 American Institute of Physics. [S1063-7842(99)02606-9]

Berezhnov and Semenov ${ }^{1}$ reported results of an experimental investigation of a new type of surface flow observed at the free surface of a weakly conducting liquid in a static electric field. They established that unlike the electrocapillary motion of mercury droplets, ${ }^{2}$ in this effect the surface velocity is proportional to the square of the voltage between the electrodes. In the present paper the existence of this effect is demonstrated analytically.

We shall assume that an infinite air bubble of radius $R$ is located inside an infinite cylinder of radius $b$ filled with a weakly conducting liquid (planar problem). The axes of the cylinder and the bubble are the same. We shall assume that at the surface of the cylinder the potential distribution is described by $U_{0} \cos \varphi$, where $\varphi$ is the angle in the polar coordinate system $(r, \varphi)$ measured from the $x$ axis, perpendicular to the cylinder axis, and $U_{0}$ is the characteristic potential difference. Since the conductivity of air and liquid differ, a free charge forms at the free surface of the liquid which can be determined by solving the following problem in the approximation of weakly conducting air:

$$
\begin{align*}
& \Delta u_{j}=0, \quad j=1,2, \\
& r=b: \quad u_{2}=U_{0} \cos \varphi, \\
& r=R: \quad u_{1}=u_{2}, \\
& \sigma \frac{\partial u_{2}}{\partial r}=-\sigma_{s} \Delta_{s} u_{2}+\operatorname{div}_{s}\left(\mathbf{v}_{s} \tau\right)-\nabla_{s} \sigma_{s} \nabla_{s} u_{2}, \\
& 4 \pi \tau=\frac{\partial u_{1}}{\partial r}-\varepsilon \frac{\partial u_{2}}{\partial r} . \tag{1}
\end{align*}
$$

Here $u_{1}$ and $u_{2}$ are the potential in the bubble and in the liquid, $\sigma$ and $\varepsilon$ are the conductivity and the permittivity of the liquid, respectively, $\sigma_{s}$ is the surface conductivity, $\Delta_{s}$ is the surface Laplacian, $\mathbf{v}_{s}$ is the surface velocity, $\nabla_{s}$ is the surface gradient, and $\tau$ is the free surface charge. When current flows, the component of the electric field strength tangential to the free surface is nonzero. As a result, a force will act on the free surface charge which is responsible for the onset of surface flow. We shall find the steady-state velocity of this flow in the approximation of low Reynolds numbers assuming that the free surface is nondeformable and the viscosity of the air is low. For this case we have the following equations:

$$
\begin{align*}
& \operatorname{div} \mathbf{v}=0, \quad-\nabla p+\eta \Delta \mathbf{v}=0 \\
& r=b: \quad \mathbf{v}=0 \\
& r=R: \quad v_{n}=0, \quad \sigma_{i, k} n_{k}=\tau E_{i} \tag{2}
\end{align*}
$$

where $\mathbf{v}$ is the velocity in the liquid, $E_{i}$ is the strength component tangential to the free surface, $\eta$ is the viscosity of the liquid, $\sigma_{i, k}$ is the viscous stress tensor, $p$ is the pressure, and $n$ is the unit vector of the normal.

After dedimensionalizing $\quad\left(r \rightarrow R, \quad u \rightarrow U_{0}, \quad v \rightarrow U_{0}^{2} /\right.$ $\left.4 \pi \mathrm{R} \eta, \tau \rightarrow U_{0} / 4 \pi R, \sigma_{s} \rightarrow \sigma_{s} / \sigma R, b \rightarrow b / R\right)$ assuming that the surface current induced by the Ohmic conductivity is much smaller than the current produced by the surface flow, we have

$$
\begin{align*}
& \Delta u_{j}=0, \quad j=1,2, \\
& \operatorname{div} \mathbf{v}=0, \quad \Delta \mathbf{v}=\nabla p, \\
& r=b: \quad u_{2}=\cos \varphi, \quad v_{r}=0, \quad v_{\varphi}=0, \\
& r=1: \quad u_{1}=u_{2}, \quad \frac{\partial u_{2}}{\partial r}=\beta v_{\varphi} \nabla_{\varphi} \tau,  \tag{3}\\
& \tau=\frac{\partial u_{1}}{\partial r}-\varepsilon \frac{\partial u_{2}}{\partial r}, \\
& v_{r}=0, \quad \frac{1}{r} \frac{\partial v_{r}}{\partial \varphi}+\frac{\partial v_{\varphi}}{\partial r}-\frac{v_{\varphi}}{r}=\tau E_{\varphi}, \\
& \beta=\frac{U_{0}^{2}}{16 \pi^{2} R^{2} \eta \sigma} . \tag{4}
\end{align*}
$$

Solving the problem (3) and (4) by expanding as a series in powers of $\beta(\beta \ll 1)$ we find the velocity at the free surface of the liquid

$$
\begin{aligned}
& v_{\varphi}^{(s)}=v_{0} \sin 2 \varphi+\left(v_{1} \sin 2 \varphi+v_{2} \sin 4 \varphi\right) \beta+\ldots, \\
& v_{0}=\frac{b^{2}\left(b^{2}-1\right)}{2 \varepsilon\left(b^{2}+1\right)^{3}} \\
& v_{1}=-\frac{b^{4}\left(b^{2}-1\right)^{2}\left(\varepsilon b^{2}+\varepsilon-1+b^{2}\right)}{4 \varepsilon^{3}\left(b^{2}+1\right)^{7}},
\end{aligned}
$$

$$
\begin{equation*}
v_{2}=\frac{b^{4}\left(b^{2}-1\right)\left(\varepsilon b^{6}+\varepsilon+2 b^{6}-2\right)\left(b^{10}+3 b^{8}+6 b^{6}-6 b^{4}-3 b^{2}-1\right)}{16 \varepsilon^{3}\left(b^{2}+1\right)^{6}\left(b^{6}+1\right)\left(b^{8}+2 b^{6}+4 b^{4}+2 b^{2}+1\right)} \tag{5}
\end{equation*}
$$

The solution (5) indicates that the surface velocity is proportional to the square of the characteristic potential difference $U_{0}$, which agrees qualitatively with the experimental results obtained in Ref. 1.
${ }^{1}$ V. V. Berezhnov and V. A. Semenov, Pis'ma Zh. Tekh. Fiz 22(5), 92 (1996) [Tech. Phys. Lett. 22, 223 (1996)].
${ }^{2}$ V. G. Levich, Physicochemical Hydrodynamics [in Russian], Academy of Sciences of the USSR Press, Moscow (1952), 553 pp.
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It is shown that internal gettering of impurities and defects in $\mathrm{Au}-\mathrm{Si}$ structures can enhance their reliability and stabilize their characteristics. © 1999 American Institute of Physics.
[S1063-7842(99)02706-3]

Silicon-gold structures are extensively used as the basis for fabricating photoconverters (diodes and controllable switches) and devices for measuring the physicochemical parameters of external media, such as gas sensors. As in other types of semiconductor devices, the electrophysical, functional, and reliability characteristics of $\mathrm{Au}-\mathrm{Si}$ structures depend very strongly on the presence of accidental (background) impurities and other crystallographic defects in the silicon substrate. Various gettering procedures are used to reduce the concentration of impurities and defects, of which internal gettering is held to be the most promising method for silicon. ${ }^{1}$ As yet, the positive capabilities of this comparatively new method, especially for enhancing the radiation resistance of devices, have not yet been fully identified. The aim of the present study is to investigate the influence of internal gettering on the photoelectric properties of $\mathrm{Au}-\mathrm{Si}$ structures bombarded by moderate-energy protons.

The structures used for the investigations consisted of twenty elements arranged in an interdigital topology on dislocation-free Czochralski-grown KDB-12 (001) silicon crystals by thermal deposition of a gold layer followed by brazing. A $2 \mu \mathrm{~m}$ layer of galvanic gold was grown on the
electrodes to lower the resistance. The width of the interelectrode region was $50 \mu \mathrm{~m}$. Data obtained by infrared absorption spectrometry indicate that the oxygen content in the initial substrates did not exceed $1.4 \times 10^{18} \mathrm{~cm}^{-3}$ and the average microdefect density established from selective etching patterns in a Sirtl solution was $1.4 \times 10^{5} \mathrm{~cm}^{-2}$. The x-ray diffraction patterns of the initial crystals revealed a dominant (004) allowed peak according to the extinction conditions in silicon together with 'forbidden' (002) and (006) reflections whose intensity is related to that of the main peak as $I_{(002)} / I_{(004)}=3 \times 10^{-2}$ and $I_{(006)} / I_{(004)}=1.1-2.3 \times 10^{-2}$. The appearance of these forbidden peaks indicates that the initial samples contain regions of microstresses having a component normal to the reflecting surface.

Before the gold was deposited, one batch of substrates underwent internal gettering using a method described by Skupov. ${ }^{2}$ This involved irradiating the initial samples with alpha particles from a ${ }^{210} \mathrm{Po}$ radionuclide source $(E$ $=4.5 \mathrm{MeV}, \Phi=10^{11}-10^{12} \mathrm{~cm}^{-2}$ ) to activate nucleation centers and grow gettering inclusions during the subsequent three-stage annealing in a dry nitrogen atmosphere: 6 h at $1373 \mathrm{~K}, 12 \mathrm{~h}$ at 1073 K , and 8 h at 1373 K . The other batch of


FIG. 1. Current-voltage characteristics of $\mathrm{Au}-\mathrm{Si}$ structures without illumination ( $1-4$ ) and with illumination $\left(1^{\prime}-4^{\prime}\right): 1$, $1^{\prime}$ - control samples, 2, $2^{\prime}$ - after gettering, $3,3^{\prime}-$ control samples after proton irradiation, and $4,4^{\prime}$ - after gettering and proton irradiation.


FIG. 2. Histogram showing the distribution of the structures in terms of breakdown voltage (without illumination): 1 - control samples, 2 - control samples after proton irradiation, $3-$ after gettering, $4-$ after gettering and proton irradiation; $N$ is the structure number.
substrates was not annealed and the structures on them served as controls. It should noted that when the electrophysical characteristics were measured for various control samples, some stabilization of the resistance was observed, which showed up as an abrupt increase in current from a few to hundreds of microamperes when the voltage at the contacts was increased to $10-15 \mathrm{~V}$. This effect indicates some instability of the impurity-defect composition of the initial substrates and the $\mathrm{Au}-\mathrm{Si}$ transition region which is not completely eliminated by conventional thermal brazing.

Some of the structures in each batch were irradiated by a proton dose of $6.25 \times 10^{11} \mathrm{~cm}^{-2}$ at increasing energies of 30 , 60 , and 90 keV to suppress surface conduction channels. Before and after irradiation we recorded the current-voltage characteristics without illumination and under illumination by $0.85 \mu \mathrm{~m} 40 \mathrm{~mW}$ radiation.

The experiments showed that as a result of internal gettering in the surface zone $7-10 \mu \mathrm{~m}$ deep, the microdefect density decreased to $9 \times 10^{3} \mathrm{~cm}^{-2}$ and the density dispersion decreased to $2.9 \times 10^{3} \mathrm{~cm}^{-2}$. The (002) and (006) forbidden peaks disappeared on the x-ray diffraction patterns, i.e., the level of microstresses in the crystals was reduced. In contrast to the control samples, no instability of the electrical parameters was detected at the initial time of measurement for any of the structures formed on the gettered substrates.

Figure 1 gives the current-voltage characteristics of these structures, which show that after gettering the resistance increases and the structures reveal a more abrupt transition to the prebreakdown state, both without illumination and under photoexcitation of nonequilibrium carriers. These observations correlate with data on the dissolution of microdefects under gettering and suggest that the main channels for current flow and microplasma formation in the initial
silicon are growth clusters and clusters of intrinsic point defects and impurities formed during the aggressive chemical treatment of the substrates, as well as their surrounding impurity atmospheres. Indirect confirmation of this may be provided by the increase in the resistance of the structures after proton irradiation, when additional gettering processes may be activated by radiation point defects and elastic waves. ${ }^{3}$ Measurements using batches of fifty structures revealed that after gettering, the breakdown voltage increases by an average of $62 \%$ whereas after irradiation of the control samples it increases by $22 \%$ (Fig. 2). Some reduction in the breakdown voltage after proton irradiation of gettered structures is clearly attributable to the electrical activity of the incorporated radiation defects whose influence, however, is not so appreciable (less than $2 \%$ ) as the gettering. This is also evidenced by the fact that gettered and irradiated structures are stable under the action of short-term (up to 1 s ) loads of $55-60 \mathrm{~V}$ unlike the irradiated control samples.

These results suggest that internal gettering of impurities and defects in the substrates can stabilize the parameters and enhance the functional reliability of silicon-metal structures, including that under irradiation.

[^14]Translated by R. M. Durham

# Sulfide passivation of a textured interface of a gallium arsenide surface-barrier photovoltaic cell 
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A comparative study is made of the influence of sulfide passivation in an aqueous $\mathrm{Na}_{2} \mathrm{~S} \cdot 9 \mathrm{H}_{2} \mathrm{O}$ solution on the photoconversion parameters of solar radiation in $\mathrm{Au}-\mathrm{GaAs}$ barrier structures as a function of the character of the microrelief and the pretreatment of the GaAs surface. A quasigrating and a dendritic surface microrelief were produced by anisotropic chemical etching. It is shown that this type of GaAs surface treatment is potentially useful for enhancing the efficiency of a photovoltaic cell stored for several years. A possible mechanism is discussed for the processes leading to changes in the structure parameters. © 1999 American Institute of Physics. [S1063-7842(99)02806-8]

A GaAs surface microrelief produced by anisotropic chemical etching can reduce the reflection coefficient of light in the visible and in the near ultraviolet and infrared to a few percent, provided that its morphology and depth are suitably optimized. ${ }^{1}$ This is particularly important when such a surface is used as the interface in solar cells formed by a metalsemiconductor contact since even thin $(<10 \mathrm{~nm})$ layers of metal ( Au ) increase the reflection coefficient to $45-55 \%$ (from 30-35\% for GaAs). ${ }^{2}$ Depending on the microrelief morphology and the thickness of the metal film, the photosensitivity of these structures can be enhanced compared with that of planar structures, between 1.5-2 and several tens of times in different parts of the spectrum. ${ }^{3}$ However, the presence of pyramidal protrusions and acutely angled faces of a dendritic relief intensifies the field in these parts of the surface, induces a thermal-field current component, and effectively reduces the barrier height, ${ }^{4}$ which should be observed as a reduction in the shunt resistance $R_{\text {sh }}$ and a drop in the open-circuit voltage $V_{\text {oc }}$ of the solar cell. Quite clearly, these effects may be suppressed by means of an intermediate passivating layer. Here we examine the possibility of suppressing these effects by sulfide passivation of a GaAs surface in an $\mathrm{Na}_{2} \mathrm{~S} \cdot 9 \mathrm{H}_{2} \mathrm{O}$ aqueous solution, bearing in mind its positive influence on the photosensitivity of these structures, ${ }^{5}$ and also the presence of an etching phase during this treatment ${ }^{6,7}$ which may slightly smooth the acute-angled relief.

We made a comparative study of the loading optical current-voltage characteristics and photocurrent spectra of $\mathrm{Au}-\mathrm{GaAs}$ barrier structures fabricated by vacuum deposition of semitransparent Au layers on planar and microrelief GaAs surfaces with a natural layer of oxide or with the oxide removed by etching. Some of the wafers were also passivated in a $2 \mathrm{~N} \mathrm{Na}_{2} \mathrm{~S} \cdot 9 \mathrm{H}_{2} \mathrm{O}$ aqueous solution ( 20 s ) followed by rinsing in distilled water. The substrate temperature during deposition of the metal was $\sim 110^{\circ} \mathrm{C}$. In order not to complicate the comparative analysis, no antireflection coatings or contact grid were used and the thickness of the metal film
was varied between 15 and 25 nm and was determined by multiangular ellipsometry using quartz satellite plates. The structures were fabricated using single-crystal $n$-GaAs wafers doped to between $1 \times 10^{16}$ and $3 \times 10^{17} \mathrm{~cm}^{-3}$ and (100)oriented epitaxial $n-n^{+}$-type films $\left(n=1 \times 10^{15}-3 \times 10^{16}\right.$ $\mathrm{cm}^{-3}$ ). A dendritic microrelief was fabricated by etching in concentrated $\mathrm{HNO}_{3}$ (Ref. 1) and a variable-period quasigrating microrelief was obtained using $2 \mathrm{HF}: 2 \mathrm{H}_{2} \mathrm{SO}_{4}: 1 \mathrm{H}_{2} \mathrm{O}_{2}$ etchant. ${ }^{5}$ The oxide was removed by etching in an HCl solution.

Figure 1a shows spectra of the short-circuit photocurrent $I_{\text {sc }}$ per incident photon for $\mathrm{Au}-\mathrm{GaAs}$ diode structures with different surface microrelief and different pretreatment. It can be seen that the effect of the sulfide passivation depends on the initial state of the surface. The maximum increase in $I_{\text {sc }}$ is observed for structures with a planar or microrelief surface from which the oxide layer was not removed by etching (curves $1,1^{\prime}, 2$, and $2^{\prime}$ ). For relief surfaces with the oxide removed, which gives the maximum $I_{\mathrm{sc}}$ sulfide passivation has a considerably weaker influence on $I_{\mathrm{sc}}$, mainly in the short-wave part of the spectrum (curves 3, $3^{\prime}, 4$, and $4^{\prime}$ ). By analyzing the spectra of the internal quantum efficiency of these diode structures using a model considered in Ref. 3 taking account of the light transmission spectrum in an air-metal-intermediate oxide layer-semiconductor structure calculated using the method described in Ref. 8, we can determine the recombination parameters of the structure, i.e., the ambipolar carrier diffusion length, the surface recombination velocity $S$, and the velocity of above-barrier transport of majority carriers $V_{n}$ into the metal. We established that sulfide passivation reduces the velocity $S$ of the Au-GaAs interface by one or two orders of magnitude for structures with a natural oxide layer and by a factor of $1.2-4$ for structures with a textured surface and the oxide layer removed. In this last case, $V_{n}$ also decreases which is observed as an enhancement of the photosensitivity in the short-wavelength part of the spectrum. Figure 1b shows the influence of sulfide passivation on the optical current-voltage characteristics of


FIG. 1. Spectra of short-circuit photocurrent (a) and optical current-voltage characteristics (b) of $\mathrm{Au}-\mathrm{GaAs}$ structures with a planar surface $\left(1, l^{\prime}\right)$, a quasigrating microrelief $\left(2,2^{\prime}, 3,3^{\prime}\right)$ and dendritic microrelief (4, $4^{\prime}$ ) after preliminary removal of the oxide $\left(3,3^{\prime}, 4\right.$, $4^{\prime}$ ) and sulfide passivation ( $1^{\prime}-4^{\prime}$ ); $n$-GaAs single-crystal wafer with $N_{d}$ $=3 \times 10^{16} \mathrm{~cm}^{-3}$, and gold film 20 nm thick.
$\mathrm{Au}-\mathrm{GaAs}$ structures with a quasigrating microrelief measured using a sun simulator under conditions corresponding to zero atmospheric mass. It can be seen that sulfide passivation improves the characteristics of the solar cell in structures with and without an oxide layer. Quite remarkably, in this last case we observe an increase in $V_{\text {oc }}$ which is not associated with a drop in the surface recombination velocity. Figure 2 shows the optical current-voltage characteristics of structures with a dendritic surface microrelief from which the oxide layer has been removed. We can see that in this case, sulfide passivation improves the fill factor of the characteristic and gives a corresponding increase in the efficiency of the solar cell $\eta$. The equivalent circuit parameters (series resistance $R_{s}$ and shunt resistance $R_{\text {sh }}$ ) of the microrelief structures determined from the optical characteristics and


FIG. 2. Optical current-voltage characteristics of $\mathrm{Au}-n-n^{+}$-GaAs structures with a dendritic surface microrelief $\left(1,1^{\prime}, 2,2^{\prime}\right)$, including after sulfide passivation ( $2,2^{\prime}$ ), and a planar GaAs surface with a natural layer of oxide $\left(3,3^{\prime}, 3^{\prime \prime}\right): 1^{\prime}-3^{\prime}, 3^{\prime \prime}-$ six months after $1-3 ; 3^{\prime \prime}-$ after treating the structure in an HCl solution; $N_{d}=7.4 \times 10^{15} \mathrm{~cm}^{-3}$, gold layer 16.5 nm thick. The increase in efficiency as a result of the microrelief is $\eta_{1} / \eta_{3}=1.16$ and as a result of the microrelief plus passivation $\eta_{2} / \eta_{3}=1.46$.
also the change in the solar energy conversion parameters of the solar cell as a result of sulfide passivation ( $I_{\mathrm{scs}} / I_{\mathrm{sc} 0}$, $\left.U_{\text {ocs }} / U_{\text {oc } 0}, \eta_{s} / \eta_{0}\right)$ are presented in Table I. It can be seen that sulfide passivation of a textured GaAs surface can substantially enhance the efficiency of a surface-barrier photovoltaic cell by increasing the fill factor, $V_{\text {oc }}$, and $R_{s h}$ and reducing $R_{s}$.

The investigations showed that this GaAs surface treatment prevents the degradation of the characteristics of Au GaAs photovoltaic cells, which remain almost constant for between two and four years. Figure 2 shows the characteristics of structures after different treatment of a microrelief surface obtained at six-monthly intervals. For comparison we also show the characteristics of planar structures with a natural layer of oxide on the GaAs surface which deteriorate more rapidly, mainly as a result of a drop in $R_{\text {sh }}$. Studies using photodiode structures having different areas showed that the shunt resistance $R_{\mathrm{sh}}$ is inversely proportional to the diode diameter, i.e., is mainly caused by leakage across its perimeter. We can hypothesize that as under annealing, ${ }^{8}$ the local stoichiometry of the interface plays a major role in the degradation of these structures with time. The natural oxide layer of GaAs is characterized by excess gallium in the form $\mathrm{Ga}_{2} \mathrm{O}_{3}$ (Ref. 9), whereas the arsenic is in the form $\mathrm{As}_{2} \mathrm{O}_{3}$ (up to $35 \%$ ) as in the unoxidized state, and the free arsenic possesses fairly high mobility. ${ }^{8}$ Since the conditions at the edge of the diode are more favorable for its emergence at the surface, the oxide $\mathrm{Ga}_{2} \mathrm{O}_{3}$ may predominate here with mainly gallium diffusing through it. We postulate that this results in the formation of channels for the interdiffusion of gallium and gold atoms at room temperature (for example, as a result of recombination-stimulated processes under illumination). These channels may shunt the photovoltaic cell and ultimately result in its degradation. Treatment of this diode in an HCl solution, as a result of which the oxide becomes thinner and severely depleted in gallium around the perimeter of the diode, ${ }^{9}$ almost restores the optical characteristics (curve $3^{\prime \prime}$ ). For planar structures, $R_{s}$ is proportional to the diode area whereas for textured structures its value is substantially

TABLE I.

| Surface state | $R_{s}, \mathrm{k} \Omega$ | $R_{\mathrm{sh}}, \mathrm{k} \Omega$ | FF | $I_{\mathrm{scs}} / I_{\mathrm{sc} 0}$ | $U_{\mathrm{ocs}} / U_{\mathrm{oc} 0}$ | $\eta_{s} / \eta_{0}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1) Relief-quasigrating | 3.74 | 63.3 | 0.45 | - | - | - |
| with oxide + passivation | 3.16 | 86.5 | 0.49 | 1.22 | 1.03 | 1.38 |
| 2) Relief-quasigrating, | 1.08 | 58.5 | 0.62 | - | - | - |
| oxide removed + passivation | 1.45 | 84.5 | 0.62 | 1.0 | 1.19 | 1.18 |
| 3) Dendritic relief, oxide | 0.81 | 53.5 | 0.56 | - | - | - |
| removed + passivation | 0.20 | 103.0 | 0.72 | 1.01 | 1.19 | 1.32 |

lower, i.e., it is mainly determined by the conductivity of the intermediate layer. This drop in the resistance as a result of treatment in an HCl solution and/or sulfide passivation of the GaAs surface correlates with the decrease in the thickness of the intermediate layer. ${ }^{9,10}$ Thus, the increase in $V_{\text {oc }}$ observed as a result of sulfide passivation cannot be attributed to an increase in the thickness of the intermediate layer but is caused by a change in the surface structure which in particular, leads to a reduction in the strong-field effects in the current flow. ${ }^{4}$

To sum up, sulfide passivation has a positive influence on the parameters of $\mathrm{Au}-\mathrm{GaAs}$ photovoltaic cells with a textured surface not only by reducing the density of surface electronic states which determine the surface recombination velocity at the interface, which increases $I_{\mathrm{sc}}$ but also by changing the structure and chemical composition of the intermediate layer, which is observed as a decrease in $R_{s}$ and an increase in $R_{\mathrm{sh}}, V_{\mathrm{oc}}$, and the fill factor. The proposed treatments can appreciably enhance the efficiency of the pho-
tovoltaic cell and also improve its degradation resistance.
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# Instability of the photoluminescence of porous silicon 

A. M. Orlov and A. V. Sindyaev<br>Ulyanovsk State University, 432700 Ulyanovsk, Russia<br>(Submitted April 2, 1998)<br>Zh. Tekh. Fiz. 69, 135-137 (June 1999)

Results of studies of the photoluminescence of porous silicon with different prehistories have revealed the mechanism and nature of the instability of the luminescence properties of freshly prepared samples. It was established that the initial quenching and subsequent rise of the photoluminescence is attributable to the intermediate formation of silicon monoxide (photoluminescence degradation) and subsequent additional oxidation to form $\mathrm{SiO}_{2}$ (photoluminescence rise). Ultraviolet laser irradiation accelerates this process by a factor of 200-250 compared with passive storage of the samples in air. Plasma-chemical treatment in an oxygen environment merely results in a subsequent rise in the photoluminescence as a result of the formation of monoxide on the porous silicon surface. A kinetic model is proposed for this process. © 1999 American Institute of Physics. [S1063-7842(99)02906-2]

The luminescence properties of porous silicon in the visible were first detected less than a decade ago. ${ }^{1}$ However, the unique nature of this effect, caused by the quantum dimensions of the silicon filaments and the nature of the chemisorbed atoms, provided the main impetus for its intensive study.

Here we report the main results of investigations to specify the mechanism and nature of the evolutional changes to the photoluminescence properties of porous silicon. Samples were prepared from [111]-oriented, boron-doped, dislocation-free $p$-Si wafers $(p=2.6-3.1 \Omega \cdot \mathrm{~cm}$. Electrochemical etching was carried out at an anode current density of $7-14 \mathrm{~mA} / \mathrm{cm}^{2}$ using a $1: 1$ mixture of $48 \% \mathrm{HF}$ and ethyl alcohol. Each silicon wafer was first subjected to chemical etching for 2 min in a $1: 2$ mixture of $48 \% \mathrm{HF}: \mathrm{HNO}_{3}$ acids. Photoluminescence was excited by an LGN-409 ultraviolet $\mathrm{He}-\mathrm{Cd}$ laser $(\lambda=325 \mathrm{~nm})$ at a radiation power of $3.0 \pm 0.1 \mathrm{~mW}$. The calculated power density of the ultraviolet flux taking into account the irradiated area, was 133.6 $\mathrm{mW} / \mathrm{cm}^{2}$. Each of the six-eight sections of sample was exposed to the continuous (up to 8 h ) action of ultraviolet radiation with $14-16 \mathrm{~h}$ between successive irradiations. The processes taking place at the porous silicon walls were assessed from changes in the starting intensity $I_{0}(\tau)$ of the luminescent samples stored passively in air for time $\tau$ and from the changes in $I(t)$ during the continuous ultraviolet irradiation process. Repeated irradiation of any section was eliminated by accurately setting the preselected coordinates of a two-coordinate microscope stage.

Typical changes in the photoluminescence intensity as a function of the irradiation time for freshly prepared porous silicon samples and samples held previously in air are shown by curves 1 and 2 in Fig. 1. It can be seen that regardless of the preliminary holding time in air, the photoluminescence of the porous silicon always exhibits extreme changes. Rapid quenching at the initial stage of irradiation is accompanied by a subsequent smooth rise with a tendency to reach a steady-state level. Moreover, the time at which the extreme
(minimum) point is reached, identified $15-20$ min after ultraviolet irradiation, is almost independent of the storage time in air. At the same time, the numerical value of the starting intensity depends strongly on the storage time in air. As a result, the steady-state luminescence level can be either lower or higher than the initial value.

We established (curve 1 in Fig. 2) that the change in $I_{0}$ accompanying prolonged storage of the sample in air is similar to the change in the photoluminescence under continuous laser irradiation (curves 1 and 2 in Fig. 1). However, the length of the similar sections and the time shifts of the extremum points are 200-250 times shorter under laser irradiation. This indicates that the chemical processes taking place at the porous silicon walls are identical and may be represented by series-parallel reactions of the type

$$
\begin{align*}
& \mathrm{SiH}_{x}+\frac{x+2}{4} \mathrm{O}_{2} \Rightarrow \mathrm{SiO}+\frac{x}{2} \mathrm{H}_{2} \mathrm{O}, \\
& \mathrm{SiH}_{x}+\frac{1}{2} \mathrm{O}_{2} \Rightarrow \mathrm{SiO}+\frac{x}{2} \mathrm{H}_{2}, \tag{1}
\end{align*}
$$



FIG. 1. Change in the photoluminescence of porous silicon during continuous laser irradiation after various holding times in air: $\tau_{1}=47.22 \mathrm{~h}$, $\tau_{2}=188.2 \mathrm{~h}$ (the porous silicon did not undergo plasma chemical treatment), $\tau_{3}=22.2 \mathrm{~h}, \tau_{4}=4.5 \mathrm{~min}$ (freshly prepared samples underwent plasma chemical treatment for 5 min ). The subscripts $1-4$ to $\tau_{1}$ correspond to the numbering of the curves.


FIG. 2. Photoluminescence starting intensity of porous silicon as a function of the holding time in air: 1 - after anode etching and 2 - after additional plasma chemical etching for 5 min .

$$
\begin{align*}
& (R-\mathrm{O})+\frac{1}{2} \mathrm{O}_{2} \Rightarrow\left(R-\mathrm{O}_{2}\right) \\
& (R-\mathrm{O})+\frac{1}{2} \mathrm{H}_{2} \Rightarrow(R-\mathrm{OH}) \tag{2}
\end{align*}
$$

where $x=1$ or 2 and $R$ describes the chemical bond of the molecule with the silicon crystal lattice.

If the observed extreme changes, including those during the passive storage of porous silicon in air, can be attributed to the expulsion of adsorbed hydrogen by oxygen and subsequent additional oxidation of the porous silicon walls, at the first stage preceding the extreme value $I_{\min }$, reaction (1) should have priority and at the second stage reaction (2). This presupposes that the photoluminescence of porous silicon with an appropriate set of adsorbed atoms should satisfy the constraint $I_{\mathrm{SiO}_{2}} \geqslant I_{\mathrm{SiH}_{x}} \gg I_{\mathrm{SiO}}$, although the contribution of SiO and $\mathrm{SiO}_{2}$ to the photoluminescence has not yet been determined. Thus, we carried out additional investigations using a high-frequency ( 13.65 MHz ), low-pressure ( 2.7 Pa ) oxygen plasma. The samples were subjected to plasma chemical treatment using a Plazma-600 device whose reaction chamber was a quartz cylinder with external capacitor plates. The plasma was excited and sustained by a generator having an output power up to 600 W with an anode current of $0.6-0.7 \mathrm{~A}$ and a grid current of 50 mA .

The plasma chemical treatment has a radical influence on the photoluminescence of the porous silicon, reducing the starting value $I_{0}$ approximately 26 times (curves 1 and 4 in Fig. 1) and completely eliminating the degradation section on the $I(t)$ curves for all the plasma treatment times being studied ( $1-40 \mathrm{~min}$ ). This shows that the initial oxidation of the porous silicon walls is completed during the plasma chemical treatment, with the natural exception of reaction (1) which, in our view, is mainly responsible for quenching the photoluminescence at the initial stage of ultraviolet irradiation of the untreated samples. This is convincingly confirmed by the results of an Auger spectral analysis ${ }^{1)}$ if plasma chemical treatment for 1 min gives 35 at . \% silicon, $28.3 \%$ carbon, and $36.7 \%$ oxygen, after treatment for 40 min almost all the bonds at the surface are occupied by oxygen which corresponds to the stoichiometric composition of SiO monoxide (50.3 at. \% O and $49.7 \% \mathrm{Si}$ ).

Complete filling of the surface bonds with oxygen should stabilize the light-emitting properties of the porous silicon. ${ }^{2,3}$ However, the clearly defined rise on the $I(t)$ and $I_{0}(\tau)$ curves can only be caused by additional chemical processes, which must primarily include additional oxidation of silicon (2) and the possible adsorption of hydrogen or $\mathrm{H}_{2} \mathrm{O}$ molecules to form $\mathrm{OH}^{-}$hydroxyl groups which, according to infrared spectroscopy, are always present at the surface of quantum filaments ${ }^{4}$ and are not subject to ultraviolet damage $E(h \nu)=3.82, E(\mathrm{Si}-\mathrm{O})=4.4$, and $E(\mathrm{O}-\mathrm{H})=4.8 \mathrm{eV}$ (Refs. 5 and 6).

We shall analyze these effects from the point of view of the kinetics of the processes. Let us assume that $C_{\Sigma}$ is the total concentration of surface bonds, $C_{n}$ is the concentration of nonradiative centers (which we associate with SiO ), and $C_{1}$ and $C_{2}$ are the concentrations of radiative centers identified with $\mathrm{SiO}_{2}$ and SiOH . Since $C_{\Sigma}=C_{n}+C_{1}+C_{2}=\Sigma C_{i}$ $=$ const, the rates of the parallel reactions (2) may be given by the obvious equations

$$
\begin{align*}
& \frac{d C_{1}}{d t}=k_{1} C_{n}=k_{1}\left(C_{\Sigma}-C_{1}-C_{2}\right),  \tag{3}\\
& \frac{d C_{2}}{d t}=k_{2} C_{n}=k_{2}\left(C_{\Sigma}-C_{1}-C_{2}\right), \tag{4}
\end{align*}
$$

where $k_{i}$ are the constants of the appropriate reactions (2).
Assuming that $C_{1}+C_{2}=C$ and $k_{1}+k_{2}=k$, we express Eqs. (3) and (4) in the more compact form after summation

$$
\begin{equation*}
\frac{d C}{d t}=k C_{n}=k\left(C_{\Sigma}-C\right) \tag{5}
\end{equation*}
$$

The solution of this equation for $C_{n}(0)=C_{0 n}=C_{\Sigma}$ $-C(0)$ and $C(\infty)=C_{\Sigma}$ has the form

$$
\begin{equation*}
C=C_{\Sigma}-C_{0 n} \exp (-k t) \tag{6}
\end{equation*}
$$

The photoluminescence intensity is proportional to the total concentration $C$. Hence we have $I(t)=P C=P\left(C_{1}\right.$ $+f C_{2}$ ), where $P$ is the proportionality factor and $f$ allows for the difference in the luminescence properties of $C_{1}$ and $C_{2}$. By subsequently differentiating this equation and taking into account Eqs. (3) and (4), we obtain

$$
\begin{align*}
I(t) & =I_{0}+\frac{k_{1}+f k_{2}}{k_{1}+k_{2}} P C_{0 n}\left\{1-\exp \left[-\left(k_{1}+k_{2}\right) t\right]\right\} \\
& =F-G \exp (-k) \tag{7}
\end{align*}
$$

Here $F$ and $G$ are the corresponding constants, the subscript ' ' 0 ', satisfies the initial conditions $t=0$, and $I_{0}=P\left(C_{01}\right.$ $+f C_{02}$ ). If $C_{02}$, and therefore $k_{2}$ are zero, we find

$$
\begin{equation*}
I(t)=P C_{\Sigma}-P C_{0 n} \exp \left(-k_{1} t\right) \tag{8}
\end{equation*}
$$

Equation (7) shows good agreement with the experiment if for curves 3 and 4 (Fig. 1) we have $F=107.38$ and 114.02, $G=75.68$ and $100.79, k=2.29$, and $2.86 \mathrm{~s}^{-1}$.

To conclude, the changes in the photoluminescence of porous silicon with time are caused by the expulsion of adsorbed hydrogen by oxygen. This process is initially accom-
panied by the formation of silicon monoxide and quenching of the photoluminescence. Subsequent additional oxidation of the silicon to give $\mathrm{SiO}_{2}$ leads to a rise in the photoluminescence. Ultraviolet laser irradiation accelerates this process many times.
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# Photosensitivity of GaAs : $\mathbf{N}(\mathrm{GaP}: \mathbf{N}) / \mathrm{GaAs}(\mathrm{GaP})$ heterojunctions in linearly polarized radiation 

V. I. Ivanov-Omskiĭ and Yu. V. Rud'<br>A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia<br>V. Yu. Rud'<br>St. Petersburg State Technical University, 195251 St. Petersburg, Russia<br>(Submitted April 7, 1998)<br>Zh. Tekh. Fiz. 69, 138-142 (June 1999)<br>Results are presented of investigations of the photoelectric properties of nitrided layer/GaAs $(\mathrm{GaP})$ heterojunctions prepared by plasma treatment of GaAs and GaP crystals in the presence of nitrogen ions. The heterojunctions exhibited broad-band photosensitivity relative to the intensity of the natural radiation. It was established that when linearly polarized radiation is obliquely incident on the surface of nitrided layers, polarization photosensitivity occurs which is controlled by the angle of incidence $\Theta$ and increases proportionately as $\Theta^{2}$. The spectral dependences of the induced photopleochroism are attributed to the antireflecting properties of the wide-gap layers. Nitrided-layer heterojunctions can be used as broad-band photoanalyzers for linearly polarized radiation. © 1999 American Institute of Physics. [S1063-7842(99)03006-8]

## INTRODUCTION

The present authors recently established that treating the surface of gallium arsenide and gallium phosphide single crystals with an rf discharge in a nitrogen atmosphere leads to the formation of wide-gap layers in the surface region which are produced by arsenic or phosphorus atoms being substituted by nitrogen. ${ }^{1}$ This substitution leads to the appearance of short-wavelength photoluminescence at the fundamental absorption depth of the initial semiconductors together with broad-band photosensitivity relative to the intensity of the natural radiation as far as 3.8 eV . Here we report results of measurements of the photosensitivity in linearly polarized radiation using heterojunctions formed in the surface region of GaAs and GaP crystal by wide-gap GaAs:N and GaP:N layers, which for conciseness we shall subsequently call $N$-layers.

## EXPERIMENTAL METHOD

The heterojunctions were fabricated using (100)- or (111)-oriented $n$-type GaAs and GaP wafers having a free electron concentration of $\cong 10^{17} \mathrm{~cm}^{-3}$ at $T=300 \mathrm{~K}$. The specular surface of the initial semiconductors was prepared by mechanical then chemical polishing. The wafers were inserted in an evacuated chamber with a residual pressure of around $10^{-5}$ Torr into which a mixture of hydrogen and nitrogen was then admitted and an rf plasma was ignited. A chemical potential gradient formed at the GaAs and GaPplasma interface, causing the solid-phase substitution of arsenic and phosphorus atoms in the substrates by nitrogen. The substrate temperature during the plasma treatment process was controlled in the range $50-500^{\circ}$. These $\mathrm{As}(\mathrm{P}) \rightarrow \mathrm{N}$ plasma substitution regions produced uniformly colored layers with a mirror-smooth outer surface in the surface re-
gions of the initial crystals. The layers exhibited strong adhesion to GaAs and GaP. Uniformly colored, dark yellow layers were obtained as a result of plasma substitution on the (100) and (001) GaAs planes whereas under similar conditions for the GaP wafers, the layers were reddish lilac. These differences can be attributed to the different atomic composition and thicknesses of the layers.

The prepared heterostructures were mounted on a Fedorov table which could control the angular coordinates of the samples to within at least $30^{\prime}$. In these experiments the light was incident on the $N$ layers and the angle of incidence varied between 0 and $90^{\circ}$. The current-voltage characteristics, and the angular and spectral dependences of the relative quantum efficiency $\eta$ were measured using GaAs: $N / n$-GaAs and GaP : $N / n$-GaP heterojunctions with average photosensitive surface areas of $5 \times 5 \mathrm{~mm}$.

## EXPERIMENTAL RESULTS AND DISCUSSION

1. Typical steady-state current-voltage characteristics for these heterojunctions are plotted in Figs. 1 and 2 (curves 1) and some of the parameters are indicated in Table I. It can be seen that the heterojunctions exhibit well-defined rectification, and under forward biases corresponding to a negative external voltage on the substrates and exceeding the cutoff voltage $U>U_{0}$ the current obeys the relation

$$
\begin{equation*}
I=\left(U-U_{0}\right) / R_{0}, \tag{1}
\end{equation*}
$$

where $R_{0}$ is the residual resistance.
The cutoff voltage, like the resistance $R_{0}$, in these heterojunctions varies fairly widely (see Table I) and reflects the influence of the conditions of formation of the $N$ layers on the electrical properties of the heterojunctions. In the range of weak forward currents, the current-voltage characteristics obey the well-known exponential law for diode structures.


FIG. 1. Steady-state current-voltage characteristic (1) and spectral dependences of the relative photoconversion quantum efficiency $(2,3)$ of GaAs : $N / n$-GaAs heterojunctions at $T=300 \mathrm{~K}$ in natural radiation: $1,3-$ sample No. 1, 2 - sample No. 6; illuminated on side of wide-gap layer.

The results of estimating the ideality factor $\beta$ suggest that in $N / n$-GaAs structures the forward current is of the recombination type typical of GaAs homojunctions. ${ }^{2}$ The high values of $\beta$ in $N / n-\mathrm{GaP}$ heterojunctions reflect the influence of the series resistance on the current-voltage characteristic and thus cannot be used to assess the nature of the current transport. In reverse-biased heterojunctions the current in most cases obeys the power law $I \sim U^{\gamma}$ where the exponent $\gamma$ lies in the range of $1.2-2$, which indicates some imperfection at the edge of the heterojunction. The range of variation of the reverse currents $I_{\mathrm{tr}}$ is shown in Table I and indicates that the best of these heterojunctions are of fairly good quality.
2. When both types of heterojunctions were illuminated, the $N$-layers were always positively charged relative to the substrates. The photovoltaic effect predominates when the junctions are illuminated on the side of the $N$-layers and the range of values of the voltage sensitivity $S_{U}$ is indicated in Table I. The polarity of the open-circuit photovoltage in all the heterojunctions corresponds to the direction of transmission and does not depend on the point of incidence of the optical probe on the surface nor on the energy of the incident photons.

Spectral dependences of the relative photoconversion


FIG. 2. Steady-state current-voltage characteristic (1) and spectral dependences of the relative photoconversion quantum efficiency $(2,3)$ of GaP : $N / n$-GaP heterojunctions at $T=300 \mathrm{~K}$ in natural radiation: 1,2 - sample No. 4, 3 - sample No. 1; illuminated on side of wide-gap layer
quantum efficiency $\eta(\hbar w)$ for several heterojunctions are plotted in Figs. 1 and 2 (curves 2 and 3). These spectra give some idea of the possibilities of this method of obtaining in-plane control of the heterojunction photosensitivity. The principal features of these spectral dependences of $\eta$ are as follows. For both types of structure we observe broad-band photosensitivity typical of ideal heterojunctions. It can be seen from Figs. 1 and 2 that the maximum photosensitivity is observed in the range between the band gaps of the substrate and GaN crystals. ${ }^{3}$ The long-wavelength component of the

TABLE I. Photoelectric properties of GaAs : $N / n$-GaAs and GaP : $N / n-\mathrm{GaP}$ heterojunctions at $T=300 \mathrm{~K}$.

| Heterojunction parameters | GaAs $: N / n-\mathrm{GaAs}$ | $\mathrm{GaP}: N / n-\mathrm{GaP}$ |
| :--- | :---: | :---: |
| $d_{s}, \mathrm{~mm}$ | 0.3 | 0.3 |
| $d_{L}, \mu \mathrm{~m}$ | $\cong 0.5$ | $\cong 0.8$ |
| $R_{0}, \Omega$ | $4 \cdot 10^{3}-10^{5}$ | $10^{5}-10^{6}$ |
| $U_{0}, \mathrm{~V}$ | $0.25-1.8$ | $1-1.2$ |
| $\beta$ | $1.8-2.0$ | $7-10$ |
| $I_{\mathrm{tr}}, \mu \mathrm{A}$ | $0.2-1\left(U_{\mathrm{tr}}=1 \mathrm{~V}\right)$ | $0.1-1\left(U_{\mathrm{tr}}=5 \mathrm{~V}\right)$ |
| $S_{U}, \mathrm{~V} / \mathrm{W}$ | $10^{2}-10^{4}$ | $10-10^{3}$ |
| $s, \mathrm{eV}^{-1}$ | $80-115$ | $14-18$ |
| $\delta_{1 / 2}, \mathrm{eV}$ | $1.1-1.8$ | $0.8-1.0$ |

photosensitivity spectra ( $\hbar w<1.8 \mathrm{eV}$ for $N / n-G a A s$ and $\hbar w<3 \mathrm{eV}$ for $N / n-\mathrm{GaP}$ ) is caused by photoactive absorption in the GaAs and GaP substrates. The differences observed in the long-wavelength photosensitivity (Figs. 1 and 2) can be attributed to fluctuations in the perfection of the initial substrates and also to the influence of the growth conditions of the N -layers on their properties. The slope of the longwavelength increase in photosensitivity $s=\delta(\ln I) / \delta(\hbar w)$ is given in Table I and is typical of binary GaAs and GaP semiconductors. The full-width of the spectral dependences $\eta(\hbar w)$ at half-height $\delta_{1 / 2}$ describes their broad-band property and the observed changes in this parameter reflect the influence of the layer formation conditions (see Table I). The short-wavelength decay of the photosensitivity for these heterojunctions is localized near $E_{G}^{G a N}$ and this may be taken as the basis for assuming that the atomic composition in the surface region of the $N$-layers approaches GaN stoichiometry.
3. When all these heterojunctions were illuminated by linearly polarized radiation along the normal to the plane of the $N$-layers $(\Theta=0)$, the photocurrent did not depend on the polarization. This implies that under these conditions, the photoactive absorption is isotropic and the coefficient of natural photopleochroism is $P_{N}=0$ over the entire range of photosensitivity of the heterojunction. ${ }^{4-6}$ As soon as the angle of incidence of the linearly polarized radiation becomes nonzero, all the heterojunctions exhibit differences between the photocurrents $i^{P}$ when the electric vector of the light wave $\mathbf{E}$ lies in the plane of incidence (PI), i.e., $\mathbf{E}|\mid \mathrm{PI}$ and $i^{S}(\mathbf{E} \perp \mathrm{PI})$. Under the conditions $\Theta>0$, over the entire range of photosensitivity the photocurrent is a periodic function of the azimuthal angle $\varphi$ between $\mathbf{E}$ and the plane of incidence

$$
\begin{equation*}
i_{\varphi}=i^{P} \cos ^{2} \varphi+i^{S} \sin ^{2} \varphi \tag{2}
\end{equation*}
$$

For heterojunctions with different atomic compositions and differently oriented substrates the inequality $i^{P}>i^{S}$ is satisfied for $\Theta>0$. Figures 3 and 4 show typical dependences $i^{P}(\Theta)$ and $i^{S}(\Theta)$ for these heterojunctions. It can be seen that for both types of heterojunction the photocurrent $i^{P}$ initially increases with increasing angle of incidence, reaching a maximum $i_{\text {max }}^{P}$, and then begins to decrease. This behavior is consistent with the results of analyzing the propagation of a light wave across the interface between two media using Fresnel relationships. ${ }^{7}$ The increase in the photocurrent is caused by the reflection losses being eliminated, these being minimal near the Brewster angle. The experimental values of the ratio $i_{\max }^{P} / i_{0}^{0}$ for both types of heterojunction confirm that the increase in the photocurrent is related to the elimination of the reflection losses. At the same time, the experimentally observed characteristic $i^{P}(\Theta)$ taking into account the results of Refs. 4, 8, and 9 suggests that these $N$-layers on GaAs and GaP substrates are of fairly high optical quality.

A second important results of these polarization studies of the photosensitivity is that contrary to the monotonic decrease in the photocurrent $i^{S}$ with increasing $\Theta$ deduced from the Fresnel formulas, ${ }^{4,9}$ for most of our heterojunctions the photocurrent $i^{S}$ behaves as $i^{P}$ with increasing angle of


FIG. 3. Short-circuit photocurrent $\left(1-i^{P}, 2-i^{S}\right)$ and coefficient of induced photopleochroism $(3,4)$ as a function of the angle of incidence of linearly polarized radiation on the receiving plane of a GaAs : N/n-GaAs heterojunction at $T=300 \mathrm{~K}$. Illumination is on the side of the wide-gap layer, $\lambda=0.60 \mu \mathrm{~m}$, sample No. 6 .
incidence (Figs. 3 and 4, curves 2). As a result, the curves of $i^{P}(\Theta)$ and $i^{S}(\Theta)$ converge, with this convergence being more defined for GaP : $N / n-\mathrm{GaP}$ structures (Fig. 4, curve 2). This behavior was observed previously and was attributed to interference of the linearly polarized radiation in the thin layer. ${ }^{10,11}$ Thus, there is reason to assume that the anomalous behavior of $i^{S}(\Theta)$ observed for these heterojunctions may be attributed to interference effects of the linearly polarized radiation in the $N$-layers. This interference also indicates that these layers are of high optical quality.

The coefficient of induced photopleochroism ${ }^{5,6}$ calculated from the curves $i^{P}(\Theta)$ and $i^{S}(\Theta)$

$$
\begin{equation*}
P_{I}=\left(i^{P}-i^{S}\right) /\left(i^{P}+i^{S}\right) \tag{3}
\end{equation*}
$$

for these heterojunctions becomes nonzero for $\Theta>0$ and increases quadratically with increasing angle of incidence $P_{I} \sim \Theta^{2}$ (Figs. 3 and 4, curves 3). These dependences are linearized in the coordinates $P_{I}^{1 / 2}-\Theta$ (Fig. 3, curve 4) in agreement with the results from Ref. 12.

Figure 5 gives spectral dependences of the coefficient of induced photopleochroism for $\Theta=$ const for several hetero-


FIG. 4. Short-circuit photocurrent $\left(1-i^{P}, 2-i^{S}\right)$ and coefficient of induced photopleochroism (3) as a function of the angle of incidence of linearly polarized radiation on the receiving plane of a GaP : N/n-GaP heterojunction at $T=300 \mathrm{~K}$. Illumination is on the side of the wide-gap layer, $\lambda=0.63 \mu \mathrm{~m}$, sample No. 1 .
junctions. It can be seen that the coefficient of induced photopleochroism for these heterojunctions has a clearly defined dependence on the incident photon energy, at variance with the analysis. ${ }^{12}$ Medvedkin et al. ${ }^{12}$ showed that the coefficient


FIG. 5. Spectral dependences of the coefficient of induced photopleochroism of GaAs : $N / n$-GaAs heterojunctions ( 1 - sample No. 1,2 - sample No. 6) and GaP : $N / n$-GaP heterojunctions ( $3-$ sample No. 1) at $T=300 \mathrm{~K}$ and $\Theta=70^{\circ}$.
of induced photopleochroism is proportional to the refractive index $n$ and this dependence has been used for some time to determine $n$ from polarization measurements of the photosensitivity. ${ }^{4,6}$ It was recently established that under the conditions of interference of linearly polarized radiation, this unique relationship $P_{I} \sim n$ ceases to hold and some dispersion of the induced photopleochroism occurs. ${ }^{10,11}$ Taking account of Refs. 10 and 11, the spectral dependence of the coefficient of induced photopleochroism observed here can also be attributed to the antireflecting properties of the $N$-layers. The curves $P_{I}(\hbar w)$ suggest that a bleaching effect for which the condition is $P_{I} \rightarrow 0$ (Refs. 10 and 12), shows up most clearly for $N / n-G a P$ structures (Fig. 5, curve 3) for which the experimental values are $P_{I} \rightarrow 0$ over a fairly wide range between 2.5 and 3.5 eV , i.e., in the range where the photosensitivity of these heterojunctions has a maximum (Fig. 2). From the point of view of the bleaching criterion $P_{I} \rightarrow 0$ (Refs. 10 and 11), we can conclude that this effect is much weaker in $N / n$-GaAs heterojunctions, although it should be stressed that the minimum of $P_{I}$ for both types of heterojunctions is localized in the same spectral range. Figure 5 shows spectra of $P_{I}(\hbar w)$ for two different $N / n$-GaAs heterojunctions (curves $l$ and 2). The similarity between the values of $P_{I}$ and its spectral profile for the two different heterojunctions indicates that the quality of the $N$-layers has fairly good technological reproducibility.

The $P_{I}(\hbar w)$ curves indicate that in order to achieve high coefficients of induced photopleochroism and to use these heterojunctions as broad-band photoanalyzers for linearly polarized radiation, the technological process must ensure that this radiation does not undergo interference in the widegap layer of these structures.
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