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Anomaly in the conductivity of shock-compressed nickel at a pressure of ;23 GPa
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In the pressure range 14–35 GPa we have measured the resistance of shock-compressed nickel.
Its abrupt decrease at;23 GPa is noted, and the boundaries of the existence of this
anomaly (61 GPa) are determined. It is shown that the observed anomaly can be linked with a
structural rearrangement of the electron shells of nickel. ©1999 American Institute of
Physics.@S1063-7834~99!00103-3#
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Experimental information about the properties of ma
rials existing in a compressed state is of great interest fro
practical as well as a scientific point of view. However, wh
the thermodynamic properties of matter at high pressu
have been examined in some detail, information about
kinematic properties~viscosity, thermal conductivity, electri
cal conductivity, etc.! is quite scant. Therefore, new informa
tion about them, in particular their electrical conductivity
high pressures, is of especial value.

The present paper reports results of measurements o
electrical conductivity of shock-compressed nickel in t
pressure range 14–35 GPa. In the scientific literature s
data are lacking. Nickel samples were compressed with
aid of strong shock waves formed by ignition of an explos
charge. The use of shock waves makes it possible to perf
measurements at pressures where the use of static pres
becomes problematic or is simply impossible.

A diagram of the experiment is shown in Fig. 1. Th
nickel sample~grade NP-2, GOST 492-73! in the form of a
segment of wire of diameter 0.03 mm and length;7 mm
was cemented in place with the help of epoxy resin betw
two disks of reference material~aluminum, copper, monoc
rystalline LiF, CsI, and NaCl, fluoroplast-4, etc.! in which
the pressure of the shock-wave front was known in advan
The samples were loaded with a planar, stationary sh
wave. The shock front in the reference materials, as the
perimental results showed, had a nearly ‘‘table-shape
single-wave configuration. When the nickel samples w
themselves used as the reference material, they were iso
by sheets of mica;0.03 mm thick.

The technique used to determine the electrical cond
tivity of the shock-compressed nickel samples is describe
Refs. 1 and 2. A feed voltage was applied to the nic
samples for;10ms leading up to the instant of arrival of th
shock wave. Each nickel sample had four identical lea
which made it possible to determine its resistanceR in the
compressed state without having to take account of the re
tance of the leads. One pair of leads served as the vol
leads. The signal was recorded with the help of the sec
pair of leads and fed directly to the the deflecting system
3311063-7834/99/41(3)/3/$15.00
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oscillographs of the type S9-4 and S9-8. One of the osci
grams obtained in these experiments is shown in Fig. 1.
electrical conductivity of the shock-loaded nickel samplesR
was calculated from the formulaR5R0 z/z0 , whereR0 is the
initial resistance of the nickel sample, equal to;IV, andz0

and z are the excursions on the oscillogram. Results of
experiments are plotted in Fig. 2 in the coordinat
(R2R0)/R05 f (P),1! where they are compared with data3

on the electrical conductivity of nickel under conditions
static compression. The higher position of the dependenc
shock-compressed nickel in comparison with the correspo
ing dependence for static compression is a result of the
that for shock loading higher nickel temperatures are reac
than for static compression. As can be seen from Fig. 2,
dependence (R2R0)/R05 f (P) for shock-loaded nickel a
;23 GPa has a segment characterized by an abrupt dro
the resistance followed by an equally dramatic rebound.

To obtain additional information on the behavior
shock-compressed nickel in the pressure region of inter
we recorded the structure of the profile of the shock fro
propagating through a massive nickel plate with the help o
manganese pressure sensor.2,4 A diagram of these experi
ments is shown in Fig. 3. A manganese pressure senso
thickness;0.03 mm having the shape of a flat bifilar spir
with outer diameter;4.5 mm2,5 was cemented with epoxy
resin between two nickel disks of thickness 6 and 8 mm a
isolated from them by sheets of mica;0.05 mm thick. To
make more complete use of the working area of the osci
graph screen and improve the accuracy of the measurem
;I ms after switching on the recording instruments we fed
rectangular voltage pulse with an amplitude around 10 V
the deflecting system of the S9-4 oscillographs thereby sh
ing the beam to its baseline position.2,5 One of the oscillo-
grams recorded in this series of measurements is show
Fig. 3. The pressure of shock-loading the nickel and co
spondingly the manganese sensor (P) was determined from
a measurement of the resistanceRM of the manganese senso
in its compressed stateRM5RM0

(z02z11z) z0
21, where

RM0
is the initial resistance of the manganese sensor, e
© 1999 American Institute of Physics
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to ;1.5V, andz0 , z1 , andz are the amplitudes of the de
flections of the beam on the oscillogram in Fig. 3. In t
transformation fromRM /RM0

to P we used the dependenc
of the resistance of manganese on the shock-loading pres
P5 f (RM /RM0

) from Ref. 4. The results of this series o
measurements showed that the shock front in nicke
shock-loading pressures of 24.5230 GPa has a nearl
‘‘table-shaped’’ profile. The calculated decrease in the nic

FIG. 1. Diagram of the experiment and oscillogram measuring the con
tivity of shock-compressed nickel.1 — explosive charge of diamete
120 mm,2 — copper or aluminum screen of thickness 10 mm,3 — refer-
ence material,4 — nickel sample with copper leads. Frequency of the sc
ing sine wave in the oscillogram 5 MHz, shock load pressure of the re
ence material~NaCl! 26.2 GPa.

FIG. 2. Variation of the electrical resistance of nickel as a function of sh
load pressure for shock compression~1! and for static compression3 ~2!.
ure

at

l

resistance at;23 GPa is not accompanied, consequently,
a noticeable decrease in its specific volume, which wo
lead to a splitting of the shock front propagating through
nickel sample as is observed during polymorphic ph
transitions.2,5 This apparently also explains the fact that
studies of the shock-compressibility of nickel6,7 no salient
point is observed in its shock adiabat.

From the measurements reported here we have c
firmed an abrupt decrease in the electrical resistance
shock-compressed nickel at pressures of;23 GPa and have
determined the narrow boundaries of existence of t
anomaly. The recorded anomaly cannot be due to the oc
rence of a polymorphic phase transition in nickel duri
shock compression. It is probable, as has been sugge
that the recorded anomaly is connected in some way wi
structural rearrangement of nickel electron shells dur
compression.8

The authors express their gratitude to A. B. Medved
and R. F. Trunin for their interest in this work and helpf
discussions of this work.

1!The error in the determination of the pressure and of the relative differe
(R2R0)/R0 was;63%.
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FIG. 3. Diagram of the experiment and oscillogram for revealing the pro
of the compression front in nickel.1 — explosive charge of diamete
120 mm,2 — aluminum screen of thickness 10 mm,3 — epoxy resin,4 —
nickel sample,5 — manganese pressure sensor. Frequency of scaling
wave in oscillogram 5 MHz.
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A general theory of vibrational excitations in metallic glasses is presented, based on the
disclination model of the structure of solids with local icosahedral symmetry. The representation
of nonorthogonal plane waves is used, which allows one to separate the diagonal terms in
the Hamiltonian, and also the terms describing scattering of these waves by fluctuations of the
density and the force constants, and by topological structure fluctuations. We have derived
and solved the Dyson equation for the Green’s function. We have obtained an analytical expression
for the density of vibrational states of the glass. The nature of the soft vibrational modes is
discussed. It is shown that these modes are resonant modes, whose presence is due to the
fluctuations of the density and the force constants. Special attention is given to the role of
forward scattering and the nature of the spatial variation in the amplitude of the given modes.
© 1999 American Institute of Physics.@S1063-7834~99!00203-8#
ns
g

th

ut
e
ra

t
n

v
th
rk
th
ie

n

um
n-
cu
a
a

nc
ea
m
a

an
-
n

ra

it

ic
th

ex-
of

on-
der
ob-
nd
of
w
ed

re

he

l
n-

lic
ases
e

is-
pe-

cal
g

hose
ex-
At present an analytical theory of vibrational excitatio
in real three-dimensional metallic glasses is lackin
Whereas there is at least a formal analytical solution of
problem in the one-dimensional case,1 in the three-
dimensional case there are only the results of comp
modeling.2,3 A calculation of the vibrational spectrum of th
so-called ‘‘Polytope 120,’’ an example of ideal icosahed
packing of the three-dimensional sphereS3 ~Refs. 4 and 5!,
is a beautiful mathematical problem, too distantly related
the vibrational spectrum of real glasses and consequently
capable of explaining the characteristic features of obser
spectra. In particular, it would be pointless to formulate
problem of soft modes or localization within the framewo
of such an approach. On the other hand, it is specifically
‘‘excess’’ soft modes, whose presence at frequenc
v;0.1vD (vD is the Debye frequency! has been detected i
all metallic glasses~see the review in Ref. 2!, that are pres-
ently the least understood region of the vibrational spectr
Obviously, the solution of the given problem is directly co
nected to the solution of the problem of an analytical cal
lation of the spectrum, i.e., to the possibility of an analytic
calculation of the eigenvalue spectrum of the dynamical m
trix of the glass. The main complication here is the abse
in the cellular representation of a simple type of basic id
crystal lattice in the theory of disordered alloys and inco
mensurate crystals. Here, in contrast to crystals, the ph
functionseikr i, wherer i is the equilibrium position of thei th
atom, do not form an orthogonal transformation basis,
the formal transformation to thek representation for the dis
placements and momenta does not preserve the cano
form of the equations of motion.6 On the other hand, in in-
elastic neutron scattering studies the initial excited vib
tional state is a plane wave.7 The solution of the problem is
to use functions which have been bi-ortho-normalized w
respect to the indicated phase functions.8 It will be shown
below that such an approach, while preserving the canon
form of the equations of motion, allows one to separate
3341063-7834/99/41(3)/7/$15.00
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diagonal terms in the Hamiltonian describing plane-wave
citations from the nondiagonal terms describing scattering
these waves by fluctuations in the density and force c
stants, and also by topological structure fluctuations. Un
sufficiently general assumptions, the given scattering pr
lem allows an exact solution, which makes it possible to fi
the Green’s function and, correspondingly, the spectrum
vibrational excitations. In the concluding section we sho
that the indicated problem of soft vibrational modes is solv
within the framework of the proposed theory.

1. TOPOLOGICAL PROPERTIES OF THE STRUCTURE
OF METALLIC GLASSES

A fundamental parameter of any model of the structu
of a metallic glass is the coordination numberZ. The spatial
correlation of the coordination numbers is formalized in t
disclination model of a glass.9,10 In the case of an ‘‘ideal’’
monoatomic structureZ512 for atoms with an icosahedra
environment andZ514, 15, 16 for atoms located at the ce
ters of the Frank–Casper base polyhedra.11 Atoms with
Z514, 15, 16 form a connected~in general, simply-
connected! linear structure called the disclination network~a
network of ‘‘negative’’ disclinations! or, in the Frank–
Casper terminology, a ‘‘basic skeleton.’’12 From the point of
view of the disclination model, the structures of metal
glasses, quasicrystals, and Frank–Casper crystalline ph
differ only in the nature of the spatial ordering of th
disclinations.11 In metallic glasses the disclinations are d
ordered, in Frank–Casper phases they form a crystal-like
riodic structure with long-range translational order,13 in qua-
sicrystals the disclinations form complicated hierarchi
structures14 with the type of hierarchy of non-intersectin
dodecahedral networks in icosahedral quasicrystals.15 The
best-known Frank–Casper phases consist of atoms w
coordination numbers take on only two values: thus, for
ample, in theA15 phase besides the atoms withZ512 only
© 1999 American Institute of Physics
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atoms withZ514 are present, withZ515 in theC15 phase,
and withZ516 in the Laves phase.13 ~In exotic phases with
complicated disclination structure all of the enumera
types of atoms are present.! The relative number of atom
with Z512, 14, and 16 in icosahedral quasicrystals
63:7:30~Ref. 15!. Thus it may be expected that an ‘‘ideal
monoatomic glass is formed from atoms of two main typ
Z512 and another type, whose coordination number
pends on the nature of the interatomic forces. The remain
types (Z514 andZ515, for example, ifZ516 is the domi-
nant type! can be considered as ‘‘impurities’’ or topologic
fluctuations in the disclination network. A ‘‘nonideal’’ o
unrelaxed monoatomic structure leads to coordination n
bersZ513, 11, 10, 9, and 8, due to the presence of so-ca
‘‘positive’’ disclinations.9 The appearance of ‘‘positive’’ dis
clinations is compensated by an identical additional num
of ‘‘negative’’ disclinations so that the total density of di
clinations, taking their sign into account, remains consta
Such a different disclination structure arises in real mu
component glasses. In this case, atoms of one type prefe
tially occupy well-defined sites. Thus, for example, the
oms of metalloids, having comparatively small dimensio
occupy for the most part sites with low coordination nu
bers. Despite such a diversity of structure, the distribut
over coordination numbers in this case has two disti
peaks.16 Thus, while avoiding unnecessary complication
we arrive at the following simplified dynamical model. Wit
the vibrational dynamics in mind, we divide all the atom
into two main classes ~the A atoms and B
atoms! and one ‘‘impurity’’ class~the C atoms!. Although
the main criterion for dividing the atoms into classes in o
model is the coordination number of the specific atom,
above-indicated correlation between the type of atom and
coordination number also allows us to characterize each c
by a definite mass of the atom that is representative of
class and by a definite set of force constants. Note that
given correlation is obviously not strict and, as will becom
clear below, is not obligatory for the calculations that are
follow. Nevertheless, it can be helpful both for comparis
with experimental data and for their interpretation. On t
other hand, deviations from the indicated corresponde
can be taken into account both within the framework of
approach laid out below and with the help of known metho
such as the coherent potential approximation, developed
systems with substitutional disorder.

2. HAMILTONIAN AND GREEN’S FUNCTION IN THE
REPRESENTATION OF NONORTHOGONAL PLANE WAVES

In the harmonic approximation, the Hamiltonian of th
vibrational excitations has the standard form

H5(
n

(
i n

~Pi n
a !2

2Mi n

1(
i c

~Pi c
a !2

2Mi c

1
1

2 (
n

(
n8

(
i n

(
i n8

~Ai ni n8

ab 1DAi ni n8

ab !ui n
a ui n8

b

1(
n

(
i n

(
i c

Bi ni c
ab ui n

a wi c
b 1

1
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i c

(
i c8

Ci ci
c8

ab
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a wi
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b
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Here ui n
a and Pi n

a are the Cartesian components of the d

placement and the momentum of thei nth atom of thenth
class (n5A,B) whose equilibrium positionr i n

, andMi n
is its

mass. The quantities corresponding to theC atoms have the
index i c . Since it will not cause any misunderstandings
the discussion that follows, to simplify the notation we w
take doubly occurring Greek indices to indicate summat
without explicitly writing down the summation sign.

The force constants satisfy the usual relations

(
n8

(
i n8

~Ai ni n8

ab 1DAi ni n8

ab !1(
i c

Bi ni c
ab 50, ~2!

(
n8

(
i n8

Bi ci n8

ab 1(
i c8

Ci ci
c8

ab
50. ~3!

The constantsDAi ni n8

ab describe the influence of theC atoms.

They are given a separate notation for convenience so a
fulfill the relation

(
n8

(
i n8

Ai ni n8

ab 50, ~4!

describing the hypothetical situation when the coordinat
number takes only two values. Without loss of generality,
significantly simplify the purely formal form of the result
that are to follow, in particular relations~16!–~18!, by adopt-
ing a diagonal form for the matrixCi ci

c8
ab

:

Ci ci
c8

ab
5Ci c

d i ci
c8
dab. ~5!

Diagonality in the subscripts implies the absence of a dir
interaction of theC atoms, which is fulfilled for a low con-
centration of the latter. We write the matricesDAi ni n8

ab and

Bi ci n8

ab in the form17:

Bi ni c
ab 5Bi c

f ~r i n
2r i c

! dab, ~6!

DAi ni n8

ab 5(
i c

Ai c
f ~r i n

2r i c
! f ~r i n8

2r i c
! dab. ~7!

Equations~2!–~4! in this case give

Bi c
52

Ci c

(
n

(
i n

f ~r i n
2r i c

!

, ~8!

Ai c
5

Ci c

(
n

(
n8

(
i n

(
i n8

f ~r i n
2r i c

! f ~r i n8
2r i c

!

. ~9!

Proportionality of all the force matricesdab leads to a scalar
model which in explicit form will be used only in the fol
lowing section since in the derivation of the general relatio
of the given section it leads only to insignificant simplific
tions.

We are interested in the structure of the spectral den
function g(v), which is defined in terms of the Green
function in the cellular representation
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g~v!52
2v

3pN
Im Tr MG~v1 i«!, «→10. ~10!

HereN is the total number of atoms.
We will use the causal Green’s function

Gi ni n8

ab ~ t !52 i ^T~ui n
a ~ t !ui n8

b ~0!!&, ~11!

whereT is theT-ordering operator and̂. . . & denotes aver-
aging over the ground state of the system. The Fourier tra
forms of these functions in time satisfy the following equ
tions:

Mi n
v2Gi ni n8

ab ~v!5dnn8
ab d i ni n8

1(
n9

(
i n9

~Ai ni n9

ag 1DAi ni n9

ag !Gi n9i n8

gb ~v!

1(
i c

Bi ni c
ag Gi ci n8

gb ~v!, ~12!

Mi c
v2Gi ci

c8
ab

~v!5dabd i ci
c8
1(

n
(
i n

Bi ci n
ag Gi ni

c8
gb

~v!

1(
i c9

Ci ci
c9

ag
Gi

c9 i
c8

gb
~v!, ~13!

Mi n
v2Gi ni c

ab ~v!5(
n8

(
i n8

~Ai ni n8

ag 1DAi ni n8

ag !Gi n8i c
gb ~v!

1(
i c8

Bi ni
c8

ag
Gi

c8 i c

gb
~v!, ~14!

Mi c
v2Gi ci n

ab ~v!5(
n8

(
i n8

Bi ci n8

ag Gi n8i n
gb ~v!

1(
i c8

Ci ci
c8

ag
Gi

c8 i n

gb
~v!. ~15!

Using condition~5! on theCi ci
c8

ab
and the equalityGi ni c

ab (v)

5Gi ci n
ba (v), where the latter is a consequence of commu

tivity of displacements, we at once obtain

Gi ci n
ab ~v!5

1

Mi c

(
n8

(
i n8

Bi ci n8

ag Gi n8i n
gb ~v!

v22v i c
2

, ~16!

Gi ci
c8

ab
~v!5

dabd i ci
c8

Mi c
~v22v i c

2 !

1

(
n

(
i n

(
n8

(
i n8

Bi ci n
ag Bi ci n8

bd Gi ni n8

gd ~v!
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Mi

c8
~v22v i c

2 !~v22v i
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2
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, ~17!
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ab ~v!5dnn8
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(
i n9

~Ai ni n9

ag

1Di ni n9

ag !Gi n9i n8

gb ~v!, ~18!
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wherev i c
2 5Ci c

/Mi c
,

Di ni n8
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M i c
v i c

2 v2

v22v i c
2

3
f ~r i n
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(
n

(
n8

(
i n

(
i n8

f ~r i n
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! f ~r i n8

2r i c
!

dab.

Let us proceed now to the mixed (k,r ) representation18

by introducing the collective variablesUn
a(k) andPn

a(k) for
the atoms of the classesA andB while treating theC atoms
in the cellular representation. In the representation of n
orthogonal plane waves8 we have

ui n
a 5

1

ANn
(

k
Un

a~k!eikr i n, ~19!

Pi n
a 5

1

ANn
(

k
Pn

a~k!cnk* ~r i n
!, ~20!

whereNn is the number of atoms of typen andcnk* (r i n
) is

the set of functions that are bi-ortho-normalized with resp
to theeikr i n and satisfy the relations

1

Nn
(
i n

eikr i ncnk8
* ~r i n

!5dkk8 , ~21!

1

Nn
(

k
eikr i n8cnk* ~r i n

!5d r i n
r i n8

. ~22!

We assume that in theirk values all the states are containe
within a sphere of radiusk05(3Np2/V)1/3, whereV is the
total volume of the system. The Hamiltonian in the (k,r )
representation has the form

H5
1

2 (
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(
k
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1
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where
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Fnn8
ab

~k,k8!5
1

ANnNn8
(
i n

(
i n8

Ai ni n8

ab eikr i neik8r i n8,

and the dot aboveUn
a(k) as usual denotes differentiatio

with respect tot. Using the relation
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the first term of the given Hamiltonian can be rewritten in t
form

T5
1

2 (
n

(
k

Pn
a~k!Pn

a~2k!

Mn

2
1

2 (
n

(
k

(
k8

Mn~2k,k8!Pn
a~k!U̇n

a~k8!,

where

Mn~k,k8!5
1

Nn
(
i n

M i n

Mn

ei ~k1k8!r i n~12dk,2k8!,

Mn5
1

Nn
(
i n

M i n
.

In the zeroth-approximation HamiltonianH0 we separate ou
the terms that are diagonal ink in the full HamiltonianH:

H05
1

2 (
n

(
k

Pn
a~k!Pn

a~2k!

Mn

1
1

2 (
n

(
n8

(
k

Fnn8
ab

~k,2k!Un
a~k!Un8

b
~2k!.

~24!

The zeroth-order HamiltonianH0 leads to the following
equation for the eigenvalues:

Mnv2Un
a~k!2(

n8
Fnn8

ab
~2k,k !Un8

b
~k!50. ~25!

SinceAi ni n8

ab 5Ann8
ab (r i n

2r i n8
), the functionsFnn8(2k,k) can

be rewritten in the following form:

Fnn8
ab

~2k,k !5
1

ANnNn8
(
i n

(
i n8

Ai ni n8

ab e2 ik~r i n
2r i n8

!

5
ANnNn8

V E Ann8
ab

~r !gnn8~r !e2 ikrdr , ~26!

wheregnn8(r ) is the partial pairwise correlation function.
Thus, Eq. ~25!, whose solutions we denote asv2

5vs
2(k)[vj

2 , j[(k,s), 2j[(2k,s) leads to an equation
of sixth degree inv2 in which all of the coefficients are
expressed in terms of functions which are known in pr
ciple: derivatives of the interatomic potentials and par
-
l

pairwise correlation functions~with allowance for the above
remark about correlation of the type of atom and its coor
nation number!.

We define the Green’s functionGjj8(t) in the k repre-
sentation with the help of the creationaj and annihilationaj

1

operators, introduced in the standard way

Un
a~k!5(

S
A \

2Mnvj

en
a~j!~aj1a2j

1 !, ~27!

Pn
a~k!52 i (

S
A\vjMn

2
en

a* ~j!~a2j2aj
1!, ~28!

Gj,j8~ t !52 i ^T~Aj~ t !Aj8~0!!&. ~29!

Here Aj5aj1a2j
1 , and en

a(j) are the polarization vector
satisfying the relations

(
n

en
a~j!en

a* ~j8!5dSS8 ,

(
S

en
a~j!en8

b* ~j!5dnn8
ab . ~30!

The Green’s function in the two representations are linked
the obvious relation

Gi ni n8

ab ~v!5
1

2AMnMn8
ANnNn8

3(
j1

(
j2

Gj1 ,2j2
~v!

Avj1
vj2

en
a~j1!en8

b* ~j2!

3eik1r i ne2 ik2r i n8. ~31!

We substitute this relation into Eq.~18! and multiply the
resulting equation by

1

Nn8
ANnMn

en
a* ~j!en8

b
~j8!cn8k8

* ~r i n8
!e2 ikr i n

and sum overn, n8, i n , and i n8 . Employing conditions of
orthogonality~21! and ~30!, we obtain the following equa-
tion in Gj1 ,j2

(v):

v2(
n

(
i n

M i n

NnMn
(
j1

Gj1 ,2j8~v!

2Avj1
vj8

en
a* ~j!en

a~j1!

3eik1r i ne2 ikr i n

5djj81(
j1

1

2Avj1
vj8

~F2jj1
1D2jj1

!Gj1 ,2j8~v!.

~32!

Here

Fj1j2
5(

n
(
n8

en
a~j1!en8

b
~j2!

AMnMn8

1

ANnNn8

3(
i n

(
i n8

Ai ni n8

ab eik1r i neik2r i n8,
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Dj1j2
5(

n
(
n8

en
a~j1!en8

b
~j2!

AMnMn8

1

ANnNn8

3(
i n

(
i n8

Di ni n8

ab eik1r i neik2r i n8.

Taking into account thatF2jj is the matrix of eigenvalues
of the HamiltonianH0 in the k representation and, conse
quently,F2jj5vj

2 , we obtain the following Dyson equatio
in the k representation:

Gj,2j8~v!5
2vj

v22vj
2

djj81
2vj

v22vj
2

Vj
0Gj,2j8~v!

1
2vj

v22vj
2 (

j1Þj
V2jj1

Gj1 ,2j8~v!

2v2
2vj

v22vj
2 (

j1Þj
M 2jj1

Gj1 ,2j8~v!.

~33!

Here

Vj
05

D2jj

2vj
, V2jj1

5
F2jj1

1D2jj1

2Avjvj1

,

M 2jj1
5(

n
(
i n

M i n

2NnMnAvjvj1

e2 ikr i neik1r i nen
a* ~j!

3en
a~j1!.

Since the operatorsaj andaj
1 diagonalizeH0

H05(
j

\vjS aj
1aj1

1

2D ,

and the corresponding Green’s function is equal to

Gj,j8
0

~v![Gj
0~v!dj,2j8

5
2vj

v22vj
21 i«

dj,2j8 , j→10,

the Dyson equation~33! takes the form

Gj,2j8~v!5Gj
0djj81Gj

0 (
j1

Ṽ2jj1
Gj1 ,2j8~v!. ~34!

Here

Ṽ2jj1
5Vj

0djj1
1~V2jj1

2v2M 2jj1
!~12djj1

!.

Note that the given equation can also be derived with the
of the standard diagrammatic technique19: the problem with
Hamiltonian~23! can be reduced to a problem of scatteri
in an external field.

Since it follows from the explicit form ofFjj1
, Djj1

,

andM jj1
that the kernelṼ2jj1

is degenerate

Ṽ2jj1
5(

i
v i~2j!v i~j1!, ~35!
id

the solution of Eq.~34! is easily found:

Gj,2j8~v!5Gj
0djj81Gj

0Gj8
0

3(
i , j

v i~2j!@ Î 2Ŵ~v!# i j
21v j~j8!, ~36!

where the elements of the matrixŴ(v) have the following
form:

Wi j ~v!5(
j

Gj
0v i~j!v j~2j!.

The first term on the right-hand side of equality~36!
describes the unrenormalized vibrational states in the form
plane waves, and the second term describes waves scat
by fluctuations of the density~the matrix M jj1

), the force
constants~the matrix Fjj1

), and the topology~the matrix
Djj1

). Two results of scattering is renormalization of th
starting spectrum and formation of localized and resona
states. The Green’s function~36! is an exact solution of the
problem of determining the vibrational spectrum in the h
monic approximation. Formally, the number of terms in t
sum ~35! is a macroscopic quantity of orderzN, wherez is
the number of neighbors interacting with an atom. Howev
as will be shown below, the kernel~35! can be represented a
the sum of only a few terms.

3. NATURE OF THE SOFT MODES

As is well known,18 in the case of a crystal the appea
ance of excess modes and a resonance peak in the
energy part of the spectrum (v<0.1vD) is due mainly to the
presence of very heavy impurities (Mc /M.10) or impuri-
ties which are weakly bound with the lattice. Let us inves
gate the behavior, in this energy region, of the spectral d
sity of the glass. In what follows, we will everywhere adhe
to the scalar model and assume all atoms of all types to
identical with masses equal toM . In this caseF2kk1

can be
written in the following form:

F2kk1
5

1

MN (
i

(
i 8

Aii 8e
2 ik~r i2r i 8!ei ~k12k!r i 8

5
N

V E Aii 8~r !

M
g~r !e2 ikrdr S 1

N (
i

eiqr D
52vk

2 Sq

N
, ~37!

where Sq5(1/N) ( ie
iqr and q5k12k. Further,

SqSq* 5NS(q), whereS(q) is the structure factor, which fo
a glass depends only on the magnitude ofq and has the form

S~q!511
N

V E g~r !
sin~qr !

qr
4pr 2dr. ~38!

Sinceg(r )→1 asr→`, S(q) has ad-function peak in the
limit q→0. The height of this peak.N, and its characteris-
tic width ;1/L, whereL is a characteristic scale on the ord
of the size of the system (L3.V). Since neighboring state
are separated ink by an interval that is also;1/L, there is
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strong scattering with vanishingly small momentum trans
which we will refer to below as forward scattering. In a
ideal crystal, with accuracy to inverse lattice vectors that
unimportant here the exact relationS(q)5Ndq,0 is fulfilled
and scattering is absent. In a glass, the indicated forw
scattering is described in the potentialṼ2kk1

by a contribu-
tion proportional to(Ddq,D , whereD is a small quantity of
order 1/L. This, in turn, makes the following contribution t
the Green’s function:

G2kk1
1

2 (
D

]

]k
~G2kk !D.

The second term of this sum is of order (kL)21!1 and can
be discarded. Therefore, in what follows, we take forwa
scattering into account in a form proportional toNdq,0 . As a
result, we have

Sq5s0Ndq,01s~q!eiw~q!. ~39!

Here the choice of the origin determines the zero value of
phase of the singular term. The numerical factors0, describ-
ing the forward scattering, characterizes the deviation of
singular part of the structure factor from the exactd function
of an ideal crystal (s0<1), ands(q) is a function that be-
haves similarly to the nonsingular part of the structure fac
over the entire region of variation ofq, i.e., it is compara-
tively small for smallq and of the order of unity forq>k0.
Sincew(0)50, the phase is small for smallq and, conse-
quently, the imaginary part ofSq is also small. In addition, as
can be seen from relation~39!, forward scattering plays the
main role in the formation of the spectrum at smallv ~small
k of the starting spectrum! and theq dependence of the non
singular part of relation~39! can be neglected. Restoring th
symmetric form~in k,k1) of the nonsingular part ofF2kk1

@it can be obtained explicitly by considering an analogo
relation forF2kk1

F2kk1
* instead of relation~37!#, we have

F2kk1
52s0vk

2dk,k1
2

s

N
vkvk1

. ~40!

Analogous considerations lead to the following form for t
remaining terms of the scattering potential:

D2kk1
5

vc
2v2

v22vc
2

cdk,k1
1

vc
2v2

v22vc
2

c

N
, ~41!

v2M 2kk1
5s0v2dk,k1

1
s

N
v2. ~42!

In the solution of the Dyson equation, it is convenient to ta
forward scattering into account separately. This being
case, only two functionally distinct terms remain in the su
~35!. As a result, in the low-frequency region we have t
following expression for the Green’s function:

Gkk1
.Pkdk,k1

1
PkPk1

v~2k!v~k1!

12(
k8

Pk8v~2k8!v~k8!

. ~43!

Here
r,

e

rd

d

e

e

r

s

e
e

Pk5
Gk

0

12Gk
0Vkk

,

Vkk5
1

2vk
S 2s0vk

22s0v21
vc

2v2

v22vc
2

cD ,

v~2k!v~k1!5
1

NAvkvk1

S 2svkvk1
2sv2

1
vc

2v2

v22vc
2

cD .

Hence it is clear that the renormalization of the starting sp
trum in this region is due mainly to forward scattering and
defined by the equation

12Gk
0Vkk50, ~44!

while the resonant frequencies are found by solving the g
eralized Lifshits equation

ReS 12(
k8

Pk8v~2k8!v~k8!D 50. ~45!

Using the Debye approximation for the starting spectr
(3v2/vD

3 ), we obtain the following expressions for the res
nant frequencyvR and spectral density forv!vD :

vR
25

vD
2

3

~12s0!~12s02s!

~11s0!~112s! H 12
21s0

11s0
cJ , ~46!

g~v!5g0~v!1Dg~v!, ~47!

where

g0~v!53S 11
213s0

2~11s0!
cD ~11s0!1/2

~12s0!3/2

v2

vD
3

,

Dg~v!5
1

2p S 11
22s0

2~11s0!
cD s2

~12s0
2!~112s!

3
Gv4

~v22vR
2 !21~Gv3!2

,

G5
p~112s2s0!

2~112s!~11s0!1/2~12s0!3/2
.

These functions, along with the starting spectrum, are plo
in Fig. 1. First of all, note the renormalization of the startin
spectrum, due mainly to forward scattering. In this rega
notice also that ass0→1vR→0, i.e., the larger the differ-
ence between the singular term of the structure factor and
d function of an ideal crystal, the more strongly the starti
spectrum is renormalized and the lower the characteristic
quency of the resonant modes lies. The factor 12s0 defining
this behavior owes its existence to fluctuations of the fo
constants, i.e., to the first term on the right-hand side of
~40!. @In an ideal crystal (s05s50) expression~46! formally
givesvR

25vD
2 /3 and the resonance at low frequencies is

sent.# Here the corrections due to the presence of theC at-
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oms, i.e., due to strong topological fluctuations, are sm
However, these are the fluctuations that lead to a decrea
the so-called participation coefficient of the atoms in t
given modes. Indeed, let us consider the spatial variatio
the amplitude of a resonant mode near an isolatedC atom
located at the origin. Toward this end, we introduce in
coordinate representation the Green’s functionG̃ii 8(v)
satisfying the equation

Mv2G̃ii 8~v!5d i i 81(
i 9

Aii 9G̃i 9 i 8~v!. ~48!

We then obtain the following relation between the amplitu
of the resonant mode at the siter i and the amplitude of this
modew0 at theC atom in question:

ui52MvR
2G̃i0w0 .

Employing relation~31! between the Green’s functions i
the two representations, we obtain the solution~43!, in which
we must eliminate that part of the scattering potential due
the C atoms, and also the value of the resonant freque
~46!

ui.
p~12s0!2

4~11s0!

cos~pA12s0r i /A3a!

r i
aw0 , ~49!

where a is the interatomic distance. Despite the slo
Coulomb falloff in the amplitude, its value is already small
the nearest neighbor to theC atom: ui /w0!1, which, of
course, leads to the decrease in the participation coeffic
observed at the given frequencies.3

Let us make some concluding remarks. First of all,
this work we have shown that, in agreement with recent
perimental data,20,21 the presence of low-frequency exce
modes can be understood in terms of the harmonic appr
mation. Further, the geometrical basis of the model lies
the division of the atoms into classes based on their coo
nation number, which formally leads to the unrenormaliz

FIG. 1. Density of vibrational states forv!vD , s050.7, ands50.1:
g0 ~dashed curve! and g ~solid curve!. The dotted curve plots the startin
spectrum 3v2/(vD)3.
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optical modes even in a single-component glass. The ac
existence of such modes depends, obviously, on the natu
the scattering in the high-frequency region of the spectr
and depends strongly on the actual composition of the gl
Nevertheless, the formal possibility of observing them
glasses which are nearly single-component, follows from
proposed approach. In addition, the geometrical basis~discli-
nation model! is not obligatory in the treatment of the low
frequency resonances. Indeed, we have in fact shown tha
main reason for the appearance of the low-frequency re
nances in a glass is the strong fluctuations of the density
force constants while the low participation coefficient is d
to the relatively high amplitude of the given modes in t
strong topological fluctuations. Such a formulation,
course, does not depend on the details of the geomet
description of the structure of the glass.
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We have investigated experimentally the influence of a constant electric current on the
magnitude and temperature dependence of the resistance of chromium films prepared by vacuum-
thermal condensation. The results are interpreted in terms of the Fro¨hlich conductivity
model. © 1999 American Institute of Physics.@S1063-7834~99!00303-2#
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In recent years, coherent states of conduction electr
in solids have been received great interest, in particular
the guise of the phenomenon of Fro¨hlich conductivity1 ob-
served in the slip region of charge density waves~CDW’s!
and spin density waves~SDW’s! and manifested in the non
linear growth of the conductivity in electric fieldsE larger
than some threshold valueEc . For this mechanism, as fol
lows from Ref. 2, the critical fieldEc can be approximated
by

eEc~2p/Q!5~S2/EF!«4106, ~1!

wheree is the charge of the electron,Q is the wave vector of
the CDW~SDW!, EF is the Fermi energy,S is the dielectric
gap of the CDW~SDW!, and«;1. Estimates of the critica
separation field of the spin density waves for chromiu
~Néel temperatureTN>312 K, Ref. 3! based on Eq.~1! give
Ec;16 mV/cm. The critical separation current correspon
ing to Ec is given by

I c5~ l /R!Ec , ~2!

where l is the distance between contacts andR is the resis-
tance of the metal. For bulk samples of chromiu
R;105 V and for l'0.5 cm the separation curren
I c'800 A. However, in chromium films the resistan
R grows by several orders of magnitude as the film thickn
is decreased.4 In view of this it may be expected that i
chromium films for realistically attainable values of th
transport current the Fro¨hlich conductivity regime is real-
ized. For example, for R550V one gets I c51.28
31024 A.

The present paper reports results of a study of the e
trical properties of chromium films as functions of the tran
port current flowing through the sample.

Chromium films of thicknessd5700 and 1040 Å were
prepared by vacuum-thermal condensation on a glass
strate. The substrate temperature wasT5180 °C. Electro-
lytic chromium of purity 99.99% or higher was used. T
electrical resistance was measured by the four-probe po
tiometric method at constant current in the temperature ra
T5772350 K and current rangeI 5102521021 A with an
accuracy of61026 V. The temperature of the samples w
3411063-7834/99/41(3)/3/$15.00
ns
in

-

s

c-
-

b-

n-
ge

monitored by a chromel–alumel thermocouple. The curre
voltage characteristics~CVC’s! at T578 and 300 K were
measured in the fixed-current regime for the current in
range I 510252731023 A. The film thickness and its
chemical composition were determined by x-ray fluore
cence analysis, and the lattice parameters and ph
composition—by x-ray structure analysis.

Figure 1 plots the temperature dependence of the re
tanceR(T), measured for different values of the consta
current, for a chromium film of thicknessd51040 Å. The
points plotted in the inset forT578 K were taken from the
CVC’s. The results of the measurements ofR(T) for
I 51023 A in the temperature rangeT52002300 K ~inset to
Fig. 1! agree with the data in the literature for thin chromiu
films4 (d514250 Å) and bulk samples.5 A weakly ex-
pressed anomaly inR(T) is observed in the region o
Tan5280 K. Below T5200 K the temperature dependen
of the conductivity of the investigated chromium films di
fers substantially from that of the bulk samples,5 but is simi-
lar to that observed in chromium alloys~e.g., Cr–Fe and
Cr–V, Ref. 6!. It is clear from Fig. 1 that the magnitude an
temperature dependence of the resistance of chromium fi
in the temperature regionT;78 K depends substantially o
the magnitude of the current at which the measureme
were made. For currentsI ,1023 A, R(T578 K) exceeds
R(T5300 K) by almost 10%. Thus, forI 51025 A the ratio
R(T578 K)/R(T5300 K)51.095.

Figure 2 plots the dependence of the resistance on
transport current, calculated from the current–volta
curves. We found that the CVC’s of the investigated ch
mium films at T5300 K obey Ohm’s law up to
I'431022 A and are hysteresis-free. TheR(I ) dependence
corresponding to the given current–voltage curve is plot
by curve1 in Fig. 2. As follows from the experiment, th
growth of the resistance at higher currents is associated
Joule heating of the sample. AtT578 K, as the current is
increased the resistance falls abruptly in the current reg
I 5102421023 A by almost 9%@curve2 in Fig. 2~a!#, after
which a stepped falloff is observed up toI;1021 A, with
drops no greater than 1%@curve2 in Fig. 2~b!#. The behavior
of the CVC’s and ofR(I ) did not depend on the polarity o
© 1999 American Institute of Physics
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the current; however, hysteresis was observed in
‘‘increase–decrease’’ current cycle. These results were
produced in all succeeding experiments.

The experimental value of the current at which t
abrupt drop in R(I ) was observed wasI J51024 A. A
smoother decrease inR(I ) was observed up to
I 53.431022 A, after which the resistance grew weakly an
then remained constant up toI'1023 A. Above this value a
falling segment ofR(I ) is again observed@Fig. 2~b!#. The
estimates based on Eq.~1! for the investigated films give the
value I c56.831022 A, which is comparable with the ex
perimental valueI J .

X-ray structure analysis of the films revealed the pr
ence of an ultradispersed phase of chromium oxides. C
mium films with this type of phase composition, prepared
vacuum-arc sputtering, were discussed in Refs. 7 and 8. N
that quite a number of works have been dedicated to
problem of the formation of an oxide layer on the surface
chromium films~see, e.g., Refs. 7–9!. According to the re-
sults of these works, the surface layer of the films consist
a mixture of metallic chromium and its oxides. The thickne
of such a layer is equal tot5152150 Å, depending on the
method of preparation. The resistivity of the surface laye
given by the expression

~1/s0!5rm
0 Cm

0 $12~m f /mc!
n%21, ~3!

whererm
0 is the resistivity of the metal,Cm

0 is the concentra-
tion of the metal in the layer,m f is the concentration of the
oxide phase, andmc is the critical concentration of oxide fo
the percolation mechanism of conductivity; the parame
n;122 ~Ref. 8!.

It is well known10 that, using four-probe measuremen
the conductivity of the sample is given by

s5s01svZ. ~4!

FIG. 1. Temperature dependence of the relative resistanced(T)
5R(T)/R(T5300 K) for different values of the transport current.I ~A!:
1 — 1024, 2 — 431024, 3 — 1023, 4 — 731022. Inset plots the depen
dences(T) for I 51023 A in the high-temperature region.
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HereZ is depth into the sample, measured from its surfa
s0 is the surface conductivity@in the given case it is given by
formula ~3!#, and sv is the bulk conductivity. Since the
thickness of the conducting layer in which the electric fie
and current density are still uniform is much larger than
film thickness (t;0.2 cm, Ref. 11!, it may be assumed tha
the entire volume of the film (d51040 Å) contributes to the
conductivity while the temperature dependence of the re
tance is mainly determined by the conductivity of metal
chromium. This conclusion is supported by the depende
plotted in the inset to Fig. 1.

It was shown in Ref. 8 that the presence of a 15–2
oxide phase in Ni–Cr films increases the resistance two
in comparison to the value characteristic of the metal.~Un-
fortunately, works dedicated to the electrical properties
chromium films have not indicated the value of the curren
which the measurements were performed.! In our case,
the resistance of the film atT5300 K, for a current
I 51023 A, was R51.22531024 V, which exceeds by two
orders of magnitude the resistance of bulk samples of ch
mium.

Since at temperatures above the temperature of the r
tance anomaly@Fig. 2~a!# no noticeable changes were o
served in the resistance of the films, considered as a func
of the current, the nature of the observed nonlinear effect
the low-temperature region can be associated with the p
ence of a SDW state, e.g., as a manifestation of Fro¨hlich

FIG. 2. Dependence of the relative resistanced(I )5R(I )/R(I 51023 A)
on the transport current.I 5102521023 A ~a! and 10232831022 A ~b!.
T5300 ~1! and 78 K~2!.



on
he
th
io
lia
e-

o
r

nk
ay

A.

f

343Phys. Solid State 41 (3), March 1999 Abramova et al.
conductivity due to slip of the spin density wave.1

The experimental results obtained here allow one to c
clude that the electrical properties of chromium films of t
given thickness depend substantially on the magnitude of
transport current. To come to an unambiguous conclus
about the mechanisms responsible for the observed pecu
ties in the electrical conductivity of chromium films, a d
tailed study of the dependence of the electrical properties
the conditions of preparation as well as the thickness is
quired.

The authors express their gratitude to G. V. Bondare
for x-ray fluorescence analysis and A. D. Vasil’ev for x-r
structure measurements of the samples.
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Radiation-induced changes in the atomic structure of grain boundaries in tungsten
E. I. Lugovskaya and T. I. Mazilova

Scientific-Research and Design Institute of Vacuum Machine Building, 310109 Khar’kov, Ukraine
~Submitted April 23, 1998; accepted for publication September 4, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 383–385~March 1999!

Field-ion microscopy is used to study changes in the structure of the grain boundaries induced
by intergrain adsorption of point defects created by ion bombardment of tungsten
bicrystals. It is found that irradiation at temperatures below the threshold of grain-boundary
relaxation causes a local expansion of the boundaries. Computer simulation using molecular
dynamics shows that intergrain adsorption of vacancies can lead to the formation of three-
dimensional grain-boundary structures. ©1999 American Institute of Physics.
@S1063-7834~99!00403-7#
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In fcc metals characterized by low stacking-fault en
gies, splitting of the dislocations at the block walls leads
the formation of complex three-dimensional configuratio
(3D structures!. At the large-angle boundaries in these m
terials in a number of cases formation of 3D structures with
splitting of the dislocations in closest packed planes in
secting the boundaries was also observed.1–3 Large-angle
grain boundaries infcc metals characterized by hig
stacking-fault energies, as was shown in earlier studies u
field-ion microscopy,4,5 are localized two-dimensional lattic
defects. In the present work we show that, at temperat
below the grain-boundary relaxation threshold, adsorption
radiation defects at large-angle grain boundaries in tung
is accompanied by the formation of metastable 3D structures
characterized by an increased stacking-fault energy.

The experiments were performed using a field-i
microscope with the samples cooled to 21–80 K. As the
aging gas we used helium at a pressure of 102221023 Pa.
Bicrystalline needle-like specimens with radii of curvatu
about 202100 nm were prepared by electrochemical etch
from a tungsten wire with mean diameter of the grains~fi-
bers! equal to 250 nm.

The samples were bombarded with helium ions form
by the passage of an auto-electron current. The intensit
ion bombardment was determined using relations derive
Ref. 6. When the ions were formed at distancesr less than
10r 0 from the tip, wherer 0 is the radius of the tip, bombard
ment proceeded from the conical region of formation of
ion flux, and when they were formed at larger distancer
bombardment proceeded from a cylindrical region coax
with the specimen. In the present work the electric fie
strength E in the auto-electron regime was (425)
3107 V/cm during bombardment. Forr 0,100 nm, the ions
formed atr ,10r 0 have an energy below the displaceme
threshold. As a consequence, the main contribution to
generation of point defects comes from ions formed in
comparatively distant cylindrical region. For the cylindric
region the ion energy distribution is Maxwellian,7 similar to
the energy distribution in Tokamak-type plasma setups, w
mean energy equal toeEr0 , wheree is the charge of the
electron. Thus, when needlelike specimens are bomba
3441063-7834/99/41(3)/3/$15.00
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by ions formed by the interaction of auto-electrons with
oms of the imaging gas, the action of the low-energy co
ponent of the plasma on the first wall of nuclear reactors
imitated.

Radiation-induced changes in the atomic structure of
grain boundaries were investigated in the temperature in
val 75021000 K, in which the interstitial atoms and vaca
cies are mobile and processes of grain-boundary relaxa
are suppressed in tungsten.8,9 Some of the specimens wer
bombarded at temperatures of 107021200 K. The mean ion
energy of the ion flux bombarding this group of specime
lay in the interval 2002350 eV. The total helium ion fluxes
lay in the range 10162531017 ion/cm2. Analysis of the se-
ries of ion-microscope images taken during field ablat
showed that the inner regions of the microcrystals do
contain lattice defects that could be responsible for prefer
tial adsorption of one of the different types of point defec
In light of the small dimensions of the microcrystallites, w
can neglect processes of recombination of point defects
this approximation, the maximum calculated total flux of i
terstitial atoms and vacancies onto the grain boundarie
the surface layer of the bicrystals was 831017cm22.

As a result of helium-ion bombardment at total fluxes
531016 ion/cm2 and above, formation of segments of th
grain boundaries characterized by anomalously large va
of the width of the region with increased stacking-fault e
ergy was observed. The width of the region of preferen
field ablation of the atoms at the large-angle boundaries g
by two- to threefold, reaching values of 1.021.2 nm. Figures
1~a!–~c! show a series of field-ion-microscope images o
segment of the surface of a tungsten bicrystal bombarded
a helium-ion flux of 731016 ion/cm2 with a mean ion energy
of 250 eV. Images of the boundary in the segment of
mating of the~211! faces of adjacent grainsA and B were
taken sequentially after ablation of the bombarded crysta
a depth of 10, 12, and 14 nm@Figs. 1~a!–~c!#. In Fig. 1~d! the
dashed lines demarcate a segment of the boundary of
hanced thickness, which can be related to 3D structures.
These microphotographs also illustrate the characteristic
homogeneity of the structure of boundaries in bombard
tungsten: the 3D structure was observed only on one facet
© 1999 American Institute of Physics
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FIG. 1. Field ion microscope images of a tungsten bicrystal bombarded by a helium ion flux 731016 ion/cm2 with mean energy 250 eV. Images a–c we
obtained after ablation of the bombarded crystal to a depth of 10, 12, and 14 nm, respectively. The dashed lines in diagram d demarcate a seg
boundary with 3D structure, and the solid line indicates the position of a two-dimensional facet.
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the grain-boundary ledge. Calculation of the lowering of t
field-ablation energyQ in these segments, based on t
model of image forces,10 gives DQ/Q58.531022. Expan-
sion of the large-angle grain boundaries during bombardm
at temperatures above 1100 K was not observed. This ma
connected with the occurrence of processes of gr
boundary relaxation.

These data show that as a result of intergrain adsorpt
the point defects not only annihilate each other, but a
induce substantial changes in the structure of the g
e

nt
be
n-

n,
o
in

boundaries. Comparison with the results of a study of
evolution of the structure of the grain boundaries as a re
of intergrain adsorption of helium7,11 and interstitial atoms12

suggests that the more mobile interstitial atoms wind up
the free surface during intergrain adsorption, resulting in
enrichment of the grain boundaries by vacancies. In t
case, the vacancy component of the radiation-defect flux m
be responsible for the observed expansion of the bounda
With this in mind, we performed a computer simulation
the evolution of the structure of the grain boundaries indu
of
FIG. 2. Atomic configurations of an equilibrium symmetricS9(114) boundary~a! and this same boundary after adsorption of two monolayers
vacancies~b!.
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by the adsorption of several monolayers of vacancies.
model crystallite consisted of 840 interacting and 504 bou
ary atoms. On the outer$110% faces we prescribed periodi
boundary conditions, and on the remaining faces we p
scribed flexible boundary conditions. The bicrystal consis
of 40 atomic planes$114%, parallel to theS9, 38.9°, $110%
boundary. The computer simulation employed molecular
namics with a central pairwise potential.13,14Adsorption of a
monolayer of vacancies was simulated by removal of a$114%
atomic layer from the region of the nucleus of the bounda

Results of the computer simulation of the evolution
the structure at the grain boundaries are shown in Fig. 2.
initial boundary was characterized by a high degree of loc
ization of the stacking-fault energy. The largest stackin
fault energy is observed in the partly coalesced13,15 $114%
planes in the nucleus of the boundary@Fig. 2~a!#. The maxi-
mum energy corresponding to a$114% sublattice shifted dur-
ing coalescence is equal to 0.70 eV/atom. The atoms w
large excess energy are denoted in Fig. 2 by circles wh
radius is proportional to the stacking-fault energy. With d
tance from the geometrical center of the boundary
stacking-fault energy falls exponentially with a scale fac
in the exponential equal to 2.5 nm21. The formation at the
boundary of two vacancy layers leads to a change in
character of the stacking-fault energy distribution. The
cess energy at the level 0.560.2 eV/atom is observed in
three atomic$114% layers @Fig. 2~b!#, and only beyond the
limits of this 3D structure does the exponential falloff of th
stacking-fault energy occur. As a result, the specific surf
energy of the boundary is raised to 3.0 J/m2, near the specific
surface energy of the single crystals.1 It is significant that
such 3D structures, despite the significant increase in
stacking-fault energy as in the case offcc metals,1–3 are
metastable: stable to dilational and shear grain-boundary
formations. The excess stacking-fault energy per atom of
3D layer is significantly less than the formation energy
the vacancies in tungsten~3.9 eV!, and its formation can be
e
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vouchsafed by the liberation of the energy of the vacanc
during their intergrain adsorption.
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Shape of the magnetic resonance line in a thin film on the surface of an anisotropic
superconductor

S. A. Efremova and S. L. Tsarevski * )

Kazan’ State University, 420008 Kazan’, Russia
~Submitted June 17, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 386–388~March 1999!

The shape of the EPR line in a thin (5l/2, wherel is the London penetration depth of the
magnetic field in the superconductor! paramagnetic film deposited on the surface of an anisotropic
superconductor is calculated in an oblique magnetic field with allowance for the
inhomogeneity of the local magnetic field of the Abrikosov vortex lattice. It is shown that, as the
tilt angle of the external magnetic field is varied, the shape of the EPR line changes
noticeably. This fact can give additional information about the superconductor parameters~the
symmetry type of the vortex lattice and the anisotropy parameter of the superconductor!.
© 1999 American Institute of Physics.@S1063-7834~99!00503-1#
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At present, the method of observation of the electr
paramagnetic resonance~EPR!1–3 and nuclear magnetic reso
nance~NMR!4 of a magnetic marker on the surface of
high-temperature superconductor~HTSC! is widely used to
study the penetration of a magnetic field into a superc
ductor and the transition to the superconducting state
EPR studies, a film of the free radical diphenyl picry
hydrazyl ~DPPH! deposited on the surface of the superco
ductor is often used as the magnetic marker1,3 while silicone
is usually used in NMR studies.4 In either case, the variation
of the inhomogeneous line width of the magnetic resona
as a function of temperature is tracked as the sample tra
tions to the superconducting state or to the vortex state as
external uniform field is swept. Such experiments allow o
to estimate the penetration depth of the magnetic field in
3471063-7834/99/41(3)/3/$15.00
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superconductorl and the local macroscopic magnetizatio
of the sample. However, if a thin film (<1000 Å) of con-
trollable thickness is used as the EPR or NMR marker, th
it is possible to obtain significantly richer information abo
the parameters of the superconductor from an analysis o
line shape of the magnetic resonance. The present pape
ports results of a calculation of the line shape of the magn
resonance in a thin magnetic film of calibrated thickne
(>0.5l) deposited on the surface of an anisotropic sup
conductor, in a magnetic field that is tilted relative to t
surface of the superconductor. It is well known that in
external fieldH (Hc1,H,Hc2 , whereHc1 andHc2 are the
critical fields! in a type-II superconductor a two-dimension
Abrikosov vortex lattice is formed. The authors of Ref.
obtained analytical expressions for the Fourier compone
FIG. 1. Distribution functionr(h,z,u) of the local magnetic fieldh in the unit cell of the vortex lattice above the surface of the superconductor~in arbitrary
units! for u50 ~1!, p/6 ~2!, andp/3 ~3!. Field values are plotted along the abscissa in the units 100 (h2hmin)/(H2hmin). H52, hmin51.8767.
© 1999 American Institute of Physics
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FIG. 2. Dependence of the absorption energyP on the magnetic field and the tilt angleu. u50 ~1!, p/6 ~2!, p/3 ~3!. Labelling of the abscissa the same
in Fig. 1.
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of the local magnetic fieldh above the surface of the supe
conductor in an oblique magnetic field on the basis o
solution of the London equations. A picture of the magne
field at assorted distancesz above the surface of the supe
conductor can be gained using the inverse Fourier transfo
To analyze the shape of the resonance line requires a q
detailed picture of the magnetic field in the unit cell of t
vortex lattice for a representative set of distances above
surface of the superconductor. This depends on both
number of points into which the unit cell of the vortex lattic
is divided and at whichh(r ) is calculated~we used 512
3512 points! and also the number of such portraits as a m
of h ~there were 100!. On the basis of these maps it is po
sible to obtain the density distribution functionr(h,z,u) of
the local magnetic field within a narrow layerz,z1dz above
the surface of the superconductor (u is the angle between th
normal to the surface, parallel to thec axis, and the uniform
magnetic fieldH).5 By way of an example, Fig. 1 plot
r(h,z,u) for various u and z. The calculations were per
formed for the HTSC Y–Ba–Cu–O with anisotropy para
eterG525 in a fieldH52 ~in units of F0 /l2). The field is
plotted along the abscissa in units of 100(h2hmin)/(H
2hmin), where hmin51.8767 is the minimum value of th
local magnetic field in the interior of the superconductor.5 As
can be seen from Fig. 1, in oblique magnetic fields the l
shaper(h,z,u) becomes complicated by the appearance
an additional peak. This is due to the fact that, an additio
saddle point with a different field value appears in the dis
bution of the local magnetic field in the immediate vicini
above the surface of the superconductor. The height of
a
c

m.
ite
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he
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peaks and their relative positions for a given tilt angleu and
height z, of course, depend on the symmetry type of t
vortex lattice and the anisotropy parameter of the superc
ductor G. Calculations show that a nonuniform field qui
rapidly becomes uniform, already at a distance.0.5 ~mea-
sured in units ofl). Thus, to determine the characteristics
a nonuniform field of Abrikosov vortices using an EP
marker it is necessary to use films of a specific thickness,
than 0.5. The power of the variable magnetic field absor
by the resonant spins located in a narrow layer above
surface is proportional to*0

dr(h,z,u)dz, whered is the film
thickness. It should also be noted that each resonant spin
its own absorption curve possessing, as a rule, a Lorent
line shape and defining the homogeneous absorption w
D. The power of the variable magnetic field absorbed by
the resonant spins, considered as a function of the exte
magnetic fieldH and the angleu, is equal to

P~H,u!5CE
2`

`

dh
D

D21~H2h!2E0

d

dzr~h,z,u!. ~1!

The constantC is defined by the normalization requireme
*P(H,u)dH51.

Figure 2 plots the EPR linesP(H,u) calculated accord-
ing to Eq.~1! for the paramagnetic marker DPPH deposit
on the surface of the HTSC,d50.5, D52 @in units of
(H2hmin)/100], for three values ofu.

As can be seen from Fig. 2, the line shape of the E
marker varies quite noticeably with variation of the tilt ang
of the external magnetic field, which makes it possible
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extract more detailed information about the local magne
field of the superconductor~e.g., the symmetry type of th
vortex lattice, the anisotropy parameterG, etc.!.
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Comparative analysis of the effect of La and Co on the superconductivity and energy-
band spectrum of YBa 2Cu3Oy for different oxygen contents
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Temperature dependences of the resistivity and Seebeck coefficient of Y~Ba12xLax)2Cu3Oy and
YBa2Cu32xCoxOy samples (x5020.25) have been measured under maximum sample
saturation with oxygen, as well as following their anneal in an oxygen-deficient atmosphere. The
Tc (x) dependences for as-prepared samples were found to pass through a maximum at
x50.05, which persists after annealing for Y~Ba12xLax)2Cu3Oy and disappears for
YBa2Cu32xCoxOy . A phenomenological model of the band spectrum in normal phase has been
used to determine the parameters of the conduction band and of the carrier system, and to
analyze their variation with the dopant type and content, as well as with annealing. Despite the
differences observed in theTc (x) dependence, the critical temperatures for all the sample
series studied were found to correlate with the conduction-band effective width. The mechanism
of the effect of impurities on the band-structure parameters and the reasons for the different
influence of annealing on the properties of Y~Ba12xLax)2Cu3Oy and YBa2Cu32xCoxOy are
discussed. ©1999 American Institute of Physics.@S1063-7834~99!00603-6#
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It is known that the state of the oxygen subsystem de
mines to a considerable extent both the properties of
normal phase and the critical temperatureTc in the
YBa2Cu3Oy system. In addition to annealing the sample
an oxygen-deficient atmosphere, the oxygen content and
tribution in the lattice can be affected by doping it with va
ous heterovalent impurities. The pattern of variation
YBa2Cu3Oy properties when the chain copper is replaced
3d metals ~Fe, Co, Al!, and when rare-earth elements a
substituted for barium is basically the same, although in
first case it is copper that is replaced which, besides oxyg
is assumed to be responsible for the properties of the no
phase. It appeared of interest to carry out a compara
quantitative analysis of the effect of the above two types
substitution on the characteristics of the normal state in o
to reveal the part played by various lattice sites in the f
mation of the band responsible for conduction.

We use an analysis of transport coefficients to solve
problem in normal phase based on the model of electro
transport in HTSC materials,1 which permits one to deter
mine quantitative band-structure parameters and to ana
the trends in its transformation observed when doping w
different impurities.1–3 We chose cobalt and lanthanum, r
spectively, for the impurities to substitute for copper a
barium. The first of them substitutes for copper
YBa2Cu32xCoxOy within a broad concentration range on
at the chain sites,4,5 and the second is widely used in studi
of the effect of barium substitution because of their ion
radii being close in magnitude~for Ba, r i51.35 Å, and for
La, r i51.33 Å). Both impurities have a higher valence th
3501063-7834/99/41(3)/5/$15.00
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that of the elements they replace, which results in an incre
of oxygen content with increasing doping level.4,6–9 A
characteristic feature of the YBa2Cu32xCoxOy and
YBa22xLaxCu3Oy systems is that for low concentrations
both impuritiesTc slightly increases withx, to be followed
by its sharp decrease.4,8–11 It was pointed out8 that the
maximum in the Tc (x) dependence at smallx for
YBa22xLaxCu3Oy is observed in samples with the highe
possible extent of orthorhombic distortion, for which reas
the presence of this maximum is associated with additio
filling by oxygen of the O~1! sites. The transformation of th
temperature dependences of resistivity8–10,12–15and of the
Seebeck coefficient13,16,17with increasing content both of co
balt and lanthanum is basically similar to that observed in
case of increasing oxygen deficiency. Note that, as show
our earlier work,17 the YBa22xLaxCu3Oy system exhibits,
despite the nonmonotonic pattern of theTc (x) dependence,
a correlation between the band-structure parameters andTc ,
which was previously found to be characteristic of t
YBa2Cu3Oy system with other types of substitution.

This has stimulated the present comparative study of
effect of cobalt and lanthanum on the superconductiv
transport properties in the normal phase, and band-struc
parameters of YBa2Cu32xCoxOy (x5020.25) and
YBa22xLaxCu3Oy (x5020.5). In order to obtain more de
tailed information on the mechanism of the impurity effe
on the reasons for the nonmonotonic pattern of theTc (x)
dependence, and on the nature of the relation between
band-structure parameters and superconducting propertie
the Y–Ba–Cu–O compounds, the influence of additio
© 1999 American Institute of Physics
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off-stoichiometry in oxygen was also investigated for bo
systems.

1. SAMPLE CHARACTERISTICS

YBa22xLaxCu3Oy (x5020.5) and YBa2Cu32xCoxOy

(x5020.25) ceramic samples were prepared by
standard solid-phase synthesis. The final treatment inclu
annealing in an oxygen flow atT5450 °C for 10 h.
All samples were shown by x-ray diffraction to b
single phase with an accuracy not worse than 1%. To refl
the percentage relation between the substituting
substituted element, we used for the chemi
formulas Y~Ba12xLax)2Cu3Oy (x5020.25) and
YBa2Cu~2!2Cu(1)12xCoxOy (YBa2Cu32xCoxOy) (x 50
20.25), because lanthanum can occupy in YBa2Cu3Oy two
equivalent barium sites, whereas cobalt can substitute
copper only in the Cu~1! site. The cell parameters dete
mined from x-ray diffraction measurements to with
60.00120.002 are listed in Tables I and II. Atx50.025, the
Y~Ba12xLax)2Cu3Oy system exhibits the largest orthorhom
bic distortion b2a, while for YBa2Cu32xCoxOy the b2a
parameter is the same forx50 and 0.05. The
Y~Ba12xLax)2Cu3Oy compound transfers to trigonal symm
try near x50.2, and YBa2Cu32xCoxOy , near x50.10,

which is in agreement with literature data.4,6,8,9,15,18The extra
oxygen deficiency was achieved by combined annealing
samples of both series in vacuum atT5450 °C for 2 h. The
oxygen content was determined by iodometric titration
within 60.0120.02. The oxygen indicesy for all four series
are listed in Tables I and II. An increase in doping lev
gives rise to an increase ofy, and after annealing the oxyge
content decreased by 0.07–0.1.

TABLE I. Unit cell parameters in as-prepared Y~Ba12xLax)2Cu3Oy samples
and oxygen content before (y1) and after (y2) annealing.

x a, Å b, Å a2b, Å c, Å y1 y2

0.00 3.822 3.885 0.063 11.670 6.95 6.86
0.025 3.820 3.894 0.074 11.655 6.98 6.89
0.05 3.823 3.895 0.072 11.630 6.99 6.92
0.10 3.819 3.890 0.071 11.650 7.03 6.96
0.15 3.828 3.879 0.051 11.640 7.10 7.02
0.20 3.857 3.857 0 11.600 7.14 7.04
0.25 3.853 3.853 0 11.580 7.17 7.06

TABLE II. Unit cell parameters in as-prepared YBa2Cu32xCoxOy samples
and oxygen content before (y1) and after (y2) annealing.

x a, Å b, Å a2b, Å c, Å y1 y2

0.0 3.822 3.880 0.058 11.698 6.98 6.88
0.05 3.831 3.889 0.058 11.682 7.00 6.90
0.10 3.865 3.872 0.007 11.661 7.02 6.92
0.15 3.869 3.869 0 11.676 7.04 6.94
0.20 3.872 3.872 0 11.669 7.05 6.95
0.25 3.874 3.874 0 11.666 7.06 6.95
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2. EXPERIMENTAL RESULTS

We measured temperature dependences of the resis
and Seebeck coefficient on all series of samples within
T5Tc2300 K range by the technique describe
elsewhere.16

The temperature dependences of resistivity follow
pattern typical of the YBa2Cu3Oy system. For three series
the values ofr decrease linearly with decreasing tempe
ture, and the slope of ther (T) curves decreases with in
creasing impurity content. An exclusion from this rule is t
series of YBa2Cu32xCoxOy samples with an extra oxyge
deficiency, where one observes forx>0.15 a transition to
semiconducting behavior ofr (T) in the low-temperature
domain.

Figure 1 presentsTc vs impurity concentration plots fo
all four series derived from resistivity measurements. B
as-prepared sample series exhibit a maximum in theTc (x)
dependence atx50.05. Note that the lattice undergoes
maximum orthorhombic distortion near this impurity co
centration, and the oxygen content approaches the close
the stoichiometry valuey57, which implies the maximum
ordering in the oxygen subsystem~see Tables I and II!. Fur-
ther increase of the impurity concentration results in a mo
tonic decrease of the critical temperature. After annealing
an oxygen-deficient atmosphere, the maximum in theTc (x)
dependence for the Y~Ba12xLax)2Cu3Oy system remains
at the same lanthanum concentration, whereas
YBa2Cu32xCoxOy Tc falls off monotonically with increasing
x throughout the concentration range covered.

The temperature dependences of the Seebeck coeffi
for Y~Ba12xLax)2Cu3Oy and YBa2Cu32xCoxOy are dis-
played in Figs. 2 and 3. They exhibit all the features char
teristic of the YBa2Cu3Oy system, viz. an extended region
high temperatures whereS(T)' const ~for samples only
slightly deviating from stoichiometry! and a maximum in
S(T) at T51202200 K. As the impurity content increase
the Seebeck coefficient grows substantially in absolute m
nitude, the maximum in theS(T) dependence broadens an
shifts toward higher temperatures. The decrease in oxy
content brought about the expected increase in the abso
value of the Seebeck coefficient for both systems, but
shape of theS(T) curves and the pattern of their transfo
mation with increasing doping level did not undergo a

FIG. 1. Critical temperature vs impurity content for~1,3!
Y~Ba12xLax)2Cu3Oy and ~2,4! YBa2Cu32xCoxOy compounds.1,2 — as-
prepared sample series;3,4 — sample series with reduced oxygen conten
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FIG. 2. Temperature dependences of the Seebeck coefficient
Y~Ba12xLax)2Cu3Oy . a — as-prepared samples, b — series with reduced
oxygen content.x: 1 — 0, 2 — 0.025, 3 — 0.05, 4 — 0.1, 5 — 0.15,
6 — 0.2, 7 — 0.25.

FIG. 3. Temperature dependences of the Seebeck coefficient
YBa2Cu32xCoxOy . a — as-prepared samples, b — series with reduced oxy
gen content.x: 1 — 0, 2 — 0.05, 3 — 0.1, 4 — 0.15, 5 — 0.2,
6 — 0.25.
noticeable changes. Thus the behavior ofS(T) in
Y~Ba12xLax)2Cu3Oy and YBa2Cu32xCoxOy samples with
increasing doping level is similar to that observed2 in
YBa2Cu3Oy with increasing oxygen deficiency.

3. ANALYSIS OF THE RESULTS AND CONCLUSIONS

The results obtained were analyzed within the pheno
enological model of electronic transport in normal pha
~narrow-band model!, which was described in detail in ou
previous publications.1,2 A quantitative comparison of calcu
lations with the experimental data presented in the preced
Section has permitted determination of the three main mo
parameters characterizing band structure and the carrier
tem, namely, the effective width of the conduction bandWD

and the interval of delocalized statesWs , as well as the
electron filling of the bandF, which is equal to the ratio of
the number of electronsn to the number of band statesN.
We are now going to analyze the concentration depende
of these parameters for the samples studied.

As for the band fillingF, it grows nearly linearly in all
four sample series with impurity concentration~for the as-
prepared samples, from 0.5 to 0.543 and 0.565, and for
annealed ones, from 0.51 to 0.565 and 0.579 for the sam
doped with lanthanum and cobalt, respectively!. This means
that the La→ Ba and Co→ Cu(1) heterovalent substitution
do not bring about complete compensation of the exc
positive charge through increasing oxygen content, and
the number of carriers~holes! in the band decreases. In th
YBa2Cu32xCoxOy system, F increases more than in
Y~Ba12xLax)2Cu3Oy for the corresponding substitution lev
els, which can be attributed to a lower degree of compen
tion of the excess positive charge by the extra oxygen~see
Tables I and II!.

Figure 4 presents the effective conduction-band wi
WD calculated as a function of doping level for all th
sample series studied. In the Y~Ba12xLax)2Cu3Oy system,
one immediately sees a weak minimum in theWD (x) depen-
dence atx50.05 for samples both with a high and a reduc
oxygen index. A similar pattern is observed with the fir
series of YBa2Cu32xCoxOy samples as well, but in this com
pound a decrease in oxygen content results in a disapp

or

or

FIG. 4. Total effective conduction-band width vs doping level in~1,3!
Y~Ba12xLax)2Cu3Oy and ~2,4! YBa2Cu32xCoxOy compounds.1,2 — as-
prepared samples;3,4 — sample series with reduced oxygen content.
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ance of the minimum in theWD (x) dependence to make
monotonically rising throughout the cobalt range studi
The width of the interval of delocalized statesWs varies
with increasing impurity content similar toWD in all the four
series, including the presence of a minimum in theWs (x)
dependence in the first three cases. Note that within the
gion whereWs andWD increase, their ratio falls off gradu
ally. Indeed, in the annealed series, the ratioWs /WD de-
creases from 0.36 and 0.42 atx50.05 to 0.21 and 0.24 a
x50.25 for the samples doped with lanthanum and cob
respectively.

The observed nonmonotonic variation in the conducti
band width correlates with the extent of disorder on
chain-oxygen subsystem and can be accounted for assu
the Anderson mechanism of localization of states to ope
in the systems studied. Recall that, for low lanthanum c
centrations in Y~Ba12xLax)2Cu3Oy, the O~1! oxygen sites
are believed to continue filling.8 It may be posited that a
similar process takes place in the YBa2Cu32xCoxOy com-
pound as well. In this case the impurity concentrati
x'0.05 corresponds to the maximum order in the oxyg
subsystem, where all O~1! sites are filled, whereas the O~5!
sites remain vacant. As a result, it is at this impurity cont
that the conduction-band width becomes minimum. Furt
increase ofx in both systems gives rise to a statistically d
tributed filling of the O~5! oxygen sites throughout the crys
tal, thus setting in and increasing disorder on the oxyg
subsystem. Accordingly,WD increases, and the rati
Ws /WD decreases, i.e. one observes a relative narrowin
the interval of delocalized states at the band edges.

As for the superconducting properties of the syste
under study, one observes a clear correlation between
effective band width andTc ~see Figs. 1 and 4!, which finds
explanation within our model. If the number of band sta
remains constant or varies only weakly, a decrease inWD for
low impurity concentrations results in an increase of
DOS function at the Fermi level,D (EF), which reaches a
maximum atx50.05, thus favoring the maximum critica
temperature. Further growth in concentration of both imp
rities broadens the band and, hence, causesD (EF) to de-
crease. This decrease is still more enhanced by the increa
band filling, which shifts the Fermi level toward higher e
ergies away from the DOS maximum. The decrease
D (EF) brings about the observed falloff ofTc . Note that the
Y~Ba12xLax)2Cu3Oy and YBa2Cu32xCoxOy compounds ex-
hibit similar trends in variation of the band structure para
eters and ofTc . One observes only some quantitative diffe
ences in their dependences on doping level, and to
critical temperaturesTc , which, on the whole, are higher fo
the YBa2Cu32xCoxOy series, correspond smaller effectiv
band widths.

The total increase in oxygen content in each of
sample series studied resulted in an increase ofWD due to
the additional oxygen disordering, in agreement with
data1,2 for YBa2Cu3Oy obtained with different values ofy
~see Fig. 4!. At the same time the observed correlation b
tween the width of the conduction band and the critical te
perature in the Y~Ba12xLax)2Cu3Oy and YBa2Cu32xCoxOy

compounds is retained also when additional o
.
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stoichiometry in oxygen is produced~see Figs. 1 and 4!.
To the minimum in the WD (x) dependence for
Y~Ba12xLax)2Cu3Oy at x50.05 corresponds the maximum
value ofTc , and in the YBa2Cu32xCoxOy system the mono-
tonic growth of WD is accompanied by a continuous d
crease of the critical temperature. For the YBa2Cu32xCoxOy

series,WD is, on the whole, larger, andTc , accordingly,
lower than those for Y~Ba12xLax)2Cu3Oy , with the excep-
tion of the x50.25 samples, where both the effective ba
widths and the critical temperatures are approximately
same. Thus our data support the existence for YBa2Cu3Oy of
a universal correlation between the effective conducti
band width andTc , which was observed19 earlier for various
types of off-stoichiometry.

An analysis of results obtained on all four sample ser
studied permits the following conclusion. The mechanism
the effect produced by the impurities entering into chain c
per or barium sites is basically the same and is determi
primarily by the influence these atoms exert on the oxyg
content and the pattern of oxygen distribution among latt
sites. It is the change in the properties of the oxygen s
system induced by incorporation of nonisovalent impurit
that is the principal factor governing both the band-struct
parameters in normal phase and the superconducting pro
ties of the YBa2Cu3Oy system. The broadening of the con
duction band caused by increasing disorder among the c
oxygens is the main reason for the doping-induced supp
sion of superconducting properties of YBa2Cu3Oy .

Based on this conclusion and on the pattern of
oxygen redistribution caused by lanthanum and cob
consider the possible reasons for the persistent nonm
tonic course of theTc (x) and WD (x) dependences fo
Y~Ba12xLax)2Cu3Oy and for the absence of a maximum
Tc (x) and of a minimum inWD (x) for YBa2Cu32xCoxOy

after an annealing in oxygen-deficient atmosphere.
Cobalt, which substitutes for copper directly in the Cu~1!

chain sites, has a larger coordination number and tend
increase the number of oxygens in its environment by for
ing with them sufficiently strong bonds. For this reason it
more difficult for oxygen to leave under annealing the ce
that contain cobalt atoms. Therefore, as the crystal-avera
oxygen content decreases under annealing, the oxygen
system undergoes additional disordering because oxygen
capes nonuniformly from different cells. Thus even
samples with low cobalt concentrations the chain-oxyg
subsystem becomes more disordered than that in ax50
sample. This is why the variation of band width and, acco
ingly, of the superconducting properties with increasing c
balt content becomes monotonic after annealing. On
other hand, substitution of lanthanum for barium affe
weaker the oxygen subsystem. Because lanthanum atom
outside the chains, their bonding with excess oxygen
weaker, and oxygen escapes from various cells under ann
ing more uniformly to leave the oxygen distribution in th
chains, on the whole, unchanged. Thus the minimum in
WD (x) dependence and, accordingly, the minimum inTc (x)
for oxygen-deficient samples remain at the same lanthan
concentrations as before the annealing.

To sum up, a comparative analysis of the effects of
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balt and lanthanum doping on the properties of YBa2Cu3Oy

permits the following conclusions.
1. Y~Ba12xLax)2Cu3Oy and YBa2Cu32xCoxOy com-

pounds with close to stoichiometric oxygen contents in
as-prepared sample exhibit a maximum inTc (x) depen-
dences at the impurity concentrationx50.05. As the oxygen
content is lowered gradually in all Y~Ba12xLax)2Cu3Oy

samples, the maximum inTc (x) remains at the same lantha
num concentration, whereas in YBa2Cu32xCoxOy the depen-
dence of the critical temperature on impurity content follo
a smooth decline.

2. An analysis of theS(T) dependences made in term
of the narrow-band model has yielded the main ba
structure parameters for the samples studied and reve
their variation with impurity concentration. A universal co
relation has been shown to exist in all cases between
effective conduction-band width and the critical temperatu

3. A comparative analysis of the variation of ban
structure parameters and of the critical temperature
YBa2Cu3Oy induced by the Co→ Cu(1) and Ba→ La
nonisovalent substitutions shows the main reason for
variation of the properties of this compound to be t
impurity-induced change in the state of the oxygen s
system, in particular, the extent of disorder among the ch
oxygens.

4. The differences in the transformation of the conce
tration dependences of the critical temperature a
band-structure parameters in Y~Ba12xLax)2Cu3Oy and
YBa2Cu32xCoxOy systems induced by annealing in a
oxygen-deficient atmosphere can be accounted for by dif
ent patterns of chain-oxygen distribution caused by the
purities occupying the chain copper and barium sites.
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2V. É. Gasumyants, S. A. Kaz’min, V. I. Ka�danov, V. I. Smirnov, Yu. M.
Ba�kov, and Yu. P. Stepanov, Sverkhprovodimost’~KIAE ! 4, 1280
~1991!.

3E. V. Vladimirskaya, V. E´ . Gasumyants, and I. B. Patrina, Fiz. Tver
Tela ~St. Petersburg! 37, 1990~1995! @Phys. Solid State37, 1084~1995!#.

4J. M. Tarascon, P. Barboux, P. F. Miceli, L. H. Greene, G. W. Ha
M. Eibschutz, and S. A. Sunshine, Phys. Rev. B37, 7458~1988!.

5R. S. Howland, T. H. Geballe, S. S. Laderman, A. Fischer-Colb
M. Scott, J. M. Tarascon, and P. Barboux, Phys. Rev. B39, 9017~1989!.

6Y. Xu, R. Sabatini, A. R. Moodenbaugh, Yi. Zhu, S.-G. Shy
M. Suenaga, K. W. Dennis, and R. W. McCallum, Physica C169, 205
~1990!.

7A. Tokiwa, Y. Syono, M. Kikuchi, R. Suzuki, T. Kajitani, N. Kobayash
T. Sasaki, O. Nakatsu, and Y. Muto, Jpn. J. Appl. Phys.27, L1009~1988!.

8R. Liang, M. Itoh, T. Nakamura, and R. Aoki, Physica C157, 83 ~1989!.
9A. Manthiram and J. B. Goodenough, Physica C159, 760 ~1989!.

10J. J. Neumeier, Appl. Phys. Lett.61, 1852~1992!.
11R. G. Buckley, D. M. Pooke, J. L. Tallon, M. R. Presland, N. E. Flow

M. P. Staines, H. L. Johnson, M. Meylan, G. V. M. Williams, an
M. Bowden, Physica C174, 383 ~1991!.

12V. S. Grunin, I. B. Patrina, M. M. Pivovarov, M. V. Razumenko, N. P
Baranskaya, I. A. Drozdova, and V. L. Makarov, Sverkhprovodimo
~KIAE ! 3, No. 10, 110~1990!.

13B. Fisher, J. Genossar, L. Patlagan, and G. M. Reisner, Phys. Rev. B48,
16056~1993!.

14Z. He, Z. Chen, Z. Zhao, Z. Xu, Y. Qian, and Q. Zhang, Phys. Lett. A132,
217 ~1988!.

15R. Aoki, S. Takahashi, and H. Murakami, Physica C156, 405 ~1988!.
16E. V. Vladimirskaya and V. E´ . Gasumyants, Fiz. Tverd. Tela~St. Peters-

burg! 36, 1002~1994! @Phys. Solid State36, 545 ~1994!#.
17E. Vladimirskaya, V. Gasumyants, and I. Patrina, Superlattices Mic

struct.21, Suppl. A, 71~1997!.
18C. Y. Yang, A. R. Moodenbaugh, Y. L. Wang, Y. Xu, S. M. Heald, D. O

Welch, M. Suenaga, D. A. Fischer, and J. E. Penner-Hahn, Phys. Re
42, 2231~1990!.
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Epitaxial combination of NdBa 2Cu3O72d /SrTiO3: growth characteristics, structure, and
parameters

Yu. A. Bo kov and V. A. Danilov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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D. Érts
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Fiz. Tverd. Tela~St. Petersburg! 41, 395–403~March 1999!

We have studied the growth characteristics, structure, and parameters of the epitaxial
heterostructures(001)NdBa2Cu3O72d /(100)SrTiO3 /(001)NdBa2Cu3O72d grown by laser
ablation on a (100)LaAlO3 substrate with a thin~;2 nm! YBa2Cu3O72d intermediate layer. The
use of an YBa2Cu3O72d intermediate layer promotes layered growth of the~200 nm!
NdBa2Cu3O72d layer, whose free-surface roughness is 4 – 5 nm. The resistance of the
NdBa2Cu3O72d layers began to fall off abruptly atT592 K, and atT'87 K it vanished
completely. The critical current density in the NdBa2Cu3O72d layers atT576 K exceeded
106 cm2 A/cm2. The dielectric constant of the~400 nm! SrTiO3 layer sandwiched between the
NdBa2Cu3O72d epitaxial layers grew by roughly threefold as the temperature was lowered
in the interval 300–4.2 K. When a bias voltage of62.5 V was applied to the NdBa2Cu3O72d

electrodes, the relative dielectric constant of the~400 nm! SrTiO3 intermediate layer fell
from 1150 to 400 (T532 K, f 5100 kHz!. The conductivity of the SrTiO3 intermediate layer in
the direction perpendicular to the substrate plane increased with temperature and the
electric field strength. ©1999 American Institute of Physics.@S1063-7834~99!00703-0#
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Epitaxial films of RBa2Cu3O72d ~R is a rare-earth ele
ment!, grown on single-crystal substrates made from mat
als having a low dielectric constant« and low dielectric
losses tand, have been used successfully to form passive
ements in the microwave range, in particular narrow-ba
filters with working frequencies of tens of GHz.1,2 At
present, efforts are actively underway to create tunable
crowave components using the epitaxial combinat
superconductor/ferroelectric, such as phase converters
ters, varactor structures, etc.3,4

The parameters of the microwave component based
superconductor/ferroelectric heterostructure were change
varying the dielectric constant« of the ferroelectric layer in
a controllable way under the action of an electric field. T
strong dependence of« on the electric field strengthE in
bulk single crystals of ferroelectric materials is observed,
a rule, at temperatures near the phase transition tempera5

The main ferroelectric candidates for use in epitaxial com
nation with RBa2Cu3O72d films are ~Ba,Sr!TiO3 and
KTaO3.6,7

The parameters of the thin ferroelectric layer of t
multi-layer epitaxial heterostructure based on RBa2Cu3O72d

films differ substantially from their values for the corr
sponding bulk samples. The main reasons for the degrada
of « and the abrupt growth of tand in the thin ~Ba,Sr!TiO3

and KTaO3 layers in comparison to the corresponding sin
3551063-7834/99/41(3)/7/$15.00
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crystals are the high density of structural defects in them
violations of stoichiometry in the vicinity of the interphas
boundaries.

NdBa2Cu3O72d ~NBCO! films are attractive for use in
microwave components and superconducting mic
electronics because 1! the highest superconducting transitio
temperatureTc'97 in RBa2Cu3O72d superconductors is
achieved for R[Nd ~Ref. 8!; 2! NBCO epitaxial films have a
smooth free surface~Ref. 9!; and 3! neutralization of Ba
vacancies in an NBCO film by Nd ions should lead to su
pression of diffusion fluxes between the layers constitut
the superconductor/ferroelectric epitaxial heterostructu
since barium, in particular, is capable of actively diffusin
out of the superconducting film.10

We did not find any data in the literature on the diele
tric properties of thin~Ba,Sr!TiO3 layers in combination with
NBCO electrodes. According to Ref. 9, to grow distinct
c-oriented NBCO films it is necessary to raise the substr
temperatureTs at which the vapor phase formed by las
ablation of the starting mixture still condenses, to 840 °C

The present work investigates the possibility of achie
ing layered growth of a~001!NBCO film at theTs and oxy-
gen pressure used to grow SrTiO3 ~STO! epitaxial films. The
trilayer epitaxial heterostructures~001!NBCO/~100!STO/
~001!NBCO were formed and studied.
© 1999 American Institute of Physics
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1. EXPERIMENT

We used laser ablation to grow films of NBCO
YBa2Cu3O72d ~YBCO!, and STO~KrF, l5248, t530 ns!.
The NBCO films and the NBCO/STO/NBCO trilayer heter
structures were grown on~100!LaAlO3 substrates (535
30.5 mm!. The STO intermediate layer in the heterostru
tures had thicknessd5400 nm, and the thickness of the s
perconductor films was 200 nm. As the starting targets
used polycrystalline sheets of stoichiometric NBCO, YBC
and STO, prepared by standard ceramic technology. Abla
of the targets took place in an oxygen atmosphere w
PO50.3 mbar.Ts was equal to 780 °C during growth of th
superconductor films and thin layers of strontium titana
The density of the laser radiation on the target surface du
growth of the NBCO, YBCO, and STO films was equal
1.5 J/cm2.

To form steps of height;1.2 nm on the substrate,
~001!YBCO intermediate layer of thickness 2 nm was grow
on the~100!LaAlO3 surface immediately before onset of fo
mation of the NBCO film.

The structure and composition of the formed NBC
films and NBCO/STO/NBCO heterostructures were mo
tored with the aid of a Philips PW 1710 x-ray diffractomet
(u/2u scanning! and a Siemens D 5000 x-ray diffractomet
(f scanning!.

The surface morphology of the formed NBCO films~of
thickness 22200 nm!, the STO layer grown on the surfac
of the~200 nm!NBCO/~2 nm!YBCO/LaAlO3 heterostructure,
and the upper NBCO film in the~200 nm!NBCO/
~400 nm!STO/~200 nm!NBCO trilayer heterostructure wa
investigated with the aid of a NanoScope-IIIa atomic-for
microscope.

Tc was determined for the NBCO films from the tem
perature dependence of the resistanceR and magnetic sus
ceptibility x. The critical current densityJc was measured on
microbridges of thickness 4mm and length 25mm, formed
in the NBCO films by means of photolithography and i
etching~Ar, 500 V, 0.2 mA!.

To measure«, the conductivityG, and tand for the STO
layer sandwiched between the two NBCO epitaxial laye
plane-parallel capacitor structures were formed in which
lower NBCO film served as the common electrode.

Photolithography and ion etching were used to form
upper electrodes with areaS5353103 mm2 in the NBCO
film grown on the surface of the STO layer. The capacita
C, conductivityG, and loss factor tand were measured in the
temperature interval 4.22300 K with a HP 4263A LCR
meter (f 50.12100 kHz!. The dielectric parameters of th
STO layer were measured with a bias voltageVb562.5 V
on the NBCO electrodes and without it. The bias voltage w
taken to be positive when a positive voltage was imposed
the upper electrode. The effective dielectric constant
the ferroelectric layer was calculated using the relat
«5Cd/S.

2. RESULTS

Despite the fact that all the cuprate superconductors
the group RBa2Cu3O72d are isomorphic in structure, the su
-
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FIG. 1. a! Surface morphology of a~001!NBCO layer of thickness 200 nm,
grown on~2 nm!YBCO/~100!LaAlO3. Crystallites of the four upper layers
of the superconductor of thickness;1.2 nm are clearly visible:1 — a
well-formed crystallite from the upper layer,2 — isolated crystallites of the
lower-lying layer,3 — crystallites forming a continuous network in the third
layer of the superconductor,4 — isolated ‘‘windows’’ in the fourth layer of
the superconductor that have not closed up. b! Surface morphology of a
~100!STO layer of thickness 400 nm, grown on~200 nm!NBCO/
~2 nm!YBCO/~100!LaAlO3. c! Surface morphology of an NBCO layer of
thickness 200 nm, grown on~400 nm!STO/~200 nm!NBCO/~2 nm!YBCO/
~100!LaAlO3: 1 — micro-gaps in the superconductor layer,2 — a-oriented
particles.
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FIG. 2. Diffractogram (u/2u, CuKa) for
the trilayer heterostructure~200 nm!NBCO/
~400 nm!STO/~200 nm!NBCO grown on a
~100!LaAlO3 substrate with a~2 nm!YBCO
intermediate layer. I — Cu Ka reflections
from the substrate, II — CuKb reflections
from the substrate. The inset shows th
structure of the x-ray peak at 2u'46.5°:
1 — ~006!NBCO reflection from the lower
superconducting layer,2 — ~200!STO re-
flection, 3 — ~006!NBCO reflection from
the upper superconducting layer,4 —
~200!NBCO reflection from thea-oriented
grains in the upper superconducting layer.
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face morphology of the NBCO films of thickness 2210 nm
differed substantially from that of the YBCO thin films. Th
surfaces of the YBCO films of thickness 2210 nm, grown
on ~100!LaAlO3 substrates, had steps of height;1.2 nm,
separated by flat segments, and noa-oriented grains~grains
for which the c axis is parallel to the substrate plane! or
micro-inclusions of secondary phases were detected in th
As a consequence of the presence ofa-oriented grains whose
density reached 109 cm2 and height—5 nm, the surface of th
NBCO films of thicknessd52210 nm was uneven. We
were able to eliminate the appearance ofa-oriented grains in
the NBCO films, both in the initial stage of its formation an
during subsequent growth (d<200 nm!, by using
~100!LaAlO3 wafers as the substrate with a layer of YBC
of thickness 2 nm grown on their surface. In the images
the surface of the NBCO films (d5200 nm! grown on
~2 nm!YBCO/LaAlO3, only crystallites of the upper 324
layers of the film are visible, whose thickness is equal to
lattice parameterc in the NBCO film @Fig. 1~a!#. Growth
spirals anda-oriented grains were not detected in the surfa
of the ~200 nm!NBCO/~2 nm!YBCO/LaAlO3 films. The
roughness of the free surface of the~200 nm!NBCO films
grown on~2 nm!YBCO/LaAlO3 was 425 nm.

Examination of the surface of the~400 nm!STO films
grown on ~200 nm!NBCO/~2 nm!YBCO/LaAlO3 films did
not reveal any gaps extending down through the ferroelec
layer @Fig. 1~b!#.

The surface of the upper NBCO film in the trilayer sy
tem NBCO/STO/NBCO contained pyramidal formatio
with characteristic growth steps of height 1.2 nm. The in
m.

f

e

e

ic

-

cated formations were topped off with a flat segment, wh
unmistakably differentiated them from growth spirals, who
nucleus contains a screw dislocation. Using an atomic-fo
microscope we detected isolated, weakly develop
a-oriented grains on the surface of the upper NBCO la
@see Fig. 1~b! and the inset to Fig. 2#. The superconducto
film also had gaps, whose density reached 108 cm22 @Fig.
1~c!#.

An x-ray study of NBCO/STO/NBCO trilayer hetero
structures grown on~2 nm!YBCO/LaAlO3 revealed that the
superconductor films and the intermediate ferroelectric la
were grown epitaxially, where ~001!@010#NBCOi
~100!@010#STO ~Fig. 2!. Insertion of the thin~2 nm!YBCO
intermediate layer between the LaAlO3 substrate and the
NBCO film led to an abrupt narrowing of the x-ray pea
and an increase in the lattice parameterc ~see inset a to Fig.
4!. The lattice parameterc for the lower and upper NBCO
films in the NBCO/STO/NBCO heterostructure had the v
ues 11.79 and 11.75 Å, respectively, while the parame
a53.905 Å of the cubic unit cell of the STO intermedia
layer essentially coincided with the data for bulk single cry
tals of strontium titanate atT5300 K ~Ref. 11!. Data on the
azimuthal orientation of the layers in the heterostruct
based on NBCO films and a~Ba,Sr!TiO3 layer are given in
Ref. 12.

The temperature dependence of the resistanceR and of
the critical current densityJc for a ~001!NBCO film of thick-
nessd5200 nm are plotted in Fig. 3. The variation of th
effective magnetic susceptibilityx with temperature for the
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FIG. 3. Temperature dependence
the resistanceR ~1! and critical
current density Jc ~2! for a
~200 nm!NBCO layer grown on
a ~2 nm!YBCO/~100!LaAlO3 sub-
strate. The inset plots the tempera
ture dependence of the magnet
susceptibility x for the trilayer
heterostructure ~200 nm!NBCO/
~400 nm!STO/~200 nm!NBCO.
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trilayer heterostructure NBCO/STO/NBCO is shown in t
inset.

The ratio«/«0 («0 is the dielectric constant of vacuum!
for the STO layer sandwiched between the NBCO electro
grew from 320 to 1150 as the temperature was lowered in
interval 30024.2 K ~Fig. 4!. The loss factor tand for the
ferroelectric layer depended weakly on the temperature in
temperature interval 4.2,T,150 K and had values;0.02
( f 5100 kHz!, whereas forT.200 K it grew steeply with
increase ofT. The value of« for the STO layer fell by
roughly a factor of three when a bias voltageVb562.5 V
(T532 K! was placed on the superconducting electro
~Fig. 5!. As the strength of the external electric fieldE was
increased, the conductivity of the ferroelectric lay
in the direction perpendicular to the substrate plane g
asE1/2.

3. DISCUSSION

The results of our study of the surface morphology
YBCO and NBCO thin films and the data in the literature13

on the formation of the crystalline phase in the initial grow
stage of films of the indicated materials, obtained using hi
energy electron diffraction, allow us to assert that replac
Y13 ions by Nd13 ions, having a roughly 11% large
radius,14 in the cuprate superconductor RBa2Cu3O72d has a
substantial effect on the process of nucleus formation.
s
e

e

s

r
w

f

-
g

The low values of the surface free energy for the~001!
planes are the motive force behind the formation of sta
YBCO nuclei preferentially oriented along thec axis perpen-
dicular to the plane of the substrate,15 even when using ma
terials with a large lattice mismatch as the substrate. I
specifically anisotropy in the free energy and the rate
growth that makes it possible to achieve layered growth
the YBCO films on substrates with a small lattice misma
under conditions of high mobility of the adsorbed particle
The variation of the Gibbs free energyGN for the system
vapor phase–substrate during formation on the substrate
face of a nucleus of the crystalline phase with volumeV and
free surface areaS1 can be represented in the form15

DGN5DGVV1g1S11~g32g21Ed!S2 , ~1!

whereDGV5V i
21@kTsln(11z)1mi#, g1 is the specific free

energy of the free surface of the nucleus,g2 andg3 are the
specific free energies of the substrate surface and
substrate–nucleus interface, respectively,Ed is the elastic
deformation energy in the system substrate–nucleus,S2 is
the area of the nucleus–substrate interphase boundary,V i is
the molecular volume of the material of the formed film,m i

characterizes the change in the internal energy of the sys
during formation of a molecule of the compound of the p
ticles adsorbed on the substrate surface, andz is the effective
supersaturation of the vapor phase above the substrate
face.



of

e

359Phys. Solid State 41 (3), March 1999 Bo kov et al.
FIG. 4. Temperature dependence
«/«0 ~1! and tand ~2! for a STO layer of
thickness 400 nm in the trilayer
heterostructure ~001!NBCOi~100!STO
i~001!NBCO (f 5100 kHz!. Inset a
shows the~005! x-ray diffraction peaks
(u/2u, CuKa) for ~200 nm!NBCO lay-
ers grown on~100!LaAlO3 ~1! and on
~2 nm!YBCO/~100!LaAlO3 ~2!. Inset b
shows the maximum in the dependenc
«/«0(Vb) for the ~400 nm!STO layer
in the heterostructure ~001!NBCOi
~100!STOi~001!NBCO, shifted relative
to the pointVb50 toward negative val-
ues of the bias voltage.
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There are no grounds to assume the presence of sub
tial differences inz during the growth of NBCO and YBCO
films since the thickness of the films of both of the indicat
superconductors grew by roughly 4 Å as a result of the ac
of ten laser pulses on the corresponding targets, and the
and shape of the flare formed upon ablation of the targ
practically coincided. It is natural to associate the appeara
of a significant number ofa-oriented particles during the
initial growth stage of the NBCO film with a smaller value
the difference in the specific free energy of the free surf
for the ~001! and~100!NBCO planes in comparison with th
difference ing1 for the~001! and~100!NBCO planes or with
a change in the value of the sumg31E @see Eq.~1!#. Ac-
cording to Ref. 9, Nd can replace Ba in the unit cell
NBCO, accompanied by a change in the oxygen concen
tion in the Cu–O chains. Replacement of Ba12 ions by Nd13

ions can lead to a change in the specific free surface en
for different crystallographic planes, first of all i
~001!NBCO. Whereas growth of a RBa2Cu3O72d film starts
from the Ba–O planes,16 replacement of yttrium by neody
mium should lead to a change inE as well asg3. The ob-
served differences in the surface morphology of NBCO a
YBCO thin films are apparently due to differences in t
activation energy for the formation of stable nuclei of t
indicated materials, for which thec axis is perpendicular to
the substrate plane.

In the presence of steps of height 1.2 nm on the subst
an-

n
ize
ts
ce

e

a-

gy

d

te

surface, the NBCO nuclei, for which thec axis is perpen-
dicular to the substrate surface, are the first to become sta
The absence ofa-oriented grains in the interior and in th
near-surface layer of NBCO films grown on~2 nm!YBCO/
~100!LaAlO3 substrates is evidence of a high mobility of th
adsorbed particles on the surface of the growing film, an
low concentration of micro-inclusions of secondary phase

Onset of decline of the resistance in NBCO films w
observed at 92 K, and atT587 K the resistance vanished
TheseTc values are in good agreement with literature d
for NBCO films grown using stoichiometric startin
targets.17 To grow NBCO films withTc as high as 94 K, it is
necessary to enrich the starting mixture with barium.9 At
T576 K the critical current density for the NBCO films ex
ceeded 106 A/cm2. Temperature-dependence data on
magnetic susceptibility, obtained for NBCO films, correla
well with the Tc values obtained from theR(T) curves.

For T.150 K the temperature dependence of« for the
STO layer sandwiched between the NBCO electrodes i
good agreement with data obtained for a strontium-titan
layer sandwiched between two YBCO epitaxial films.18 For
T,100 K « for the STO layer in the NBCO/STO/NBCO
heterostructure grew more steeply than in the case of
heterostructure YBCO/STO/YBCO. When using NBC
electrodes the maximum in the«(T) dependence for the
STO layer became weakly expressed and shifted
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FIG. 5. The dependence of«/«0 ~1–5!
andG ~6–9! on the external electric field
strength for an STO layer of thicknes
400 nm in the trilayer heterostructur
~001!NBCOi~100!STOi ~001!NBCO (f
5100 kHz! at different temperatures
T ~K!: 1, 6— 32; 2, 7— 75; 3, 8— 112;
4, 9— 178;5 — the dependence of«/«0

on E at T532 K, calculated using rela-
tion ~2! for j51.231010 F23

•m5
•V22.
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20230 K toward lower temperatures in comparison with
position on the corresponding curve obtained for the pla
parallel capacitor structure YBCO/STO/YBCO. AtT520 K
the absolute values of« for an STO layer sandwiched be
tween NBCO epitaxial films exceeded the values obtai
using YBCO films as the electrodes by roughly 15%. T
indicated differences in the temperature dependences of« for
the STO layer in the heterostructures NBCO/STO/NBC
and YBCO/STO/YBCO reflect differences in the charac
of the NBCO/STO and YBCO/STO interphase boundarie

The dielectric constant of the STO layer fell by rough
a factor of three atT532 K when a bias voltageVb562.5 V
was imposed on the NBCO electrodes~Fig. 5!, which is
substantially larger than in the case of YBCO electrode18

When the temperature was raised, the dependence of« on
the external electric field weakened. The maximum in
dependence«(Vb) was shifted toward negative values
Vb , due to differences in the structure and electrophys
properties of the NBCO/STO and YBCO/STO interpha
boundaries. According to the x-ray data, the lattice param
c for the lower NBCO film in the NBCO/STO/NBCO het
erostructure is equal to 11.79 Å while for the upper film it
equal to 11.75 Å. The surface of the lower NBCO layer,
follows from the images obtained using an atomic-force m
croscope@Fig. 1~a!#, are smooth with characteristic step
;1.2 nm. The upper superconductor film apparently h
some a-oriented particles at the NBCO/STO interpha
boundary. This is in fact indicated by data on the surfa
morphology of thin (d52210 nm! NBCO films grown on
e-

d
e

r

e

al
e
er

s
-
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e

insulating substrates, and by the x-ray data shown in the i
to Fig. 2.

«(E) dependences measured at different temperat
for the STO layer in the NBCO/STO/NBCO heterostructu
are well described by a relation that has been success
applied in the analysis of the field dependence of the die
tric constant of bulk single crystals of strontium titanate
low fields (E),19,20

«215h~T!@11h~T!23jE2#, ~2!

whereh(T) is an electric-field-independent parameter andj
is the ‘‘anharmonism constant,’’ which is independent of t
electric field and the temperature. Figure 5 plots the dep
dence«(E) for the STO layer, calculated using relation~2!
and the parameter valuej51.231010F23

•m5
•V22. The in-

dicated value ofj was determined from the slope of th
dependence«22d«/dE(E) in the limit E→0. ForE close to
zero, «22d«/dE fell linearly with increase of the electric
field. Based on the field dependence of the frequency of
soft mode in STO single crystals, the authors of Ref.
obtained the valuej5131010F23

•m5
•V22. On the whole,

good agreement is observed between the experimental
calculated values of« for the STO layer in the indicated
interval of electric fields.

As follows from the data plotted in Fig. 4, forT.200 K
a steep increase in tand with temperature is observed fo
STO films. Figure 5 plots the variation of the conductivi
G5Cv tand with increase of the electric field for an STO
film in the direction perpendicular to the substrate pla
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(v52p f ). The experimentally obtained dependence of
conductivity of the STO layer on the temperature and elec
field can be explained in terms of Poole–Frenk
emission.21 The experimentally observed dependence of
STO layer on the electric field strength~Fig. 5! follows
closely the relation obtained for Poole–Frenkel’ emissi
lnG;E1/2. The growth of the conductivity of the ferroelectr
layer with increase of the electric field is due to a lowering
an electric field of the barrier to ejection of carriers fro
impurity levels to the corresponding band. A detailed ana
sis of the temperature and field dependence of the con
tivity of ~Ba,Sr!TiO3 films inserted in superconducto
ferroelectric heterostructures is given in Ref. 22.

Thus, the x-ray data and the reported study of the surf
morphology of NBCO films grown on~2 nm!YBCO/
~100!LaAlO3 substrates allow us to assert that an import
prerequisite of layered growth of a superconductor film is
presence on the substrate surface of steps;1.2 nm in height.
A ~400 nm!STO layer free from micro-gaps can be grow
epitaxially on the surface of a~200 nm!NBCO film. The use
of NBCO epitaxial films instead of YBCO films as the ele
trodes in a plane-parallel superconductor/ferroelect
superconductor capacitor structure makes it possible to
stantially increase the dependence of the effective dielec
constant of the ferroelectric layer on the external elec
field.
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The electronic structure of a silicon divacancy calculated by the open shell method
S. S. Moliver
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The restricted Hartree–Fock–Roothaan method with projection of the electron density matrices
for a filled and an open electron shell and the quasimolecular large unit cell model are
used to calculate the electronic structure of a silicon divacancy in the charge states 0,61 in the
fully-symmetric atomic configuration with relaxation and with symmetry-lowering
distortions. It is shown that the Jahn–Teller effect is bimodal and that there is a vibronic
coupling between the electron orbital doublet and the resonant mode and pairing mode of the
distortion. © 1999 American Institute of Physics.@S1063-7834~99!00803-5#
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A silicon divacancy V2 is formed in an ideal crysta
under the action of different types of irradiation and und
conditions of ion implantation, but in contrast to a simp
vacancy, the primary radiation defect forming the divaca
cies, the divacancy is stable at room temperature an
therefore more accessible to study. According to Refs. 1
it is possible to follow the development of the overall pictu
of the properties of the divacancy as a multiply charged d
center subject to the Jahn–Teller effect, with characteri
electron bands for optical infrared absorption and photoc
ductivity, and characteristic electron paramagnetic resona
~EPR! spectra.

It has been established that the Fermi level~chemical
potential! thresholds between the charge states, which c
acterize the energy of a divacancy in thermodynamic eq
librium, are equal to1,3,5

E~22/2 !5Ec20.23 eV,

E~2/0!5Ec2~0.4320.41! eV,

E~0/1 !5Ev1~0.2320.25! eV.

These energies are most accurately determined from
recharging spectra of the divacancies found in the spa
charge region~DLTS spectroscopy or similar methods!.5,11

In charge states with an unpaired electron, the divaca
has EPR spectra Si–G6~V2

1) and Si–G7~V2
2) of ground

states with spinS51/2, spatial symmetryC2h , and reorien-
tation energies of the divacancy axisC2i@110# equal to 73
and 56 meV, respectively, where the wave function of
unpaired electron does not vanish in the mirror plane.8 Thus,
the unpaired electron of the singly charged divacancy V2

1 is
found in an orbital having one of two possible irreducib
representations (Ag andBu), in connection with which a dis-

cussion has arisen8,9 regarding to the Jahn–Teller effect
the divacancy. In the fully-symmetric atomic configuratio
D3d, four of the six electrons of the dangling bonds a
located in orbitals resonant with the valence band, and
3621063-7834/99/41(3)/7/$15.00
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two remaining electrons are found in the open shell form
by the doubly degenerate orbitalseg andeu in the band gap.
Simple chemical bonding arguments as well as ma
electron calculations show that an open shell is formed
the eu orbitals; consequently, for a small distortionD3d

→C2h ~corresponding to a component of the distortionEg)
the levels obtaining when the degeneracy is removed
ordered in one of two ways:bu,au,ag,bg , corresponding
to a pairing configuration (p), andau,bu,bg,ag , corre-
sponding to resonant-bond configuration (r ).

According to the first point of view,8 a one-dimensiona
distortion modep is set up in the divacancy and, as a cons
quence, the distortion should be so large that theag andau

levels intersect:ag,au . In this case, the configuration V2
2

has an unpaired electron with a nonzero orbital in the mir
planebu

2ag
1 .

According to the second point of view,9 the distortionEg

has two modes:p andr , where the total energy minimum fo
V2 corresponds to resonant bonding with electron configu
tion au

2bu
1 and nonzero density of the unpaired electron in

mirror plane. Density functional calculations for the larg
unit cell ~LUC! model V2

6 ~Ref. 7! and V2
0 ~Ref. 10! showed

that the equilibrium magnitude of the resonant-type dist
tion r is small. This point of view is in agreement with th
optical properties of the divacancies.

The electron spectra for optical absorption of the cha
states of the divacancy contain three bands denoted acc
ing to their central wavelength or transition energy: V2

1 : 3.9
mm and 0.32 eV, with hole photoconductivity V2

1→V2
01h

~Refs. 4 and 12!; V2
0,6 : 1.8mm or 0.73 eV, without

photoconductivity3; V2
22 : 3.3mm or 0.36 eV ~three bands

0.343, 0.358, and 0.375 eV!, without photoconductivity.3

The photoconductivity spectrum of V2
1 has small ther-

mal broadening, which indicates a small value of the dist
tion. On the other hand, the experimental EPR data8 are in-
sufficient to permit a firm conclusion in favor of a larg
distortion or Jahn–Teller stabilization energy.4

When a V2
0 divacancy is illuminated, it is promoted to a
© 1999 American Institute of Physics
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excited state with spinS51 and the same symmetry of theg
tensor as in the V2

6 states~EPR spectrum Si–PT5, Ref. 6
where the properties of the density of the triplet electron p
with respect to mirror reflection are not reported!.

The goal of the present work was to study all of t
charge states of the divacancy and both modes of theEg

distortion within the framework of a unified calculation
scheme. The Jahn–Teller effect in the strongly correla
system of the dangling bonds of the divacancy can be
scribed only by a self-consistent calculation of the ful
symmetric atomic configuration with an open electron sh
and the atomic configurations with reduced symmetry. Th
of these configurations (D3 , C3v , and S6) and the fully-
symmetric configurationD3d have a doubly orbitally-
degenerate open shell. The present work calculates the
responding multiplet structures in order to show that none
their terms lowers the energy of the fully-symmetric grou
state, i.e., to prove by direct calculation that theEg distortion
lowering the symmetry toC2h is a Jahn–Teller distortion.

The molecular orbital~MO! method was used. In com
parison with other many-electron approaches, an impor
advantage of calculational schemes based on the MO me
is the fact that they make it possible to investigate a w
range of electronic and structural properties and also, in t
to estimate the electron correlation by adding excited c
figurations to the ground-state configuration—the configu
tional interaction method. With these advantages in mi
the author applied the restricted Hartree–Fock–Rooth
open-electron-shell method~ROHF in the customary acro
nym for this method in quantum chemistry!13 and the quasi-
molecular large-unit-cell~QLUC! model14 to the calculation
of the electronic structure of the three charge states V2

0,6 .
Using a symmetric analysis, the multiplet structures

the open-shell configurations were obtained and the RO
coefficients describing the contributions of the direct and
change interelectron integrals formed by the open-s
MO’s were found for all terms and diagonal sums.15,16 In
those cases in which the term does not admit of a s
consistent calculation, it was included in one of the diago
Slater sums, which was then expanded in the energies o
component terms in accordance with their ROHF coe
cients. Such self-consistent calculations yielded the total
ergies and orbital energies of the terms of the multiplet str
tures, and the corresponding wave functions in the M
LCAO representation—all as functions of the magnitudes
the corresponding distortions.

1. THE OPEN-SHELL MOLECULAR-ORBITAL „ROHF…
METHOD

The ROHF method is based on the universal techni
of projecting the density matrices of the electron shells.13 N
electrons in this model are distributed between a closed s
formed from na MO’s and an open shell formed fromnb

MO’s such that the occupation number of the open sh
~according to Roothaan! for the given configuration is equa
to
ir
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N22na

2nb
,1.

The ROHF method can be used to self-consistently calcu
either the energy of a term,E8, or the diagonal Slater
sum15,16 of n terms,E9

E95
1

n (
i 51

n

^F i uHuF i&5E01 f 2g~b!. ~1!

The first term of the sum does not depend on the elec
distribution of the open shell and is written the same for
terms and diagonal sums of the given configuration. Us
the notationd8 for the MO’s of the closed shell andb8 for
the MO’s of the open shell, andh for the one-electron par
andg for the two-electron part, we have

E05H ~a!12 f (
b8

nb

gb8
~a!

1 f (
b8

nb

2hb8b8 .

Here we have introduced the energy of the closed shell
the interaction energy of the closed shell with one of t
MO’s of the open shell

H ~a!5(
a8

na

2ha8a81(
a8

na

(
a9

na

@2^a8a9ugua8a9&

2^a8a9ugua9a8&#,

ga8
~a!

5(
a8

na

@2^a8b8ugua8b8&2^a8b8ugub8a8&#.

The essence of the ROHF method is that the two-elec
part of the total energy~1! corresponding to the open she
should have an expression similar to the part correspond
to the closed shell, i.e., the ROHF coefficientAI , introduced
below, should be equal to zero,

g~b!5(
b8

nb(
b9

nb@2AJ^b8b9ugub8b9&2AK^b8b9ugub9b8&#

1(
b8

nbAI^b8b8ugub8b8&. ~2!

In order to apply the described method, it is necessar
find expression~2! for each term, i.e., to calculate the ROH
coefficientsAI , AJ , andAK . If AI50 for a given term, then
its energy can be calculated self-consistently; in the oppo
case, the term for whichAI50 must be included in the Slate
diagonal sum~and there may be several of them! and the
energy of each term entering into it must be found using
MO’s of the diagonal sum and the ROHF coefficients of t
given term. The accuracy of the ROHF method can be e
mated by comparing the energies of those terms obtaine
self-consistent calculation and from the diagonal sum.

The variational principle in the presence of an open sh
must be calculated in each cycle of the self-consistent ca
lation of two ~of the three obtaining! density matrices con-
structed using the LCAO coefficients~LCAO stands for lin-
ear combinations of atomic orbitals! cm

i of the three electron
shells: the closed shella, the open shellb, and the virtual
shell v,
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TABLE I. Multiplet structure of the divacancy in states with double orbital degeneracy of the open she

V2
0-configuratione2 ( f 51/2)

eg
2 or eu

2 e2(C3v); eg
2 or eu

2 AJ AK AI

(D3d) e2(D3) (S6)

3A2g
3A2

3Ag e8e9aa; e8e9bb; 1 2 0

1

A2
e8e9(ab1ba)

1Ag
1

A2
e8e9(ab2ba) 1 22 24

1A1g
1A1

1

A2
(e8e81e9e9)ab 0 22 0

1Eg e8e8ab; e9e9ab 0 0 2

1Eg
1E 1

A4
@(e8e82e9e9)ab 1/2 22 0

6e8e9(ab2ba)]
E19

1
3(1Ag121Eg) 1/3 22/3 0

E29
1
6(1Ag121Eg133Ag) 2/3 2/3 0

V2
1-configuratione1 ( f 51/4)

2Eu(D3d) e8a; e9a; e8b; e9b 0 0 0
V2

2-configuratione3 ( f 53/4)
2Eu(D3d) e8e8e9aba; e8e9e9aab; 8/9 8/9 0

e8e8e9abb; e8e9e9bab

Note. e8 and e9 in the Slater determinants denote the molecular orbitals~MO’s!, partners of the two-
dimensional representations, indicated in the configurations.a andb are the spin basis functions.
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i 851
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cm
i 8cn

i 8 , i 5a, b, v,

where i 8 denotes the MO’s of the corresponding shell. T
QLUC model imposes cyclic boundary conditions on t
MO’s and, consequently, on their LCAO coefficients: in co
trast to the case of molecules and cluster models of crys
m andn do not denote separate atomic orbitals~AO’s!, but
rather sums of translationally invariant AO’s over all th
QLUC’s.

At the start of the cycle of self-consistent calculatio
the LCAO coefficients were determined by the extend
Hückel method, where the MO’s were populated in such
way that the closed shell contained complete sets of part
of representations of the symmetry group and the open s
contained one complete set of a definite representation.
Fock matrix F is calculated in each cycle of the sel
consistent calculation by projecting the density matrix w
the ROHF coefficients that were found for the calcula
term or diagonal sum,

F ~a!5h12J~P~a!1 f P~b!!2K~P~a!1 f P~b!!,

F ~b!5h12J~P~a!1 f AJP
~b!!2K~P~a!1 f AKP~b!!,

F ~v !52~F ~a!2 f F ~b!!,

F5~12P~b!!F ~a!~12P~b!!1~12P~a!!F ~b!~12P~a!!

1~P~a!1P~b!!F ~v !~P~a!1P~b!!, ~3!

where the direct@J(P)# and exchange@K(P)# Coulomb in-
terelectron interaction matrices were determined in the s
-
ls,

d
a
rs

ell
he

d

n-

dard way13 @see also Eq.~2!#. In each cycle of the self-
consistent calculation the eigenvalue problem for the F
matrix is solved, and when a prescribed level of converge
is reached, the total energy~1!

E95Tr$~P~a!1 f P~b!!h1P~a!F ~a!1 f P~b!F ~b!%

and orbital energies of the closed and virtual shells are
culated, where the latter in the case of an open shell are
equal to the eigenvalues of the Fock matrix. Application
the Koopmans theorem13,14 on the ionization and electron
affinity gives the orbital energies for the filled and virtu
shells

« i 85(
m,n

cm
i 8cn

i 8Fmn
~a! , i 5a, v. ~4!

Note that the fundamental difference from the case o
closed shell is not a modification of the energy~2! with the
help of the ROHF coefficients, but a projection of the Fo
matrix ~3!, thus ensuring orthogonality of the set of MO’s o
all the shells. The projection procedure takes up a large
of the computer time and significantly increases the calcu
tion time in comparison with the case of a closed shell,
those calculational schemes for an open shell in which p
jection~3! is absent give a nonorthogonal set of MO’s, whi
complicates the calculation of observed quantities and ne
sitates the development of a special approach for obtain
the multiplet structure.
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FIG. 1. Normal divacancy distortions
a — A2u : D3d→C3v ; b — A1u : D3d→D3;
c — A2g : D3d→S6; d — Eu , 1: D3d

→Cs ; e — Eu , 2: D3d→C2; f — Eg , 1:
D3d→C2h ; g — Eg , 2: D3d→Ci ; h —
(Eg , 1)r ,p : D3d→C2h . The arrows indicate
the displacements of the nearest neighbo
of the vacancy. Figures a–g show the vie
along the@111# axis joining the vacancies
The atoms are represented by dots, the v
cancies are represented by squares. T
solid triangle and the dashed triangle joi
atoms lying in the~111! planes.I is the in-
version center of the completely symmetr
atomic configuration.
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2. MULTIPLET STRUCTURES AND DIVACANCY
DISTORTIONS

Depending on the atomic configuration, the open shel
a divacancy consists either of an orbital doublet or a sin
orbital. A group-theoretical analysis for the combinations
Slater determinants is required only in the first case, and
results of such an analysis are displayed in Table I. T
distortions—displacements of the atoms leading to a low
ing of the symmetry of the atomic configurations—are cl
sified in terms of representations of the groupD3d and are
shown in Fig. 1. TheA1u , A2u , andA2g distortions do not
lead to a lowering of the dimensionality of the open she
The last of these~the librational distortion! is a rotation of
the atomic coordination sphere of the divacancy V2 as a
whole about the@111# axis on which two vacancies—the tw
halves of the divacancy—are located. As can be seen f
the table, only for the librational distortion must the diagon
sumsE9 be calculated.

Since normal coordinates should describe arbitrary
placements of the six atoms of the first coordination sph
of the divacancy, the distortions lowering the dimensiona
of the open shell~all MO’s become nondegenerate! have two
modes—a pairing modep and a resonant moder , which are
shown in Fig. 1 for the first component of theEg distortion.
Displacements of the atoms near a vacancy are characte
by two parameters and are equal to

~Eg,1!r5@00r̄ #1 , @0r̄0#2 , @ r̄00#3 , . . . ,

~Eg,1!p5@pp0#1 , @p0p#2 , @0pp#3 , . . . , ~5!

where the subscripted numbers are the indices of the at
~see Fig. 1!, and the displacements of the three remain
atoms, which are not written out, are obtained by inversi
The pairing modep corresponds to a drawing together of t
pairs of atoms2–3 and 5–6 and the formation of a weak
f
le
f
e
e
r-
-

.

m
l

-
re
y

ed

ms
g
.

covalent bond between atoms1 and4. The resonant moder
corresponds to a 5-coordinated state of atoms1 and4, whose
weak bonds are in resonance.7

Relaxation was also taken into account for all atom
configurations—the non-symmetry-lowering normal mo
with identical displacements of the atoms in the direction
the nearest vacancyA1g :

A1g5@aaā#1 , @ āaa#2 , @aāa#3 , . . . . ~6!

3. THE INDO PARAMETRIZATION AND THE QLUC MODEL

The ROHF method is based on a semi-empirical~INDO!
quantum-chemical program for the closed shells and
QLUC model.17–19 The parametrization of the atomic orbi
als and of the interaction with the atomic cores and the c
vergence of the sum over the extended Bravais lattice in
case of the QLUC model of direct and exchange matrix e
ments are described in Ref. 20.

The Slater AO’s of silicon 3s and 3p have been opti-
mized with respect to the properties of silicon and cu
silicon carbide~lattice constant, binding energy, bulk mod
lus, structure of the valence band!. The optimization tech-
nique and the physical meaning of the parameters are
scribed in Ref. 19. The parameter values have since b
refined somewhat, and a large number of calculations of
fects and surfaces with dangling bonds have been perfor
for systems consisting of silicon and oxygen atoms. I
here the values of the parameters for the silicon atom~unit of
length is the Bohr radiusaB).

1! The constants in the radial parts of the AO’
z3s51.28aB

21 , z3p51.22aB
21 . They determine the equilib

rium lattice constant, for which we obtain the valu
5.52 Å ~experimental value 5.431 Å!.
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2! The diagonal elements of the one-electron energy
the AO’s on that atomic core where the orbital is center
U3s5230.01 eV, U3p5228.93 eV. They determine th
binding energy of the crystal, for which we obtain the val
4.63 eV/atom@experimental value 4.64 eV/atom, the ener
of an isolated atom was calculated for the configurat
s2p2(1P) with an open shell#.

3! The resonance integral~it gives the nondiagonal ele
ment of the one-electron energy when multiplied by the m
trix element of overlap of the AO’s centered on differe
atomic cores! bSi–Si522.88 eV. Together with other param
eters, they determine the elastic~bulk! modulus, for which
we obtain the value 0.63 eV•Å 23 ~experimental value 0.6
eV•Å 23).

4! The index of nonpointlikeness of the core~inverse
screening radius! for the diagonal matrix elements of th
interaction with the coresaSi–Si50.12aB

21 .
The wave vectors of the MO’s of the QLUC model for

a set ofk-points,14 which are covered by the centers of th
narrowed Brillouin zones of the model filling the cryst
Brillouin zone. All of the calculations were carried out wit
a symmetrically extended, body-centered 32-atom QL
having thek-set $G112S13X% and well reproducing the
structure of the valence band of the silicon crystal. The po
defects in this model form a periodic structure and inter
with one another through their four nearest neighbors. T
interaction, however, is not large in the case of small char
on the atoms. Thus, for V0 the calculated energy of forma
tion is equal to 3.0 eV, which is less than the experimen
value 3.660.2 eV ~Ref. 21!; as the QLUC is enlarged, th
agreement improves thanks to a weakening of the inte
cancy bond. The formation energy of the divacancy V2

0 was
found to be equal to 5.6 eV; thus, the model and the ca
lational method also agree with experiment in that format
of divacancies from monovacancies is energetically favor

If the defect is charged, then the QLUC charge transla
over the entire crystal, which leads to a physically meani
less growth of the energy. In order to avoid this, when m
eling a charged defect state the charge of the electrons a
to or removed from the model of a neutral defect, taken w
inverse sign, was distributed uniformly over all the mod
cores. In a 32-atom QLUC such a small change in
charges of the cores is physically equivalent to a shift of
chemical potential~Fermi level!.

4. CALCULATED RESULTS

The multiplet structure of a divacancy was calculated
a function of the relaxation~6! and the corresponding disto
tion ~Fig. 1!. For all states the equilibrium relaxation wa
directed inward and was equal toa50.05520.061, i.e.,
around 0.52–0.57 Å, except for the triplet states of the n
tral vacancy, for which the corresponding values we
smaller: a50.05120.053. The only result that it make
sense to compare with the current level of theoretical wor
the direction of relaxation~inward!: it agrees with recen
calculations performed on large models using the den
functional method.7,10 As for the magnitude of the relaxatio
f
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itself, in the absence of experimental data, the discrepan
between the results obtained by different methods are la

Calculation of the fully-symmetric atomic configuratio
confirmed both the relationeu,eg for the orbital energies of
the MO’s in the band gap, and also that the main configu
tion is theeu

2 configuration.
MO methods systematically underestimate the tripl

state energies if corrections are not introduced to the c
figurational interaction. In the neutral divacancy the trip
state3A2g ~see Table I! turned out to be lower than the sin
glet state1Eg , the ground state according to the experime
tal EPR data, by 0.54 eV. However, the Jahn–Teller stab
zation energy~arrow 3 in Fig. 2! is of the same order o
magnitude and is equal to 0.34 eV, i.e., it may be assum
that the configurational interaction lowers the energy of
singlet state below that of the triplet state. Note that
stabilization energy agrees with the value calculated us
the density functional method, 0.28 eV~Ref. 10!.

Direct calculation of all the multiplet structures listed
the table showed that none of the terms—neither nondeg
erate nor degenerate—lowers the energy of the terms of
fully-symmetric state. Jahn–Teller stabilization is associa
only with the Eg mode, which completely removes the d
generacy of the MO’s: eg(D3d)→ag1bg(C2h) and
eu(D3d)→au1bu(C2h) ~Fig. 2!. The energies of the differ-
ent charge states are shown as they were calculated, wit
correction for the different number of electrons correspo
ing to the same number of atoms. Thus, in Fig. 2 it is i
possible to judge the values of the transition energies
tween charge states. In each charge state~they were first

FIG. 2. Multiplet structure of the charge states of the divacancy as a fu
tion of the Jahn–Teller bimodal distortion. The filled circles are the terms
the fully symmetric atomic configuration; the empty symbols represent
ground-state energy for distortion as a function ofr for a, p5const~right
half! and as a function ofp for a, r 5const ~left half!. a, p, r are dimen-
sionless values of the relaxation~6! and of the pairing and resonant disto
tions ~5!, respectively. The arrows indicate the direct~1! and indirect~2!
transitions between the charge states and the Jahn–Teller stabiliz
energy~3! of the neutral state.
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calculated together! there are two types of local minima o
the ground states which are realized at certain valuesa of the
relaxation ~6! and of the pairing mode (p) and resonant
mode (r ) of the distortion~5!.

At the r-minimum (r .2p.0) the ground states are th
states with the orbitally nondegenerate open shellsau

1(V2
1)

and au
2bu

1(V2
2) and the state with a closed shellau

2(V2
0).

Their energies are plotted on the right half of Fig. 2 alo
with several energies of the same configurations versus
resonant distortion moder for constant values ofp anda.

At the p minimum (2p.2r .0) the ground states ar
the states with an orbitally nondegenerate open shellbu

1(V2
1)

and bu
2au

1(V2
2) and the state with a closed shellbu

2(V2
0).

Their energies are plotted on the left half of Fig. 2 along w
several energies of the same configurations versus the pa
distortion modep for constant values ofr anda.

Thus, the MO method fully confirms the results of th
density functional method about the two-well divacancy p
tential in the neutral10 and charged states.7 The absolute
minima of the charged states are found at the distortion m
that corresponds to the symmetry of the unpaired elec
according to the EPR data: in both states it occupies
MO bu .

The calculation of the energy differences between
absolute minimum and metastable minimum of the adiab
energies~Fig. 2! can be taken as a new result: 0.16 eV f
V2

2 , ther mode of the distortion of the ground state; 0.07 e
for V2

0 , r ; and 0.03 eV for V2
1 , p.

So far only the first of these differences has been ca
lated by the density functional method: 2.4 meV for V2

2 ~Ref.
7!—too small a value in comparison with the error of t
method to definitely conclude in favor of the resonant mo
as the ground state. As can be seen, the MO method lea
the same directions of distortion as the density functio
method, but does not give such small energy differences
tween ther andp minima ~in any case they are comparab
with the experimental values of the reorientation energies
the divacancy axis!.

The two-well picture of the Jahn–Teller effect for a d
vacancy gives us a new perspective on the experimental
toconductivity and DLTS data. Photoexcitation of V2

1 in the
3.9mm band corresponds to the direct transition indicated
the arrow1 between thep-minima in Fig. 2. Recharging, on
the other hand, corresponds to an indirect transition~arrow2
in Fig. 2! between thep-minimum V2

1 and ther-minimum
V2

0. Thus, the difference of 0.06 eV between the transit
energies measured in two different ways can be explai
without resorting to the mechanism of phonon absorptio12

by the fact that the Jahn–Teller effect is bimodal, i.e.,
bronic coupling of the electron doublet1Eg(D3d) is realized
with two modes of the two distortion components: (Eg,1)r ,p

and (Eg,2)r ,p ~the corresponding vibronic problem has d
mensionality 4!. The discrepancy between the calculat
value 0.07 eV of the energy difference between the dir
and indirect transitions V2

1→V2
0 and the experimental valu

0.06 eV lies within the limits of calculational error.
Figure 3 plots results of a calculation of the energies

intracenter excitation of the neutral divacancy by theD-SCF
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method.13 One-electron excited states were constructed fr
the ground-state determinant, and configuration mixing~con-
figuration interaction! of single excitations was enacted, i.e
the coefficients yielding an energy minimum of the sup
position of configurations were calculated. For example,
excited state1Bu was obtained by mixing the configuration
ag

1bu
1 andbg

1au
1 , where the MO’s were chosen on the basis

symmetry, and one of the MO’s of the indicated configu
tions was filled in the ground state and the other was em
The calculated result agrees with data on the optical abs
tion line 1.8mm ~0.73 eV!: the calculated energy of the a
loweds-polarized transition1Ag→1Au is equal to 0.7 eV. At
the same time it follows from the calculation that the uno
servedp-polarized transition1Ag→1Bu with energy around
0.4 eV should be found in the spectrum of the neutral di
cancy. In addition, intersection of the excited terms:1Au with
1Bu , and1Bu with 1Bg , should lead to characteristic lum
nescence effects.
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Kikuchi-band formation in medium-energy electron-diffraction patterns
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To reveal the mechanism of Kikuchi-band formation, the total Si~100! diffraction pattern
produced by 2-keV quasi-elastically backscattered electrons is compared to model calculations
made in the single-scattering approximation for clusters constructed with different numbers
of close-packed~110! planes. The formation of the Kikuchi bands is shown to be governed by
two types of electron scattering in a crystal. The dominant contribution to enhanced
electron-scattering intensity within a band comes from the forward-focusing effect as the
electrons move along the numerous interatomic directions in the~110! planes. The other
mechanism responsible for the sharp edge regions in the Kikuchi bands involves electron
scattering from the nearest planes. It is proposed to use the specific profile of the Kikuchi bands
in estimating the shape and size of light-element crystallites forming during initial stages
of island-film growth. © 1999 American Institute of Physics.@S1063-7834~99!00903-X#
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Studies of surfaces and interfaces have been making
creasing use of methods of atomic structure analysis ba
on medium-energy electron diffraction~hundreds of eV to
;2 keV!. This relates primarily to the diffraction of x-ra
generated photo- and Auger electrons,1–3 as well as of inco-
herently scattered primary electrons.3–6 The spatial distribu-
tions of all these three groups of electrons have a sim
structure for close energies. As a rule, it may be conside
as a superposition of maxima oriented along the clo
packed directions in a crystal. This specific pattern of
diffractograms allows their fairly straightforward interpret
tion and provides information regarding the object und
study in real space. Besides, one usually observes bands
higher intensity oriented along the projections of the close
packed atomic planes. For crystals made up of light e
ments, these bands exhibit a high contrast and have s
boundaries.

The maxima lying along interatomic directions are us
ally associated with the forward electron focusing effect
crystals.1–3 The mechanism responsible for formation of t
higher-intensity bands, which in the electron backscatter
patterns are traditionally called Kikuchi bands, and in pho
and Auger-electron diffraction, Kikuchi-like or Bragg fea
tures, is less clear. In the early stages of these studies, w
the potential of using these patterns for structural analysi
surfaces was not yet recognized, the Kikuchi bands w
considered within the dynamical theory of electr
diffraction.7 The corresponding calculations were performe
as a rule, in the simplest two-wave approximation, wh
permitted interpretation of the observed Kikuchi-band pro
and their width equal to twice the Bragg angle.

Later studies,8–12 where the emphasis shifted to the ele
tron focusing effect and numerical simulation of the patte
in terms of the single-scattering cluster approximation,
forward various suggestions concerning the format
mechanism of these features. The most widely used vi
point associates the sharp drops in intensity at the Kiku
3691063-7834/99/41(3)/6/$15.00
n-
ed

r
d
-

e

r
f a
t-
-
rp

-

g
-

en
of
re

,

-
s
t

n
-

i-

band edges with electron Bragg diffraction from a system
planes, which is taken into account by introducing large cl
ters. For instance, the cluster used to analyze photoelec
diffraction from CaF2~111! at 1139 eV was 30330330 Å in
size.12 Despite a good agreement of such calculations w
experiment, however, the part played by the elect
forward-focusing effect in Kikuchi band formation remaine
undisclosed. At the same time the need of understanding
mechanism which underlies generation of Kikuchi-like fe
tures has recently become particularly evident in view of
considerable progress reached recently in improving the
gular resolution in photoelectron diffraction.2,12,13

It is the mechanism of Kikuchi band formation th
forms the objective of this work. With this purpose in min
the diffraction patterns obtained for a silicon single crys
within the takeoff angle region adjoining the projection
the ~110! planes along which one observes the sharp
Kikuchi bands were compared with model calculations p
formed within the single-scattering approximation for clu
ters of different dimensions and different shape.

1. EXPERIMENTAL TECHNIQUES AND RESULTS OF
MEASUREMENTS

The methods employed in obtaining diffraction patter
was described elsewhere.14 The experiments were carried ou
in ultrahigh vacuum on samples with an atomically cle
surface, which was monitored by LEED and Auger spectr
copy. The subjects for the study were Si~111! and Si~100!
single crystals prepared for measurements as describe
Refs. 11 and 15. The diffraction patterns of incoheren
scattered primary electrons of interest here were obtained
measuring the dependences of the elastic-scattering pea
tensity of electrons on the polar and azimuthal angles of th
escape. For electron energies above approximately 1
such patterns were shown14 to be dominated by the diffrac
tion of the electrons which suffered phonon-assisted inela
© 1999 American Institute of Physics
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FIG. 1. ~a,c! diffraction patterns of quasielasti
cally backscattered electrons measured at 2 k
on Si~100! and Mo~100! single crystals, respec
tively; ~b! boundaries of Kikuchi patterns in a
silicon diffraction pattern;~d! silicon diffraction
pattern calculated in plane-wave approximatio
of a single-scattering cluster model for a clust
of 8125 atoms.
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scattering. It may be added that it is this peak that is m
sensitive to the surface structure of the object under stu
because quasielastically scattered electrons escape from
smallest depth compared to other groups of reflected e
trons.

Figure 1a shows a typical diffraction pattern
quasielastically scattered electrons. It was obtained o
Si~100! single crystal with 2-keV electrons, where the fe
tures of interest are seen particularly clearly. The patter
presented in the form of a stereographically-projected, tw
dimensional scattered-electron intensity map in polar
azimuthal takeoff angles. The center of the circle cor
sponds to electrons escaping along the normal to the sur
and its edges, to grazing-angle electron emission. The in
sity at different points of the map is given in a gray-sca
contrast code, with the white and black colors referring to
maximum and minimum scattered intensities, respective

This pattern exhibits a clearly visible fourfold symmet
characteristic of the given face of the silicon cubic crystal
detailed analysis of its diffraction structure can be found
Ref. 15. We note here only that it shows Kikuchi ban
oriented along the closest-packed$110% atomic planes of sili-
con, two of which are perpendicular to the surface and p
through the center of the map. To reveal them more clea
we have presented here for the first time the complete
fractogram of the Si~100! face obtained within the full reflec
tion hemisphere. We have succeeded in doing this des
the fact that the rough experimental data had a small d
zone near the surface normal. Because it is this part of
st
y,
the
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pattern that is particularly important for comparing calcu
tions with experiment, we complemented it with the da
obtained in the same conditions for the other silicon pla
Si~111!.

A characteristic feature of the Kikuchi bands consider
here is the presence of sharp boundaries shown by line
Fig. 1b. Their position coincides with the Bragg angle for t
given plane system. It should be stressed that such s
boundaries are typical of light-element crystals and are o
weakly pronounced in crystals made of heavier elements.
illustration, Fig. 1c presents a similar diffraction pattern o
tained in the same experimental conditions but on sing
crystal Mo~100!, whose atomic number is three times that
silicon. Indeed, the Kikuchi bands observed along the p
jections of the molybdenum~110! planes~which are likewise
the closest packed in this crystal! reveal large drops in inten
sity along the bands and are conceived as a set of individ
focusing maxima lying in the given plane. Note that the d
ferences in the structure of Kikuchi bands between light a
heavy elements, which are prominent in the energy ra
under study here, become barely visible at higher elect
energies~tens of keV!.16

2. COMPUTER SIMULATION OF KIKUCHI BANDS

Model calculations have been carried out to reveal
mechanism accounting for the formation of Kikuchi bands
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a diffraction pattern of single-crystal silicon. We present b
low a brief description of the single-scattering clus
model14 used in the simulation.

2.1. Single-scattering cluster model and Si „100… diffraction
pattern

The near-surface layer of the sample scattering the i
dent electrons was approximated by a cluster, whose ato
arrangement reflected the bulk crystal structure of silic
Because quasielastic electron scattering at large angles
curs close to lattice sites, the cluster atoms were consid
as sources of diverging electron waves. One took into
count single elastic scattering of each of these waves by
other cluster atoms and interference of the incident and s
tered waves. The calculation was completed by summing
the diffraction patterns due to the individual sources, wh
were considered incoherent.

Electron absorption in the crystal was described by
simple exponential decay characterized by an effective
rameterl. In accordance with Ref. 3, the best agreemen
the calculations with experiment was reached forl;0.7l0,
wherel0 is the electron mean free path for inelastic scatt
ing, which was calculated from the relations given in R
17. For silicon and an energy of 2 keV,l0 is about 26 Å.
Therefore for simulation of the diffraction pattern under co
sideration we tookl518 Å. For such a decay paramete
complete convergence is reached only for very large clust
consisting of more than 10,000 atoms, which requires v
time-consuming calculations~of the order of 100 h with a
Pentium-166 PC!. At the same time nearly all characterist
features in the observed pattern are reproduced already
clusters made up of only a few hundred atoms,18 and further
increase of their number does not affect it significant
Therefore the optimum size of a cluster in a simulati
aimed at studying the structure of near-surface layers is
to two thousand atoms. The results of such calculations m
for Si~100! are given in Ref. 15. This number is not larg
enough, however, for a full reproduction of Kikuchi band
because they continue to grow in contrast with further
crease of cluster size. Therefore the diffraction pattern sho
in Fig. 1a was simulated with a cluster consisting of 81
atoms (54354345 Å!.

The results thus obtained are illustrated by Fig. 1d sho
ing the calculations in the same form as the measureme
Basically, the calculated pattern and theR factor, which de-
scribes quantitatively its deviation from the observ
diffractogram,11 have indeed changed little compared to t
results presented in Ref. 15. At the same time the contra
the bands improved to a certain extent, which made cle
the agreement of the calculations with experiment. A co
parison of the data in Fig. 1a and d demonstrates conv
ingly that the single-scattering cluster approach offers an
equate description of the Kikuchi bands while providing
hint as to the mechanism of their formation. To obtain info
mation that could shed light on this problem, clusters of d
ferent sizes and shapes were used in the band simulation
started with a two-dimensional cluster approximating sin
~110! planes perpendicular to the crystal surface, alo
which actually the Kikuchi bands appear.
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2.2. Electron focusing by single planes

The atomic structure of the~110! plane is illustrated by
Fig. 2a presenting its unit cell. The calculations were p
formed for clusters constructed of different numbers of su
cells, starting with two and ending with a plane made up
28310 cells~599 atoms!. The sources of electrons were a
oms in the central chain and their nearest neighbors~Fig.
2b!.

The results of the simulation are seen in Fig. 3. Beca
of the clusters being two-dimensional, a diffraction pattern
generated only within a limited electron-takeoff solid-ang
region which adjoins the scattering plane, and it is only t
angular region that is displayed in the figure. For the smal
cluster ~Fig. 3a!, the band under study consists of seve
zero-order diffraction maxima corresponding to electron
cusing along the few available interatomic directions, w
each of them being surrounded by higher-order annu
maxima.14 The number of interatomic directions increas
with increasing linear dimensions of the plane~Fig. 3b!, as
does, accordingly, the number of focusing maxima within
band. A fairly complex diffraction structure forms at inte
sections of the corresponding rings.

As the dimensions of the plane are increased still m
~to about 300 atoms!, the band filling loses gradually th
discrete character to make it look already as a pattern,
though with a varying intensity and with local broadenin
near the closest-packed directions~Fig. 3c and 3d!. This is
accompanied by a noticeable narrowing of the band due
the increasing contribution of focusing at scatterers dist
from the emitter. Note that taking into account multipl
scattering of electrons, which should grow in significan
with increasing linear dimensions of the plane because of
atomic chains becoming longer, likewise results in a d
crease of the focusing maxima in angular size.

Thus it follows that the Kikuchi band observed along t
~110! planes is actually produced by superposition of num
ous electron focusing maxima caused by electron scatte
from atoms in the given plane. A continuous band form
only if the plane consists of a large enough number of ato

The conclusion of the Kikuchi band formation bein
dominated by electron scattering from single planes fin
support in the results of an earlier study,19 where electron
localization near atomic planes observed as they penetr

FIG. 2. ~a! Unit cell of the silicon~110! lattice plane;~b! 23-atom cluster
(432 cells!, with electron-emitting atoms shaded.
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FIG. 3. Parts of the calculated silicon diffraction patterns near the~110! plane where a Kikuchi band forms. The simulation was performed for tw
dimensional clusters of increasing size:~a! 231 cells in the~110! plane containing eight atoms;~b! 432 cells with 23 atoms;~c! 834 cells~77 atoms!; and
(d) 1638 cells ~279 atoms!.
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into a crystal was calculated in the Born approximation
diffraction theory with inclusion of all diffracted waves.
was shown that, similar to the present case, for electr
moving along the planes or at small angles to them elec
interaction with single planes also plays a dominant p
which is due to many-wave effects.

It should be noted, however, that the results of the sim
lation displayed in Fig. 3 do not provide an adequate desc
tion of the transverse profile of a Kikuchi band, because t
do not reproduce its sharp boundaries observed experim
tally. This implies inadequacy of the above mechanism a
the need of taking into account electron scattering fr
atoms in the adjacent planes.

2.3. Electron diffraction from a „110… plane system

To reveal the part played in Kikuchi band formation b
electron scattering from planes parallel to the one contain
the electron sources, calculations were carried out with w
f

s
n
t,

-
p-
y
n-
d

g
er

clusters constructed of a number of~110! planes. The results
obtained are illustrated by Fig. 4. We readily see that eve
the case of a cluster consisting of three planes only~Fig. 4a!,
the lateral profile of the band under consideration h
changed qualitatively compared to the data obtained usin
two-dimensional cluster. Its boundaries became substant
sharper and smoother than those in Fig. 3d, so that the b
on the whole has approached closer in its general pattern
experimental result.

The pattern exhibits other changes as well. In particu
new focusing maxima have appeared outside the band. T
are due to the existence in the cluster of interatomic dir
tions which, rather than lying in the~110! planes, are at a tilt
to them. Further widening of the cluster~an increase in the
number of planes to five in Fig. 4b! results primarily in a
more pronounced diffraction structure in the periphery of
pattern. There are signs also of the formation of a new Ki
chi band, which is perpendicular to the one under study
FIG. 4. Calculated diffraction patterns for clusters constructed of~a! three and~b! five ~110! planes, with each containing 279 atoms.
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FIG. 5. Diffraction patterns from emit-
ters located in the cluster at differen
depths:~a! 5.4 Å, ~b! 10.9 Å, ~c! 16.3 Å,
and ~d! 32.6 Å.
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oriented vertically in the figure. As for the band itself, i
pattern, strange as this might seem, has not practic
changed as one crossed over from a three- to five-plane
ter. Thus in order to obtain a band similar to the one o
served experimentally, it is enough to have, besides the p
containing the electron sources, at least one adjacent p
on each of its sides. Their linear dimensions, as in the ab
case of electron scattering from atoms in a single pla
should be large enough, however, to accommodate hund
of atoms.

2.4. Electron diffraction from two planes of the „110…
system

Special calculations were performed to understand w
taking into account electron scattering from two adjac
planes improves so markedly the Kikuchi band contrast.
used a cluster of 1198 atoms distributed in two scatter
~110! planes. These planes, which are perpendicular to
surface, measured 28310 cells and were 3.84 Å distan
which is twice the interplanar separation in silicon. Sing
atoms considered as electron-wave sources were place
the cluster’s center at different depths~at lattice sites be-
tween these planes!. Next diffraction patterns for each o
these emitters were generated.

The results obtained are displayed in Fig. 5. The cha
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ter of the patterns depends dramatically on the source de
The pattern produced by emitters localized near the sur
~Fig. 5a! is dominated by electron focusing maxima orient
along thê 111& and^101& directions available in this cluster
with practically no diffraction structure in the region of th
Kikuchi band under study. As the source depth increa
~Fig. 5b and 5c!, the intensity of these maxima falls of
gradually, while that at the center grows. Note the compa
tively complex structure building up in the vicinity of th
band of interest. Remarkably, it starts to form in the perip
ery of the pattern~for large electron polar takeoff angles!,
where it looks as a fairly narrow, horizontal black ban
flanked by a series of thin light bands made up of individu
lines ~Fig. 5c!. As the source is placed still deeper, this da
bright-edged band grows in extent and approaches the ce
of the pattern to eventually fill up all of its central part~Fig.
5d!. The angular position of the strongest narrow lines at
edges corresponds to the Bragg angle for the given p
system, which for the 2-keV energy is about 4°. Because
same angle determines the position of the edge of the
served Kikuchi band, one may conjecture that its sharp p
file is generated by the scattering of electrons ejected
deeply lying emitters. Obviously enough, in order for th
effect to become seen, the mean free path of electrons
inelastic scattering should be large enough. It is this diff
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ence in mean free paths for light and heavy elements
accounts apparently for the absence of high-contrast Kiku
bands in the case of heavy elements.

In considering Fig. 5, it should be stressed that
maxima forming at Bragg angles are usually assumed to
produced in diffraction of waves reflected specularly from
system of planes in a semi-infinite crystal. Our case is co
pletely different, because the emitter is located only betw
two planes, a situation where even two waves scatte
specularly in the same direction cannot be generated. Th
fore the origin of the strong narrow lines at the edges o
Kikuchi band~Fig. 5d! with sources located at a large dep
requires a special analysis.

The origin of these maxima becomes clear if one c
siders diffraction of electrons emitted by such sources fr
the closest atomic chain located at the center of one of
cluster scattering planes and oriented perpendicular to its
face. It was found that although the focusing maxima due
electron scattering from different atoms in a chain do inde
form along different directions, the corresponding first-ord
interference maxima practically coincide with them in orie
tation. This is illustrated by Fig. 6. We see that, as the s
terers in the chain move away from the emitter, the angu
positions (u) of the focusing maxima identified by points i
the graph decrease noticeably~from 10 to 2°) and approach
the surface normal. At the same time the positions (a) of the
corresponding interference maxima change only insign
cantly, increasing to the value equal to the Bragg angle w
subsequent smooth falloff. Note that thea angles for the
eight atoms in the chain differ by not more than 0.3°. This
what accounts for the bright feature at the Bragg ang
which is responsible for the sharp edge of the Kikuchi ba

We note in conclusion that the considerable differen
in the sensitivity of the Kikuchi band profile to the longitu
dinal and lateral cluster dimensions revealed in this st
evidence a strongly anisotropic nature of their formatio
This factor can be used apparently to obtain information
the morphology of thin light-element films growing in a
island pattern. Our data suggest that one can judge the s
of crystallites under certain conditions and even estim

FIG. 6. Relation between the angular positions of the focusing maximau)
and the corresponding first-order interference maxima (a) for the case of
electrons scattered from a chain of silicon atoms. The anglesa and u are
reckoned from the surface normal, and the dashed line identifies the B
angle.
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their size from the Kikuchi bands of deposited material.
Thus we have carried out an experimental and theor

cal study of the mechanism responsible for formation of
Kikuchi bands observed in diffraction patterns of a silic
single crystal along the projections of the~110! planes.

Two mechanisms governing the formation of the
bands are shown to exist. The first is electron focusi
which takes place as particles propagate along the~110!
planes and originates primarily from small-angle scatter
by the atoms the electrons encounter on the way. To fo
continuous bands, the electron mean-free paths along t
planes should be sufficiently large.

The second mechanism involves diffraction of electro
by the nearest adjacent planes, which is responsible for
sharp edge regions in the Kikuchi bands. An essential pa
played here by coherent superposition of first-order inter
ence maxima, which are related to the focusing maxima
electrons escaping from large depths.
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Characteristics of the structural properties and the electric conductivity in
LaSrAl 12xNixO4 ceramics caused by the Jahn–Teller effect

T. A. Ivanova, Yu. V. Yablokov, N. S. Zinatullina, and R. M. Bayazitov

Kazan Physicotechnical Institute, Russian Academy of Sciences 420029 Kazan, Russia
~Submitted March 23, 1998; resubmitted September 1, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 418–422~March 1999!

In studying LaSrAl12xNixO4 ceramics, anomalies are detected in the concentration dependences
of the lattice parameterc, the electrical resistance, and the sign change of the Hall constant
at x'0.6. It is shown that the collection of observed phenomena can be interpreted as a
manifestation of the Jahn–Teller nature of low-spin Ni31 centers. ©1999 American
Institute of Physics.@S1063-7834~99!01003-5#
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In studying the ceramics LaSrAl12xNixO4, (0,x,1),
Ref. 1 detected anomalies in the concentration dependen
the lattice constantc, as well as a change in the sign of th
thermoelectromotive force, atx'0.6, interpreted as a chang
in the type of majority charge carriers from holes to ele
trons. The assumption was expressed that these feature
associated with a change of the ground state of low-s
Ni31 ions from dz2 to dx2y2. The mechanism of such
change was not discussed.

Radio-frequency spectroscopic studies
LaSrAl12xNixO4 ceramics withx,0.1 showed that the NiO6
components in them, with Ni31 in a low-spin state, are char
acterized by strong electron–phonon coupling.2–4 Two vari-
eties~1 and 2! of static Jahn–Teller~JT! NiO6 centers were
observed, differing in the degree of tetragonal distortio
and, when the tetragonal component of the crystal field of
complex was decreased by interplanar excess oxygen, N6

centers~3! were observed with temperature JT dynami
This paper presents new experimental data that confirm
unusual change in the structural parameters and the ch
in the character of the conductivity from hole-type
electron-type whenx'0.6 in LaSrAl12xNixO4 and proposes
a mechanism that regards the observed features as the m
festation of the JT nature of the NiO6 centers.

1. EXPERIMENT

Samples of LaSrAl12xNixO4 with x50 –1 were fabri-
cated by decomposition of the nitrates, using the techni
explained in Ref. 3. We measured the concentration dep
dence of the lattice constants and the temperature de
dence of the electrical resistance earlier.5 This paper present
measurements of the concentration dependence of the r
tivity and the Hall constant. The resistivityr 0 was measured
by the four-probe method, and the calculations allowed
the thicknessw of the plate. The Hall constantRx was ob-
tained from measurements of the Hall emf by the van
Pauw method. The charge-carrier concentrationn was de-
fined asn51/eRx , wheree is the charge of the electron. Th
techniques used here are explained in Ref. 6. The resul
the measurements are shown in Figs. 1–3 and in Table
3751063-7834/99/41(3)/4/$15.00
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It can be seen from Fig. 1 that, as the nickel concen
tion increases, lattice constanta increases whilec decreases,
with a jump in thec(x) dependence being observed in t
region x'0.5. The variation of resistivityr 0(x) has a non-
monotonic character in the ceramic studied here: On
whole, a decrease ofr 0 with increasingx is observed, butr 0

increases in the regionx'0.6 ~Fig. 2!. The fact that the Hall
constant changes sign from plus to minus~see Table I! with
increasingx is evidence that the character of the conductiv
of the compounds changes, i.e., that the type of majo
charge carriers changes~from holes to electrons in the regio
x'0.6). The dependence of carrier concentration onx ~Fig.
3! shows a decrease ofn whenx'0.6, and this agrees with
the character of ther 0(x) dependence.

2. DISCUSSION OF RESULTS

For the low-spin ion Ni31 (3d7, S51/2), as for Cu21

(3d9, S51/2), the ground state in a regular octahed
neighborhood is an orbitally degenerate doublet. We s
therefore use the results obtained by Refs. 7 and 8 for C21

to analyze the character of the distortion of the JT comp
NiO6 as a function of the distortions of the external crys
field. When the tetragonal component of the crystal field
small by comparison with the JT splitting of the double
uDu!uEJTu, and is directed along thez axis of the complex
~the z axis in the test samples coincides with the crystal’sc
axis!, the equation of the adiabatic potential has the form

E1,25Mv2r0
2/21V3r0

3 cos 3w6Vr0~11D cosw/Vr0!,
~1!

where the first term is the potential energy of the nuc
caused by their normal vibrations; the second term allows
the anharmonicity of the vibrations; the third term allows f
the electron–nucleus interaction, which is linear in deform
tions, and the splitting of the doublet by the tetragonal crys
field directed along thez axis; and the value ofr0 corre-
sponds to the minimum energy in the linear approximat
@V350 andD50 in Eq. ~1!#. The plus sign corresponds t
the ground-state wave functionC15uu&sina/21u«&cosa/2,
© 1999 American Institute of Physics
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the minus sign corresponds to functionC25uu&cosa/2
2u«&sina/2. Here uu&[udz2&, u«&[udx2y2&, and a'w for
the given approximation.

As follows from numerous experimental data, in the a
sence of external deformations, the JT effect for octahe
complexes of Cu21 results in spontaneous equiprobab
stretching of the octahedron along one of the fourth-or
axes; i.e., the anharmonicity constant in Eq.~1! is V3,0,
and, for D50, energy minima occur atw50, 2p/3, and
4p/3. There are no such data for complexes of low-s
Ni31, and the question of what stabilizes the compresse
stretched configuration for a regular octahedral complex
cause of the JT effect has remained open. It has b
established8–10 that the linear vibronic coupling constant
V,0 for octahedral complexes of Cu21, where a hole is
found on the orbitally degenerate doublet. It follows fro
Eq. ~1! that, for tetragonally stretched octahedral comple
(D,0) in an adiabatic potential, one minimum atw50 is

FIG. 1. Concentration dependence of lattice constantsa andc of the com-
pound LaSrAl12xNixO4.

FIG. 2. Resistivity vs nickel concentration in LaSrAl12xNixO4. The num-
bers on the various points are the numbers of the series of samples.
-
al

r

n
or
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lowered in this case, and the ground state isdx22y2. There
are no temperature dynamics forDE@kT, or restructuring of
the spectrum from axial to isotropic is observed f
DE<kT. This is confirmed by numerous experimental r
sults from studies of CuO6 complexes in a tetragonal exte
nal field.8,11

For complexes of low-spin Ni31, with an electron in the
orbitally degenerate doublet,V has a sign opposite to that o
copper complexes. For the same reason, the tetragonal
ponent of the crystal field in the field of a stretched octa
dron also has different signs for Cu21 and for low-spin Ni31.
For NiO6, as shown in Ref. 3, the tetragonal component
the stretching lowers the two equivalent minima, which c
respond to rhombically distorted complexes~curve3 in Fig.
4!. As the temperature increases, the migration of the co
plexes between the two lower minima of the adiabatic pot
tial causes the symmetry of the complex to be effectiv
axial, with a dz2 ground state~centers 3!. Increasing the
stretching deformation suppresses the potential barrier
tween the minima~curve4 in Fig. 4!, and a complex of axial
symmetry, with the relationship of theg factorsgi,g' char-
acteristic of adz2 ground state, is observed in the enti
temperature interval~centers 1 and 2!. As follows from Eq.
~1!, whenV.0, the experimental data of Ref. 2 for low-sp
Ni31 will be in agreement only forV3.0. This means that
for a regular octahedral complex of low-spin Ni31, energy

FIG. 3. Overall charge-carrier concentration vs nickel content
LaSrAl12xNixO4. The open symbols correspond to holes, the closed one
conduction electrons.

TABLE I. Hall constant of various samples, obtained by the van der Pa
method.

Series x Rx , V•m/T

1 1 22.6931026

2 0.8 24.531024

0.6 Hall effect not observed
0.5 0.6031023

3 1 23.3331026

0.8 21.8131023

0.6 Hall effect not observed
0.4 0.04

4 0.95 21.3331026

0.9 22.0531026

0.85 22.3731026

0.8 21.7831026
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FIG. 4. Adiabatic potential of the octahedra
complex MeO6 for V.0, V3.0, and vari-
ous values oft5D/V3r0

3: 1—0, 2—~22.3!,
3—2.9, 4—8.4. The upper part shows th
deformation direction of the MeO6 complex
at the minima of the adiabatic potential fo
t50.
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minima occur forw5p/3, p, and 5p/3 and correspond to
compression of the octahedron along one of the four-f
axes~curve 1 in Fig. 4!. Otherwise, i.e., on the assumptio
that V3,0, the temperature dynamics of the ESR spec
described above would not be observed in a stretched o
hedral configuration, since only the one minimum atw50
would be lowered in an adiabatic potential.

Consequently, it can be concluded~1! that the JT effect
results in spontaneous compression of an octahedral N6

complex along a four-fold axis; and~2! that, as one goes
from a tetragonally stretched to a tetragonally compres
configuration, the ground state changes fromdz2 to dx22y2.
These conclusions make it possible to explain consiste
the entire collection of experimental data that has been
tained.

We shall show that the change of the structural para
eters in LaSrAl12xNixO4 asx increases is determined by th
nature of the JT deformations of the NiO6 centers. For rathe
weak stretching of the AlO6 octahedra~the Al–Oi distances
in LaSrAlO4 are 1.898 Å34 and 1.997 Å32), the decrease
of parameterc in LaSrNiO4 by comparison with LaSrAlO4
by about 0.20 Å makes it possible to assume that the N2

layers in LaSrNiO4 consist of NiO6 octahedra compresse
along the c axis. For a JT complex, a decrease in t
(Ni–O)z distance must be accompanied by an increase in
(Ni–O)x,y distances, while the mean̂Ni–O& values in the
d

a
ta-

d

ly
b-

-

e

complex are preserved.12 The observed increase ofa with
increasingx, along with the decrease of parameterc ~Fig. 1!,
actually reflects the fact of JT compression of the NiO6 oc-
tahedra as one approaches the composition LaSrNiO4. Al-
lowing for the tendency of regular octahedral complexes
low-spin Ni31 toward compression, it can be asserted t
the cooperative interactions of the NiO6 JT centers increase
the symmetry of the local crystal field at the low-spin io
Ni31 to almost cubic and stabilize the compression of
configuration with the ground statedx22y2.

The form of thec(x) dependence can then be explain
as follows: In solid solutions of LaSrAl12xNixO4, as was
shown in Ref. 12, beginning with smallx, microphases of
composition LaSrNiO4 arise. Complexes of types 1 and 2 a
localized in the aluminum phase. The NiO6 complex in them
stretches tetragonally and has adz2 ground state~curve4 in
Fig. 4!: gi,g' . In the nickel microphases, as in LaSrNiO4,
the NiO6 octahedra are compressed along thec axis, have a
ground statedx22y2, and are not observed in ESR~curve2 in
Fig. 4!. As the nickel concentration is increased, the incre
in the number of complexes compressed along thec axis
~corresponding to the volume of the microinclusions of t
nickel phase! results in a smooth decrease in the value
c/a, averaged over the volume. The jump of thec(x) depen-
dence in the percolation regionx'0.5–0.6 is apparently as
sociated with the spread of the nature of the distortions of
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disconnected fragments of LaSrNiO4 to the entire structure
and can be interpreted as a structural phase transition ca
by the cooperative JT effect. The fact that, when Al31 is
replaced by the larger, non-Jahn–Teller ion Fe31 in solid
solutions of LaSrAl12xFexO4, according to the data o
Ref. 1, a monotonic increase of both parametera and param-
eter c is observed confirms that the specific features of
c(x) dependence in LaSrAl12xNixO4 are connected with the
JT effects in nickel octahedra.

We should point out that the nature of the change oc
that we have established differs somewhat from that give
Ref. 1, where parameterc increases for a small~up to
x;0.4) concentrations of nickel. The subsequent behavio
the c(x) dependence coincides in Refs. 1 and 5. This co
be associated with a difference in the microstructure of
samples. In particular, a more equiprobable distribution
Ni31 ions in Ref. 1 could have the effect that there are v
tually no nickel microphases whenx,0.4, and then increas
ing the number of nickel octahedra stretched along thec axis
in the aluminum phase would cause parameterc to increase.
The fact that the discontinuous change ofc(x) in Ref. 1
occurs at a largerx value (x;0.6) also indicates that th
Ni31 ions are more uniformly distributed in the aluminu
matrix. However, as pointed out above, for NiO6 JT com-
plexes, an increase of the (Ni–O)z distance should be ac
companied by a decrease of the (Ni–O)x,y distances while
the mean value of̂Ni–O& is maintained in the complex, an
it is then hard to understand the simultaneous increas
parametera observed in Ref. 1.

As pointed out in Ref. 5, the conductivity of solid solu
tions of LaSrAl12xNixO4 has a semiconductor characte
Their resistance increases with decreasing temperature
already pointed out, the conductivity of the test samp
changes from hole-type to electron-type in the reg
x'0.6. Compensation of the carriers of different signs
parently occurs in this critical region, which reduces t
overall carrier concentration and accordingly increases
resistivity.

Hole conductivity arises in the aluminum phase
LaSrAl12xNixO4 with x,0.6, since the inclusions of th
nickel microphase do not yet form a complex network. T
microscopically inhomogeneous structure of the alumin
phase~for example, the statistically nonequiprobable dist
bution of La31 and Sr21 ions in a sublattice of heavy meta
or the presence of defects of the type of excess interpla
oxygen! can lead to local breakdowns of the charge stoic
ometry and the appearance of Ni21 centers~in regions en-
riched in La31) and Ni31 centers with a hole on an oxyge
~in regions enriched in Sr21 or close to excess interplana
oxygen!. The appearance of this type of defects is equival
to the appearance of holes in the hybridized valence ban
the 3dz2 orbitals of Ni31 centers and of the 2p orbitals of
sed
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oxygen. Their motion determines the type of conductivity
At nickel concentrations that exceed the percolat

limit ( x.0.6), the nickel phase becomes responsible for
conductivity. The change of the structural and electro
properties of the nickel–oxygen octahedra caused by co
erative vibronic effects apparently changes the charge s
of the NiO2 layer by comparison with the diamagnetical
dilute layer Al12xNixO2 in the aluminum phase. A surplus o
electrons is formed in the hybridized band of the 3dx22y2

orbitals of Ni31 and the 2p orbitals of oxygen, and the con
ductivity becomes dependent on the correlation splitting
the band of the 3dx22y2 orbitals of Ni31 into two
subbands—full and empty—with a small energy gap b
tween them. The jumping of electrons from the filledsx22y2

band into the freesx22y2 band causes electron–hole pairs
be generated. The conductivity is electron-type in this ca
because the electron conductivity is significantly larger. Ax
increases, the width of both bands ofdx22y2 orbitals in-
creases and the gap between them decreases, and this c
r 0 to decrease. According to the data of Ref. 5, hig
temperature vacuum annealing~the removal of interplanar
oxygen! causesr 0 to increase. This is associated with th
decreased scatter of the local crystal fields caused by
presence of nonstoichiometric oxygen and with the cor
sponding narrowing of the bands ofdx22y2 orbitals.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Project No. 96-02-
18075!.
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Kinematic quasi-vacancy Frenkel biexciton in a Davydov multiplet
O. A. Dubovski 

Physical Energy Institute, 249020 Obninsk, Kaluzhskaya Oblast, Russia
~Submitted June 30, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 423–428~March 1999!

This paper shows that, as a consequence of paulion-type Frenkel excitons in molecular crystals
such as anthracene, with several molecules per unit cell, bound biexcitons exist in the
absence of dynamic exciton–exciton attraction. The coupling of excitons in ideal crystals of this
type is brought about by the same kinematic effect that causes excitons in nonideal crystals
to be localized close to defects such as vacancies. In the excitation spectrum, the resonance peak
of the resulting biexciton is found inside a band corresponding to the sum of the energies
of excitons of unlike components of a Davydov doublet, located between the bands of the total
energies of excitons of the like components of the doublet. The corresponding dispersion
equation is obtained, and the energy and wave function of the biexciton is determined. ©1999
American Institute of Physics.@S1063-7834~99!01103-X#
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Theoretical and experimental studies are being car
out on the spectra of coupled complexes of multiparticle
ementary excitations—biexcitons, biphonons, triphono
etc.1–5 The coupling of excitons into biexciton complexe
causes a sharp increase of two-photon absorption, the
pearance of new resonance lines, and variation of the n
linear susceptibility. Wannier–Mott biexcitons have been
perimentally detected and intensively studied, but Fren
excitons have not been experimentally detected. Refere
1–4 discussed the possibility of forming coupled Fren
biexcitons in molecular crystals. The main factor that und
lies the coupling of excitons into pairs was considered in t
case to be the dynamic exciton–exciton interaction. In R
4, this interaction was determined, as in superconductivity
be the exciton–phonon interaction. The corresponding an
monic interaction constants were determined in Refs. 1
from the matrix elements of the intermolecular and intram
lecular interaction operators. The isolated biexciton term w
split off from the band of two-exciton dissociated states in
the high-frequency or low-frequency region according to
sign of the anharmonicity constant. It should be pointed o
however, that these matrix elements are from higher-or
perturbation theory than that which determines the const
of the translational motion of the excitons which breaks
the biexciton, in particular, the width of the exciton band
Therefore, it will be apparently hard to detect biexcitons
this type.

It is shown in this paper that, even when the dynam
exciton–exciton interaction indicated above is absent, th
exist spectrally distinguished biexciton excitations inside
Davydov multiplet of two-exciton dissociated states in cry
tals of the type of anthracene, with a complex structure
several molecules per unit cell. In the region of one-parti
states with an energy of about 3.3 eV, a band of singlet
citons in which a dipole optical transition is resolved
found in the anthracene crystal. The characteristic energ
the dipole–dipole intermolecular interaction is abo
5.4 meV, the splitting of the Davydov doublet is abo
3791063-7834/99/41(3)/5/$15.00
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100 meV, and the width of the exciton bands of the doub
depending on the direction of the wave vector, is about 5
5 meV.

As shown below, the coupling of Frenkel excitons
ideal crystals of this type, for example, is brought about
the same kinematic effect that causes excitons in nonid
crystals to be localized close to defects such as vacan
Reference 6 obtained the corresponding equation to de
mine the energy of such a local exciton and showed that
resonance term of this exciton lies between exciton band
different types. The equation for the energy of such an ex
ton can be obtained from the equation for the energy of
exciton localized close to a defect—an isotopic impur
with displacement of the isotope termD if the formal tran-
sition D→` is carried out, completely removing the isotop
term from the region nearest to the exciton band, which c
responds dynamically to the presence of an unfilled site
vacancy. The wave function of an exciton corresponding
this term is absolutely localized on this site. The wave fun
tion of an exciton localized close to such a vacancy is na
rally equal to zero at this site.

As is well known, the two-body or two-exciton problem
can be reduced to a one-particle problem with reduced m
Frenkel excitons as elementary excitations are paulions.
ter the appropriate transition from the Pauli operators co
sponding to a Frenkel exciton6 to Bose operators, the conta
anharmonic exciton–exciton interaction constantA deter-
mines the energy and the radius of the coupled state,7 asD
determines the energy and radius of a local exciton in
one-particle problem. For the limiting transitionA→`, the
term of the coupled biexciton state in a crystal with o
molecule per unit cell is completely removed from the regi
of uncoupled two-exciton states, the radius of the coup
state decreases, and two Bose particles are localized on
same site. For the other two-particle states of uncoupled
mutually scattering excitons, the wave function equals z
when the sites coincide in this case, and this correspond
the Pauli principle for Frenkel excitons.
© 1999 American Institute of Physics
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In crystals with two molecules per unit cell, with such
limiting transition A→`, one of the two terms of the
coupled states that split off from the bands of the Davyd
doublet in the region of two-particle states is ‘‘decelerate
in the interband region in the same way as with a term of
exciton localized at a vacancy. The two-particle wave fu
tion of this state identically equals zero when the sites co
cide in this case, and this corresponds to a paulion type
Frenkel exciton—two excitons cannot be on the same s
Note that, in the excitation spectrum, the resonance pea
this biexciton is found inside the band corresponding to
sum of the energies of excitons of unlike components o
Davydov doublet and lies between the bands of the t
energies of excitons of the like components of a Davyd
doublet. Below, we obtain the corresponding dispers
equation and determine the energy and wave function
biexciton of the resulting type. We use in this case the li
iting transitionA→` in a system of interacting Bose pa
ticles, producing an adequate description of the spectrum
two-particle excitations of paulion type.

The Hamiltonian of a system of Frenkel excitons
elementary excitations of the paulion type—was obtained
Refs. 6, 8, and 9 as a quadratic form in the Pauli opera
Pn (n labels the lattice sites!, which obeys the correspondin
commutation relations and the conditions (Pn)250, corre-
sponding to the forbiddenness of two excitations being fou
at the same site. The expansion by Agranovich and Tosh6

of the P operators in Bose operatorsB causes kinematic re
pulsion and contact pairwise interaction to appear in a s
tem of Bose particles, with a repulsive energy of the orde
the total energy itself of the two excitations. In what follow
we do not give the details of the value and sign of the
harmonic contact interaction constant of Bose partic
since, with numerical calculations, to adequately repres
the spectrum of a system of paulions, this constant will te
to the limit A→`, which will correspond to forbiddenness o
two paulions to be on the same site.

In the site representation of second quantization,
Hamiltonian of a system of Frenkel excitons as Bose p
ticles with contact interaction has the following form:7

H5(
an

E0Ban
1 Ban1 (

anbm
Vnm

abBan
1 Bbm

2A(
an

Ban
1 Ban

1 BanBan . ~1!

Herea51,2 . . .s numbers the molecules in a unit cell,E0

is the excitation energy of an isolated molecule,B1 and B
are the Bose operators for creation and annihilation of e
tons,Vnm

ab are the matrix elements of the intermolecular
teraction operator that determines the translational motio
the excitons, andA is the anharmonic contact interactio
constant of the excitons. To specify and simplify the init
calculations, a closed, one-dimensional crystalline ch
made ofN cells with two molecules per unit cell (s52) is
considered in what follows. The subsequent generalizatio
two-dimensional and three-dimensional crystals withs>2
obviously causes no fundamental difficulties. At least,
main dispersion equation obtained below, Eq.~14!, has the
v
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same form except for replacing the one-dimensional w
vectors by two-dimensional and three-dimensional ones.

For one-particle exciton states with energy« and wave
function u1&,

u1&5(
an

CanBan
1 u0&, ~2!

where u0& is the ground state. Schro¨dinger’s equation
Hu1&5«u1& can be solved by the standard procedure of s
stituting Eqs.~1! and ~2! into that equation, transforming to
the wave representation, and solving the corresponding
tem of two secular dispersion equations. As a result, for
two components of a Davydov doublet with energies«
5E01«mk , (m51,2), with wave vectorsk and the corre-
sponding wave functionsCmk

a , we have

«1k5
Vk

111Vk
22

2
1AS Vk

112Vk
22

2
D 2

1uVk
12u2, ~3a!

«2k5
Vk

111Vk
22

2
2AS Vk

112Vk
22

2
D 2

1uVk
12u2, ~3b!

Vk
ab5 (

m~Þn!
Vnm

abeik~m2n!, Can5
1

N (
mk

Cmk
a eikn, ~3c!

C1k
1 5A «1k2Vk

22

2«1k2Vk
112Vk

22
eiwk/2,

C1k
2 5A «1k2Vk

11

2«1k2Vk
112Vk

22
e2 iwk/2, ~3d!

C2k
1 5A «2k2Vk

22

2«2k2Vk
112Vk

22
eiwk/2,

C2k
2 5A «2k2Vk

11

2«2k2Vk
112Vk

22
e2 iwk/2, ~3e!

where wave vectork in units ofa21 (a is the chain constant!
has the valuek5kj52pN21 j , j 50,1,2 . . .N21 in the
Brillouin zone; wk is the phase of the complex quanti
Vk

125uVk
12uexp(iwk)5(Vk

21)* ; and Vk
11 and Vk

22 are real quan-
tities. The wave functions of Eqs.~3! are orthonormal,

(
m

~Cmk
a !* Cmk

b 5dab ,

(
a

~Cmk
a !* Cnk

a 5dmn , m,n51,2. ~4!

A solution of Schro¨dinger’s equationHu2&5Eu2& for
two-particle states with energyE and wave functionu2& is
sought in the form

u2&5 (
an,bm

Cbm
an Ban

1 Bbm
1 u0&. ~5!

Substituting Eq.~5! into Schrödinger’s equation produces th
following system of equations forCbm

an :
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~E22E0!Cbm
an 5(

gp
~Vnp

agCbm
gp 1Vmp

bgCan
gp!

22AdabdnmCbm
an . ~6!

Transforming to the wave representation,

Cbm
an 5N21 (

mknp
Fmk,npCmk

a Cnp
b ei ~kn1pm!. ~7!

After some calculations, we get a system of secular equat
for the wave functionsFmk,nK2k with identical fixed total
wave vectorK5Ki52pN21i , i 50,1,2 . . .N21:

~E22E02«nk2«gK2k!Fnk,gK2k522AN21

3(
a

~Cnk
a !* ~CgK2k

a !* (
mhq

Fmq,hK2qCmq
a ChK2q

a .

~8!

The sums on the right-hand side of Eq.~8!,

Xa~K !5 (
mhq

Fmq,hK2qCmq
a ChK2q

a ~9!

depend only onK anda. For these quantities, after dividin
Eq. ~8! by the resonance factor (E22E02«nk2«gK2k),
multiplying by Cnk

b CgK2k
b , and then summing overn, g, k,

we get the system of two equations

Xb~K !522A (
a

Wba~K,E!Xa~K !, ~10!

where the functionsWba(K,E) have the following form:

Wba~K,E!5N21 (
ngk

Cnk
b CgK2k

b ~Cnk
a !* ~CgK2k

a !*

E22E02«nk2«gK2k
.

~11!

It can be seen from Eqs.~11! and ~3! that W125(W21)* are
complex quantities andW11 andW22 are real. We get directly
from Eq. ~10! the dispersion equation for determining th
energy of the two-particle coupled states with total wa
vectorK, which is conserved because of translational inva
ance:

F 1

2A
1W11~K,E!GF 1

2A
1W22~K,E!G5uW12~K,E!u2.

~12!

This equation has two solutions forA5A(K,E):

1

2A
5

W11~K,E!1W22~K,E!

2

6AFW11~K,E!2W22~K,E!

2
G 2

1uW12~K,E!u2,

~13!

which can easily be inverted into solutions forE5E(K,A).
For anharmonicity constants whose modulus goes to

limit uAu→` and ruling out, in accordance with what wa
said above, two-particle states with two excitons at one s
Eq. ~12! takes the form
ns

e
i-

e

e,

F~K,E![W11~K,E!W22~K,E!2uW12~K,E!u250. ~14!

The solutionE5Eb(K) of this equation gives the dispersio
dependence of the biexciton energy on the wave vector.
easy to see how the one-particle problem of an isotopic
purity at sitea is complete analogous to a shift of termD.
The equation for the energy of localized excitons in this c
has the form6,10,11

1

D
5N21 (

mk

uCmk
a u2

«2E02«mk
. ~15!

As uDu→`, excluding the states of an exciton fixed on
defect, i.e., when we reduce to the problem concernin
vacancy, Eq.~15! transforms to the energy equation of a
exciton localized close to a vacancy,6

05N21 (
mk

uCmk
a u2

«2E02«mk
, ~16!

and has the corresponding solution«5«n between the two
bands«2,«n,«1. The wave function of such an excito
localized close to a vacancy is naturally equal to zero at
site.

It can be shown that the wave function of the resulti
quasi-vacancy biexciton equals zero when the sites coin
in Eq. ~5!; i.e., the corresponding relationship for paulions
satisfied. For the wave function of a biexciton with wa
vectorK, we get from Eqs.~7!–~9! to within a small factor,
in this case 2A,

Cbm
an 5N21(

mnk
F(

g

~Cmk
g !* ~CnK2k

g !* Xg~K !

Eb22E02«mk2«nK2k
G

3Cmk
a CnK2k

b eik~n2m!1 iKm. ~17!

As can easily be seen, when the sites coincide,a5b,
n5m, we get from Eq.~17! and the definition ofW given in
Eq. ~11! that

Can
an5N21eiKn(

g
Wag~K,Eb!Xg~K,Eb!50, ~18!

as directly follows from Eq.~10! for uAu→` and can be
obtained from the exact solution of Eqs.~10! and ~12! for
Xg .

A general analysis of the basic Eq.~14! with the explicit
dependence ofWab(E) given by Eq.~11! indicates that it is
possible for an interband biexciton to exist inside a Davyd
multiplet in the two-particle region of the spectrum in th
same way as is seen from Eq.~16! for a vacancy. An initial,
orienting representation of the existence of the effect can
obtained by considering a system of two molecules w
N52. For a more detailed calculation, a crystal with a d
tinct separation in energy of the nonoverlapping compone
of a Davydov doublet was studied.

To limit the number of necessary parameters, it was
sumed that the Coulomb dipole–dipole interaction energy
the molecules in the sublattices coincides. For example,
pole moments 1 and 2 are symmetrically tilted relative to
axis of the chain; i.e.,Vnm

11 5Vnm
22 5Vun2mu23, whereV is

the energy approximately equal to a quarter of the width
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the exciton band. In what follows, all the energy quantit
will be presented in units of this quantity. In order to d
crease the number of parameters, it was also assumed
the molecules at sitesa52 are displaced relative to the mo
ecules at sitesa51 by a distance ofad, (d,1), and the
Coulomb dipole–dipole interaction energy in the differe
sublattices is accordinglyVnm

12 5V un2(m1d)u23. The cal-
culations were carried out for the valued50.4, close to the
actual displacement of the molecules, for example, in ant
cene. In this case, as follows from the calculations of«mk in
Eqs. ~3!, Davydov doublets are found in the bands 10,«1k

,23 V ~band1! and219,«2k,213 V ~band2!. Naturally,
in actual three-dimensional crystals like anthracene, the
citon bands of the two components of a Davydov doub
overlap, the dependence of the energy on the th
dimensional wave vectork is extremely complex, and th
solution of Eq. ~14! represents an independent, extrem
complex and, at the same time, merely computational pr
lem.

There are three distinct bands in the energy region
two-particle states~Fig. 1!: Band1 (20,«1k1«1K2k,46 V!
corresponds to the sum of the energies of excitons of the
type, band2 (38,«2k1«2K2k,226 V! to the sum of the
energies of excitons of the second type, and band3
(4,«1k1«2K2k,5 V!, located in the gap between the fir
two, corresponds to the sum of energies of excitons of
first and second types. It is this inner band3 that contains a
biexciton of the type under consideration. Since the biexci
does not have an isolated term, but lies in band3, the roots of
Eq. ~14! in this band,E5Ei , i 51, 2, 3 . . . ~in order of

FIG. 1. The biexciton resonance in the density of states of band3 of the
Davydov biexciton multiplet is indicated by an asterisk.
s

hat

t
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st

e
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increasing energy! and in bands1 and2 were calculated on a
Pentium computer. All the calculations were done at
given stage for the wave vectorK50, and it is assumed in
what follows that the total dispersion dependence for
biexciton has been determined. The calculations were car
out with increasing valuesN53, 5, 7 . . . . Thefundamental
features of the spectrum and of the wave functions alre
begin to show up for smallN, and these features only be
come more detailed asN is increased further.

Figures 1–3 show the results of calculating the spectr
and the wave functions for a chain with sixty-two molecul
(N531), in which the density of statesr(E) and the wave
functions already represent fairly smooth functions, and
creasingN further only further smoothes the curves. Th
calculations showed that the functional dependence ofF(E)
on the left-hand side of Eq.~14!, having at the edges of inne
band3 the usual form( j cj (E2ej )

21, with discontinuities at
ej and zeroes in the gaps, has a section in the middle pa
the band where it depends parabolically onE, with two ze-
roes of functionF(E). This is associated with allowing fo
the functional dependences of«mk andCmk

a exactly in Eqs.
~3!, ~11!, and ~14!. The zeros of functionF(E) become lo-
cally more dense in the neighborhood of this parabolic s
tion. Since only a primary proof of the existence of the bie
citon is needed, a complete calculation of the density
states in band3 with breakdown of the band into channel
computation of a density histogram, normalization, etc. w
not carried out. The quantityr(Ei)5(Ei 112Ei)

21, com-
puted from the difference of the successive roots of Eq.~14!,
was used as a measure of the density of states. The adeq
of a monotonic mapping of the density of states by funct
r(E) is determined by the fact that, when the density

FIG. 2. Wave functions of a kinematic biexciton.
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states is higher close toEi , the distance between the succe
sive energiesEi 11 andEi is less, andr is greater.

Figure 1 shows this dependencer(«), «[(E22E0)/V
in the middle band3. The low-frequency edge of band1 and
the high-frequency edge of band2 are shown schematically
since the detailed behavior of the density of states in th
bands does not seem necessary at this stage. It can be
that an increase ofr(«) typical of a one-dimensional crysta
occurs at the edges of band3. However, an additiona
density-of-states peak can be seen inside this band, in
region E52E021.2 V; this corresponds to a bound kin
matic quasi-vacancy biexciton of the type found here. T
this is a bound exciton is confirmed by calculating the bie
citon wave functionCbm

an . Figure 2 shows the dependenc
C12(r )5uC2n1r

1n u2 ~solid curve! and C11(r )5uC1n1r
1n u2

~dashed curve! for the biexciton state whose energy corr
sponds to the peak inside band3 in Fig. 1. To clarify the
features on the wings of the wave functions, Fig. 2 shows
dependences ofC̃5uC12u1/4 and C̃5uC11u1/4. Wave func-
tion C22(r ), having the same behavior asC11(r ), is not
shown in Fig. 2 in order to avoid visual confusion. It ca
actually be seen that the wave function of the internal mot
of the biexciton decreases with increasingr , and
C11(0)5C22(0)50 in accordance with the paulion forbid
denness, having local maxima close to this point. Cer
oscillations are noticeable on the wings, as is natural, s
the resonance peak of the biexciton is immersed in comp
band3. The displacement of the biexciton maximum of t
C12(r ) curve relative to pointr 50 and its asymmetry are
determined by the circumstance that this function is natur

FIG. 3. The wave functions of two-exciton states in band3 far from the
biexciton resonance.
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e
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maximal atr 5d, n5m, when the two excitons are at adja
cent sitesa51, b52 in one unit cell; furthermore, the dis
tances between the sitesa51, b52, n, m5n1r and
a51, b52, n, m5n2r are different, and the wave functio
accordingly has different values, which also produces as
metry. We should point out that the wave functionC12 in
Fig. 2 exceedsC11 andC22 at the center. Note also that th
dependences of the separate real and imaginary parts o
wave functions, not shown for the sake of brevity, also d
crease with oscillations and have some interesting featu
For comparison with Fig. 2, Fig. 3 shows the wave functio
C12(r ) ~solid curve! andC11(r ) ~dashed curve! for the en-
ergy E52E011.4V in band3 far from the biexciton reso-
nance peak. It can be seen that strong oscillations of
wave functions already occur and, at the same time, defi
localization is present, since the distant biexciton peak s
has an effect. Unlike Fig. 2, the value ofC11 exceeds that of
C12 in this case because of the distance from the biexc
resonance.

It is natural that it is rather difficult to solve Eq.~14! for
actual two-dimensional and three-dimensional crystals w
several molecules per unit cell with complex structure of
Davydov multiplets in the one-exciton region and the s
more complex structure of the bands in the two-exciton
gion of the spectrum, although it is a purely calculation
problem. There undoubtedly is interest in theoretical stud
of and experimental research in biexciton resonances wh
as is now clear, are found somewhere inside the Davy
multiplets in the two-particle region of the spectrum. The
is interest in studying binary states of the type discus
above as applied to lower-frequency excitation, for exam
optical vibrations of hydrogen atoms in metal hydrides.12,13

In conclusion, the author is sincerely grateful to V. M
Agranovich for useful discussions.
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The effect of temperature on the pulsed conductivity of a KCl crystal excited
by picosecond electron pulses

B. P. Aduev, V. M. Fomchenko, and V. N. Shva ko

Kemerovo State University, 650043 Kemerovo, Russia
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This paper discusses the temperature dependence of the pulsed conductivity of a KCl crystal in
the interval 12–300 K when it is excited by an electron beam~0.2 MeV, 50 ps, 300 A / cm2)
with a time resolution of 150 ps. It is shown that the electron lifetime ist,100 ps in the entire
interval under consideration, while the conductivity increases with temperature. The
experimental results make it possible to obtain the temperature dependences of the effective
electron–hole recombination cross sectionS;T3.5 and the separation probability of genetic pairs.
© 1999 American Institute of Physics.@S1063-7834~99!01203-4#
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Reference 1 discussed the effect of the excitation den
on the radiation-induced conductivitys of alkali-halide crys-
tals excited by picosecond electron pulses. On the basi
analyzing the experimental data, a model was proposed
cording to which the conductivity is associated with the th
malized electrons at the bottom of the conduction ba
while the form of the dependence is determined by the c
ture and recombination mechanism of the latter.1 Additional
information on the process could be obtained from the te
perature dependence of the conductivity for fixed excitat
densities.

This paper discusses the radiation-induced conducti
of a KCl crystal excited by an electron beam~0.2 MeV,
50 ps! in the temperature interval 12–300 K, with a
electron-beam current density ofj 5300 A/cm2. The time
resolution of the measurement channel is 150 ps. Using
results of Ref. 1, we chosej so that the electron concentra
tion in the conduction band was controlled predominantly
their bimolecular recombination with holes, i.e., in the inte
val of excitation densitys; j 0.5.

As shown by experiment, the pulse of conductivity cu
rent repeats with no lag the pulse characteristic of the m
surement channel in the entire temperature interval. It
lows from this that the conduction has a quasi-steady-s
character under the experimental conditions in the en
range of electron lifetime in the conduction ban
t,100 ps. The temperature dependence of the conduct
amplitudes is shown in Fig. 1. The conductivity smoothl
increases with increasing temperature, whereas the
mobility mh for KCl drops by more than a factor of 103 in
the corresponding temperature interval.2,3

As is well known, the equation for the conductivit
s5nemd , containsmd , the drift mobility. In general, in the
presence of capture and trapping centers,mhÞmd . There-
fore, at first glance, it is incorrect to use the data of Refs
and 3 formh when analyzing our experimental data. How
ever, it can be shown that an experimental estimate ot
makes it possible to estimate the temperature interval wh
3841063-7834/99/41(3)/2/$15.00
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mh5md . Actually, mh is associated withmd by the expres-
sion

md5mh

1

11t0 /t t
, ~1!

where t0 is the mean electron lifetime in the conductio
band,t t51/nexp(E/kT) is the electron lifetime at the cente
of a trap,n5101221013 sec21 is a frequency factor, andE is
the activation energy of electron emission from a trapp
center. Starting from the experimental estimatet,100 ps
and assuming thatt t<100 ps at 12 K, we can estimate th
E<(4 –7)31023 eV. On the other hand, the estima
t0'10 ps can be made from measurements of the forma
time of F centers in KCl with excitation by picosecond las
beams4 and electron beams.5 Using the estimates ofE and
t0 , Eq. ~1! can be used to calculate thatmh'md when
T1>30 K.

In connection with what is explained above, the auth
used the experimental data of Refs. 2 and 3 formh and ob-
tained the temperature dependence of the electron conce
tion in the conduction bandn(T)5s(T)/em(T), shown in
Fig. 2.

In the case of bimolecular recombination of electro
and holes, the quasi-steady-state electron concentratio
the conduction band is described by

n5S G0

ySD 1/2

, ~2!

where G0 is the generation rate of electron–hole pa
(G05A j , whereA is a factor!,

y5~3kT/m!1/2 ~3!

is the thermal velocity of the electrons, andS is the effective
recombination cross section. TheS(T) dependence is usuall
approximated by the power law

S5BT2a, ~4!
© 1999 American Institute of Physics
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where B is a factor. Using Eqs.~2!–~4!, the experimental
results of Fig. 2 cannot be satisfactorily approximated
reasonable values ofa and the condition thatG5const.

It is well known that the initial electron–hole pair distr
bution in alkali halide crystals after charge-carrier therm
ization contains not only uncorrelated statistical electro
and holes but also genetic pairs whose fraction can
significant.6 In this caseG(T) can be represented as

G~T!5Gs2Gge2Es /kT, ~5!

whereGg5(G02Gs); Gs andG0 are the generation rates o
electron–hole pairs: statistical atT50 and total, respec
tively; and Es is the activation energy of genetic-pair sep
ration.

The solid curve in Fig. 2 is obtained by approximatin
the experimental results, using Eq.~2! and taking Eqs.~3!–
~5! into account for the following values of the paramete
G0 /Gs51500, E50.07 eV, anda53.5. As can be seen
from Fig. 2, the calculated curve correlates well with t

FIG. 1. Temperature dependence of the conductivity for a KCl crystal.
r

-
s
e

-

:

experimental points forT>40 K. The valuea53.5 in Eq.
~4! correlates fairly well witha53 for the scattering of elec
tron energy atDA phonons anda54 at PA phonons in the
field of a charged center.5
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useful discussions and for supporting the work.

This work was carried out with the support of a grant
the MOiPO of the Russian Federation.

1B. P. Aduev and V. N. Shva�ko, Fiz. Tverd. Tela, in press~1999! @Phys.
Solid State~1999!#.

2R. K. Ahrenkiel and F. C. Brown, Phys. Rev. A36, 223 ~1964!.
3C. H. Seager and D. Emin, Phys. Rev. B2, 3421~1970!.
4R. T. Williams, J. N. Bradford, and W. L. Faust, Phys. Rev. B18, 7038
~1978!.
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FIG. 2. Temperature dependence of the electron concentration in the
duction band for a KCl crystal.
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Description of the migration of a cation vacancy in mixed alkali-halide crystals having a
common cation

L. G. Gorbich and A. N. Varaksin* )

Institute of Industrial Ecology, Ural Section, Russian Academy of Sciences, 620219 Ekaterinburg, Russia
~Submitted June 17, 1998; resubmitted September 4, 1998!
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For mixed alkali-halide crystals having a common cation~of the type KCl1 KBr!, a new
equation is proposed for calculating the hopping diffusion coefficient of a cation vacancy. It is
based on the concepts of probability theory and gives good agreement with numerical
calculations by the Monte Carlo method. ©1999 American Institute of Physics.
@S1063-7834~99!01303-9#
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In mixed alkali-halide crystals~AHCs! having a com-
mon cation, of the type MeA12xBx ~Me is the cation, A and
B are halide ions, andx is the fraction of component B in th
mix!, the diffusion coefficientD of the majority charge car
rier ~the cation vacancyVc) is defined as

D51/6f a2Whop5 f Dhop, ~1!

where f is the correlation factor,a is the hopping length,
Whop is the hopping probability, andDhop is the hopping
diffusion coefficient~the diffusion coefficient in the absenc
of the correlation effect!. The diffusion coefficients in mixed
AHCs are usually calculated by numerical methods, for
ample, by the Monte Carlo method.1,2 Numerical methods
make it possible to do calculations for rather complex act
systems, but do not give the analytical dependences of
diffusion coefficients and do not make it possible to pred
how the properties of the crystal change as the experime
conditions change.

This paper is devoted to the development of analyti
methods for describing defect migration in mixed AHCs.
proposes a new model for calculating the hopping diffus
coefficient for disordered systems of the type of mix
AHCs, based on the concepts of probability theory. In cr
tals having the NaCl structure, there are twelve directions
a vacancy to hop into a neighboring site. Each of the hop
made through a saddle point~a barrier!, formed by two an-
ions. For a mixed crystal having a common cation and ani
of typesA andB, three types of saddle points are possib
typesaa or bb ~both anions have typeA or B) and typeab
~the anions of the saddle point have different types!.1,2 For
arbitraryx ~the fraction of componentB in the mix!, we shall
characterize stateSi of vacancyVc by the number of barriers
Jaa( i ), Jab( i ) andJbb( i ) of these three types that surround
vacancy at the given site~see Table I!. The normalization
condition( iW(Si)51 is satisfied for anyx.

The probability equationsW(Si) are obtained using
probability theory and are checked by numerical calcu
tions.

The expression for the vacancy diffusion coefficient
obtained as follows: Let there be a vacancy in some stateSi .
The probability that such a state will appear for a givenx is
3861063-7834/99/41(3)/2/$15.00
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defined in Table I. When it passes to an adjacent site,
vacancy overcomes a potential barrier of heightEaa,Eab or
Ebb, depending on the type of barrier. The number of ba
ers of various types for stateSi is also given in Table I. The
probabilitiesWaa, Wab, andWbb of the transitions through
the barrier depend on the fractionx ~via thex dependence of
the barrier heights! and on temperatureT and can be calcu-
lated from Waa(x,T)5exp(2Eaa(x)/kT), and the others
analogously. After completing the hop, the vacancy falls in
another stateSj , and the calculation of the hopping probab
ity is repeated by the method described above. Thus,

Dhop~x,T!51/6a2( iW~Si !@Waa~x,T!Jaa~ i !

1Wab~x,T!Jab~ i !1Wbb~x,T!Jbb~ i !#. ~2!

Equation~2! was used to calculate the diffusion coef
cients of a cation vacancy in a mixed KCl1 KBr crystal for
variousx andT. The barrier heights and theirx dependence
are taken from Refs. 1 and 2. The results of certain calc
tions are shown in Fig. 1. It can be seen that the diffus
coefficient given by Eq.~2! demonstrates a surprising ave
aging effect: The sum of the three exponentials of Eq.~2! in
a rather wide temperature interval behave like one expon
tial. This makes it possible to introduce an effective activ
tion energyEM for the migration of a vacancy in a mixe
crystal and to rewrite Eq.~2! in standard form:

TABLE I. Possible statesSi of a cation vacancy in an MeA12xBx crystal
and probabilitiesW(Si) of their appearance.

Numberi
of the possible
state

StateSi

ProbabilityW(Si)Jaa( i ) Jab( i ) Jbb( i )

1 12 0 0 (12x)6

2 8 4 0 6x(12x)5

3 4 8 0 3x2(12x)4

4 5 6 1 12x2(12x)4

5 3 6 3 8x3(12x)3

6 2 8 2 12x3(12x)3

7 1 6 5 12x4(12x)2

8 0 8 4 3x4(12x)2

9 0 4 8 6x5(12x)
10 0 0 12 x6
© 1999 American Institute of Physics
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Dhop~x,T!51/6a2 exp~2EM~x!/kT!.

The results of calculations ofEM(T) for the KCl1 KBr sys-
tem are shown in Fig. 2. Figure 3 shows the dependenc
the logarithm of hopping probabilityWhop(x,T) and conse-
quently ofDhop(x,T) on parameterx for two fixed tempera-

FIG. 1. Temperature dependence of the hopping probabilityWhop(x,T) for
certainx values~the probabilities coincide forx50 and 1!. x: 1—0, 2—0.3,
3—0.6, 4—0.8, 5—1.

FIG. 2. Activation energy vs the composition of a mixed crystal. The er
bars show the standard error of processing the data of Fig. 1 by the me
of least squares.
of

tures T. It can be seen that, as temperature decreases
maximum ofDhop as given by Eq.~2! is displaced toward
larger x. The same figure shows the correspondi
Whop(x,T) dependences, obtained numerically by the Mo
Carlo method, using programMCARLO.1–3 Very good agree-
ment of the analytical and numerical calculations can
noted. The time to calculateDhop(x) from Eq.~2! is less than
1 min on a Pentium 100 personal computer; the same ca
lation by the Monte Carlo method takes 20 min for a te
perature of T51000 K and more than 30 min forT
5250 K.

This paper has thus proposed a new equation for ca
lating the hopping diffusion coefficient of a vacancy in
mixed AHC having a common cation, giving good agre
ment with numerical calculations.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Grant No. 96-02-
19785-a! and is part of the studies on constructing a theo
of macroscopic mass~and/or charge! transfer on the basis o
the characteristics of elementary events of defect interac
and migration in crystals.

* !E-mail: varaksin@ecko.uran.ru
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FIG. 3. Hopping probabilityWhop(x,T) vs the composition of the mix.
T51000 ~1!, 250 K ~2!. ~a! Calculation from Eq.~2!, ~b! Monte Carlo
calculation.
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Formation and stabilization of F centers following direct generation of self-trapped
excitons in KCl crystals

I. A. Kudryavtseva, E. A. Vasil’chenko, A. Ch. Lushchik, and Ch. B. Lushchik

Institute of Physics, Tartu University, EE2400 Tartu, Estonia
~Submitted July 21, 1998; resubmitted September 4, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 433–441~March 1999!

The spectrum of luminescentF centers generated in high-purity KCl crystals by 7–10.2-eV
photons has been measured at 230 K. The pulsed annealing of these centers~250–550 K!, as well
as the dependence of the efficiency of stableF-center generation on irradiation temperature
~80–500 K! has been studied. The efficiencies ofF2 and Cl3

2-center generation are maximum
under direct optical creation of self-trapped excitons in the region of the Urbach intrinsic-
absorption tail. Besides the exciton decay with formation ofF centers and mobileH centers, a
high-temperature exciton decay channel which involves creation of cation defects
stabilizing theH centers has been revealed. ©1999 American Institute of Physics.
@S1063-7834~99!01403-3#
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Following the discovery by W. C. Ro¨ntgen and A. Ioffe
of F center formation in NaCl crystals irradiated by x ray1

this phenomenon has been studied in considerable deta
many laboratories~see, e.g., Refs. 2 and 3!. Particular atten-
tion was focused on the mechanisms by which radiation
atesF centers~electrons localized in the field of an anio
vacancy,vae) and other microdefects in wide-gap crysta
The interest in these crystals is currently increasing in c
nection with development of optical recording media a
radiation dosimeters. The very first high-sensitivity measu
ments of the luminescence spectra of UV-generatedF
centers4,5 and anion vacancies6 (a centers! revealed that
Frenkel defects form in the anion sublattice of alkali hali
crystals in recombination of electrons with self-trapped ho
~STH! or in radiationless decay of self-trapped excito
~STE!. The electron-hole (e–h) and exciton mechanisms o
generation in alkali halides of anion Frenkel defects~AFD!
by radiation were extensively investigated~see Refs. 7 and 8
and references therein!. At the same time the relative contr
butions of thee–h and exciton mechanisms of AFD forma
tion by particles and quanta with energiesE@Eg (Eg is the
energy gap width! still remain unknown.

Because the number of relaxede–h pairs left after the
fast intermediate processes in an x-ray-irradiated alkali
lide crystal have ended exceeds by more than an orde
magnitude that of generated anion excitons,9,10 the attention
of both experimenters and theorists has recently been
creasingly focused on thee–h mechanism of creatingF cen-
ters, both short-lived, 102921026 s,8,11,12 and stable7,13,14

~lifetime on the scale of hours!. Simultaneously withF cen-
ters, there form in alkali halide crystalsH centers, i.e. inter-
stitial halogen atoms which, in the relaxed state, have
configuration of a two-halogen molecule residing in one
ion site~in KCl it is Cl2

2). At low temperatures~in KCl, for
T,40 K!, the relaxedH centers are immobile. At 40 K,H
centers can start moving by hopping. To prevent recomb
tion in the 200–400-K region of the mobileH centers with
3881063-7834/99/41(3)/8/$15.00
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the F centers that remain immobile up to 500 K, one has
stabilize the former by associating them with other defe
on the anion and cation sublattices of the crystal.15–18 The
significance of thee–h mechanism in the creation of AFD
is beyond question, but the exciton mechanism also play
substantial role in radiation-induced defect formation.
study was carried out of the exciton mechanism of creat
at 4.2 K of stableF–H and a –I pairs (I is the interstitial
halogen ion, Cli

2 in KCl! in high-purity KCl crystals19 and in
KCl:Tl ~Ref. 20!. The efficiency of the exciton-assisted cr
ation of stableF–H pairs and, particularly, of thea –I pairs
at 4.2 K was found to be an order of magnitude higher th
that of AFDs in electron recombination with relaxed STH
(Vk centers, which in KCl are Cl2

2 molecules at two anion
sites!. Particularly suitable for direct generation in KCl at 4
K of G excitons ~3/2,1/2! and ~1/2,1/2! with n51 is the
narrow spectral region of 7.8–7.9 eV with an absorption
efficient A'33106 cm21,21 while the Urbach intrinsic-
absorption tail~UIAT ! capable of directly producing self
trapped excitons21,22 declines at 4.2 K down to 102 cm21

already at 7.72 eV, and at 80 K, to as low as 7.60
~Ref. 21!.

The objective of this work was to study the process
involved in formation and stabilization ofF centers in high-
purity KCl crystals under direct generation of STEs by VU
radiation in the UIAT region in the 180–480-K interva
where the intrinsic-absorption edge~at the 102-cm21 level!
shifts from 7.4 to 6.9 eV. One obtains here a possibility
investigating the exciton mechanism of defect formation
from the defected surface layer of the crystal. We studied
STE decay with creation of theF–H pairs and of other de-
fects in KCl with a high-sensitivity technique based on me
suring the IR luminescence ofF centers (F IRL), which was
predicted23 by Pekar and observed experimentally in t
1.2-eV region.24 This technique was already employed at
K in detection ofF centers in VUV-irradiated KCl:Br~Ref.
25! and KBr ~Ref. 26! at 80 K. The investigation of the
© 1999 American Institute of Physics
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FIG. 1. ~a! F IRL excitation spectra~points! measured after irradiating a KCl crystal for 20 min at 230 K by photons of energy~eV!: 1 — 7.2, 2 — 7.3,
3 — 7.4,4 — 7.5,5 — 7.6,6 — 7.7,7 — 7.8,8 — 8.0,9 — 8.15,10 — 8.3,11 — 8.45,12 — 8.6,13 — 8.8, and14 — 10.2. The solid line is the profile
of theF absorption band.~b! ~1! Absorption spectrum of x-ray irradiated KCl crystal.F IRL excitation spectra obtained after x-ray irradiation of a KCl crys
for 2.5 h at 295 K~2!, and subsequent warmup to 380 K~3!, 430 K ~4!, and 480 K~5!. All measurements performed at 80 K.
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high-temperature processes of defect formation and sta
zation under selective creation of STEs has permitted u
reduce considerably the number of acceptable hypoth
concerning high-temperature stabilization of radiation
fects in KCl and to demonstrate once more the active p
played in these process by defects in the cat
sublattice.15,16,27

1. OBJECTS OF STUDY. EXPERIMENTAL TECHNIQUES

The crystals traditionally studied in many laboratori
are grown from a melt of commercial raw materials in an
ambient and are unsuitable for investigation of direct S
generation by VUV radiation. It is well known that such KC
crystals contain more than 100 ppm of Br2, I2, Na1 ions
and more than 10 ppm of Rb1, OH2, Ca21, and Sr21.

A special technique of purification and growth of KC
crystals developed at the Institute of Physics of the Eston
Academy of Sciences permits obtaining crystals with
content of Ca21, Sr21, and Ba21 ions not in excess of 1022

ppm, of OH2 radicals not over 1021 ppm, and of Br2, I2,
Rb1, and Na1 ions, not over 1 ppm.28–31 This technique
includes, in particular, treating the melt in a Cl2 flow, which
permits one to reduce dramatically the content of the B2

and I2 ions accounting for most of the interference in UIA
measurements, as well as 60-fold zone melting. The te
niques used to grow crystals by the Stockbarger
Kyropoulos methods in an inert atmosphere were descr
in Ref. 7 and 30. Crystals grown at an oriented seed ha
dislocation density of 105 cm22. For the KCl crystals used in
this work, which passed this special purification treatme
the regionA.10 cm21 was dominated by intrinsic absorp
tion resulting in direct optical generation of STEs.
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The main experiments were performed in an arran
ment including a vacuum monochromator VMR-2, a hig
power gas-discharge source making possible operation in
region from 4 to 10.2 eV, and a cryostat permitting tempe
ture control from 80 to 580 K. A cooled FE´ U-83 PM tube
with standard associated electronics was used to mea
F IRL . The short-wavelength part ofF IRL was selected by an
IKS-7 filter. After irradiation of a crystal by monochromati
VUV light at a fixed temperature it was cooled down
80 K, where excitation in theF absorption band does no
produce photothermal ionization of centers. The light stim
lating F IRL was passed from an incandescent lamp onto
crystal through a DMR-2 double-grating monochromat
The excitation spectrum of this luminescence measured
the 1.8–3.0-eV region was reduced to the equal numbe
exciting photons. The optical slit of the monochromator w
20–30 meV. Because the total number of theF centers gen-
erated in our experiments was small enough to obtainA,1
cm21, the F IRL excitation spectrum was an exact replica
the F absorption band. After each measurement, the cry
was warmed up with a rate of 0.3 K/s to 550 K, thus ensur
complete deexcitation. In some experiments, uniform hea
was interrupted abruptly once every 30 K by cooling dow
to 80 K, where theF IRL excitation spectrum was measure
Such a pulsed heating regime permitted one to study
annealing of the VUV-producedF centers by the lumines
cence technique.

Figure 1a presentsF IRL excitation spectra measured
80 K following KCl irradiation at 230 K by photons of vari
ous energies~7.2–10.2 eV!. The excitation spectra coincid
in profile with the F absorption band of the same cryst
measured by us at 80 K after its irradiation by x rays~45
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keV, 18 mA! at a level providing a 103 times strongerF
absorption. TheF center generation spectra were taken w
equal doses of VUV radiation incident on the crystal at 4
to the ~100! surface. The doses were equalized by prope
varying the monochromator slit width. The slit optical wid
was varied in the 7–10.2-eV region from 25 to 100 me
The excitation time was 20 min, and further irradiation r
sulted in a sublinear growth of the number ofF centers. We
estimate the absolute dose as'1014 photons/cm2. The excit-
ing radiation reflected from the crystal was neglected. Wit
the temperature range of 180–480 K, it rose to 25–35% o
in the region of the 7.6–7.9-eV exciton fundamental abso
tion band. Parallel experiments with x-ray treated cryst
were carried out on a standard Specord 40M spectropho
eter with a cryostat, which permitted measurement of abs
tion spectra within the 1.4–6.2-eV region and thermal
nealing ofF centers and hole (V) centers under continuou
heating with a rate of;0.3 K/s, or in a pulsed mode in th
80–550 K region. It should be stressed that our techniqu
F IRL measurement increased the sensitivity of a stand
spectrophotometer by 1032104 times. Besides the use o
high-purity crystals, this offered a possibility of studyin
physical processes occurring in KCl crystals in the 140–4
K region under direct optical generation of STEs with diffe
ent initial energies.

We studied as-cleaved 1031031-mm3 samples. As
seen from Fig. 1b, theF IRL excitation spectrum taken at 80
repeats the absorption band profile only in the case where
optical density ofF absorption does not exceed 0.3. F
higher densities, the exciting radiation is completely a
sorbed in the central part of theF band, so that the excitatio
spectrum reflects the quantum yield of the luminesce
rather than the absorption spectrum. In theF-centerK ab-
sorption band~2.7 eV!, which in KCl at 80 K is 20 times
weaker than theF band, the luminescence intensity still co
tinues to be proportional to the number of centers.

2. EXPERIMENTAL RESULTS

Figure 2 demonstrates the increase in the number o

FIG. 2. Dependences of the number of luminescentF centers at 80 K~1!
and of that of luminescenta centers at 4.2 K~2! on irradiation time of a KCl
crystal at 230 K~1! and 4.2 K ~2! by photons of energy 7.4 eV~1! and
7.77 eV~2!.
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minescentF centers of a KCl crystal with increasing irradia
tion dose at 230 K with photons of energyhne57.40
60.04 eV, for whichA533102263103 cm21. This plot
can be compared with the growth of the number of lumin
cent a centers~2.7 eV!, when excited in thea-absorption
band ~6.95 eV! by photons with 7.7760.05 eV at 4.2 K.
Both curves in Fig. 2 exhibit an initial linear portion becom
ing eventually sublinear. At 4.2 K, thea –I pairs are stable,
because relaxedI centers are immobile. At 230 K, theF
centers produced by direct STE generation by excitat
within the UIAT are immobile, but theH centers move with
large velocities. Therefore theF centers survive if theH
crowdions become localized at traps stable at 230 K, wh
may be other pre-radiation or radiation-induced defects.

We measured theF-center excitation spectrum unde
KCl irradiation by equal 7–10.2-eV photon doses at 230
~Fig. 3!. The F-center luminescence intensity when excit
at the maximum of theF absorption band at 80 K~2.275 eV!
was taken as a measure of the number ofF centers. As fol-
lows from Fig. 1a, for allhne the excitation spectra are th
same and coincide with theF-center absorption spectrum
The efficiency ofF-center generation by VUV radiation a
230 K is maximum forhne57.327.4 eV, whereA5102

233103 cm21, i.e. it is considerably higher than the po
sible extrinsic or dislocation-induced absorption. Figure
displays also an absorption spectrum of a thin deposited
layer measured at 295 K, which practically coincides w
the one presented in Ref. 32. The left-hand part of the fig
shows fragments21 of the log dependence of the KC
intrinsic-absorption coefficient onhne measured at 183, 295
and 373 K.

In the region of fundamental exciton absorption at 230
~7.65–8.0 eV!, where photons producen51 excitons, and
the values of A are particularly high (23106253105

cm21), the efficiency ofF-center generation decreases fo
times compared to that forhne57.4 eV. While this decrease
is partially due to the increasing fraction of radiation r
flected from the crystal, it is predominantly caused by t
small depth of VUV penetration into the crystal (1026

2331026 cm!. This results in a buildup in a very thin laye
of the crystal of highF-center concentrations~in excess of
1018 cm23). Such concentrations may give rise to concent
tion quenching of theF-center luminescence.24 Within the
8.1–8.6-eV region, radiation produces in KCl at 230 K bo
n52 excitons and separated electrons and holes~in the re-
gion of the Urbach tail of interband absorption!. Here A
'105273104 cm21, which makes concentration quenchin
of F IRL practically absent. The efficiency ofF-center produc-
tion is particularly low in the 8.6–10.2-eV interval, wher
interband transitions involving creation of free electrons a
holes take place.

Figure 3 displays anF-center creation spectrum i
KCl:Tl crystals obtained at 295 K by another method. In th
case we took for the measure of the number ofF centers the
intensity of Tl1 luminescence withF centers excited at 295
K by 2.2-eV photons. In the 8–10.2-eV interval, this spe
trum agrees quite well with the one derived fromF IRL . At
the same time in the region ofn51 exciton creation
~7.2–8.0 eV! considerable differences are observed. Me
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FIG. 3. F-center generation spectra: fromF IRL under excitation by 2.275-eV photons at 80 K in a KCl crystal irradiated at 230 K~1!; from Tl1-center
luminescence underF-center excitation by 2.2-eV photons in a KCl:Tl crystal at 295 K~2!; from photostimulated electron emission ofF centers in a KCl
crystal~3!. ~4! Absorption spectrum of a thin KCl film at 295 K; fragments of the Urbach intrinsic-absorption tail at~5! 373 K, ~6! 295 K, and~7! 183 K ~from
Ref. 21!.
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surements ofF-stimulated recombination luminescence
Tl1 centers require preliminary ionization of the Tl1 centers
by mobile holes or excitons. The efficiency of Tl21 creation
under optical STE generation by photons is low and
creases only forhne.8 eV, whereVk centers, which are
mobile at 295 K, are produced. Figure 3 presents also
F-center generation spectrum measured in KCl at 295 K
our laboratory33 from photostimulated electron emission ofF
centers. The optimum conditions for the spectral meas
ments in these experiments were 3.0-eV photon excitatio
410 K, which ensured effective escape of electrons from
crystal. The generation efficiency ofF centers appropriate
for photostimulated electron emission is maximum in t
regionA.33105 cm21, where theF centers were created i
a thin near-surface layer of the crystal.

Note that, as seen from theF-center generation spectr
measured by different techniques, stableF centers can be
effectively created at 230–295 K by combined creation
photons of both excitons ande–h pairs ~the 8.0–8.6-eV re-
gion!. This process is less efficient when spatially separa
electrons and holes are optically produced (hne>9 eV!. Ac-
curate detection ofF centers under direct optical STE pro
duction by 7.2–7.4-eV photons can be reached only by
F IRL measurement method used in this work.

Figure 4 shows pulsed annealing of theF-center IR lu-
minescence in KCl following its irradiation by 7.35-eV pho
tons at 295 K and by 7.6-eV photons at 180 and 230 K. T
measurements were performed at 80 K after each war
stage. TheF IRL excitation spectra were identical and repr
duced the profile of theF absorption band. Most of theF
centers are annealed in two stages within the 380–50
interval. Also shown in Fig. 4 are thermostimulated lumine
cence~TSL! curves obtained after irradiation at 230 K b
7.4- and 8.3-eV photons. In this temperature range, TSL
pure KCl is weaker by several orders of magnitude than
-
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in KCl:Tl crystals. When 8.3-eV photons produce both ex
tons ande–h pairs, the main TSL peak lies at 410 K. In th
case of direct STE creation by 7.4-eV photons, the TSL p
at 410 K is very weak, and the main peak was observed to
at 360 K. Figure 4 demonstrates also pulsed annealing
F IRL following irradiation by 7.4-eV photons at 295 K o
KCl:Sr ~30 ppm! containing Sr211vc impurity dipoles in
amounts hundreds of times larger than that in KCl. The p
files of theF-center excitation spectra in KCl and KCl:Sr a
practically identical. When excited in the intrinsic absorpti
region, the impurity dipoles capture one or twoH
centers.6,7,26,34 Most of the F centers in KCl:Sr are pulse
annealed within the 340–380-K interval, i.e. at substantia
lower temperatures than is the case with pure KCl. Follo

FIG. 4. Pulsed annealing ofF centers (F IRL) ~1,2! and thermally stimulated
luminescence~3,4! of a KCl crystal irradiated for 20 min by photons o
energy 7.35 eV at 295 K~1!, 7.6 eV ~2! at 180 K ~points! and 230 K
~triangles!, 7.4 eV~3! and 8.3 eV~4! at 230 K for 60 min. Pulsed annealin
of F IRL ~5,6! in a KCl:Sr crystal irradiated for 60 min at 295 K by photon
of energy 7.4 eV~5! and 8.8 eV~6!.
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ing irradiation of KCl:Sr at 295 K by 8.8-eV photons pro
ducing both excitons and separatede–h pairs, the 390–
430-K stage rises in intensity.

Figure 5 shows thermal annealing ofF-center absorption
in KCl and KCl:Sr crystals x-ray irradiated at 295 K, whic
was measured under continuous uniform and pulsed hea
~the measurements relate to 2.2 eV!. Also presented are TSL
curves for total luminescence. In pure KCl, most of theF
centers are annealed at 400–500 K in two stages, with m
mum annealing rates at;430 and 485 K. For KCl:Sr, an
additional strongF-center annealing stage was observed
340–390 K, with the maximum rate at 380 K. Heating
400–460 K an x-ray irradiated KCl sample removes prim
rily the broad absorption band with a halfwidth of;0.8 eV
and a maximum at 5.40 eV, which is due to linea
^100&-oriented (Cl3

2)acamolecules residing at two anion an
one cation lattice sites.15,16,35Annealing up to 460 K, which
destroys nearly all (Cl3

2)aca centers, leaves unchanged t
absorption band peaking at 5.85 eV, which was tentativ
assigned16,18 to a pair association of three-halogen mo
ecules. Most of this absorption is annealed at 460–510
with the maximum rate at 475 K. After a preliminary heatin
of x-ray irradiated KCl to 520 K, the last stage ofF-center
annealing was observed, which is accompanied by TSL w
a maximum at;530 K and a halfwidth of;23 K ~see Fig.
5!. The activation energy of this process~2.37 eV!, which is
actually a first-order reaction, is higher than the energy of
maximum inF absorption and can possibly be identified w
thermal ionization of theF centers. In x-ray irradiated
KCl:Sr crystals, interaction of twoH centers with impurity
dipoles produces, besidesF centers, also complex
Src

21(Cl3
2)acaCli

2 centers characterized by two simult
neously annealed absorption bands at 5.6 and 6.4 eV.34 The
latter band is associated with interstitial chlorine ions Cli

2 .
Destruction of these complex centers releases twoH centers
in the 340–400-K interval and is practically not accomp
nied by TSL.

Because after direct optical STE generation most of
F centers in high-purity KCl are annealed only forT.400

FIG. 5. Annealing ofF-center absorption in KCl~1,2! and KCl:Sr~3! crys-
tals, which were x-ray irradiated at 295 K, measured under continuous~1,3!
and pulsed~2! heating. Integrated TSL of a KCl crystal~4! measured 20 h
after x-ray irradiation at 295 K, as well as after a preliminary warmup to 5
K ~5!. Curve5 is shown amplified 100 times. The values of the different
F-center annealing curve for a KCl:Sr crystal~38! are multiplied by21.
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K, we were able to obtain for the first time the temperatu
dependence of the efficiency of the excitonic mechanism
F-center generation fromF IRL measurements. The results
these measurements are plotted in Fig. 6. The crystals w
irradiated with equal numbers of photons (1014 cm22). The
UIAT varies with temperature,21 and therefore we varied
slightly the incident photon energy at different temperatur
The photons were absorbed in a layer approximately 124

cm thick. The sensitivity of our measuring system was n
sufficient to permit detection of the creation of luminescenF
centers in high-purity KCl crystals at 80 K. At 140 K, thes
centers were detected after irradiation with 7.6-eV photo
Most of these centers are annealed at 200–380 K.F centers
that are thermally stable at 400 K are efficiently produced
180–230 K. As the irradiation temperature is increased,
efficiency of F-center production remains high until 415
~see also Ref. 36!, to decline strongly thereafter, which i
associated with the increase in this region of the annea
temperatures of theF, (Cl3

2)aca, and still more complex mo-
lecular aggregates.

Figure 6 presents also the dependence of the efficie
of TSL peak excitation at 390–440 K on the temperature
x-ray irradiation, which was measured on high-purity K
crystals.28 The optimum temperature for creation of th
(Cl3

2)aca centers lies at 230–270 K. The temperature dep
dence of the efficiency ofF-center generation,qF , under
x-ray irradiation of nominally pure KCl crystals was me
sured by the direct absorption technique.37 The falloff of qF

is observed to occur atT5310 K. Within the 4.2–200-K
range,qF does not depend on intensity and is determined
the irradiation doseIt . For T.230 K and low irradiation
levels, of the order of 1015 eV/~cm3

•s!, qF is observed to
decrease strongly with the temperature increasing to 300
This decline becomes progressively weaker as the dose
increases to 1017 and 1018 eV/~cm3

•s!, to stop finally at 1019

eV/~cm3
•s!. The explanation of this phenomenon consists

that F centers are not only created at high temperatures
destroyed as well.3 In particular,Vk centers recombine effi

0

FIG. 6. ~1! Dependence of the number ofF centers (F IRL) on the tempera-
ture of irradiation of a KCl crystal for 20 min by photons capable of direc
creating STEs at approximately equalA'104 cm21 ~80 K — 7.65 eV,
140 K — 7.60 eV, 180 K — 7.50 eV, 230 K — 7.45 eV, 295 K — 7.40 eV,
340 K — 7.30 eV, 380 K — 7.25 eV, 420 K — 7.20 eV, 450 and 510 K —
7.1 eV!. ~2! The light sum of the TSL peak at 390–440 K plotted again
x-ray irradiation temperature for a KCl crystal.
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ciently with F centers.7 Only at high dose rates the doub
and triple association ofH andVk centers with one anothe
and with other defects proceeds with rates higher than tha
Vk-center recombination withF centers. In the case of x-ra
irradiation at high temperatures, the equivalence of the d
tion and intensity of irradiation in KCl is no longer valid
Our data suggest that the deviations from this equivale
relation under direct STE creation by VUV light are sma
When KCl was irradiated by 7.3-eV photons at 380 K
equal dosesD5I 1t15I 2t2, the variation of intensity fromI 1

to I 250.25I 1 and of t254t1 changed the number of create
F centers by not more than 15%.

3. DISCUSSION OF RESULTS

The above results permit a conclusion that direct opt
generation of STEs in high-purity KCl crystals at 180–480
gives rise to efficient creation ofF centers, most of which
persist under heating to 400 K. More than half of theF
centers anneal at 400–450 K. In this temperature regionV
centers, whose absorption band has a maximum at 5.4
and a halfwidth of 0.8 eV, anneal too. Earlier studies show
this absorption to be due tô100&-oriented three-halogen lin
ear molecules produced under irradiation.7,15,18,35This mol-
ecule occupies two anion and one cation lattice site. Ther
dissociation of (Cl3

2)acacenters producesH centers@(Cl2
2)a#

andVF centers@(Cl2
2)aavc#.

35,38,39The latter recombine with
F centers to form divacanciesvavc . 390→440 K heating of
irradiated KCl resulted in an increase of dipole dielect
losses.39 The growth in the number of divacancies in th
same region was supported by electron microscopy, wh
revealed an increasing number of gold microcrystallites
the vacuum-cleaved surface of KCl irradiated with a Xe
laser. Divacancies and vacancy quartets served as trap
the deposited gold layer and decorated the radia
defects.38

The (Cl3
2)aca centers produced by irradiation of KCl a

230–380 K in the UIAT region undoubtedly conta
radiation-induced cation vacancies. Irradiation of pure K
at 350 K gives also rise to formation of interstitial disloc
tion loops.40,41 A study of the loops under x-ray irradiatio
showed that the interstitial anions Cli

2 and interstitial cations
K i

1 likewise take part in their creation.41

Several main mechanisms of generation of cation Fr
kel defects~CFD! in alkali halide crystals were discussed
the literature~see review Ref. 16!. Our results bearing on th
formation of (Cl3

2)aca centers under direct optical STE ge
eration in the UIAT region reduce the number of mech
nisms of radiation-induced CFD formation which can op
ate in the conditions of our experiments. There is no nee
invoking impact processes involving high-energy electro
as well as double ionization of anions~for this mechanism to
operate in KCl, photons withE.200 eV would be required!.
It was earlier conjectured that CFDs are created in the de
of cation excitons, but in KCl and KBr the decay of catio
excitons produced by photons with energies of 20–21
involves creation of twoe–h pairs,13,18 and cannot be an
efficient source of CFDs.
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Irradiation of KCl in the 7.3–7.7-eV interval produce
anion STEs, and formation of CFDs should be a direct
indirect consequence of their decay. The hypothesis of a p
sibility of direct anion STE decay involving creation o
CFDs (vc1K i

2 or vch1K i
0) was put forward as far back a

1968.42 This was followed by consideration of the possibili
of CFD formation through association of twoH centers,43 or
of H andVk centers~Refs. 16 and 17!. Theoretical calcula-
tions showed44 that pair association ofH centers in regular
parts of a crystal with formation of the (Cl3

2)acacenter by the
reaction

~Cl2
2!a1~Cl2

2!a→~Cl3
2!aca1Cli

2K i
1 ~1!

is not exothermal and requires additional energy. At 80
140 K, it cannot proceed in KCl at all. At 140 K, direc
creation of STEs entails formation, besidesF centers, of low-
stability associations ofH centers with defects that wer
present before the irradiation. In this case the majority oF
centers are annealed already when heated to 300 K, the
cess coming to an end when the temperature is raised to
K. At the same time at still higher temperatures, 230–400
one cannot exclude the possibility of reaction~1! contribut-
ing to CFD creation.16 WhenH andVk centers are associate
by the reaction

~Cl2
2!a1~Cl2

2!aa→~Cl3
2!acaK i

11Cla
2 , ~2!

the energy expended in transferring the cation to an inte
tial site can already be compensated in transformation of
halogen-pair molecules into one three-halogen molecul16

This reaction requires participation of a large number of s
trapped holes.

Attempts at detecting the direct decay of anion ST
with creation of CFDs proposed in Ref. 42 have been carr
out for a long time. At 4.2 and 80 K, they failed.7 In the
low-temperature domain, the predominant process is the
cay of anion STEs involving creation of anion rather th
cation defects. In the 300–350-K interval, direct manifes
tion of radiation-induced CFD creation in KCl wa
observed.7,27 In this work, we detected CFD formation a
230–470 K through direct creation of anion STEs as wel

The process particularly well studied in KCl is the cr
ation of short-lived ~1–100 ps! F–H pairs in low-
temperature recombination of electrons withVk centers.8,11,12

Besides the radiative STE annihilation channel with a
laxed hole component~the 2.3-eV luminescence!, two F–H
pair formation channels were detected. It was shown a
that about one half of the recombination-produced STEs g
erate neither emission norF–H pairs. It was assumed tha
this ‘‘thermal’’ channel originates from STE states with
high vibrational energy and corresponds to nonradiative c
ation of a phonon packet.11 This channel can be suppress
by initiating tunneling recombination at 200 K of mobileVk

centers with electrons localized at deep~2–3 eV below the
conduction-band bottom! traps~for instance, at Ag1 ions in
RbCl!.45 Experiments involving direct STE generation b
7.3–7.5-eV photons, whose energy at 230–380 K is less
about 1 eV thanEg , still do not exclude the thermal chann
of nonradiative STE decay~without F–H pair production!.
Estimates show36 that only 40% ofe–h pairs undergoing
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nonradiative recombination in KCl at 380 K transform
short-lived~46 ps! F–H pairs, and that the number of long
lived (t.10 s! F–H pairs created at 350 K constitutes on
0.8% of that of recombininge–h pairs.

It was suggested13,17 that the thermal channel of ST
annihilation in KCl and KBr is not necessarily accompani
by formation of a phonon packet, and can instead~particu-
larly at high temperatures! cause CFD creation. Particularl
favorable for the CFD creation in the decay of anion STE
the instant at which the optically-produced one-halogen s
trapped excitons~OSTE! transform to the conventional two
halogen self-trapped excitons~TSTE!. In the OSTE configu-
ration, it is the two cations, and in the TSTE, the two anio
that are brought close to one another. An OSTE→ TSTE
transition may result in concentration of the vibrational e
ergy on cations with subsequent formation of CFDs. A stu
of high-purity KCl at 10–80 K revealed a weak lumine
cence at 7.0 eV, which was tentatively identified with t
luminescence of metastable OSTEs.7,46 Taking into account
the Stokes losses associated with OSTE radiation, one
expect the OSTE→ TSTE transition region in KCl to lie
'0.4 eV below the maximum of exciton absorption, i.e.
the UIAT region~7.3–7.5 eV!. With a due allowance for a
pure coincidence, we note nevertheless that it is in this
gion that we observed at 230–300 K a maximum efficiency
of F- and (Cl3

2)aca-center formation.
There are presently no strong grounds for choosing

tween the associative mechanism of (Cl3
2)aca formation in

the interaction of twoH centers and the nonradiative dec
of a part of STEs with creation of CFDs. It is possible th
both processes contribute to radiative CFD creation at h
temperatures, which are necessary not only for the forma
of short-lived CFDs but for efficient CFD dissociation into
vacancy and an interstitial as well.

If the decay of anion STEs gives rise to creation not o
of F centers that remain immobile up to 500 K but of t
mobile H centers and vacancies in the anion and cation s
lattices, one can conceive the following reaction

na1nc1~Cl2
2!a1~Cl2

2!a→~Cl3
2!aca1Cla

2 . ~3!

Because relaxedH centers in KCl are mobile already a
40 K, the low-temperature threshold for the onset of react
~3! is determined by the mobility ofva andvc . At 230 K, all
components of reaction~3! in KCl are already mobile, while
at 140 Kva andvc cannot move. As follows from our stud
ies, efficient formation ofF and (Cl3

2)aca centers stable a
400 K takes place at 230–430 K. At 140 K, theF-center
generation efficiency is an order of magnitude lower th
that at 350 K, while (Cl3

2)aca formation under direct STE
generation at 140 K has not been observed by us at all
seen in Fig. 6, the pure exciton mechanism ofF-center for-
mation in KCl differs from the complex process ofF-center
formation under x-ray irradiation, which produces, besid
excitons, a considerably larger number ofe–h pairs as well.
The onset of efficient hopping diffusion ofVk centers at
T.230 K brings about their recombination withF centers,
which reduces substantially the probability ofF-center sur-
vival. In the pure exciton mechanism of defect formatio
these effects become manifest to a much lesser extent th
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the conditions where the exciton ande–h mechanisms are
both operative. Combined operation of the two mechanis
becomes possible at 230 K when KCl is irradiated by 8.
8.5-eV photons, and is most clearly pronounced when
17-eV photon produces both ane–h pair and an exciton.18

We are not discussing here the processes of stabiliz
and annealing at 450–500 KF centers generated by irradia
tion. It should be stressed only that the mechanisms invol
in high-temperature radiation-induced formation and anne
ing of cation defects in alkali halide crystals remain an i
portant problem awaiting its solution.
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36R. T. Williams, J. N. Bradford, and W. L. Faust, Phys. Rev. B18, 7038

~1978!.
37E. Sonder and W. A. Sibley, inPoint Defects in Solids, edited by J. H.

Crawford, Jr., and L. M. Slifkin~Plenum Press, New York!, Vol. 1, 201
~1972!.

38A. Ba�makhanov, H. R.-V. Jo˜gi, and Ch. B. Lushchik, Fiz. Tverd. Tela
~Leningrad! 28, 684 ~1986! @Sov. Phys. Solid State28, 381 ~1986!#.

39R. I. Gindina, F. I. Zaitov, Sh. I. Ismailov, Ch. B. Lushchik, and L. A
Ploom, Tr. IF AN ÉSSR51, 125 ~1980!.
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Creating primary defects in calcium fluoride crystals with various prehistories, using
pulsed electron irradiation

E. P. Chinkov and V. F. Shtan’ko

Tomsk Polytechnic University, 634034 Tomsk, Russia
~Submitted May 6, 1998; resubmitted August 31, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 442–450~March 1999!

Optical spectroscopy with nanosecond resolution has been used to study how the prehistory~the
presence of impurities, heat treatment! of CaF2 crystals affects the processes of creating
autolocalized excitons~AEs! under the influence of a pulse of accelerated electrons. The
breakdown of the dispersivity condition for the creation of AEs is detected in a nominally
pure, nonheat-treated crystal. It is shown that the initial structural defects play a defining role in
creating the initial defect density. A model of the radiation disordering of an actual fluorite
crystal is constructed. An analogy is traced to the processes of impurity and thermal disordering.
© 1999 American Institute of Physics.@S1063-7834~99!01503-8#
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Anion Frenkel defects~AFDs! dominate in crystals hav
ing the fluorite structure.1 Their concentration in a nominally
pure crystal usually does not exceed;1015 cm23, but
sharply increases in the presence of impurities or exte
influences~radiation, temperature!. Let us consider the mos
thoroughly studied types of disorder.

Radiation disordering. The primary products of radioly
sis are autolocalized excitons~AEs!, which are identical to
closely-spacedF –H pairs.2,3 Several configurations can b
differentiated, depending on the distance between
components;4 a geometrical factor is introduced to descri
the structure.5 As temperature increases, the creation e
ciency ~CE! of closely-spaced pairs decreases, while tha
spatially separated pairs increases.6 It is assumed that they
are created by nonradiative decay of anion excitons in
ideal sublattice. However, the density dependences ha
sublinear character6 at concentrations of the resulting defec
significantly lower than those corresponding to the M
transition condition.

Thermal disordering. Anomalies in the behavior of the
specific heat and the conductivity are also associated
anion disordering in the premelting temperature region1,7

The presence of anion vacancies is regarded as a criterio
high mobility.1 The transition to the superionic phase is a
cribed to the clustering of defects, although it indicates t
impurities8 and external influences are present.

Impurity disordering. In crystals having an anion exces
defect-aggregation processes are accompanied by the fo
tion of clusters9,10 that are similar in structure to those o
served with thermal disordering.1 In this respect, they can b
regarded as a more complex analog of crystals having
excess of anion vacancies, although the latter have bee
sufficiently studied from the viewpoint of clustering.11 How-
ever, the qualitative similarity of the processes of the c
ation and evolution of the primary defect content in cryst
both with an excess and with a deficit of anions12,13makes it
3961063-7834/99/41(3)/8/$15.00
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possible to draw an analogous conclusion about the type
level of their initial defect content.14

The types of disordering considered above mainly
sume the breakdown of the anion sublattice of an ideal c
tal and can be described qualitatively from consistent vie
points. Nevertheless, it is possible to distinguish one m
type of disordering in actual crystals.

Intrinsic disordering. Several identical stages of struc
tural disordering that do not show up in x-ray analysis a
detected in natural and synthetic CaF2 having different his-
tories~growth technology, heat-treatment regime!.15 Thermal
depolarization14 and dipole relaxation16 processes are quali
tatively similar in pure and doped crystals. The possibility
forming clusters in a pure crystal is theoretically predicted
Ref. 17.

The goal of this paper is to check experimentally t
initial defect level of nominally pure fluorites. It will be
shown below that the introduction of mesoscopic struct
makes it possible to explain consistently the collection
accumulated data concerning disordering.

1. EXPERIMENTAL METHOD AND THE CHOICE OF
SAMPLES FOR THE STUDIES

The pulsed measurement method is similar to that
Ref. 18 and was used earlier in Refs. 19 and 20. The m
mum electron energy is 0.28 MeV, the pulsewidth at ha
maximum is 12 ns, the time resolution is 7 ns, the repetit
rate is about 1023 Hz, and the energy density is 0.1– 0
J•cm22.

The objects of study consisted of crystals grown by
Stockbarger method: nominally pure~three batches! and
doped~0.0023 mol % NaF according to the data of neutro
activation analysis; 0.03 and 1 mol % YF3 in the mix! GOI
samples~State Optical Institute, St. Petersburg! and nomi-
nally pure Harshaw Chemical Co. samples. The undo
© 1999 American Institute of Physics
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TABLE I. Prehistory of the CaF2 crystals.

Samples Exposure dose, Color of the samples CE of the AEs, logI0 /I
Gy (T5295 K) after irradiation (hn52.75 eV)

CaF2-1
CaF2-2
CaF2-3

J nominally pure

1.53104 Colorless 0.215
1.53104 Colorless 0.165
1.53103 Gray 0.240

CaF2 ~Harshaw! 1.53104 Colorless 0.170
CaF2– 0.0023 mol % NaF 1.53103 Bright blue 0.022
CaF2– 0.03 mol % YF3 1.53103 Gray 0.150
CaF2– 1.0 mol % YF3 1.53103 Dark 0.075
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samples were transparent to 125 nm and had no absor
bands caused by the presence of oxygen or lead impuri
the introduction of sodium and yttrium shifts the transm
sion limits into the visible region.21

The initial purity of the crystals was monitored as fo
lows: First, from the absence of stable coloration wh
electron-irradiated at room temperature with a dose
;105 Gy.22 The results are shown in Table I. Second, fro
the CE of the AEs, which is a function of temperature3,6,23

and impurity content.24 Quantitative estimates are made fro
the amplitudes of the optical density, measured at the t
the pulse ends, at the maximum of one of the AE absorp
bands.19 The stable absorption was not taken into accou
the samples were thermostatically controlled during irrad
tion. The results are shown in Table I. Radiation-stable G
samples, distinguished by the CE of the AEs, are design
as CaF2-1 and CaF2-2. The CE of the AEs is approximatel
identical in the CaF2-2 and Harshaw crystals. Since the da
on the prehistory of the latter are ambiguous,25 the radiation-
stable GOI samples of various batches were chosen as
main objects in studying the influence of the prehisto
~quenching!.

The samples were cleaved from one block. One of
parallel cleaved pieces was quenched, while the other se
as a standard. The thickness of the quenched samples
determined by the total range of the electrons (;300mm).
The samples were quenched in room-temperature water
liquid nitrogen to eliminate the hydrolysis reaction26 after
heating~about 7 min) at fixed temperatures (Tq), chosen ac-
cording to Refs. 14 and 16. The quenched samples ha
milky coloration, and no impurity-perturbed electron col
centers accumulated in them upon subsequent irradiatio26

This is evidence that the adsorption and diffusion of oxyg
from the ambient atmosphere has low efficiency. T
samples were prepared for the measurements as follows:
standard and quenched samples were mounted on a co
holder at room temperature and were cooled to 80 K i
vacuum of 0.13 Pa for 15 min.

The usual measurement systems were used,18 and the
electrons were normally incident on the sample. In the la
case, the absorption spectra were measured with spatial
lution (;10320mm). Measurements in polarized ligh
were made by means of a Glan–Thompson prism. The lu
nescence spectra were not corrected.
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2. EXPERIMENTAL RESULTS

2.1. Luminescence

Figure 1a shows the luminescence spectra of stand
CaF2-1 at 80 K, measured 10 ns~curve1! and 300 ns~curve
2! after the end of a pulse. The spectral-kinetic characte
tics @the quenching time (t1510 ns, t2'430ms) and the
spectral position of the maxima (l1'360 nm,
l2'280 nm) of the dominant bands# only qualitatively
agree with the known luminescence parameters of AEs

FIG. 1. Luminescence spectra of CaF2-1 crystals of various prehistories a
80 K, measured 10~1! and 300 ns~2! after the end of the electron pulse.~a!
is the initial sample,~b! and~c! are those quenched in liquid nitrogen from
295 K ~the spectrum was measured without preliminary heating! and 723 K,
respectively.
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CaF2.3,23 It follows from the data of Fig. 1a~curve 1! that
the spectrum of the fast component has a complex struc
A complex structure has recently been detected in the s
trum of the slow component of the luminescence of AEs
CaF2 .19 The luminescence spectra of the CaF2-1 samples
quenched in liquid nitrogen from 295 and 723 K are sho
in Figs. 1b and 1c. An analysis of the results makes it p
sible to establish the following regularities:~1! Quenching
from 295 K increases the intensity of the rapidly quench
luminescence selectively over the spectrum~see curves1 in
Figs. 1a and 1b!, whereas the intensity of the inertial com
ponent remains unchanged~see curves2 in Figs. 1a and 1b!.
~2! Quenching from high temperature changes the ratio
the intensities of the fast and slow components~curves1 and
2 in Fig. 1c!.

The resulting data serve as additional arguments in fa
of the different nature of the luminescence centers.23

2.2. Optical absorption

Figure 2 shows the transient absorption spectra at 8
measured 10 ns after the end of the pulse in CaF2-1 having
various prehistories. The relaxation of the optical density
the dominant bands in the standard and quenched samp
described by an exponential dependence with a time cons
of t'40ms, which agrees with the estimates of the AE lif
time in Ref. 27. The absorption in the UV region (;5 eV)
relaxes according to an exponential law with a time cons
of t<100 ns at 295 K.~A similar absorption is observed i
nonheat-treated SrF2 and BaF2 .20! As Tq is increased in the
CaF2-1 samples, the intensity of the short-lived absorpt

FIG. 2. Transient absorption spectra of CaF2-1 samples of various prehis
tories at 80 K, measured 10 ns after the end of the electron pulse.1—initial
sample,2–4—quenched in liquid nitrogen from 523, 773 and 1023 K, r
spectively. The inset shows the variation of the CE of AEs in CaF2-1 ~1!
and CaF2-2 ~2! crystals as a function of the increase ofTq . Measured at
2.75 eV and 80 K.
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increases~see curves1–3 in Fig. 2!. The increase of the tota
absorption and the change of the intensity ratio of the se
tive bands in quenched CaF2-1 ~see curves1–4 in Fig. 2! are
evidence both of an increase of the CE of the AEs and o
change in the AE distribution over configurations as a fu
tion of the distance between the components of a prim
pair. The spectral position of the maxima of the select
bands is shown in Fig. 2 in accordance with Ref. 19.

The variation of the CE of the AEs in CaF2-1 and
CaF2-2 with increasingTq is shown in the inset to Fig. 2
The contribution of the long-lived component (t@40ms) to
the total absorption at 2.75 eV increases, for example, fr
2% in the standard CaF2-1 to 10–15% in the CaF2-1
quenched fromTq51023 K, with the CE of the AEs no
being taken into account when making the estimate. It can
seen by comparing the data that the quenching of crystal
different batches has opposite effects: it can either incre
or decrease the CE of the AEs. The prehistory has a subs
tial influence on the creation not only of short-lived~see the
inset to Fig. 3! but also of long-lived defects~curves1 and2
in Fig. 3!. We shall discuss the possible causes of this bel

Curves2 and 3 in Fig. 4 show the transient absorptio
spectra of the CaF2-2 crystal, measured in perpendicular g
ometry with two microscopic zones that are identical in a
(;10320mm) and separated by about 225mm ~Fig. 4a!.
Regions of the crystal were chosen in this case in which
optical microinhomogeneities were clearly observed: Th
are easily visible from birefringence effects at local stre
fields in crossed polarizers and are usually interpreted28 as
the result of the clustering of dislocations in the cleava
planes. Curve1 represents the transient absorption spectru
measured from an area of about 3.75 mm2 in the same ge-
ometry. All the spectra were recorded from the entire de
of the electron range in the sample~about 300mm). The
variation of the CE of the AEs along an arbitrary coordina
is shown in Fig. 4a; the probing zone crossed the bound

FIG. 3. Steady-state optical absorption spectra of CaF2-1 ~1! and CaF2-2
~2! standard samples, measured at 80 K after isodose irradiation with a
dose of;23103 Gy. The inset shows segments of the total absorpt
spectra of CaF2-1 ~1! and CaF2-2 ~2! in the region of the electronic com
ponents of the AEs at 80 K, measured 10 ns after the end of the elec
pulse.
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of the blocks, whose position is schematically shown b
dashed line. The spatially inhomogeneous variation of
intensities of the selective bands assumes that the orig
structure of the CaF2 significantly affects the AE distribution
over configurations.

The transient absorption in fluorites is partial
polarized.20 Figure 5 shows the characteristic form of th
angular dependences of the optical densities, measure
CaF2-2 at 295 K at fixed wavelengths 10 ns after the end
the pulse. The electric field vector of the light wave w
rotated in the~110! and ~100! planes, parallel to which the
samples were cut. Even though the angular dependence
distorted by spectral overlap of the bands, the data of Fi
are direct evidence that a high but different degree of po
ization is present in the region of the electron componen
the AE absorption.

3. DISCUSSION OF THE RESULTS

3.1. Basis for choosing the defect-formation model

It has so far been assumed29 that the creation of AEs in
fluorites occurs in the intact lattice. Before beginning to co
struct a model of defect formation in the disturbed lattice
is necessary to establish the main criteria that it must sat

FIG. 4. ~b! Transient absorption spectra of a CaF2-2 crystal at 295 K, mea-
sured in perpendicular geometry 10 ns after the end of the electron p
1—from a surface of 3.75 mm2; 2, 3—from 10320-mm microscopic zones
identical in area, separated from each other by about 225mm ~a!. The
dashed line schematically shows the position of the boundary of the blo
a
e
al

in
f

are
5
r-
f

-
t
y.

3.1.1. Intrinsic defects

The concentration of residual impurities in radiatio
stable CaF2 does not exceed;1024 mol %.3 The AE con-
centration can be calculated from Smakula’s equati
according to the estimates of Ref. 6, it reach
;1017– 1018cm23 for the densities used in this work. There
fore, residual impurities cannot be responsible for t
changes in the CE of the AEs that take place with isod
irradiation of the standard~see Table I! and quenched
samples~Fig. 2!. The AE-creation process is insensitive
the impurity-disordering level~see Table I and also Ref. 24!.

3.1.2. The absence of free and associated vacancies

Thermal disordering of the anion sublattice can be
glected at the temperatures at which the CE of AEs w
estimated for CaF2 with various prehistories~see Table I and
Fig. 3!: An appreciable increase of the conductivity1,7 and of
the CE of F centers6 in nominally pure CaF2 is observed
above the Debye temperature (TD'510 K, Ref. 22!. The
associated defects should be excluded from considera
The mobility of the AFDs atT,TD exceeds by orders o
magnitude the mobility of the base cations or of the impur
ions;1,11 delocalization of the AFDs occurs whe
T,TD ,1,11,22 while their diffusion mechanisms are qualita
tively similar in nominally pure and doped fluorites;14,16

‘‘cold quenching’’ of CaF2 (Tq<TD) does not result in a
sharp increase of the CE ofF color centers~see curves1–3
in Fig. 2!.

3.1.3. Stoichiometric excess

An excess of anions in fluorites results in relaxation
the anion sublattice.9 Interstitial aggregation is caused by c
valent interaction between interstitials.10 The transition to a
superionic phase is associated with clustering proces
However, clusters can also form even at low temperatu
because of relaxation processes close to thermodynami
nonequilibrium defects.

Thus, a model of radiation disordering in a nomina
pure ~in terms of impurity content! crystal must be con-
structed on the assumption that it initially contains defe
and must include the most important features that charac
ize the thermal and impurity disordering of fluorites; the i
terstitials occupy positions that are not strictly at cube c
ters; their presence is accompanied by disordering of
anion sublattice; and there is a tendency toward clusterin

3.2. Defect-formation model

3.2.1. Clusters of the V : I:R type

Figure 6a schematically shows a cluster that can incl
one or two interstitials (I ) in the cavities of the anion cubes
If the interstitials are located in adjoining cubes, they occu
positions that are not strictly central and are oriented alon
^110& direction. Their presence causes the appearance o
laxed anions~R! that are displaced from their site position
into empty anion cubes alonĝ111& directions. Figure 6a
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FIG. 5. Angular dependences of the optical densi
measured in polarized light at fixed wavelength
10 ns after the end of an electron pulse of perpe
dicular geometry: a—2.55 eV, b—2.65 eV
c—2.95 eV, d—2.82 eV. The electric field vector o
the light wave was rotated in the~110! and ~100!
planes parallel to which the CaF2-2 samples were
cut.
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also shows two incipient vacancies (V). We assume that the
interstitial cation ~C! lies beyond the boundaries of th
cluster.

The breaking of the bond in aV–R pair during irradia-
tion by ionizing radiation can be represented as follow
Since, in a defect cluster, there is a barrier for recombina
of the interstitial with the vacancy,17 we can assume that th
fluorine atom formed during ionization of anR anion does
not occupy the position of the vacancy, but makes a jump
the opposite direction, with subsequent formation of a bo
with one of the nearest lattice anions. The localization of
electron at an anion vacancy causes the formation of aF
center, in the nearest neighborhood of which is located aH
center lying along â 111& direction. This mechanism o
forming an AE does not require preliminary autolocalizati
of a hole in the form of anX2

2 molecular ion with purely
covalent bonding. It is characteristic that the hole is distr
uted nonuniformly on the core of the AE.2 The process of
creating an AE occurs quickly, since the hole core does
complete complex combined motion during its formation.~In
SrF2 , this time does not exceed 500 fs at 295 K.29! It is easy
to note that the process of forming neutral AFDs stimula
by local charge transfer is, in essence, a modification of
:
n

in
d
n

-

ot

d
e

of the best-known mechanisms for creating AEs.2 In the case
of nonlocal charge transport, the model gives a good desc
tion of the formation of charged AFDs (a – I pairs!.

The V:I :R model does not exclude the formation of a
jacent pairs of neutral or charged AFDs, nor their combin
tion. A discussion of fast electron capture mechanisms w
the formation of F – I pairs in fluorites29,30 and low-
temperature formation of correlated pairs and triplets of
fects in AHCs31 can serve as examples. An important con
quence that follows from the breakdown of the additiv
condition should be emphasized. The low-energy transiti
in AE absorption in fluorites and AHCs qualitatively reca
the Rydberg series atP2 centers,3 although the multiplicity
of the states should be taken into account.32 The model
makes it possible to use the Pauli exclusion principle33 to
explain why the energies of the triplet transitions in AEs a
F2 centers coincide.32 Finally, the breakdown of the additiv
ity condition determines in the fluorites the predomina
photoinduced conversion of some AE configurations in
others,4 the sublinear dependence on the excitation dens6

and the irreversible breakdown of all the configurations w
selective optical pre-excitation.20
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3.2.2. The V : I:R:C cluster

TheV:I :R model~Fig. 6a! does not assume that the A
distribution function varies over configurations~Fig. 4!. On
the other hand,F centers but notF2 centers accumulate dur
ing low-temperature (T,77 K) irradiation in fluorites,22 and
it is necessary to take into account the tendency to cluster
in the same way that this is done, for example, with impur
disordering.1,9,10

Let us assume that theV:I :R clusters contain interstitia
cations, which, even with long irradiation with low-intensi
fluxes of ionizing radiation, as a consequence of Coulo
repulsion forces, will prevent spatial separation of theV–R
pairs, i.e., the formation of stable defects. However, th
presence does not exclude the creation of short-lived def
of the AE type, and this is observed with pulsed hig
intensity irradiation. Moreover, cations can stimulate bo
inverse annealing reactions~this apparently sharply alters th
kinetic characteristics of the AE absorption19,27!, and change
the type of configurations that are created; i.e., they can
vent the hole core of the AE from forming along the bo
diagonal of the anion cube. The latter must be reflected in
variation of the spectral and polarization characteristics
the AE absorption~see Fig. 5, as well as the data of Ref. 2!.

FIG. 6. Schematic representation ofV:I :R ~a! andV:I :R:C ~b! clusters in a
fluorite lattice. Interstitials (I ) are represented by small open circles a
relaxed anions (R) by small closed circles. The large open circle shows
interstitial cation (C), and the squares indicate anode vacancies (V). The
lattice ions are not shown. The numbers denote the lattice positions o
ions that can be occupied by a molecular ionX2

2 with the formation of the
corresponding AE configuration~the numbering corresponds to Ref. 5!.
g,

b

ir
ts
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e
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We assume that AEs are created in an ideal sublattice an
a sublattice that has been disturbed on the basis of the
posedV:I :R cluster model~Fig. 6a!. If geometrical factors5

are taken for the basis of the separation of an AE into
electron and a hole@in the makeup of a hole core, an F0.72

ion occupies a normal anion site, and an F0.32 ion is dis-
placed along the^111& axis by about 3.6 a.u. (1 a.u
50.0529 nm)], then, except for the configuration orient
along the body diagonal of the anion cube, the direction
the sp transitions for other configurations must not coinci
with the principal crystallographic directions.

The tightest configuration~an H center is formed at the
position of the site anion noted by number2 in Fig. 6a! is
regarded as the regular geometry of the AE:29 The difference
between the configurations is not noted in papers on the
tical detection of electron paramagnetic resonance~OD
EPR!, and it only introduces a positive contribution into th
value of parameterD,2,5 which is used in the spin Hamil
tonian to describe the deviation of the neighborhood of
AE from cubic symmetry. It is assumed in Ref. 19 that t
lifetime of a specific AE configuration depends on the spa
orientation of the hole core relative to the position of t
vacancy. Modified AE configurations created close to int
stitial cations can provide a positive contribution to para
eterD while maintaining agreement of the results of optic
and magnetic measurements concerning only the struct
and symmetries of the hole core of the AE, since the po
bilities of the OD EPR method are limited.19

3.2.3. Cluster complexes

Local stresses, clearly visible in polarized light, are e
dence that a certain ordering in the distribution of the init
defect content is present in the crystal. The high degree
polarization of the transient AE absorption~Fig. 5! indicates
an ordered distribution of the primary defects in the crys
Moreover, a direct connection is detected between the
history and the process of creating the primary defects:
CE of AEs increases close to the boundary of the blocks,
in the zone of increased mechanical stresses~Fig. 4!. An
analogous effect is observed in other crystals.20 Therefore, in
describing below the intrinsic disordering of fluorites, w
shall start from the qualitative analogy inherent in their th
mal and impurity disordering: There is a tendency at lo
temperatures to form cluster structures, whereas there
tendency at high temperatures to form clusters of la
extent.1,7–10,34Simultaneous thermal disordering of impuri
and intrinsic cluster complexes promotes the reduction of
temperature for the transition into the superionic state.8 Clus-
ter complexes in doped crystals34 and extended clusters i
nominally pure crystals7 are oriented along definite direc
tions.

When the V:I :R cluster was constructed, the wel
known10,17 cluster of type2:2:2 wasused as a prototype
TheV:I :R:C cluster is constructed arbitrarily: An interstitia
cation is added to one of the empty anion cubes. Differ
versions of the construction of both the clusters and of
complexes based on them are possible in principle. For
ample, a linear~crowd-ion! cluster can be formed with the

n-



e
nic
c

en
on
ite

r
f a

th
to

th
s
le
-

at

m
ely
lly

to
-

lly
lly
of
er

It
o
r

th
a

as
e
tu

is
o

o
he

ne
of
f

n an

ttice

402 Phys. Solid State 41 (3), March 1999 E. P. Chinkov and V. F. Shtan’ko
interstitial ions placed along any definite direction.~Qualita-
tively similar structures were proposed in Ref. 7 as one v
sion in describing thermal disordering in the superio
phase.! However, a stability problem arises in such stru
tures.

Let us assume that the principle of local charge comp
sation of the interstitial ions should be used during their c
struction. This principle is closely obeyed in doped fluor
crystals.9,10

Figure 6b shows a modifiedV:I :R:C-cluster model. It
should be pointed out that all those considerations that
lated to questions of radiation disordering on the basis o
arbitrarily constructed model~Fig. 6a! are valid for this. Ver-
sions of the construction of oriented cluster complexes in
fluorite lattice are shown in Fig. 7. Unlike clusters used
describe thermal disordering,1,7 our models do not contain
free anion vacancies. This makes it possible to explain
low conductivity of fluorites at room temperature and to a
sume a mechanism for thermally activating it: for examp
bond breaking in aV–R pair. This mechanism requires sig
nificant energy expenditure and must be implemented
rather high temperature~i.e., in thermally disordered
samples!. Actually, the irradiation of samples quenched fro
Tq>1000 K causes stable coloration that is qualitativ
similar to what appears with additive coloration of nomina
pure CaF2 .

Additional disordering of the anion sublattice similar
what occurs in doped samples1,9 will be observed in the near
boundary regions~between clusters and complexes!. It can
be understood from this why low-temperature (T,TD) dif-
fusion is described from a single viewpoint in nomina
pure and doped crystals: reorientation hopping of ‘‘loca
coupled’’ anions.16 Moreover, a change in the symmetry
the surroundings of an impurity can be observed at temp
tures~about 50 K, Ref. 35! at which not only diffusional but
also reorientational processes would seem to be frozen.
logical to assume that the local configuration instability
the impurity is also the consequence of defect-clustering p
cesses of intrinsic and impurity nature.

We assume that it is the reorientational hopping of
anions in the near-boundary regions between the clusters
their complexes that causes the output of the f
(t1510 ns, T580 K) component in the luminescenc
damping to change as a function of either the tempera
during irradiation of the standard CaF2 ,3,23 or Tq at fixed
irradiation temperature of the quenched samples~see Figs.
1a–1c!. It is assumed3,23 that the fast component in the CaF2

luminescence appears when electrons recombine with
lated Vk centers. However, the complex spectral content
this luminescence and its variation as a function ofTq ~Figs.
1a–1c! indicate that the clusters have a perturbing effect
the Vk centers. It is no accident that not only the CE of t
Vk centers13 but also their thermal stability12 changes in the
doped fluorites as the irradiation temperature increases.

References 3, 23, and 27 associate the slow compo
(t2'40 ms, T580 K) in the luminescence quenching
CaF2 with the radiative annihilation of AEs. The lifetime o
an AE is determined by the time an electron can spend o
anion vacancy; the radiative transition is allowed.19 An AE
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FIG. 7. Schematic representation of cluster complexes in a fluorite la
oriented along thê001& ~a! and^2101& directions~b!. The notation corre-
sponds to that used in Fig. 6.
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can be created in a damaged lattice as a result of the d
radiative separation of aV–R pair. Higher energy expendi
tures are necessary to thermally separate aV–R pair than for
reorientation hoppings of locally coupled anions. Therefo
by comparison with the fast component, the output of
slow luminescence component in CaF2 changes insignifi-
cantly with increasing irradiation temperature of the stand
samples3,23 or increasingTq at fixed irradiation temperatur
of the quenched samples~see Figs. 1a and 1b!.

Finally, we should dwell on the mechanism of pos
radiation AE formation with optical or thermal stimulation o
recombination of the type (Vk1e2).3,22 It is assumed tha
prolonged irradiation of fluorites at low temperatu
(,77 K) promotes the accumulation of correlated defec
since the Coulomb field of a hole next to a captured elect
is partially screened.3 However, no correlated stable defec
are formed in crystals with pre-radiation AFDs, since, wh
a vacancy and an interstitial are close to each other, the
no barrier against recombination.17

If the pre-radiation defects form clusters, the formati
of correlated defects can be represented as follows: W
radiation separation ofV–R pairs, the localization of an
electron on the resulting vacancy results in the formation
anF center, in the neighborhood of which aVk center stabi-
lized by an interstitial is formed. The presence of an inter
tial prevents not only spontaneous transfer of the bond of
Vk center and AE formation directly during irradiation b
also the recombination of free electrons with them; i.e., i
possible to form correlated pairs and triplets~type Vk ,I ,F)
of defects both in AHCs31 and in fluorites. The transfer of
bond with AE formation is possible in an excited state of t
Vk center, i.e., during recombination with optically or the
mally liberatedF electrons. The formation of AEs durin
activation of the motion ofVk centers occurs in a qualita
tively similar way in the case of uncorrelated pairs.

Depending on the growth conditions of nominally pu
crystals, various clusters and complexes based on them
be formed. It is evident that, when crystals with differe
prehistories are cold-quenched, reorientational and di
sional hopping of anions can produce different effects wh
the crystals are irradiated~Figs. 1–3!. The presence of ori-
ented cluster complexes makes it possible to qualitativ
explain the origin of local stresses and of spatial modulat
of the CE of various AE configurations~Fig. 4!, as well as
the high degree of polarization of the absorption~Fig. 5! in
the untreated samples.

In this paper, the authors have mainly adhered to co
monly used terminology, although it is quite obvious w
the classical theory of point defects is inapplicable for d
scribing not only impurity and thermal disordering
fluorites36 but also radiation disordering. The mesosco
~cluster! approach to describing the intrinsic disordering
actual crystals does not require the presence of a high
centration of thermodynamically nonequilibrium defects a
makes it possible to unambiguously explain the cause of
appearance of ferroelectric properties37 and superionic con-
ductivity in fluorites.
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This paper discusses the process by which a thermodynamically unstable impurity atmosphere
consisting of hydrogen atoms displaces an edge dislocation. Relationships are obtained
for the displacement force in the approximation of dilute solid solutions. The results of theoretical
analysis are used to explain the hydrogen embrittlement of nonhydride-forming metals.
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The results of numerous studies show that the hydro
embrittlement of metals is closely related to defects in
crystal structure.1–5 For hydride-forming metals, embrittle
ment in a hydrogen medium is associated with the forma
of hydride phases close to structural imperfections. If
metals do not form hydride phases, their embrittlement o
macroscopic scale shows up as the coalescence of disloc
microcracks with a major crack. In this case, an increase
the mobility of the edge dislocations is experimentally o
served in the presence of hydrogen.6,7 However, the physica
mechanism of this phenomenon is not quite clear. This pa
attempts to describe quantitatively how hydrogen atoms
fect the mobility increase of edge dislocations. The results
a theoretical analysis have been used to explain hydro
embrittlement of nonhydride-forming metals.

The physical mechanism of the mobility increase of ed
dislocations is based on the assumption that a thermo
namically unstable impurity atmosphere forms because
drogen electrostatically interacts with the compression
gion of an edge dislocation. Such an interaction occ
because hydrogen can occur in metals in an anion sta~a
proton and two bound electrons!.8 The positive charge of the
compression region of an edge dislocation results from
transition of electrons from the compression region to a t
sile region in accordance with the dilatation field of the ed
dislocation. Since the electrostatic interaction of the impu
atom with the edge dislocation in a number of cases exce
the elastic interaction due to the size effect by a factor of 2
3,2 impurity atmospheres made up of hydrogen atoms w
form predominantly on the extra plane of the edge dislo
tion. After the crystal attains electrical neutrality, the hydr
gen in octahedral or tetrahedral voids in the compress
region of the edge dislocation is in the atomic state. Its
havior is now determined purely by elastic interaction w
the edge dislocation. Since the solubility of hydrogen ato
in the compression region of an edge dislocation is low
than that in a tensile region, the existence of a thermo
namically unstable impurity atmosphere is energetically
favorable. The energy of the system can be reduced by
methods:~1! diffusional migration of hydrogen atoms from
the compression region to the tensile region of the edge
location,~2! displacement of the edge dislocation by the u
4041063-7834/99/41(3)/3/$15.00
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stable impurity atmosphere. The former usually occurs wh
the hydrogen atoms have high diffusional mobility. The la
ter characterizes lower temperatures and low mobility of
hydrogen atoms. It is interesting to point out that hydrog
embrittlement occurs right away at temperatures from2100
to 100 °C.

Let us consider the physical essence of the mobility
crease of edge dislocations in a hydrogen medium, using
elastic interaction of a dislocation with an unstable series
hydrogen atoms along a dislocation line over an extra pl
as an example~Fig. 1a!. Such an unstable system is forme
by the electrostatic interaction of hydrogen in the form of
anion with the positively charged compression region of
edge dislocation. When the dislocation moves a distancx
without changing the position of the hydrogen atom, the
ergy decrease of the dislocation–hydrogen-atom system~cal-
culated per atomic plane! is written

DW5
b~x/r 0!2

r 0@11~x/r 0!2#
,

whereb5
mb

3p

(11n)
(12n)

dv, m is the shear modulus,n is the

Poisson ratio,b is the modulus of Brewster’s vector of th
edge dislocation,r 0 is the radius of the dislocation core, an
dv is the volume change of the crystal when a hydrog
atom is introduced. Thus, for example, for transition meta
hydrogen atoms are located predominantly in tetrahe
sites. The corresponding size of the cavity for metals wit
bcc lattice isr 150.29R, where R is the ionic radius of a
solvent atom. ForR51.56 Å ~tungsten!, r 150.45 Å, while
the ionic radius of a hydrogen atom isr 250.50 Å. This
means that, when a hydrogen atom is inserted, since the
difference of voids and hydrogen atom, the volume of t
crystal changes bydv, and there is consequently an elas
interaction energy with the stress field of the edge dislo
tion. We should point out thatdv can be expressed in term
of the partial volumev̄ of the hydrogen impurities, i.e
dv5 v̄/NA , whereNA is Avogadro’s number. Thus, for ex
ample, for hydrogen atoms in iron,v is 2 cm3/mol. The cor-
responding displacement force of the edge dislocation by
© 1999 American Institute of Physics
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unstable series of hydrogen atoms~on an atomic plane! is
determined as the derivative of the energy decrease of
system with respect to displacementx

F52
]~DW!

]x
5

2b~x/r 0!

r 0
2@11~x/r 0!2#2

.

The graphical dependences ofDW andF are shown in Figs.
1b and 1c. The maximum displacement force forx5r 0 /A3
equalsFmax5(3A3b)/(8r 0

2). Without applying an externa
load, the system is found in a state of unstable equilibriu
i.e., F50 at x50. A slight displacement of the dislocatio
from this position is accompanied by the appearance o
displacement force. Thus, the presence of hydrogen at
over the extra plane of an edge dislocation decreases
activation energy of the formation of a double bend.9

The electrostatic interaction of hydrogen in the form
an anion with the positively charged compression region
an edge dislocation also causes a thermodynamically
stable impurity atmosphere to form in the neighborhood
the latter. Because of the electrical neutrality of the crys
the hydrogen in the impurity atmosphere is present in
atomic state. Since the radius of the octahedral and tetr
dral voids into which the hydrogen atoms are inserted~espe-
cially in the compression region above the dislocation! is less
than the radius of the hydrogen atom, the energy of
dislocation–impurity-atmosphere system is increased. As

FIG. 1. Interaction of an edge dislocation with a hydrogen atom.~a! Rela-
tive location of the hydrogen atom and the dislocation,~b! energy decrease
of the system as the dislocation moves,~c! displacement force of the edg
dislocation by hydrogen atoms.
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dislocation slips, the energy of the system decreases; i.e.
unstable impurity atmosphere displaces the edge disloca

To quantitatively describe the effect under considerati
we write the concentration distribution of hydrogen atoms
the neighborhood of the dislocation line in the form

C5C0 expS b sinu

kTr D
5C01

C0b sinu

kTr
1

C0

2 S b

kTD 2 sin2 u

r 2
,

and, for b/(kTr0),1, we restrict ourselves to the term o
the expansion that is linear inb

C2C05
C0b sinu

kTr
,

wherer andu are polar coordinates,C0 is the mean concen
tration of hydrogen atoms,k is Boltzmann’s constant, andT
is the absolute temperature. Below we write the energy
crease of the system when the dislocation moves by dista
x with no change of the position of the cloud of hydrog
atoms~per unit length of the dislocation line!

DW~x!

L
5E

r 0

`E
0

2p

b~C2C0!S sinu

r
2

sinw

r D r dr du,

r25r 21x222rx cosw, r sinw5r sinu.

It is assumed that the velocity of the dislocation is mu
larger than the diffusional redistribution rate of hydrog
atoms close to the dislocation line. After some simple tra
formations, we get

DW~x!

L
5

pC0b2

kT F12~x/r 0!2

2~x/r 0!2
1 lnS x

r 0
D G for x.r 0 ,

DW~x!

L
50 for x<r 0 .

Because of the logarithmic divergence of the express
DW(x)/L, the displacementx must not exceed the mean di
tance between dislocations.

The displacement force of the edge dislocation by a th
modynamically unstable impurity atmosphere made up
hydrogen atoms is determined by the derivative of the ene
decrease of the system with respect to displacementx ~per
unit length of the dislocation line!

F~x!

L
5

pC0b2

r 0kT
2F r 0

x
2S r 0

x D 3G for x.r 0 ,

F~x!

L
50 for x<r 0 .

The corresponding graphic dependences according to
equations forDW(x)/L and F(x)/L are shown in Figs. 2a
and 2b. In the region (0<r<r 0), there is no displacement o
the edge dislocation by the impurity atmosphere compo
of hydrogen atoms. This is because, for a continuum desc
tion of the distribution in the hydrogen atom concentratio
the region (r 0,r ,`) does not contribute to the displace
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ment force when the dislocation line moves inside the z
(0<r<r 0). This result is physically general and charact
istic of interactions that depend quadratically on the coo
nates. The maximumF(x)/L in the model used here i
reached atx5A3 r 0:

S F~x!

L D
max

5
2pC0b2

3A3 r 0kT
.

For the Fe–H system (m58.331010N/m2,
b52.48310210m, n50.28, kT510220J, r 052b,
C051027m23, and dv53310230m3), (F/L)max

5931029 N/m, while the corresponding displacement stre
is t5(F/Lb).0.373108 N/m2 ~37 MPa!. This result physi-
cally means that an additional stress acts at an edge dis
tion. On a macroscopic scale, this shows up as plasticizin
the material in a hydrogen medium. Naturally, such p
cesses occur most intensely in the neighborhood o

FIG. 2. Interaction of an edge dislocation with an unstable hydrogen at
sphere.~a! Energy change of the system as the dislocation moves,~b! dis-
placement force of the edge dislocation by an impurity atmosphere c
posed of hydrogen atoms.
e
-
i-

s

ca-
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crack vertex. This is because a crack vertex strongly conc
trates external stresses. Moreover, the pressure of mole
hydrogen substantially contributes to the stressed state
crack-shaped cavity. All this increases the mobility of ed
dislocations. Dislocation microcracks are formed in front
the accumulation of such dislocations at an obstacle~for ex-
ample, dislocation stoppers!. The latter coalesce with the
main crack, and this manifests itself as hydrogen embrit
ment of nonhydride-forming materials.

In conclusion, we should point out that the process
displacing an edge dislocation by a thermodynamically
stable impurity atmosphere has the same nature as the
cess of pinning structural imperfections by impuri
atoms.10,11 It should also be mentioned that dislocation m
bility is observed to increase in semiconductor crystals wh
they are doped with donor or acceptor impurities.12 Thermo-
dynamically unstable impurity atmospheres can be forme
this case because of the electrostatic interaction of the do
elements with various types of dislocations. These atm
spheres displace the dislocations, and this shows up
decrease of the activation energy of dislocation slip.
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Accumulation of dislocations and thermal strengthening of alloys having an L12
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This paper discusses the dislocation-accumulation mechanism in alloys having anL12

superstructure, which is associated with the formation of Kira–Wilsdorf barriers and the
retardation of superdislocations during plastic deformation. A model of the dislocation-
accumulation kinetics during plastic deformation is constructed, on the basis of which a
mathematical model is formulated for the thermal and deformation strengthening of single crystals
of alloys having theL12 superstructure. The results of numerical calculations based on the
model are compared with the experimentally observed regularities of the deformation and thermal
strengthening of single crystals of Ni3Ge. © 1999 American Institute of Physics.
@S1063-7834~99!01703-7#
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As a result of experimental studies of the mechani
properties and the dislocation structure of single crystals
the intermetallic compound Ni3Ge, we have established th
following characteristics of the temperature dependence
the yield point, the strengthening curves, and the evolution
the dislocation structure of this alloy:1–3

~1! The temperature dependence of the yield point
multistage, and the upward branch of this dependen
formed under conditions of octahedral slip, can be descri
as two-stage, with two activation energies.

~2! As the temperature increases, the strengthen
curves change shape from curves close to the strengthe
curves of the pure metals in the low-temperature region
parabolic curves convex upward in the high-temperature
gion. The rates of change of the strengthening curves,
the intensity of the increase of the yield point, increase w
temperature as one goes from multiple to single slip.

~3! The accumulation intensity of the dislocation dens
increases with temperature to a greater extent for single
than for multiple slip.

~4! Kira–Wilsdorf ~KW! barriers are intensely accumu
lated in the region of moderate temperatures~near room tem-
perature!. At higher temperatures, a process of displacem
of the KW barriers by dislocations blocked in arbitrary no
rectilinear configurations is observed, and the intensity of
accumulation of KW barriers decreases.

~5! The length of the KW barriers is proportional to th
distance between the dislocations of the ‘‘forest.’’

~6! In orientations close to the@111# angle of a stereo-
graphic triangle, a maximum in the temperature depende
of the yield point is observed in the high-temperature reg
under conditions in which the deformation occurs by cu
slip. The dislocation structure is formed in this case by ed
oriented blocked dislocations.

This collection of experimental data suggests that
processes of thermal hardening in alloys having anL12 su-
perstructure involve not only the mechanisms of block
4071063-7834/99/41(3)/6/$15.00
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screw dislocations caused by the formation of KW barrie
but also mechanisms associated with the climbing of e
dislocations when they interact with point defects.

This paper proposes a mathematical model of ther
hardening that takes into account the features of the for
tion of KW barriers in the presence of forest dislocations,
well as the interaction with point defects and its influence
the process of forming KW barriers. This model also d
scribes certain regularities in the formation of the dislocat
structure of yield and the strengthening curves in interme
lic compounds having anL12 superstructure.

1. THE LENGTH OF KIRA–WILSDORF BARRIERS

A superdislocation that crosses the dislocations of ot
slip systems, as it moves under the action of deform
stresses, acquires a complex configuration consisting of a
of dislocation segments pinned by interdislocation reactio
Let us consider a dislocation segment of screw orienta
located in the~111! plane and pinned at the ends at pointsA
andB in the field of shear stressest ~Fig. 1!.

Under the action of stresst, a free dislocation segmen
takes on the shape of an arc with a radius of curvat
R52Gb/t,4 where 2b is the modulus of Brewster’s vecto
of the superdislocation, andG is the shear modulus. Let th
dislocation segment change its configuration because of t
mal fluctuation: The guiding superparticle dislocation pas
into the~100! plane; i.e., it begins to form a KW barrier~the
initial stage of the thermal-fluctuation formation of KW ba
riers is discussed in detail in Refs. 5 and 6; here we pres
calculations of the activation energy of KW-barrier form
tion!. As a result, a new configuration appears, consisting
a straight segment of a superdislocation~lengthx), which is
the KW barrier, and of two arcs of radiusR, which are
superdislocations that remain in the~111! plane~Fig. 1!.

Let us determine the lengthx of the resulting barrier
from a consideration of the energy of the resulting dislo
© 1999 American Institute of Physics
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tion configuration, which can be written approximately as
sum of the energies of the KW barriers and of the segme
lying in the plane of the octahedron,

U5xUk1Us~AB1CD!, ~1!

whereUk is the energy per unit length of the KW barrie
andUs is the dislocation energy in the plane of the octah
dron. The meaning of the other quantities is clear from F
1. We recall that a configuration with a KW barrier has a
peared in a stress field, as a consequence of which part o
energy is acquired by the barrier at the expense of the w
done by the stress. Then the function whose minimum w
determine the linear sizex of the KW barrier takes the form

f~x!5Ukx1Us~AB1CD!14t~111!bS~x!2t~100!bxd,
~2!

whereS(x) is the area covered by segmentsAB and CD;
t (111) andt (100) are the stresses in the planes of the octa
dron and the cube, respectively; andd is the width of the
superdislocation in the plane of the cube.

Neglecting the splitting of the superparticle dislocation
we represent the energiesUk andUs as a sum of the energie
of the antiphase boundaries included between the supe
locations (U (1)), the elastic interaction energies of the sup
particle dislocations (U (2)), and the intrinsic energies of th
superdislocations (U (3)):

Uk5Uk
~1!1Uk

~2!1Uk
~3! , Us5Us

~1!1Us
~2!1Us

~3! . ~3!

In the calculation per unit dislocation length, it can be a
sumed that

Uk5z~100!r 12
Gb2

2p
ln

r 1

R0
12Gb2,

Us5z~111!r 22
Gb2

2p
ln

r 2

R0
12Gb2. ~4!

Here z (100) and z (111) are the energies of the antipha
boundaries~APBs! in planes~100! and ~111!, r 1 and r 2 are
the widths of the superdislocation, andR0 is the screening
radius of the elastic field of the dislocation. The width of t
superdislocation in the plane of the octahedron is determ
from the equilibrium condition of the tensile forces of th
APBs and the elastic repulsion forces of the superpart
dislocations7

r 25Gb2/2pz~111!. ~5!

FIG. 1. Diagram of the variation of the configuration of a dislocation s
ment when a Kira–Wilsdorf barrier is formed.
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In the case of a KW barrier, when determining its widt
it is also necessary to allow for the stress that acts in
plane, since one of the superparticle dislocations is pinne
the process of forming the barrier. Taking this circumstan
into account leads to the expression

r 25Gb2/2p~z~100!2t~100!b!. ~6!

Using the explicit form ofS(x), Eq. ~2! can be reduced to

f~x!54UsR sinY1Ukx2t~100!bdx22tbH @R

2AR22a2/4#
x

4
2

R2

2
„2 arcsinY12 sinY

2sin~arcsinY!12 sinZ2sin~2 arcsinZ!…J , ~7!

where

Y5
A~a2x!2/41~R1AR22a2/4!2

2R
,

Z5
Aa2/41~R1AR22a2/4!2

2R
.

Function f(x) has a minimum on the interva
xP@0,a#, whose position depends on the value
g5z (100) /z (111) and is determined by

df~x!

dx
50, ~8!

which determines the equilibrium length of the KW barri
as a function of the parameters included inf(x).

Without presenting the results of calculations using E
~8! for the parameters that characterize Ni3Ge
(G570 GPa, r51014 m22, b52.5310210 m,
t5175 MPa, z50.25 J/m2, R52Gb/t, a51/Ar),8 let us
consider their qualitative analysis.

Increasing the dislocation density increases the defo
ing stresses~it is assumed here thatt5aGbr1/2, a51),
which in turn increases the relative length of the barrier. T
change is not very great and does not exceed 10% as
dislocation density increases by an order of magnitude.

The variation of the stresses in the plane of the cube~it
was assumed thatt (100)5bt (111)) does not significantly
change the barrier length. Changing the value ofb from 0 to
1.5 changes the barrier length by a factor of 1.1. It should
pointed out, however, that, for large stressest (100) , it is pos-
sible to form short KW barriers (x/a'0.1) even with iden-
tical APB energies in the planes of the octahedron and
cube, and this is evidence that it is possible for barriers
appear with resplitting in the stress field of superdislocatio
in the planes of the octahedron.

The leading parameter that determines the barrier len
is the relative change of the APB energy during a transit
of the superdislocation into the plane of the cube~parameter
g5z (100) /z (111)), whose variation can produce extreme
significant changes of the barrier lengths, to the point wh
they disappear. For the parameters that characterize N3Ge

-
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(g'0.2), the barrier length is'0.7a, wherea is the dis-
tance between the points where the superdislocation seg
is pinned.

To further analyze the KW barriers, it is necessary
allow for at least two factors. The former is associated w
the fact that segmentsAB andCD during the formation of the
barrier acquire an orientation that approximates an edge
entation and consequently experience additional retarda
tF when these segments interact with point defects. T
equilibrium length in this case must be determined by fu
tion f* (x)5f(x)1tFS(x). The second factor is that, whe
a barrier is formed, the angle of attack changes at the sto
that pins the dislocation segment. If the angle exceeds a c
cal value, this breaks through the stopper and increases
length of the KW barrier.

Let us consider the first factor. Calculations~it was as-
sumed thatr51012 m22, t560 MPa,b51) of the depen-
dence of the relative length of the KW barrier on the fr
tional stress of the edge component of the dislocat
segment for various values of the APB energy showed
there is a significant dependence of the KW barrier length
the friction experienced by the edge component of the lo
~Fig. 2!. As soon as the friction exceeds the acting stress
25%, the formation of KW barriers becomes energetica
unfavorable for moderate APB energies (z'0.5 J/m2). At
high APB energies, higher frictional stresses are require
order to halt the barrier-formation process.

The dependence of the KW barrier length on the value
the friction experienced by the edge dislocations can h
the result that, as the temperature increases, despite th
crease of the probability of forming these barriers, their ov
all length will decrease as a consequence of the ‘‘displa
ment’’ of the edge components of the dislocation loop.

Let us consider the possibility that the inter-dislocati
reactions that pin the free segments of the dislocations
break down, taking into account the frictional forces of t
edge dislocation. We shall assume that the length of the
location barrier~for z50.2 J/m2) will take equilibrium val-
ues corresponding to the minimum of functionf* (x). On
this assumption, estimates of the variation of the angle
attack at the stoppers that pin a dislocation segment s

FIG. 2. Relative length of a Kira–Wilsdorf barrier vs friction stre
g50.2 ~1! and 0.5~2!.
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that the rupture stresses of a stopper vary in different w
when a KW barrier appears, depending on the critical an
of attack~i.e., the strength of the stopper!. In this case, little
sensitivity to the presence of a barrier is shown by the r
ture stresses of weak stoppers~whose critical angle of attack
is 2.8–3 rad! or very strong stoppers, which are overcome
the Orovan mechanism~and whose critical angles are clos
to zero!. The stress of overcoming stoppers of moder
strength can vary by 20–25%. In the presence of frict
(tF), the strength of the stoppers varies less, the larger
frictional stress.

The variation of the strength of the stoppers will ha
the effect that the KW barriers, when they appear, will not
held back by the nearest-neighbor stoppers; on the contr
by rupturing stoppers of moderate strength, they will
crease their length until they reach a high-strength stopp

It is possible, therefore, to assume that the mean len
of a KW barrier is proportional to the distance betwe
strong stoppers, which in the given case are high-stren
interdislocation reactions. Without loss of generality, we c
setL5vr21/2, whereL is the length of a KW barrier,r is
the dislocation density of the forest, andv is a constant of
proportionality. This assumption allows us to calculate t
intensity of the accumulation of dislocations, which is co
nected with the formation of KW barriers.

2. THE STRENGTH OF KIRA–WILSDORF BARRIERS. THEIR
CONTRIBUTION TO THE RESISTANCE TO THE MOTION
OF DISLOCATIONS

It is traditional to assume that KW barriers make a lar
contribution to the resistance to the motion of dislocatio
which reaches a limiting value oft'z/b, where z is the
APB energy. Such an opinion is associated, first of all, w
the fact that the dislocations are treated as point objects
this connection, the stress needed to break down a KW
rier equalsz/b, since dislocation motion requires that a
APB sweep through a~111! plane.9

In reality, a dislocation is not a point object and, ther
fore, may the mechanism of breaking down a KW barrier c
be different. Several versions are possible:~1! the KW bar-
rier is pinned at the ends by interdislocation reactions, wh
break down at a certain critical angle;~2! the KW barrier is
overcome by the Orovan mechanism. In the former case,
configuration shown in Fig. 3 appears. In this configuratio
x is the KW barrier length, andL(x) is the length of the
moveable dislocation segment. The question of the stren

FIG. 3. Diagram of the breakdown of a Kira–Wilsdorf barrier.ABDF is the
initial configuration of the Kira–Wilsdorf barrier (A and F are dislocation
reactions!; ABEG is the configuration that results from the breakdown
reactionF @G is a new stopper that prevents segmentL(x) from moving#.
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of the KW barrier in this case reduces to the question of
equilibrium of the dislocation configuration shown in Fig.
in a field of shear stressest. The problem reduces to findin
the minimum of the function

F~x!5xUk1L~x!Us2tbS~x!, ~9!

whereS(x) is the area covered by segmentL. The solution
of the problem shows that the KW barriers are broken do
by a stress whose value is close to the values
t'aGbr1/2 determined by the resistance of the dislocat
forest. Only barriers for which the parameterc>0 can be
maintained at higher stresses. Barriers pinned by strong
terdislocation reactions whose critical angle is close to z
are stable against the action of external stress. The KW
rier in this case can be overcome by the Orovan mechan
and the corresponding barrier strength will be determined
this stress.

Let us estimate the contribution that the barriers th
formed will make to the resistance to the motion of disloc
tions. In the first case, the contribution will be determined
the area of the barriers in the shear zone and by the en
differenceDU5Uk2Us .

As a result of thermal fluctuations, letN barriers per unit
area appear in the shear zone, which are then broken dow
the dislocation loop moves farther. The mean length of s
virtual barriers can be taken as approximately equal tor21/2,
i.e., equal to the length of a free segment of a dislocatio

The work of deformation performed by the extern
stress (tDa) equals the work put into broadening the disl
cation loops. Then

t5
dA

bDS
, ~10!

whereS is the mean area covered by a dislocation loop d
ing the formation of a shear zone, and

dA5dAs1dAr1dAF . ~11!

HereAs is the work put into breaking down the KW barrier
Ar is the work to overcome the dislocation forest, andAF is
the work of the frictional forces. The work put into breakin
down the KW barriers equals

dAs5NSr21/2DU, N5
nb

y

ws

l cs
2

expS 2
U

kTD , ~12!

wheren is the Debye frequency,ws is the fraction of screw
dislocations,l cs is the length of the section of the dislocatio
that experiences thermally activated recombination,U is the
activation energy for forming a KW barrier, andy is the
mean velocity of the dislocation. Then

dAs

dS
5ts>

nb

y

ws

l cs
2

DU expS 2
U

kTD .

In the limiting case (T→`),

expS 2
U

kTD51; ts
~max!>

nb

y

ws

l cs
2

DUr21/2.
e
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Let us estimatets from the following considerations
ws'0.5, y'100 m/sec,n51013 sec21, l cs51026 m.9 At
the yield point (r21/2'1026 m21, DU'73109 eV•m21,
ts

(max)'13.4 MPa), we get a value that is small even by co
parison with the contribution to the resistance to motion fro
the forest dislocations.

When a KW barrier is overcome by the Orovan mech
nism, the value ofDU is determined by the energy needed
form the dislocation that completes a dislocation dipole c
figuration. This energy can be assumed to be approxima
equal to Us'1.331011eV•m21, which, whents is com-
puted, givest'200 MPa. This overestimated result makes
possible to obtain the maximum valuets

(max) . It is smaller by
more than a factor of 2 than the quantityz/b and accordingly
significantly less than the experimentally observed value
the yield point in the temperature region of the anom
peak.

3. INTENSITY OF THE ACCUMULATION OF DISLOCATIONS
DETERMINED BY THE KIRA–WILSDORF MECHANISM

Let us consider the process of accumulating dislocati
during plastic deformation. We shall assume that plastic
formation is a consequence of the formation of sh
zones—regions of retarded shear. Letn dislocation shear-
forming loops be emitted during the operation of the dis
cation source, as a result of the broadening of which a sh
zone was formed. A certain structure is formed from t
dislocations when they stop moving. All the dislocations th
result from the appearance of a shear zone can be sepa
into two categories in this case: intrazone dislocations, wh
are always dipole structures~because of the conservation o
Brewster’s vector! so that, on the scale of the shear zon
they do not carry excess dislocation charge, and periph
dislocation clusters, which are retarded shear-forming dis
cations and, on the scale of the shear zone, do carry ex
charge. The density accumulations of these two types of
location obey different laws, since the density of the int
zone dislocations is proportional to the area of the sh
zone, while the density of the peripheral dislocations is p
portional to the length of its perimeter. Let a shear zone
formed as a result of the broadening of one dislocation lo
emitted by the source. A dislocation-density incrementDr i

then results from the increase in the number of both
peripheral and the internal dislocations. Calculated per u
volume, this is

Dr i5
G1D1LsG2D2

Vi
, ~13!

whereD is the mean diameter of the shear zone,G1 andG2

are factors that connect the perimeter and area of a s
zone of a given geometry,Ls is the mean length of the in
trazone dislocations arriving at unit area of the zone, andVi

is the volume of the crystal belonging to one shear zone
The value of the shear that results from the generation

one loop equalsDai5bDS, whereDS is the area covered by
a dislocation loop when a shear zone is formed (DS
>G2D22xd2, xd2 is the area limited by the intrazon
loops,d is the mean size of the loops that remain inside
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zone, andx is a geometrical factor!. Then, neglecting the
area of the intrazone loops (xd2!G2D2), we get

ai5bG2D2/Vi . ~14!

If ^D& represents the mean size of the shear-form
loops, the overall shear that appears during the broadenin
n loops will equal

Da5nDai5nG2^D&2, ~15!

and the change in dislocation density is

Dr5nDr i . ~16!

Taking this into account, we get the dislocatio
accumulation rate when a shear zone is formed:

Dr

Da
5

G1^D&

BG2^D&2
1

L

b

^D&2

^D&2
→

dr

da
5

G1

G2B^D&
1

Ls

b
. ~17!

It is shown in Ref. 10 that̂D&5
B

Gb

t

r
, whereB is a con-

stant of the material (B5180– 1000). Let us compute th
term that determines the accumulation of intrazone dislo
tions when the KW mechanism is active. To do this, let
take into account, first of all, the fact that, as we have sho
the KW barrier length is proportional to the distance betwe
the forest dislocations. The activation frequency of elem
tary recombination events of the screw sections of dislo
tions of lengthl cs , by analogy with Ref. 9, can be written a
gs5n (b/ l cs) exp(2Us/kT), where l cs is the length of the
dislocation section that is undergoing thermally activated
combination, andUs is the activation energy.

The number of dislocations formed per unit length in t
time that a dislocation moves in a shear zone (Dt5D/y) of
thermally activated recombined sections equals

K5Dtgs5
Dnb

2y l cs
exp~2Us /kT!, ~18!

wherey is the mean velocity of the dislocation in the she
zone, andD is the mean size of the shear zone.

The thermally activated recombination of a screw s
tion l cs , as shown above, is accompanied by the format
of a KW barrier of length;r21/2. Then, assuming that th
length of the dislocation remaining at the KW barrier
equal to 2r21/2, we get that dislocations whose overa
length equals

Ls5
nb

y

wsG1D2

l cs
2

r21/2exp~2Us /kT! ~19!

will be generated inside the shear zone because of the a
of the KW mechanism.

Using Eq.~18!, we get

Dr

Da
5

G1

G2Db
1

nwsG1

l cs
2 yG2

r21/2exp~2Us /kT!. ~20!

Recalling thatD5 Bt/ZGbr (Z is the number of acting
slip systems!,10 while t5tF1aGbr1/2, we get that
g
of

a-
s
n,
n
-
-

-

r

-
n

ion

dr

da
5C1

r

t
1C2a

e2Us /kT

t2tF
, ~21!

where

C15
G1ZGb

G2B
, and C25

nwsG1

l cs
2 yG2

Gb

can be taken as approximately temperature-independent
stants. Then Eq.~21! will describe the dislocation-
accumulation intensity at various temperatures.

Equation~21! is obtained on the assumption of multip
slip, i.e., on the assumption that the length of the free s
ment of a dislocation and the corresponding length of
KW barrier are proportional to the distance between dislo
tions, which varies during deformation.

In the case of single slip, it can be assumed in the i
alized case that the density of forest dislocations does
change with deformation, but remains equal to the init
dislocation densityr0 . Then, after obvious transformation
we get that

dr

da
5C1

r

t
1C2* exp~2Us /kT!, ~22!

whereC2* 5C2 /Gbr0 .

4. STRENGTHENING CURVES OF SINGLE CRYSTALS OF
ALLOYS HAVING AN L12 SUPERSTRUCTURE

We recall that the resistance to the motion of the dis
cations due to the dislocation forest is described in unifo
dislocation structures by

t5tF1aGbr1/2. ~23!

For alloys having anL12 superstructure, the values oftF

anda can be written as1

tF5t0
~1! exp~2U1 /kT!1t0

~2! exp~2U2 /kT!,

a5a02bT, ~24!

wheret0
(1) , t0

(2) , a0 , andb are constants that are indepe
dent of temperature, andU1 andU2 are the activation ener
gies of the self-blocking of the screw and edge compone
of superdislocation loops. It follows from Eq.~23! that

dt/da5 (aGb/2Ar) dr/da. We obtained the value of
dr

da
for multiple and single slip on the assumption that the o
dislocation-accumulation mechanism is the KW mechanis
However, as mentioned above, a substantial role in the
bilization of the KW barriers that appear when dislocatio
move through the dislocation forest is played by the mobi
of the edge components of the dislocations: Reducing
mobility of the edge components increases the numbe
such segments containing KW barriers that are surmoun
by the Orovan mechanism and consequently increases
density of dislocations remaining inside the zone. The re
tive fraction of straight configurations then decreases.
take this circumstance into account in the relationship t
describes the dislocation accumulation by supplementing
accumulation intensity by analogy with the KW mechanis
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considered above, recalling that the activation energy in
case is determined by diffusion mechanisms. Allowing
this, we get the systems of differential equations

5
dr

da
5C1

r

t
1

C2e2U1 /kT1C3e2U2 /kT

Gbrz
1/2

,

dt

da
5

aGb

2Ar
S C1

r

t
1

C2e2U1 /kT1C3e2U2 /kT

Gbrz
1/2 D ,

~25!

whererz5r is the current dislocation density in the case
multiple slip, andrz5r0 is the initial dislocation density in
the case of single slip.

Given the initial conditions a050 and t05tF

1aGbr0
1/2 @tF and a are determined from Eqs.~24!# and

having numerically solved the system of Eqs.~24! and~25!,
we get thet(a) andr(a) dependences, which can be com
pared with the experimentally observed dependences
Ni3Ge.1 The values of parametersC1 , C2 , are C3 are
needed to solve these systems of equations, and we d
mine them from the following considerations: We setC1

equal to the value characteristic of pure metals (C1

563104 Pa,9 a51.8– 1.831023 T, Ref. 8!, and we choose
C2 andC3 so that they best describe the deformation dep
dence of the dislocation-accumulation rate obtained exp
mentally for Ni3Ge in the @100# orientation at 523 K
(C25531016Pa•m22, C351023Pa•m22).8 We assume
G580 GPa,b52.5310210 m, andr051010 m22.

The activation energiesU1 and U2 and the pre-
exponential factorst0

(1) and t0
(2) in Eqs. ~24! we assume to

be equal to the values experimentally determined from
temperature dependences of the yield point for single c
tals of Ni3Ge in the @100# orientation: U150.01 eV,
U250.07 eV, t0

(1)5300 MPa, andt0
(2)5700 MPa.1 In or-

der to trace the effect of the orientation of the crystals, wh
is associated with the number of slip systems that are
forming the single crystals, we leave the parameters iden
here for both multiple and single slip. Let us compare
results of the calculations with the experimentally observ
regularities of the thermal and deformation strengthening
single crystals of Ni3Ge.

The results of numerically integrating the system of E
~25! are shown in Fig. 4b. Figure 4a shows for comparis
the experimentalt(«) curves. As follows from Fig. 4, the
system of Eqs.~25! reliably describes the experimentally o
served features of the variation of the deformation curves1–3

However, by attentively comparing the experimental a
calculated curves, a quantitative discrepancy is detecte
their features in the high-temperature region. Let us indic
possible ways to improve the agreement between the m
calculations and experiment.

The intensity of the dislocation accumulation is large
the high-temperature region, so that a density of ab
1015 m22 is already achieved at low deformations. With su
dislocation densities, it is obvious that dislocation annihi
tion must be allowed for even when the dislocations inL12

superstructures have low mobility. Another factor that m
be considered is that the activation energies depend on
is
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stresses and the orientation of the deformation axis, as
peatedly indicated by a number of authors.11

Despite the indicated difficulties of the phenomenolo
cal model represented by the system of Eqs.~25!, it can be
assumed that the analyses presented above reflect the
features of the formation of the dislocation structure and
thermal strengthening in alloys having anL12 superstruc-
ture.

1V. A. Starenchenko, Yu. V. Solov’eva, Yu. A. Abzaev, V. I. Nikolaev
V. V. Shpe�zman, and B. I. Smirnov, Fiz. Tverd. Tela38, 3050 ~1996!
@Phys. Solid State38, 1668~1996!#.

2Yu. A. Abzaev, V. A. Starenchenko, and N. A. Koneva, Izv. Vyss
Uchebn. Zaved. Fiz. No. 3, 65~1987!.

3V. A. Starenchenko, Yu. V. Solov’eva, Yu. A. Abzaev, E´ . V. Kozlov,
V. V. Shpe�zman, V. I. Nikolaev, and B. I. Smirnov, Fiz. Tverd. Tela40,
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1967; Atomizdat, Moscow, 1972!.
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Translated by W. J. Manthey

FIG. 4. Strengthening curves of single crystals of Ni3Ge, oriented for mul-
tiple and single slip.~a! and ~b! compression axis@100#, ~c! and ~d! com-
pression axis@139#, ~a! and~c! experimental data,~b! and~d! model calcu-
lations. The experimental temperatures~K! are 1—77, 2—100, 3—293,
4—423,5—523,6—673,7—893.
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Field-induced spin-reorientation transitions in magnetic superlattices with uniaxial
anisotropy and biquadratic exchange

A. K. Zvezdin
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Phase transitions induced by an external field are investigated in magnetic multilayer systems
with uniaxial anisotropy and biquadratic exchange. A magnetic field directed
perpendicular to the plane of the layers changes the effective anisotropy and exchange constants,
determining the orientation of the magnetization in the plane of the layers, and can give
rise to spin-reorientation transitions. All possible types of such transitions are investigated for the
case of uniaxial anisotropy, which differs substantially from the case of cubic anisotropy by
the different renormalization of the effective anisotropy constants. ©1999 American Institute of
Physics.@S1063-7834~99!01803-1#
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The change produced in the magnetization distribut
in magnetic multilayer structures by an external magne
field is now the object of intense investigation. This proble
is of interest not only because these materials have unu
physical properties but also because of the promising pra
cal applications of these materials in memory devices.

Let us consider a system of thin magnetic layers al
nating with layers of a nonmagnetic spacer. The magnet
tion distribution in such a system is determined by the co
bined effect of the exchange interaction between lay
through the nonmagnetic spacer, the anisotropy, and the
man interaction of the magnetic layers with the exter
field. In addition, these quantities generally have the sa
order of magnitude, which complicates the phase diagr
The leading term of the exchange interaction between la
has the form of the Heisenberg interactionJ1ni•ni 11, where
ni is a unit vector determining the magnetization orientat
in the i-the magnetic layer. The quantityJ1 depends on the
thickness of the spacer and the magnetic layer and
change sign as the spacer thickness increases.1–3 In the ab-
sence of an external field the Heisenberg exchange inte
tion between layers strives to orient the magnetizat
vectors in neighboring layers parallel~for J1,0) or antipar-
allel ~for J1.0). Thus, the Heisenberg interaction cann
explain the experimentally observed noncollinear orientat
of the magnetization in neighboring layers.4–7 To explain the
noncollinearity of the magnetization in neighboring laye
several mechanisms have been proposed for the
Heisenberg exchange between magnetic layers, but quan
tive agreement between the theory and experimental
has, for the present, not been attained.8,9 Ordinarily, the non-
Heisenberg exchange interaction between layers is re
sented in the form of a biquadratic exchange interact
4131063-7834/99/41(3)/3/$15.00
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J2(ni•ni 11)2,4,10–12 but other expressions have also be
used to describe the non-Heisenberg exchange interac
~see, for example, Ref. 13!.

Field-induced phase transitions under the action of
external magnetic field oriented perpendicular to the plane
the magnetic layers have been investigated previously
Refs. 14–16. However, in Ref. 14 anisotropy was complet
neglected, and in Refs. 15 and 16 only cubic anisotropy w
considered. Taking account of anisotropy is very importa
since in magnetic multilayers of the type Fe/Cr/Fe
Co/Cu/Co the anisotropy energy is of the same order of m
nitude as the exchange interaction energy between the la
Cubic anisotropy is a fourth-order anisotropy, while uniax
anisotropy is a second-order anisotropy. For this reason,
case of uniaxial anisotropy differs substantially from the ca
of cubic anisotropy and requires a separate analysis~for a
more detailed analysis, see below and the results present
Ref. 16 for cubic anisotropy!.

In the present paper external-field-induced phase tra
tions in magnetic superlattices with uniaxial anisotropy a
investigated theoretically. This case is similar to a magne
multilayer system of the type Fe/Cr/Fe~110!. In a zero ex-
ternal field the demagnetization energy prevents the mag
tization vector from tilting out of the plane of the layers. Th
orientation of the magnetization vectors in the plane of
layers is determined by the combined effect of the anisotr
and exchange fields. A magnetic field applied perpendicu
to the plane of the layers causes the magnetization vecto
tilt out of the plane of the layers and leads to renormalizat
of the effective anisotropy and exchange constants, wh
determine the orientation of the magnetization in the plane
the layers. Thus a magnetic field applied perpendicular to
© 1999 American Institute of Physics
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plane of the layers changes the magnetization in the plan
the layers. The case of uniaxial anisotropy differs from
case of cubic anisotropy by a different renormalization of
effective anisotropy constants.

1. PHASE DIAGRAM FOR ZERO EXTERNAL FIELD

Let us consider a multilayer system consisting ofN mag-
netic layers, alternating withN21 spacer layers, with anti
ferromagnetic interaction between the layers. For an infin
number of layersN@1 or a spin-valve structureN52 the
energy functional for the superlattice has the form of
functional for a two-sublattice magnet. It differs from a cla
sical antiferromagnet only by a term describing the biq
dratic interaction between layers. For definiteness, we
sume that thez axis is directed perpendicular to the plane
the layers, thex axis is directed along the easy axis in t
plane of the magnetic layers, and they axis completes the
system so as to form a right-handed triplet.

The energy functional for such a system can be rep
sented by

F5(
i 51

2 F2
1

2
k~ni

x!21
1

2
m~ni

z!22hni
zG

1
1

2
J1~n1•n2!1

1

2
J2~n1•n2!2, ~1!

whereJ1 is the Heisenberg exchange energy between lay
J2 is the biquadratic exchange energy between layers,k is
the uniaxial anisotropy energy, andh is the Zeeman energy
It is preferable to measure all of these quantities in units
the magnetic field.

It is convenient to switch from Cartesian coordinatesni

to polar coordinatesu i and w i , where the polar angleu i is
the angle between thez axis and the vectorni and the azi-
muthal anglew i is the angle between the projection ofni on
the xy plane and the easy axisx.

In a zero external field the high demagnetization ene
prevents the magnetization from tilting out of the planes
the layers. In this caseu15u25 const5p/2 and the expres
sion for the energy functional~1! has the form

F5
1

2
k (

i 51

2

sin2w i1
1

2
J1 cos~w12w2!

1
1

2
J2 cos2~w12w2!. ~2!

Minimizing this potential shows that only four phas
can satisfy the condition for a global minimum of the pote
tial ~2!. Two of these phases are collinear~ferromagnetic
phase I and antiferromagnetic phase II!, and the two others
are noncollinear canted phases, symmetrically oriented w
respect to the easy~phase III! or hard~phase IV! axis. The
stability conditions and the energy for each phase are
sented in Table I.

The phase diagram displayed in Fig. 1 can be c
structed on the basis of the data presented in Table I.
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2. FIELD-INDUCED SPIN-REORIENTATION TRANSITIONS

An external magnetic field applied perpendicular to t
plane of the magnetic layers causes the magnetization to
out of the plane of the layers. In this case the problem
minimizing the functional~1! becomes much more compl
cated and in the general case it has no exact analytic s
tion. However, in magnetic multilayers of the type Fe/Cr/
or Co/Cu/Co the demagnetization energy is an order of m
nitude larger than the anisotropy energy and the excha
interaction between the layers (m@J1 ,J2 ,k). Then the equa-
tions ]F/]u50 and]F/]u250 have the approximate solu
tion

u15u25cos21~h/m!. ~3!

Substituting the relations obtained into Eq.~1!, we obtain an
energy functional thatis similar to the functional~2!:

F5
1

2
k~h!(

i 51

2

sin2w i1
1

2
J1~h!cos~w12w2!

1
1

2
J2~h!cos2~w12w2!, ~4!

wherek(h),J1(h), andJ2(h) are now functions of the ex
ternal magnetic field and are determined by the expressi

J1~h!5S 12
h2

m2D S J112J2

h2

m2D ,

TABLE I. Phases minimizing the energy functional~2!.

Phase Stability condition Energy

I w15w250 k.J112J2 (J11J2)/2
II w150, w25p k1J1.2J2 (J22J1)/2
III

w152w25
1
2arccos

k2J1

2J2

J1,0, k,J112J2 4kJ22(k2J1)2

8J2

IV
w15p2w25

1
2arccos

k1J1

2J2

J1.0, k1J1,2J2 4kJ22(k1J1)2

8J2

FIG. 1. Phase diagram in the variablesJ2 /k andJ1 /k. The enumeration of
the phases corresponds to the notations used in Table I. The dashe
separates the region of possible spin-reorientation transitions.
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J2~h!5S 12
h2

m2D 2

, k~h!5kS 12
h2

m2D , ~5!

Therefore the equilibrium values forw1(h) and w2(h)
can be determined on the basis of the data presented in T
I, provided that the renormalized constants~5! are used in-
stead of k, J1, and J2. It follows from Eqs. ~5! that
J2(h)/2J1(h)→0 as h→m and uw1(h)2w2(h)u50, p at
h5m. If the equilibrium valuesw1(m) and w2(m) are dif-
ferent fromw1(0) andw2(0), then the applied external mag
netic field gives rise to spin-reorientation transitions ash
varies from 0 tom.

To investigate possible types of field-induced phase tr
sitions it is convenient to employ the phase diagram d
played in Fig. 1. The state of the system is determin
completely by the two quantitiesJ15J1(h)/k(h) and
J25J2(h)/k(h). It is easy to see from the expressions~5!
that the trajectoryJ2(J1) is a straight line

2J21J15~J1~0!12J2~0!!/k~0!.

The intersection of this straight line with the lines of pha
transitions in the phase diagram~see Fig. 1! shows the pos-
sibility of phase transitions induced by an external field. T
list of possible types of field-induced phase transitions a
the dependences on the initial values ofk, J1 , and J2 are
presented in Table II.

For a first-order phase transition, which occurs at
critical field h5h1 ~Table II!, the magnetization orientatio
in the even-numbered~or odd-numbered! layers changes by
p, while in all other layers it does not change. The change
the angle between the magnetization vectors in neighbo

TABLE II. Field-induced spin-reorientation transitions in magnetic mu
layers with uniaxial anisotropy.

Region Phase transitions

J112J2,0 No transitions
k.J112J2.0 First-order ath5h1

J112J2.k, J1,0 First-order ath5h1

and second-order ath5h2

k1J4.2J2 , J1.0 Second-order ath5h2

k1J1,2J2 , J1.0 No transitions

Note. h1 and h2 denote the following expressions for the critical field
h15mAuJ1u/2J2 andh25mA(2J22J12k)/4J2.
ble

-
-
d

e
d

e

n
g

layers is maximum if this transition is a transition from fe
romagnetic to antiferromagnetic ordering in the plane of
magnetic layers. This happens when the initial values of
parameters satisfy the relationsk.J112J2.0 andJ1,0. It
is easy to see that in this case the angle between the ma
tization vectors in neighboring layers changes abruptly fr
0 to cos21(uJ1u/J221). For small values ofuJ1u/J2 this angle
is close top. This case could be of great interest for practic
applications.

In summary, external-field-induced spin-reorientati
phase transitions in magnetic multilayers with uniaxial a
isotropy with the field directed perpendicular to the plane
the layers was investigated theoretically. It was shown t
the orientation of the magnetization vectors in the plane
the layers is determined by the effective anisotropy and
change constants, whose value is determined by the exte
field. Therefore an external field applied perpendicular to
plane of the layers changes the orientation of the magne
tion in the plane of the magnetic layers.
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Width of the ferromagnetic resonance line in highly dispersed powders
of crystalline and amorphous Co–P alloys
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The resonance characteristics~inhomogeneous FMR linewidthDH) in highly dispersed
(d50.1– 3mm) powders of crystalline and amorphous Co–P alloys are investigated as a
function of the composition, particle size, and atomic structure. It is established thatDH for
powders of amorphous Co–P alloys is two to three times larger thanDH for crystalline
Co–P powders. According to the investigations performed, this is caused by thermodynamically
stimulated segregation of nonmagnetic Co2P inclusions, apparently an effective relaxation
channel, in the amorphous state of Co–P powders. ©1999 American Institute of Physics.
@S1063-7834~99!01903-6#
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Ferromagnetic resonance~FMR! is widely used to inves-
tigate amorphous ferromagnetic alloys obtained by vari
methods in the form of thin films, foils, and coatings.1–4 The
magnetic properties of these materials~static, quasistatic, and
microwave characteristics! are largely determined by the
composition and structure.

In the last few years amorphous alloys have been
tained by different methods~see, for example, Ref. 5! in the
form of small particles: ultradispersed (d510– 100mm!,
highly dispersed (d50.1– 4mm), and dispersed
(d.5 mm).

Investigations have established that the magnetic pro
ties of small amorphous particles differ substantially fro
the analogous properties characterizing amorphous fi
foils, and coatings having the same composition.6

The present paper reports the results of an investiga
of the resonance characteristics~inhomogeneous widthDH
of the FMR line! in highly dispersed Co–P powders havin
different compositions, particle sizes, and structure. The
jective is to determine the differences and similarities of
dependences ofDH in Co–P alloys obtained by the sam
technological method in different morphological modific
tions ~powders, films!. Of special interest in this investiga
tion is to check the assumption advanced in Ref. 2 that
inhomogeneous FMR linewidthDH in amorphous alloys is
completely determined by the magnitudesHa of the local
anisotropy field in these alloys on microscopic scales.

1. EXPERIMENT

Highly dispersed powders of the alloys Co–P were o
tained by chemical deposition from water solutio
(T580 °C! of Co salts (CoSO4) using sodium hypophos
phite (NaH2PO2) as the reducing agent. Next, they we
washed in distilled water and acetone to passivate the sur
of the particles. The phosphorus concentration was de
mined by chemical analysis~to within 60.5 at. % P!. The
particle sizes were found by analyzing electron microgra
4161063-7834/99/41(3)/4/$15.00
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obtained in a JEM-100C electron microscope. Prewas
powder was sorted by a sedimentation method into six fr
tions differing by the average particle diameter~0.1, 0.3, 0.7,
1, 2, and 3mm!. The electron micrographs for each fractio
contained of the order of 200 particles, which made it p
sible to construct a histogram of the particle size distributi
determine the average particle diameter, and the stan
deviation.

Diffraction investigations~DRON-3 diffractometer! with
CuKa radiation was used to determine the atomic struct
of the powders of the Co–P alloys. The FMR linewidthDH
was measured on a standard E´ PA-2M spectrometer~fre-
quency 9.2 GHz!. The method developed in Ref. 7 was us
to calculate the local anisotropy field in the region where
magnetization approached saturation. The magnetiza
curveM (H) was measured with a vibrating magnetometer
the range of fields from 0 to 14 kOe.

2. RESULTS

Chemical analysis showed that the phosphorus conc
tration in the powders of Co–P alloys ranged from 4 to
at. %, depending on the technological conditions of
chemical deposition process~hypophosphate concentration
Ph of the solution!. The phosphorus concentration~x! in a
Co–P solid solution influenced the shape of the partic
formed. Morphological analysis of the electron micrograp
shows that Co1002xPx particles withx<9 at. % are predomi-
nantly hexahedral prisms and that forx>12 at. % the ideal
shape of the Co1002xPx particles is spherical. The results o
x-ray diffraction analysis agree with the morphological da
The typical x-ray diffraction patterns of powders with diffe
ent phosphorus content are presented in Fig. 1. Powder
Co–P alloys with phosphorus content less than 9 at. %
were characterized by x-ray diffraction patterns with a set
reflections attesting to a hexagonal close-packing~hcp! struc-
ture of the powder particles. The x-ray diffraction patterns
the powders Co1002xPx (x>12 at. %! contained one diffuse
© 1999 American Institute of Physics
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peak, centered neardhkl52.01 Å with width ;100 ~2u).
Such diffraction curves attest to an amorphous structure
the particles of these powders.~According to the x-ray dif-
fraction analysis, powders of Co–P alloys in the range fr
9 to 11 at. % P consisted of a mixture of crystalline~hcp! and
amorphous phases.! Co–P powders obtained with pho
phorus concentrationx.20 at. % ~eutectic region of the
melting diagram of Co–P! were also characterized by a cry
talline impurity. The x-ray diffraction data attest to the fo
mation, in this case, of the crystalline phosphide Co2P — for
27 at. % P the diffraction curve is mainly formed by refle
tions of this chemical compound.

The measurements of the FMR linewidth for the init
Co–P powders~not separated into size fractions! with differ-
ent phosphorus concentration are presented in Fig. 2a.
characteristic linewidthDH is 1.5–2 kOe for crystalline
powders and 4–5 kOe for amorphous powders. We note
the FMR linewidth of amorphous ferromagnetic alloys p
pared in the form of films, foils, and coatings, as a rule, d
not exceed several hundreds of oersteds~see, for example
Refs. 2 and 3!. Another difference of the concentration d
pendenceDH(x) in Co–P powders from the analogous co
centration dependencesDH(x) in Co–P films is the follow-
ing. The concentration phase transition ‘‘crystalline so
solution — amorphous state of the alloy’’ detected by x-r
diffraction analysis does not appear in the curveDH(at. % P!
in Co–P films;2 this transition does appear in the concent
tion dependenceDH(at. % P! in Co–P powders in the form
of an abrupt increase inDH by a factor of two or three nea
the critical concentrationxc510 at. % P.

Measurements of the magnetization curveM (H) for
Co–P powders showed that in the region where the mag

FIG. 1. Diffraction curves for powders of crystalline and amorphous all
Co–P with phosphorus concentrations of 4 at. % and 15 at. %.
of

he

at
-
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tization approaches saturation the high-field part of t
curve is described by the functionM (H)5M0(1
2DHa

2/H2). This latter property made it possible to dete
mine the concentration dependenceM0(x) of the saturation
magnetization and to calculate the local anisotropy fieldHa

characterizing the powder particles.~According to Ref. 7,
hereD 52/105 for cubic symmetry and 1/15 for hexagon
symmetry; for the crystalline phaseHa52K/M0 , whereK is
the magnetocrystallographic anisotropy constant.! It was
found that the values ofM0 decrease monotonically with
increasing phosphorus concentration in Co–P powd
However, here, in contrast to the linear functionsM0(x)
found in Refs. 7–9 for films and coatings of Co–P alloys
change in the gradient]M0 /]x from '37 G/at. % P to 45
G/at. % P is observed nearx5xc . The concentration depen
dence of the computed values of the local anisotropy fieldHa

for powders is presented in Fig. 2b. The local anisotro
field Ha obviously is sensitive to the concentration pha
transition of the crystalline solid solution Co–P into a
amorphous state: A jump-like decrease ofHa by a factor of
two is recorded nearx5xc . This latter behavior distin-
guishes the concentration variation ofHa(x) in Co–P pow-
ders from the analogous dependence measured previous
Co–P coatings.7

Measurement of the static and resonance characteri
of Co–P powder fractions sorted according to the aver
particle sized made it possible to study the effect of the siz
of the particles on their magnetic characteristics. It w
found that the functional dependence of the measured c
acteristics ond depends on the type of atomic structure of t
particles — crystalline or amorphous. Thus, the saturat

sFIG. 2. a — Concentration dependence of the linewidthDH for powders of
Co–P alloys, b — concentration dependence of the local anisotropy fieldHa

for powders of the alloys Co–P.
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magnetizationM0 of amorphous powders (11 at. % P,x
<20 at. % P! as a function of the particle sized in Co–P
powder remains constant within the experimental accur
of the measurements. For crystalline Co–P powders, h
ever,M0 decreases by 15% asd increases from 0.1 to 3mm.
The local anisotropy fieldHa ~Fig. 3a! increases linearly up
to d51mm (Ha changes by 35%! with increasing average
particle size in Co–P powder for crystalline particles a
then decreases by 40% asd increases to 3mm. For Co–P
powder particles with amorphous structure, the depende
Ha(d) ~Fig. 3a! is as follows: As the average particle siz
increases tod50.7mm, Ha decreases linearly~by 30–20%
depending on the P content in the powders! and asd in-
creases further,Ha increases~by 15–25%!.

The measurements of the FMR linewidthsDH(d) for
amorphous and crystalline Co–P powders are displaye
Fig. 3b. One can see that the particle-size dependence ofDH
is determined mainly by the structural state of the partic
For crystalline powdersDH(d) is a convex curve with a
maximum at d51 mm, while for amorphous powder
DH(d) is a concave curve with a minimum also atd51 mm.
We note that the relative deviation ofDH on the curves
DH(d) for crystalline particles is more pronounced than
amorphous particles.

3. DISCUSSION

The experimental curvesDH(x), Ha(x), and DH(d),
Ha(d) presented in Figs. 2 and 3 are of interest for tw

FIG. 3. a — Dependence of the local anisotropy fieldHa on the average
diameter of particles of Co–P powder: 1 — 4 at. % P,18 — 6 at. % P, 2 —
15 at. % P,28 — 18 at. % P. b — LinewidthDH versus the average diam
eter of particles of Co–P powder: 1 — 4 at. % P, 2 — 15 at. % P.
y
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reasons. One is the qualitative similarity of the dependen
DH(d) andHa(d) in both crystalline and amorphous stat
and the other is the substantially different — by the direct
of the jump inDH andHa nearx'xc — concentration de-
pendencesDH(x) andHa(x). The correlation of the curves
DH(d) andHa(d) agrees with the supposition advanced
Ref. 2 on the basis of the results of an experimental stud
the dependencesDH(x) andHa(x) in films and coatings of
Co–P alloys. Therefore, in powders of Co–P alloys the FM
linewidth can be represented as a sum of two contributio
DH(x,d)5DHu(x,d)1DH1,a(x,d), where DH1,a is the
contribution of the local anisotropy to the linewidth andDHu

is the contribution of some source that creates ‘‘relaxatio
channels, which is reflected in the increase of the FMR li
width and which predominates in the amorphous state of
powders.~See, for example, Ref. 10 for a detailed analysis
the possible sources of relaxation.! The origin of this source
is to be determined by analyzing the experimental res
presented. First, we shall study the phase diagram of C
powders and compare it with the phase diagram of films
coatings of Co–P alloys, which, apparently, are charac
ized by the inequalityDHu!DH1,a .

Films and coatings of Co–P alloys, obtained by chem
cal deposition, in the concentration range from 1 to 20 at
P are metastable solid solutions~substitution type!, as is in-
dicated by the linearity ofM0(x) observed in Refs. 7–9. Th
gradient ofM0(x) in this case is due to electronic mech
nisms of transport of thep electrons of P into thed band of
Co and does not depend on the type of structural orderin
the solid solution.11 Indeed, films and coatings of Co–P a
loys are characterized by a hexagonal close-packed struc
~hcp! in the concentration range 1–4 at. % P, face-cente
cubic structure~fcc! in the range 5–8 at. % P, and an amo
phous structure in the range 9–20 at. % P, but the crit
concentrationsxi ,c of these concentration phase transitio
were not manifested in the linear dependenceM0(x). We
note also the results obtained in Ref. 12, where the NM
method was used to show that short-range order in films
amorphous Co–P alloys is characterized by fcc symme
The latter fact served as a reason~as shown in Refs. 2 and 7!
why the transition fcc Co–P→ amorphous state in films, in
contrast to the transition hcp Co–P→ fcc Co–P, was not
manifested in the curvesDH(x) andHa(x).

The form of the phase diagram of powders of Co
alloys is qualitatively different — here there is no region
fcc crystalline states. The powders of Co–P alloys have
structure in the region 1–8 at. % P and amorphous struc
in the region 10–20 at. % P. Comparing the curveHa(x)
with the analogous curve for films,7 due to the jump-like
decrease ofHa near concentrationsx'xc , suggests that
short-range order in powders of amorphous Co–P all
~just as in films! is characterized by fcc symmetry. This su
position corresponds to the form of the diffraction curve
amorphous powders~Fig. 1!, which can be obtained by
broadening of the@111# line of the fcc lattice according to
the Debye–Scherrer equation. We note that according to
equation the broadening of the reflections of an hcp lat
will lead to an asymmetric diffraction curve, which is a
variance with the experimental curve presented in Fig.
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Therefore the concentration transition ‘‘hcp Co–
→ amorphous state’’ is accompanied by a decrease of
contributionDH1,a to the total FMR linewidth nearxc . The
latter signifies that the relaxation source due to which
contribution of DHu to DH(x) predominates is activate
near the concentration transitionxc .

The indication of the origin of this relaxation sourc
contains the above-discussed dependenceM0(x) for Co–P
powders, which is characterized by a change in the grad
of M0(x) nearxc . Since the electron transport mechanis
does not depend on the type of structural ordering of
solid solution,11 the increase atx'xc of the rate of decreas
of M0 with increasingx is initiated by an additional facto
which is realized in amorphous powders. Such a factor is
thermodynamically stimulated stratification of the supersa
rated solid solution Co–P into a less concentrated Co–P
lution and Co2P inclusions~precipitates!. This supposition
does not contradict the x-ray diffraction data which sh
that the Co2P inclusions first appear in the diffraction curv
~for x.20 at. % P! only if the inclusions are sufficiently
large. Just like nonmagnetic pores, Co2P inclusions strongly
influence the formation of the linewidthDHu from the mo-
ment of formation, while nonmagnetic pores have a ne
gible effect on the local anisotropyHa . We note that in the
Ref. 2, where a radical difference was observed between
temperature dependencesDH(T) andHa(T) for films of the
amorphous alloy Co87P13 in the temperature rangeT.300 °C
was observed, stratification of Co–P into Co and Co2P was
also invoked to explain the shape of these curves. In am
phous powders of Co–P alloys with an anomalously h
vacancy density~which is indicated indirectly by a change i
the morphology of the particles atxc , indicating a change in
the growth mechanism of the particles!, stratification effects
in the solid solution Co–P can occur at lower temperatu
~preparation temperature 80 °C! and P concentration
(x'10 at. %!.

In summary, our investigations established the follo
e
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ing. The resonance characteristics~inhomogeneous FMR
linewidth DH) of Co–P powders obtained by chemic
deposition are more than an order of magnitude larger t
the analogous characteristics of films and coatings of Co
alloys ~prepared by the same method!. The linewidthDH of
powders of the alloys Co–P with amorphous particles is t
to three times larger thanDH for Co–P powders of crystal
line particles. This is a result of stratification processes w
the precipitation of nonmagnetic Co2P formations in the
amorphous powders. For a constant concentration of n
magetic precipitates in the powder particles, the depende
of the linewidthDH on the average particle size correlat
with the analogous dependence of the local anisotropy fi
Ha .
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Studies of the surface magnetic state of the Sr–M hexagonal ferrites near the phase
transition at the Curie temperature

A. S. Kamzin and V. L. Rozenbaum

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted July 21, 1998; resubmitted August 20, 1998!
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A study is reported of the temperature dependences of the hyperfine~HF! interaction parameters
in a ;200-nm thick surface layer and in the bulk of macroscopic hexagonal ferrite crystals
of the Sr–M type~SrFe12O19 and SrFe10.2Al1.8O19). The method used for the measurements is
Mössbauer spectroscopy with simultaneous detection of gamma quanta, characteristic x-ray
emission, and electrons, which permits direct comparison of the HF parameters in the bulk and the
near-surface layers of a sample. As follows from the experimentally determined temperature
dependences of the effective magnetic fields, the fields at the nuclei of the iron ions located in a
;200-nm thick near-surface layer decrease with increasing temperature faster than those of
the ions in the bulk. The transition to paramagnetic state in a;200-nm thick surface layer was
found to occur 3° below the bulk Curie temperature. This offers the first experimental
evidence for the transition to paramagnetic state in a surface layer of macroscopic ferromagnets
to take place below the Curie temperatureTc for the bulk of the crystal. It has been
established that the transition temperatureTc (L) of a thin layer at a depthL from the surface of
a crystal increases as one moves away from the surface to reachTc at the inner boundary
of the surface layer called critical. In the vicinity ofTc one observes a nonuniform state, with the
crystal being magnetically ordered in the bulk but disordered on the surface. The experimental
data obtained were used to construct a phase diagram of surface and bulk states for
macroscopic magnets near the Curie~or Néel! temperature. ©1999 American Institute of
Physics.@S1063-7834~99!02003-1#
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The need of studying surface properties and the in
ence of such a ‘‘defect’’ as the surface on the magnetic ch
acteristics of the surface and near-surface crystal layers
been attracting an ever increasing interest of researc
starting in the 70’s. Such studies could be of significance
applications as well, because a surface exerts conside
effect on the properties of nanosized powders and films,
understanding the nature of these materials could, for
stance, pave the way toward tailoring their characteristic
our needs during the synthesis.

Of particular interest are surface processes accomp
ing such fundamental phenomena in the bulk of a crysta
phase transitions. The first theoretical descriptions of the
face properties of semi-infinite crystals introduced the c
cept of surface magnetic energy1 and showed that if this
energy is negative, the crystal surface can be magnetize
temperatures above the Curie point in the bulk, with
magnetization damping exponentially away from the surfa
Theoretical studies of the surface of antiferromagnetic cr
tals also predicted the existence of surface magnetism a
the Néel point.2 These publications1,2 were followed by at-
tempts to describe surface characteristics by practically
methods developed to investigate the properties of b
crystals.3–5 Such theoretical studies culminated in constru
tion of a phase diagram for states on the surface and in
bulk of a semi-infinite magnet in the vicinity of the Cur
point ~see, e.g., Ref. 5!. Figure 1 presents the phase diagra
4201063-7834/99/41(3)/6/$15.00
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of a magnet with respect to a phenomenological order
rameterq, which governs the surface energy and was fi
introduced1 when describing the specific features of the b
havior of a system on the surface. The notation of the ph
transition lines, namely, 1 — surface, 2 — ordinary, and 3 —
extraordinary, were first proposed in Ref. 6. As follows fro
a theoretical consideration, in an ordinary transition t
transformations in the bulk of the crystal and on its surfa
take place simultaneously. When theq parameter has the
opposite sign, the surface shows a tendency to magnetic
dering before magnetization sets in in the bulk.

Experimental studies of surface properties until recen
have been carried out either on fine-grained powder sam
~where the number of ions on the surface is enhanced
stantially compared to that in the bulk of crystallites!, or on
ultrathin films. Investigation of such objects provided su
port for the theoretical conclusions of the existence of m
netization on the surface of magnets at temperatures ab
the phase-transition point in the bulk of the sample. For
stance, magnetization was experimentally observed to e
on the surface of Cr, Co, Ni, Tb, and Gd above the tempe
ture of bulk magnetic ordering of these substances~see Refs.
3–5,7 and references therein!. At the same time experimenta
studies of the surface of macrocrystals in the vicinity of t
Curie ~Néel! point have been certainly lagging behin
theory. The reason for this lies in the lack of experimen
techniques which would permit one to probe a thin surfa
© 1999 American Institute of Physics
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layer and the bulk of a massive crystal and compare t
properties. In order to understand surface phenomena an
find how the effects on the surface are related to those in
bulk, one has to develop methods capable of probing
surface of a macrocrystal and the profile of variation of
properties in a near-surface layer and of comparing th
directly with those for the bulk.

A unique approach meeting the above requirement
the method of simultaneous Mo¨ssbauer spectroscopy wit
detection of gamma quanta, x rays, and electrons~SGXEMS!
proposed in Ref. 8 and described in Ref. 9. This method
used to establish experimentally that the surface of antife
magnet macrocrystals with weak ferromagnetism transfer

FIG. 1. Theoretical surface and bulk phase diagram for a ferromagnet
the Curie temperature.5 1 — surface phase transition line,2 — ordinary
phase transition line,3 — extraordinary phase transition line, VO —
magnetically-ordered bulk, SO — magnetically ordered surface, VD
magnetically disordered bulk, SD — magnetically disordered surface.
ir
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paramagnetic state below the Ne´el temperature.10–12 The
order-disorder transition temperature decreases smoo
within the surface layer of a ‘‘critical’’ thickness.10–12

Thus experimental evidence for the existence of surf
magnetism above the Curie point is in agreement with th
retical predictions.1–5 At the same time observations10–12of a
thin layer in paramagnetic state on the surface of mac
scopic antiferromagnetic crystals below the Ne´el temperature
is at odds with theoretical descriptions1–5 of surface magne-
tism. Indeed, the phase diagram in Fig. 1 shows that be
the Curie point the surface of a magnet can reside only in
ordered state. The reason for the disagreement betw
theory and our experiments consists possibly in that
former considered ferromagnets, whereas the experim
were carried out on antiferromagnets possessing a weak
romagnetism.

This work reports an experimental study of the behav
of the magnetic system of a thin surface layer and of the b
of macroscopic ferromagnetic crystals with temperature,
well as of the magnetic state of the surface in the vicinity
the phase transition at the Curie point.

We chose for the study single crystals of the hexago
ferrites SrFe12O19 ~the Sr–M type!, as well as ferrites of the
same structure with the Al diamagnetic ions substituted
part of the iron ions~the chemical formula SrFe10.2Al1.8O19).
The Sr–M–type ferrites have the hexagonal structure
magnetoplumbite.13 Below the Curie point,Tc5730 K, the
magnetic structure of SrFe12O19 is a collinear ferrimagnet
with a large anisotropy field, whose easy-magnetization a
coincides with the hexagonal or crystallographicc axis ~see,
e.g., Ref. 14 and references therein!.

The plates used for the measurements, 70 to 100mm
thick, were cut from single crystals synthesized from a m

ar
FIG. 2. Mössbauer spectra of SrFe12O19

obtained atT5300 K with detection of
~a! gamma rays and of~b! conversion
and Auger electrons.
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TABLE I. Room-temperature effective magnetic fieldsHeff , isomer shiftsd, and quadrupole splittingsDE for
SrFe12O19 ~the isomer shiftd determined relative toa Fe!.

Sublattice

Heff , kOe d, mm/s DE, mm/s

@g# @e# @g# @e# @g# @e#

12k 41361 41561 0.3660.01 0.3560.01 0.4060.02 0.4060.02
4 f 1 49861 49763 0.3260.01 0.3160.02 0.1860.02 0.2060.04
4 f 2 51962 52963 0.4460.01 0.4260.03 0.4460.02 0.4360.06
2a 51062 51667 0.3160.01 0.3060.06 0.1860.02 0.1860.12
2b 40564 400620 0.3760.02 0.3460.07 2.3760.04 2.2560.14
e

e-
or

f
se
u

ng
m

e

f a
r

e
3
r

-
-
n

ta
h

ct
n

-
r-
-

-
f
ve
ines
ccu-
ne

tic-
ber
di-
an-

are
HF

HF
an

cal
-
fifth

ing
tic
fts

ri-

c-
hed

en-
the

e-
solution. The crystallographic axisc was perpendicular to the
plate plane. The crystals intended for surface studies w
etched in orthophosphoric acid at;90 °C for one min. Pre-
vious experiments15,16 showed that this crystal treatment r
sults in a high quality surface while not creating any dist
tions in its structure.

The magnetic state of the surface and in the bulk o
crystal was studied by the SGXEMS method first propo
in Refs. 8,9. The SGXEMS method involves simultaneo
measurement of Mo¨ssbauer spectra with radiations havi
different mean free paths in the material, namely, gam
rays, characteristic x-ray emission, and secondary~conver-
sion and Auger! electrons, which carry information on th
properties of the bulk, surface layers a fewmm thick, and a
300-nm thick massive crystal, respectively. The energy o
electron escaping from a sample is the lower the deepe
the atom which has produced this electron, and therefor
order to study the properties of surface layers less than
nm thick by this method, the secondary electrons are ene
selected.17 This approach was realized in the form of a Mo¨ss-
bauer system.18 The motion of the source followed a trian
gular function in time. The linearity of motion was con
trolled both by a conventional negative-feedback circuit a
by a computer.18

The SGXEMS method was used to obtain experimen
spectra within a temperature range of 300 to 750 K. T
temperature was maintained to within60.1 K. Figure 2 pre-
sents a room-temperature gamma-ray and secondary ele
spectrum of SrFe12O19 measured with the gamma-photo
wave vector parallel to thec axis. Because Mo¨ssbauer spec
tra obtained with detection of x-ray radiation provide info
mation on a layer a fewmm thick and are similar to gamma
resonance spectra, they are not demonstrated to make
figure more revealing.
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Iron ions in type-M hexagonal ferrites occupy five in
equivalent sites, and therefore the Mo¨ssbauer spectrum o
this compound taken below the Curie point consists of fi
Zeeman sextuplets. Such a large number of spectral l
degrades substantially their resolution and, hence, the a
racy of HF parameter determination. To improve the li
resolution, the crystal cut was chosen so that the Mo¨ssbauer
gamma-ray wave vector is oriented parallel to the magne
moment orientation in the crystal. This reduces the num
of lines in the experimental spectrum, because the longitu
nal Zeeman effect suppresses the second and fifth Zeem
sextuplet lines. As evident from Fig. 2, the spectral lines
now well resolved. This permitted one to determine the
interaction parameters with a high enough accuracy.

The experimental spectra were used to compute the
parameters, and the intensities and widths of the Zeem
sextuplet lines. The improved accuracy of mathemati
treatment of the spectra was favored~besides the above
mentioned absence in the spectra of the second and
Zeeman-sextuplet lines! by the following factors: the differ-
ent numbers of magnetic bonds between iron ions occupy
inequivalent sites results in different effective magne
fields at the iron-ion nuclei, and quadrupole splitting shi
the sextuplet lines considerably from one another.

The HF interaction parameters calculated from expe
mental room-temperature Mo¨ssbauer spectra of SrFe12O19

and SrFe10.2Al1.8O19 are presented in Tables I and II, respe
tively. These data are in a good agreement with publis
results19–22.

Figure 3a,b presents, respectively, temperature dep
dences of the effective magnetic fields at the nuclei of
iron ions occupying sites 12k and 4f in SrFe12O19 and
SrFe10.2Al1.8O19. To make the plots more revealing, the d
TABLE II. Room-temperature effective magnetic fieldsHeff , isomer shiftsd, and quadrupole splittingsDE for
SrFe10.2Al1.8O19 ~the isomer shiftd determined relative toa Fe!.

Sublattice

Heff , kOe d, mm/s DE, mm/s

@g# @e# @g# @e# @g# @e#

12k 41561 41561 0.3660.01 0.3660.01 0.4260.02 0.4060.02
4 f 1 48262 48262 0.2960.02 0.2660.04 0.1860.04 0.1060.08
4 f 2 51862 51362 0.4460.02 0.3860.02 0.4060.04 0.2060.04
2a 51062 – 0.3160.02 – 0.1060.04 –
2b 40564 – 0.2960.02 – 2.2260.04 –
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pendences of the fields at the iron nuclei in the inequiva
2a and 2b sublattices are not shown.

The temperature of the transition to paramagnetic s
was determined by all methods used in Mo¨ssbauer spectros
copy, namely~1! The experimental spectra obtained near
phase transition were used to derive a spectrum with no Z
man splitting, where one observes only the quadrupole li
of the paramagnetic phase. The temperature at which
Zeeman lines disappeared was taken for the Curie point~2!
By temperature scanning, where the transition point is de
mined from the temperature dependence of the numbe
quanta detected with the gamma source moving with a c
stant velocity~or fixed!. In the latter case, as one approach
the transition point from low temperatures, the number
detected quanta, as seen from Fig. 3, increases. At the
sition, the curve reaches saturation, and the number of
tected quanta does not change with further increase of t
perature. The temperatures of transition to paramagnetic
determined by the above methods were found to coincid

As seen from Fig. 3, the effective fields at the iron-i
nuclei in the;200-nm thick surface layer of the crystal u
der study decrease with increasing temperature faster
those in the bulk of this crystal. In SrFe12O19 ~Fig. 3a!, the
effective magnetic fields at the nuclei of the bulk iron io
vanish at the Curie temperature of 731 K. It should be no
that the temperature dependences of the fields derived
gamma-resonance spectra are in a good agreement wit
data quoted by other authors~see, e.g., Ref. 23!. The effec-
tive magnetic fields obtained from the spectra of convers
and Auger electrons, i.e. the fields at the iron nuclei in
;200-nm thick surface layer, vanish at 728 K, i.e. thr
degrees below the Curie temperature.

In the case of SrFe10.2Al1.8O19 ~Fig. 3b!, the effective
magnetic fields at the bulk iron nuclei vanish at the Cu
temperature of 646 K. Hence aDx51.8 substitution of iron
ions in the compound reduces the Curie temperature
;100 K. This is in accord with Refs. 23,24 presenting t
Curie temperature as a function of Al content in the co
pound. The effective magnetic fields at the iron ion nucle
the ;200-nm thick surface layer vanish at 641 K. Hence
SrFe10.2Al1.8O19 the surface layer with a thickness o
;200 nm becomes paramagnetic at a temperature lowe
5 K than that in the bulk of the crystal.

A direct support for the transition of a surface layer
paramagnetic state occurring below the Curie point for
bulk comes from experimental Mo¨ssbauer spectra obtaine
with SrFe12O19 at 723 K and SrFe10.2Al1.8O19 at 639 K,
which are shown in Figs. 4 and 5, respectively. It should
pointed out that the spectra measured with gamma qu
~Figs. 4a and 5a! are similar to the gamma-resonance spec
obtained near the Curie point by other authors~see Ref. 14
and references therein!. A comparison of the spectra take
near the Curie temperature shows that the splitting of
Zeeman lines in the gamma-resonance spectra~Figs. 4a and
5a! is substantially larger than that in the spectra obtained
measuring conversion and Auger electrons~Figs. 4b and 5b!.
Hence the effective magnetic fields at the iron nuclei in
bulk of a sample are stronger than those in the surface la

An analysis of the experimental spectra shows that
t

te

e
e-
s

he

r-
of
n-
s
f
n-
e-
-

ate

an

d
m
the

n
e

y

-

by

e

e
ta
a

e

y

e
er.
e

transition of a massive ferromagnet to paramagnetic s
takes place in the following way. When the crystal is heat
the paramagnetic phase appears on its surface at tem
tures below the Curie point. The transition temperature o
thin layer at a depthL from the surface,Tc (L), increases
with distance from the surface to reach the bulk valueRc for
L*300 nm. As the temperature is raised still more, progr
sively deeper layers transfer apparently to the paramagn
phase. At the Curie point, thermal energy destroys magn
ordering throughout the remainder of the crystal.

As already mentioned, there is experimental eviden
~see Refs. 3–5,7 and references therein! indicating possible
existence of magnetization on the surface of a crystal with
magnetic ordering in the bulk of the sample. These res
correspond to the case of positive values of the phenome
logical order parameterq in the phase diagram of Fig. 1
which was derived from theoretical studies.

The experimental studies of antiferromagnets with we
ferromagnetism,10–12 as well as the experimental data o
tained in this work indicate that a surface can transfer
paramagnetic state at temperatures below the Ne´el or Curie
points as well. These data are at odds with the phase diag
based on theoretical considerations. Summing up the exp
mental results, one arrives at the phase diagram for the

FIG. 3. Temperature dependences of effective magnetic fields in~a!
SrFe12O19 and~b! SrFe10.2Al1.8O19 at iron ion nuclei occupying inequivalen
12k and 4f sites~1,2! in the bulk and~3,4! in a 200-nm thick surface layer
of the crystal, as well as the paramagnetic-line intensity of iron ions~5! in
the bulk and~6! in the surface layer.
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FIG. 4. Mössbauer spectra of SrFe12O19

obtained atT5723 K with detection of
~a! gamma quanta from the bulk of the
crystal and of~b! conversion and Auger
electrons from a;200-nm thick surface
layer.
ev
p
tu
-
th

or-
ng
ta is
f the

rch
face and bulk of a crystal near the Curie~Néel! temperature
displayed in Fig. 6.

Thus we have presented the first direct experimental
dence showing that a thin surface layer of a macrosco
ferrimagnetic crystal becomes paramagnetic at a tempera
below the Curie point for the bulk of the crystal. In a tem
perature region below the Curie point, one observes on
i-
ic
re

e

surface a nonuniform state, namely, a magnetically dis
dered surface layer, with the bulk of the crystal remaini
ordered. A phase diagram based on the experimental da
proposed, which describes the state of the surface and o
bulk of the crystal in the vicinity of the Curie~or Néel! point.

Support of the Russian Fund for Fundamental Resea
~Grant 98-02-18279! is gratefully acknowledged.
f
FIG. 5. Mössbauer spectra o
SrFe10.2Al1.8O19 obtained atT5639 K
with detection of~a! gamma quanta from
the bulk of the crystal and of~b! conver-
sion and Auger electrons from a
;200-nm thick surface layer.
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Contribution of carriers to optical conductivity spectra of lanthanum manganites
N. N. Loshkareva, Yu. P. Sukhorukov, V. E. Arkhipov, S. V. Okatov, S. V. Naumov, and
I. B. Smolyak
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To study the band structure and carriers in lanthanum manganites, measurements have been
made of the reflectance spectra of single crystals and polycrystals in the 0.04–1.6-eV range and of
the optical conductivitysopt calculated by the Kramers-Kronig method as functions of the
concentration and species of divalent ions in the paramagnetic~PM! and ferromagnetic~FM!
regions. The optical gap for single-crystal La0.9Sr0.1MnO3 is ;0.17 eV, and the polaron-
band energy is 0.12 eV. In the PM region,sopt spectra do not indicate a band-carrier contribution,
and conduction is dominated by polaron hopping and activation to the mobility edge. In the
FM region, the variation in thesopt and absorption spectra of La0.7Sr0.3MnO3 epitaxial films
indicate the appearance of band carriers and a red shift of the absorption edge. The two band-
carrier contributions, with weak and strong dependences on photon energy, are related to
conduction in the antiferromagnetic matrix and the ferromagnetic regions. ©1999
American Institute of Physics.@S1063-7834~99!02103-6#
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The interest in lanthanum manganites having perovs
structure stems from the giant magnetoresistance observ
these compounds and from its possible application po
tial.1,2 From among the large number of papers dealing w
their investigation, however, only a few were devoted to
optical properties, although optical methods are a powe
tool to probe the band structure and the conduction mec
nisms in a material.

Our earlier study of the reflectance spectra of polycr
talline La0.67Ba0.33MnO3 ~Ref. 3! and single-crystal
La12xSrxMnO3 (x50.1, 0.2, 0.3! ~Ref. 4! has led to the con-
clusion of the presence in these compounds of carriers of
types. For temperatures above the Curie point (Tc), conduc-
tion occurs by low-mobility carriers, and forT,Tc an addi-
tional conduction mechanism involving mobile band-ty
carriers sets in.

The transition from paramagnetic~PM! to ferromagnetic
~FM! state in weakly strontium-doped La0.9Sr0.1MnO3 single
crystals is accompanied by a red shift of the optic
absorption edge,4 which is typical of ferromagnetic semicon
ductors and is associated with the conduction-band split
caused by exchange interaction of band electrons with lo
ized spins. Within the 95,T,165 K interval, the shift was
found to be 0.16 eV, and application of an external magn
field increased the shift. When the temperature was
creased belowTc , the spectrum of optical conductivity
sopt, was observed to undergo rearrangement
La0.6Sr0.4MnO3 ~Ref. 5! and Nd0.7Sr0.3MnO3 ~Ref. 6! films.
These compositions exhibit an increase of the absorption
efficient and, hence, ofsopt for energies below 1.2 eV. A
peak was observed at;1.2 eV, which shifts to lower ener
gies ~the ‘‘red shift’’! as the system transfers to ferroma
4261063-7834/99/41(3)/7/$15.00
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netic state. The spectral behavior of a La0.825Sr0.175MnO3

single crystal with a lower strontium concentration observ
for T,Tc is somewhat different,7 namely, the increase o
optical conductivity in the low-energy domain is accomp
nied by a decrease of absorption in the region of the 1.5
band with a slight shift of the band maximum toward high
energies~the ‘‘blue shift’’!. A variety of different interpreta-
tions were proposed for the observed spectral rearran
ment.5–7 It is essential that all optical experiments evidenc
strong effect of magnetic ordering on optical properties, a
that the discrepancies among the data quoted by diffe
authors may be due to the concentrations of divalent i
being different.

The objective of this work was to study the variation
the energy spectrum and nature of carriers in lanthan
manganites with concentration of divalent ions (Sr21) and
with variation of the species of the divalent ion (Ca21, Ba21,
Sr21) for their fixed concentration (x;0.3). The objects
were single-crystal and polycrystalline samples, as well
epitaxial films, which would permit studying the effect of th
technique used to prepare a lanthanum manganite on its
tical property.

1. SAMPLES AND EXPERIMENTAL CONDITIONS

The optical properties of strongly absorbing materials
class to which lanthanum manganites belong, are usually
ferred from studies of reflectance spectra treated by
Kramers-Kronig method. This permits determining the op
cal conductivity and detailed information on the band stru
ture. We studied in this work the reflectance of single-crys
and polycrystalline lanthanum manganites and calculated
© 1999 American Institute of Physics
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TABLE I. Composition, electrical resistivityr at 293 K, Curie temperatureTc , and method of lanthanum
manganite preparation.

Composition r at 293 K,V•cm Tc , K Method

Single crystals Floating zone with radiation heating,4

La0.9Sr0.1MnO3 2 150
La0.8Sr0.2MnO3 4.531023 321
La0.7Sr0.3MnO3 831024 350

Polycrystals Solid-phase synthesis
LaMnO3 831021 190
La0.67Ca0.33MnO3 831022 220
La0.7Sr0.3MnO3 631023 352

Polycrystal 5.331022 327 Coprecipitation from solution,3

La0.67Ba0.33MnO3

Films Epitaxial growth on SrTiO3 substrate.
No. 1 La0.7Sr0.3MnO3 331021 196
No. 2 La0.7Sr0.3MnO3 131021 227
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optical conductivity from a Kramers-Kronig analysis. Th
data for the samples used are listed in Table I. The calcul
optical-conductivity and absorption spectra are compa
with absorption measurements on the epitaxial films p
pared in this work and with an absorption spectrum
single-crystal La0.9Sr0.1MnO3 obtained earlier4.

The reflectance spectraR of the single crystals and poly
crystals were measured within the 0.035–1.6-eV range,
the absorption spectra of the films, in the 0.09–2.2-eV in
val on an IKS-21 computerized spectrometer and
KSVU-12 setup.

The two films with a nominal composition
La0.7Sr0.3MnO3 studied by us differ in the substrate tempe
ture during the deposition, namely, 500 °C for film 1 a
600 °C for film 2. Following the deposition, the films we
annealed in an Ar–O2 plasma at 500 °C and 600 °C, respe
tively. X-ray diffraction analysis showed crystallization
film 1, unlike film 2, not to have been completed, making
a partially amorphized film. The film thickness was 90 n
The electrical resistivity of film 1 (Tc5196 K! within the
temperature region of 77–293 K follows a semiconduct
pattern ~with the resistivity decreasing by a factor twen
with increasing temperature!, while film 2 exhibits a metallic
behavior below the Curie temperature (Tc5227 K! and a
semiconducting one, aboveTc . The Curie temperatures o
the films are substantially lower than those of the single cr
tals and polycrystals of the same composition, whiler is
larger, which may be due to the films having been heav
defected.

2. RESULTS OF MEASUREMENTS

Figure 1 plots the reflectancevs wavelength for some
polycrystals and a La0.7Sr0.3MnO3 single crystal, whose pa
rameters are given in Table I. Reflection for waveleng
longer than 14mm ~0.09 eV! is due to the light coupling to
lattice vibrations. Light with wavelengths below 14mm in-
teracts with carriers, and interband transitions are initia
close to the short-wavelength edge of the range stud
(;1.5 eV!.
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The absorption spectra of the La0.9Sr0.1MnO3 single
crystal derived by Kramers-Kronig analysis from reflectan
spectra coincide with the measurements4 made directly on
this single crystal, which supports the validity of our trea
ment of the reflectance data.

The optical conductivity spectra of La12xSrxMnO3

single crystals (x50.1, 0.2, 0.3! exhibit below 0.09 eV pho-
non bands~see inset to Fig. 2!, which coincide in position
with the ones reported7 for a La0.825Sr0.175MnO3 single crys-
tal. The band at 0.12 eV is well resolved for thex50.1
composition with semiconducting behavior~inset in Fig. 2!.
The 0.12-eV band associated with localized carriers was
served earlier in the absorption spectra of this sample.4 At
E;0.17 eV, thex50.1 sample passes through a minimum
conductivity, after whichsopt rises up to the band maximum
at ;1.5 eV. Note that the position of the band maximum w
accurately determined only for La0.7Sr0.3MnO3 films dealt
with below ~Fig. 4!, whereas in other samples this positio

FIG. 1. Reflectance spectra of lanthanum-manganite single crystals~SC!
and polycrystals~PC!: 1 — LaMnO3 ~PC!, 2 — La0.67Ca0.33MnO3 ~PC!,
3 — La0.67Ba0.33MnO3 ~PC!, 4 — La0.7Sr0.3MnO3 ~SC!.
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FIG. 2. Optical conductivity spectra
of La12xSrxMnO3 single crystals:
1 — x50.1,T5293 K; 2 — x
50.2,T5340 K; 3 — x50.2,T
5293 K; 4 — x50.3,T5293 K.
The inset shows a fragment of th
optical conductivity spectrum of ax
50.1 single crystal in the low-
energy region.
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can vary within60.2 eV because of the error insopt deter-
mination at the high-energy boundary of the measurem
range. The shape of the spectrum warrants a conclusion
the minimum optical gap for thex50.1 sample is;0.17 eV.
Increasing the Sr ion concentration tox50.2 results in dis-
appearance of the gap in the PM temperature region and
weakening of the;1.5-eV band. In the FM region, the op
tical gap in thex50.2 and 0.3 samples undergoes fillin
As the x50.2 single crystal crosses over from the PM
FM region,sopt near the;1.5-eV band decreases~curves 2
and 3!.

Figure 3 illustrates the effect of La ion substitutio
nt
at

a

by various divalent ions (Ca21, Ba21, Sr21) for the
same nominal concentration (x>0.3) on optical conductivity
spectra of lanthanum manganites obtained at 293
One readily sees the optical conductivity spectra
single-crystal La0.7Sr0.3MnO3 ~Fig. 2! and polycrystalline
La0.67Ba0.33MnO3 and La0.7Sr0.3MnO3, which are ferromag-
netic at 293 K, to be similar. The low values ofsopt for
polycrystalline samples are the consequence of the comp
tively small reflectance~Fig. 1!. The optical conductivity
spectrum of polycrystalline LaMnO3 with the smallest opti-
cal gap ;0.13 eV resembles that of single-cryst
La0.9Sr0.1MnO3 ~Fig. 1!, while the spectrum of polycrystal
FIG. 3. Optical conductivity spectra of polycrystals:1 — LaMnO3, 2 — La0.67Ca0.33MnO3, 3 — La0.7Sr0.3MnO3, 4 — La0.67Ba0.33MnO3. The inset shows
inverse optical conductivity plotted vs squared light frequency for La0.67Ba0.33MnO3.
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FIG. 4. Absorption spectra of La0.7Sr0.3MnO3 films 1 ~curves1,2! and 2~curves3,4! obtained at two temperatures:1,3 — 293 K, and2,4 — 80 K. The inset
shows the temperature dependence of light intensity transmitted through film 1 for photon energy of 0.5 eV in a magnetic field of 1 T and without field.
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line La0.67Ca0.33MnO3 is similar to that of single-crysta
La0.8Sr0.2MnO3 in the PM region. Stoichiometric LaMnO3 is
known to be an antiferromagnet with a Ne´el temperature of
141 K.8 That the LaMnO3 sample studied is a ferromagn
indicates a deviation from stoichiometry~the presence o
Mn41 ions!.

As can be seen fromsopt (E) spectra, single-
crystal La0.7Sr0.3MnO3, and particularly polycrystalline
La0.67Ba0.33MnO3 and La0.7Sr0.3MnO3, exhibit a strong rise
in conductivity characteristic of free carriers in the region
ferromagnetic ordering near the phonon spectrum. The
part of dielectric permittivity «1 calculated from the
Kramers-Kronig relation for La12xSrxMnO3 single crystals
in the FM region vanishes at an energy of 0.173 eV for
x50.3 composition, and at 0.135 eV forx50.2. For lower
energies the free-carrier contribution becomes dominant.
absence in thesopt spectrum whenx50.2 of a noticeable
contribution from free carriers is due to its being in the
gion of the phonon spectrum.

The absorption spectra of films 1 and 2 measured a
and 293 K are displayed in Fig. 4. They are in agreem
with the spectral response ofsopt for single crystals~Fig. 1!.
The spectrum of film 1~a partly amorphized one!, which
exhibits a temperature dependence of electrical resisti
characteristic of semiconductors throughout the tempera
range studied, resembles that of the La0.9Sr0.1MnO3 single
crystal. The minimum optical gap for film 1 is;0.2 eV.
When cooled belowTc ~curve 2!, the fundamental absorptio
edge of this film shifts toward lower energies, i.e. exhib
the so-called red shift of the absorption edge characteristi
magnetic semiconductors9. It is such a behavior of the spec
trum that we observed for a weakly doped La0.9Sr0.1MnO3
f
al

e

he

-

0
nt

ty
re

of

single crystal, whose resistivity followed the semiconducti
pattern throughout the temperature region covered, ex
for a narrow interval nearTc where an anomaly was seen
the temperature dependence of the resistivity.4 As evident
from the absorption spectra of film 2~curves 3 and 4! which
exhibits a metallic behavior of resistivity in the FM regio
the absorption at the low-energy band edge and near
phonon spectrum increases strongly as one crosses ove
the FM region. As a result of this rise in absorption, the ba
maximum at 1.5 eV is found shifted toward lower energie

The inset to Fig. 4 shows the effect of a magnetic fie
on absorption in film 1. As the temperature decreases,
transmitted light intensity measured at a photon energy
0.5 eV first starts to increase, which reflects the conventio
blue shift of the band, only to fall off slightly above th
Curie temperature (Tc5196 K!, thus indicating a red shift
Magnetic field enhances this decrease, i.e. amplifies the
shift. While in the La0.9Sr0.1MnO3 single crystal the increas
in absorption observed in a magnetic field of 1 T and at a
photon energy of 0.5 eV and temperature of 80 K was fou
to be 30%, for film 1 it was 12%. For film 2, the magneti
field-induced change in absorption turned out to be one
that for film 1.

3. DISCUSSION OF RESULTS

Within the 0.04–1.60-eV spectral region, the optic
conductivity of the lanthanum manganites studied exhib
the following common features: a phonon spectrum bel
0.09 eV, an absorption band at;1.5 eV with a tailing low-
energy edge, a minimum optical gap,0.2 eV for undoped



to

e

d-

iti

ra

u

-
to
kl
d
he
es

V

n

m
a

on

ns
in
re

op
-

en

th
o

n
-

e

-
ed

lity
vi-

of

tes
The

-

uld
f
ia-
ble
tal-

e
ga-

-
ion
tes

tion
op-
ve
lent-
the

vel,
tra

the
m-
nted

re-
nd

r

in

K

rgy

ed
-

gy

430 Phys. Solid State 41 (3), March 1999 Loshkareva et al.
and weakly doped LaMnO3, and the filling of this gap for
heavily doped lanthanum manganites in the FM region.

The width of the optical gap observed by us in nons
ichiometric polycrystalline LaMnO3 (;0.13 eV! and in a
weakly doped single crystal (;0.17 eV! is in accord with the
calculated electronic structure of LaMnO3,10 which yields
;0.2 eV for the minimum width of the gap. Most of th
available band-structure calculations,10,11 as well as the ex-
perimental optical spectra of LaMnO3 and CaMnO3,12 sug-
gest that the lowest-in-energy charge-transfer transition
LaMnO3 is the indirect transition from a filledeg↑

1 to an
empty eg↑

2 state, where theeg
1 and eg

2 states belong to the
Jahn-Teller-spliteg band of Mn31 ions. While such an
electric-dipoled-d transition is made possible by the hybri
ization of theeg states of Mn with 2p states of oxygen, its
intensity, however, is considerably lower than that of thep-d
transitions observed to occur at higher energies. The pos
of the maximum in the absorption band~optical conductiv-
ity! corresponds to the distance between the centers of g
ity of the eg

1 andeg
2 states and for LaMnO3 was calculated12

to be 1.5 eV. The experimental data on the band maxim
position and on the minimum optical gap for LaMnO3 ex-
hibit a considerable scatter,12,13apparently because of differ
ent deviations from stoichiometry. It appears difficult
identify the optical gap observed in undoped and wea
doped LaMnO3 with a transition between states correspon
ing to particular points in the Brillouin zone. In this sense t
gap in thesopt spectrum is actually the difference in energi
between two levels,eg

1 andeg
2 , of a finite width and can be

identified with the transport gap.
No optical gap is observed in compositions withx

>0.2, andsopt was found to vary noticeably near the 1.5-e
band. This behavior ofsopt can be attributed to the following
reasons:

~i! A broadening of the localized-state region at the ba
edges;

~ii ! A rearrangement of the optical transition syste
caused by the doping-induced rearrangement of the b
structure. A comparison of the spectra obtained12 for
LaMnO3 and CaMnO3 suggests that the formation of asopt

spectrum in solid solutions should be affected by the str
transition from O2p to the emptyeg band of Mn41 ions.
This conjecture derives from the observation that the inte
sopt band at 3.07 eV corresponding to this transition
CaMnO3 ~nearly all manganese ions in this transition a
quadrivalent! produces in the spectral range under study
tical conductivity tails which practically do not differ in in
tensity from the LaMnO3 spectrum;

~iii ! Band carriers contribute to intensity rearrangem
in the spectrum.

On the whole, it may be considered established that
1.5-eV absorption band and its low-energy edge derive fr
transitions involving the states of the Mn31 and Mn41 ions
and from a carrier contribution.

The optical conductivity band at 0.12 eV i
La0.9Sr0.1MnO3 ~see inset in Fig. 2! was observed by us di
rectly in the absorption spectra of this crystal4 and of other
lanthanum manganites.14 Similar medium-infrared bands ar
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observed in the spectra of various 3d oxides, including those
with perovskite structure, for instance, of HTSC com
pounds,15 where they are assigned to polarons, i.e. localiz
carriers. In some oxides, for example, CuO, the low-mobi
conduction is totally determined by polarons, which is e
denced, in particular, by the fact that the activation energy
resistance,Ea , is equal to the sum of that of mobility,Eu ,
and of the polaron binding energyEp derived fromsopt spec-
tra: Ea5Eu1Ep ~Ref. 16!.

Conduction in the PM region of lanthanum mangani
is apparently not dominated by the polaron mechanism.
energy position of the band,Emax50.12 eV, determines the
activation energy of the polaron mobility,Emax54Eu , Eu

50.03 eV. The polaron binding energyEp52Eu50.06 eV.
The sumEu1Ep50.09 eV differs considerably from the ac
tivation energy of static conduction for this sample~0.2 eV!.
For high temperatures~in the PM region!, the mechanism
associated with carrier excitation to the mobility edge co
be a more likely activated process.17 Note that the concept o
mobility edge motion with temperature which causes var
tion of the number of carriers in delocalized states is capa
of interpreting satisfactorily such phenomena as the me
insulator~MI ! transition belowTc and specific features of th
Hall effect and magnetoresistance in lanthanum man
nites.14,18

As follows from sopt spectra, band carriers do not pro
vide a noticeable contribution in the PM temperature reg
in single-crystal and polycrystalline lanthanum mangani
even in low-resistivity samples (r;631023 V•cm!, pro-
vided the activated variation ofr (T) is weak enough, i.e. in
La0.8Sr0.2MnO3 and La0.67Ca0.33MnO3 ~Figs. 2 and 3!. One
may conclude that in the PM temperature region conduc
occurs by localized carriers, apparently both by polaron h
ping and by activation to the mobility edge, with the relati
significance of each process being dependent on the diva
ion concentration. As the temperature is decreased below
Curie point, where the mobility edge crosses the Fermi le
the MI transition sets in, and the optical conductivity spec
exhibit a strong rise of the band-carrier contribution~Figs.
2–4!. That the change of the conduction mechanisms at
MI transition occurs abruptly is evidenced also by the te
perature dependence of the reflectance, which is prese
for single-crystal La0.8Sr0.2MnO3 in Ref. 4. Estimates of the
relaxation timet made for single-crystal La0.8Sr0.2MnO3 by
fitting the experimental reflectance spectrum in the FM
gion to calculations performed for a simple one-carrier ba
yield 3310216 s. Assumingm* /m051, we obtain for the
carrier mobility 0.5 cm2V21 s21. These parameters argue fo
a narrow valence band of lanthanum manganites.

To reveal the nature of the band carrier spectrum
single-crystal La0.8Sr0.2MnO3, thesopt spectrum taken at 340
K ~PM region! was subtracted from that measured at 293
~FM region!. The difference thus obtained,Dsopt, indicates
that the carrier contribution depends only weakly on ene
~Fig. 5!.

A similar spectrum subtraction procedure was perform
for film 2 (La0.7Sr0.3MnO3). The difference between absorp
tion spectra 4 and 3 obtained at 80 K~FM! and 239 K~PM!,
accordingly, is likewise only weakly dependent on ener
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within a broad energy range. For energies less than;0.3 eV,
however, a strong increase ofDK was found, which is simi-
lar to the one observed insopt spectra of heavily doped lan
thanum manganites withx50.3 ~Figs. 2 and 3! and is appar-
ently due to free carriers.

One can thus conclude thatsopt spectra obtained in the
FM region exhibit two band-carrier contributions differing
the sopt (E) dependence. Consider the contribution whi
depends weakly on energy and is probably associated
low-mobility band carriers. For smallt, one should take into
account both terms in the denominator of the expression
high-frequency conductivitysopt5s0 /(11v2t2), wheres0

is the static conductivity. Forv2t2,1, a condition which is
met in our case fort53310216 s ~from reflectance data!,
sopt does indeed depend only weakly on energy, beca
within the 0.2–0.5-eV interval the value of 1/(11v2t2) de-
creases by only 5%.

The second contribution, which depends strongly on
ergy, originates probably from mobile~free! band carriers.
The plasma frequency for La12xSrxMnO3 single crystals
with x50.2 and 0.3 in the FM region can be estimated fro
the energies at which the equality«150 is upheld. This ap-
proach yields 2.131014 s21 for x50.2 and 2.631014 s21 for
x50.3. Assuming the hole effective massm* /m051, the
plasma frequency can be used to estimate the free ca
concentration. Such estimates yield a concentration of
31020 cm23 for thex50.2 composition and 0.931020 cm23

for x50.3. Note that the free carrier concentration is low
by 1.5 orders of magnitude than the concentration extract18

from Hall effect data for polycrystalline La0.67Ba0.33MnO3.
Estimates of the relaxation timet made for the region of
strong conductivity growth near the phonon spectrum
La0.67Ba0.33MnO3 and La0.7Sr0.3MnO3 polycrystals yield
;5310215 s, a value higher by an order of magnitude th
the one derived from reflectance data. The method oft de-
termination is based on assuming a linear depende
s21(v2), which is illustrated by the inset in Fig. 3. Makin
a similar estimate oft for single-crystal La0.7Sr0.3MnO3 is
difficult because of the free-carrier region being close to
phonon spectrum.

The nature of the two carrier types becomes clear if o
assumes that lanthanum manganites belong to materials

FIG. 5. Difference between optical-conductivity and absorption spe
measured in the ferromagnetic and paramagnetic regions.1 —
La0.8Sr0.2MnO3 single crystal,2 — La0.7Sr0.3MnO3 film 1.
ith
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hibiting phase separation.19 In this case the low-mobility car-
riers belong to the antiferromagnetic matrix, and the hig
mobility ones, to the metallic FM regions. The conductivi
of the crystal as a whole is a sum of two conductivitie
namely, due to free carriers with a low concentration b
high mobility and to carriers having a lower mobility bu
present in a higher concentration.

The above subtraction of the spectra was performed
der the assumption that a crossover from the PM to
region in a sample with a given composition results in t
appearance of a band-carrier contribution without a
change in the band structure. If, however, changes in
band structure are to be taken into account, one should
determine the part played by the red shift of the absorpt
edge in the spectral changes associated with a magn
phase transition.

The absorption spectra of the La0.7Sr0.3MnO3 film ~film
1! exhibiting semiconducting behavior ofr(T) at all tem-
peratures~Fig. 4! demonstrate clearly a red shift of the a
sorption edge experienced by the film as it crosses over f
the PM to FM temperature region, and support our res
obtained4 on a La0.9Sr0.1MnO3 single crystal. The red shift o
the absorption edge is similar to the one observed in m
netic semiconductors, for instance, in EuO and HgCr2Se4,
where it was related to the exchange interaction of carr
with localized magnetic-ion spins.9 The red shift detected in
lanthanum manganites may be caused by spin splitting of
eg state. This presupposes, however, that the Hund excha
energy is not too high compared to the conduction-ba
width. Indeed, band structure calculations made for LaMn3

yield 2 eV for the width of theeg
2 band, and about 3 eV fo

the exchange splitting,11 a not too dramatic discrepancy.
The red shift of film 1 is smaller by a factor 2.5 than th

in single-crystal La0.9Sr0.1MnO3, which can be explained a
due to the smaller volume of FM regions in a film compar
to that in a crystal. The strong change in the spectrum of fi
2 exhibiting metallic conduction, which is observed to occ
at a magnetic phase transition, cannot, however, be a re
only of the red shift in the ferromagnetic regions occupyi
a larger volume than those in film 1. It can be associated w
the following factors. First, it is known that the band edg
are most sensitive to a red shift, and therefore the displa
ments of curve 4~absorption at 293 K! relative to curve 3
~absorption at 80 K! for a fixed absorption coefficientK
should be larger for smallerK. In experiment, however, the
reverse is observed, namely, the maximum displacemen
curve 4 with respect to curve 3 in film 2 is observed to occ
at maximum absorption and is;1.0 eV. Such a shift of the
band is in no way reasonable, because it exceeds the la
red shift measured thus far, viz. that for HgCr2Se4 ~0.84 eV!,
which is a magnetic semiconductor with a wide conduct
band. Second, it is also known that the red shift decrea
with increasing carrier concentration. This was observ
to occur in Gd-doped EuO with increasing Gd31

concentration,20 and was attributed9 to a Fermi level shift.
Therefore the red shift for film 2 could be expected to
smaller than that for film 1.

It can be maintained that, in heavily doped lanthanu
manganites, the fraction of the red-shift-induced change

a
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the total variation of the spectra accompanying a magn
phase transition should be insignificant, and that the
served changes should be determined to a larger exten
band carriers.

Thus lanthanum manganites prepared by different te
niques exhibit common spectral features. The fundame
absorption edge in lanthanum manganites derives from t
sitions involving Mn31 and Mn41 states. In the PM region
band carriers do not contribute noticeably even in lo
resistivity samples (631023 V•cm!, and the conduction is
dominated by polaron hopping and activation to the mobi
edge. In the FM region, the changes observed in the op
conductivity spectra of lanthanum manganites are prima
due to the appearance of band carriers and, to a lesser de
to the red shift of the absorption edge. The two band-car
contributions with different dependences on photon ene
may be connected with conduction in the matrix and in F
regions.

The authors owe sincere thanks to N. G. Bebenin, B.
Gizhevski�, V. E. Na�sh, and G. A. Bolotin for fruitful dis-
cussions.
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Mössbauer studies of the surface and bulk magnetic structure of scandium-substituted
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A direct comparison of the magnetic structures of a surface layer and of the bulk of Ba–M-type
hexagonal ferrites with iron ions partially replaced by Sc diamagnetic ions (BaFe122xScxO19)
has been made by simultaneous Mo¨ssbauer spectroscopy with detection of gamma rays,
characteristic x-ray emission, and electrons. It has been found that, if the magnetic lattice
of a Ba–M-type hexagonal ferrite is weakly diluted by Sc diamagnetic ions, a;300-nm thick
macroscopic layer forms on the surface of a BaFe11.4Sc0.6O19 crystal, in which the iron-
ion magnetic moments are noncollinear with the moments in the bulk. The noncollinear magnetic
structure forms in the near-surface layer of BaFe122xScxO19 crystals because the exchange
interaction energy is additionally reduced by the presence of such a ‘‘defect’’ as the surface. This
is the first observation in ferromagnetic crystals of an anisotropic surface layer whose
magnetic properties, as predicted by Ne´el, differ from those of the bulk. ©1999 American
Institute of Physics.@S1063-7834~99!02203-0#
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Starting with late ’70s, there has been an increasing
terest in the magnetic properties of crystal surfaces. The
son for this lies in the need to understand the influence
such a ‘‘defect’’ as the surface on the magnetic structure
characteristics of the surface layer and the contribution of
surface to the properties of materials. The significance of
processes involved in such fundamental phenomena as p
transitions in the surface layer, their differences from a
relations to those in the bulk is also presently recogniz
These studies are acquiring considerable application po
tial as well, because the properties of finely dispersed, na
sized powders, for instance, depend essentially on thos
the crystallite surface. Hence proper understanding of
mechanisms responsible for the formation of the magn
properties of nanosized crystallites can eventually pave
way to developing magnetic information carriers with sup
high recording densities.

1. STATE OF CRYSTAL-SURFACE MAGNETIC-STRUCTURE
RESEARCH

The surface anisotropic layer in ferromagnets was
scribed theoretically by L. Ne´el in 1954.1 The concept of the
effect of the surface on the properties of a material was
plied to interpretation of experimental data, however, mu
later. Indeed, Ref. 2 suggested the existence on the surfa
Fe, Co, and Ni of thin films of a nonmagnetic~dead! layer
;6 Å thick.

Subsequent investigation of surface properties was d
on fine powders and thin films. This can be attributed to
fact that the specific weight of the surface of a crystal
increases with its decreasing volume, as well as to the lac
4331063-7834/99/41(3)/7/$15.00
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experimental techniques capable of discriminating betw
signals produced by a thin surface layer and the bulk o
macroscopic crystal. The wide use of Mo¨ssbauer spectros
copy in studies of the surface properties of thin films
finely dispersed powders finds explanation in the possibi
of amplifying ~or attenuating! the signal due to the surfac
layer by enriching this layer in the iron-57~or iron-56! iso-
tope. Recall the unusual experimental finding first reported
Ref. 3, namely, that the saturation magnetization of a fi
powder is less than that of the macroscopic crystal of wh
the powder was prepared. Mo¨ssbauer studies led to a concl
sion that it is a change in the magnetic structure of the cr
tallite surface that accounts for the decrease in the satura
magnetization of a finely dispersed powder.4 To explain the
experimental data obtained on fine powders ofa-Fe2O3,5

g-Fe2O3,6,7 CrFe2O4,8 CrO2,9 NiFe2O4, Y3Fe5O12,
Dy2BiFe5O12,10 and BaFe12O19,11 a ‘‘shell’’ model was
proposed,11,12 by which the magnetic structure of the inn
part of a crystallite is similar to or, possibly, totally identic
to that of a bulk crystal, whereas in a thin surface layer~i.e.
in the shell! the magnetic moments are arranged nonc
linearly.

The shell model is, however, far from being universa
accepted to explain experimental data, with other approac
being available as well. For instance, the spins on the sur
of NiFe2O4, assumed to be angularly ordered with ma
stable configurations possible, can transfer to a spin-g
phase with decreasing temperature.13 CoFe2O4 and Fe3O4

were suggested to have a disordered shell~Refs. 14 and 15,
respectively!. It is believed that the spins ing-Fe2O3 par-
ticles are arranged noncollinearly not only on the surface.16 It
© 1999 American Institute of Physics
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was suggested17 that in order to overcome the bulk aniso
ropy and reach complete ordering of magnetic mome
along the external magnetic field, one has to apply subs
tially higher fields than those used to prove the shell mod
On the other hand, the results obtained on texturedg-Fe2O3

samples in strong magnetic fields were assigned18 to noncol-
linear spin ordering, and it was shown that the incompl
magnetic-moment ordering cannot be due to a large m
netic anisotropy, as was suggested in Ref. 17.

Using thin films to study surface properties paved
way to a considerable progress toward understanding the
portance of the problem of ‘‘surface’’ magnetism. It shou
be pointed out, however, that the nonuniformity in size of
ensemble of particles, the superparamagnetic phenom
the strong dependence on the method of preparation
ployed, etc., make investigation of surface properties of fi
powders still more difficult. All these problems are, howev
removed if one uses macroscopic crystals.

The first experimental observation of surface anisotro
predicted in Ref. 1 was made in 1972 by Krinchik with c
workers on weakly ferromagnetic antiferromagnets.19 It was
proposed19 that a macroscopic anisotropic surface layer c
exist in such magnets when the energy of demagnetiz
field is small compared to ferromagnets and there is no m
netic anisotropy in the basal plane, which increases the
of surface anisotropy. It is in exactly these conditions t
one succeeded in observing surface anisotropy for the
time in hematite, a weakly ferromagnetic antiferromagne19

The experimental data thus obtained permitted a conjec
that within this surface anisotropic layer, called19 a transition
layer, magnetic moments change smoothly their orienta
from that in the bulk to the direction at the surface.19 Aniso-
tropic surface layers were subsequently observed to exi
macroscopic crystals of FeBO3,20,21 ErFeO3 and TbFeO3,22

which are likewise weak ferromagnets. The thickness of
transition layer in FeBO3 was experimentally found to b
;500 nm.20,21

The method involving simultaneous measurement
gamma-, x-ray, and electron Mo¨ssbauer spectra~SGXEMS!,
first proposed by the present authors and described in
23, offers unique possibilities for probing the surface pro
erties of macroscopic crystals. Its uniqueness consists in
the information on the state of the surface layer and of
bulk of a crystal is obtained simultaneously, and the fact t
it is based on a single technique~the Mössbauer effect! per-
mits one to compare directly the experimental data rela
to the surface and to the bulk.

The SGXEMS produced the first direct experimen
evidence for the existence of a;400-nm thick transition
layer in macroscopic Fe3BO6 crystals~which, like the hema-
tite, is a weakly ferromagnetic antiferromagnet!.23 Layer-by-
layer measurements made by the SGXEMS showed tha
one approaches the crystal surface the deflection of the i
ion magnetic moments from their orientation in the bulk
creases gradually within the transition layer.24 A SGXEMS
study of the surface of Fe2.75Ga0.25BO6 crystals revealed tha
substitution of 9% Ga diamagnetic ions for iron in Fe3BO6

increases by an order of magnitude the thickness of the t
sition layer.25
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No transition surface layer with a magnetic structu
differing from that of the bulk was found by SGXEMS
in M-type hexagonal ferrites (BaFe12O19, SrFe12O19,
PbFe12O19).

26 An analysis of model Mo¨ssbauer spectra
showed that if the M-type hexaferrites in question do hav
transition layer, its thickness cannot exceed a few nm, wh
in order of magnitude coincides with theoretical estimat1

and is substantially beyond the experimental accuracy
;10 nm.

Thus the existence in weakly ferromagnetic antifer
magnets of a macroscopic surface layer with a magn
structure different from that of the bulk of the cryst
~called21,22transition layer! was convincingly established. N
such layer was found on the surface of type M hexago
ferrites.

2. EXPERIMENTAL TECHNIQUES AND RESULTS
OF MEASUREMENTS

The objective of this work was to study the magne
structure of the surface layer and compare it directly to t
of the bulk of the BaFe12O19 hexagonal ferrites~Ba–M type!,
with part of the iron ions replaced by Sc diamagnetic io
Experimental observation of a transition surface layer in s
stituted hexaferrites was assumed to be possible due to
following factors. First, substitution in type-M hexaferrite
of diamagnetic ions of In, Sc, Ga, or Al for a large fraction
iron ions gives rise to formation in the bulk of a crystal of
noncollinear magnetic structure.27–29Second, the present au
thors showed25 that substitution in Fe3BO6 of diamagnetic
Ga ions for 9% of iron ions increases by an order of mag
tude the thickness of the transition layer as a result o
weakening of the intersublattice exchange bonding due
only to the incorporated diamagnetic ions but to the prese
of the surface as well. This led the authors to assume
substitution of diamagnetic ions for a small part of the ir
ions ~i.e. where a collinear magnetic structure still persists
the bulk! could initiate formation on the surface of hexagon
ferrite macrocrystals of a macroscopic surface layer,
which magnetic moments would be ordered noncollinea
These conditions can be upheld in a Ba–M-type hexago
ferrite, in which part of the iron ions are replaced by S
diamagnetic ions, BaFe122xScxO19. It was shown that for
substitutionsx.1.2 a noncollinear magnetic structure form
in the bulk of the crystal.27–29 Thus forx,1.2 the collinear
structure persists in the crystal. We chose a composition w
x50.6, i.e. BaFe11.4Sc0.6O19, in order to be confident tha
the noncollinear structure would not appear with such
amount of scandium ions in the crystal.

Single crystals of the BaFe11.4Sc0.6O19 hexaferrite were
synthesized by spontaneous crystallization from a solutio
the NaFeO2 melt. The chemical formula and the type-M he
agonal structure of the ferrite crystals prepared were c
firmed by x-ray diffraction, chemical analysis, and the stru
ture of the Mössbauer spectra. The extent of iron io
substitution was derived also from the dependence of
Curie temperature on Sc concentration. The Curie temp
ture was deduced both from the temperature dependenc
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FIG. 1. Room-temperature Mo¨ssbauer spectra o
the single-crystal BaFe11.4Sc0.6O19 hexaferrite;~a,c!
with measurement of gamma quanta carrying info
mation on the bulk of the crystal,~b! with measure-
ment of secondary electrons from a surface lay
with thickness from zero to 200 nm. For~a! and~b!,
the gamma-ray wave vector is parallel to thec axis,
and for ~c! it is at an angle of 28° to thec axis.
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the effective magnetic fields and by temperature scannin
a constant gamma-ray source velocity.

The samples for the Mo¨ssbauer studies were;80-mm
thick disk-shaped plates;8 nm in diameter cut from single
crystals. The crystallographicc axis was perpendicular to th
plate plane. Particular attention was paid to the quality
crystal surface. The faces of the BaFe11.4Sc0.6O19 single crys-
tals selected for the surface studies were naturally specul
chemically etched for one minute in orthophosphoric acid
90 °C. Unsubstituted BaFe12O19 ferrite plates, similarly sur-
face treated, were used as references.

The magnetic structure of the surface layer and of
bulk was probed by the SGXEMS method. It involves sim
taneous measurement of Mo¨ssbauer spectra of radiation
having different mean free path lengths in the mater
namely, gamma quanta, characteristic x-ray radiation,
secondary~conversion and Auger! electrons carrying infor-
mation on the properties of the bulk and of the surface lay
a few microns and 300 nm thick, respectively. The energy
the electron escaping from the sample is the lower the de
the atom from which this electron was ejected so t
at
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SGXEMS studies of surface layers less than 300 nm th
are based on energy selection of the secondary electron30

The experimental spectra obtained by SGXEMS cove
a temperature range from 300 to 750 K. Figure 1 illustra
room-temperature spectra obtained with gamma rays
secondary electrons, with the gamma-radiation wave ve
oriented parallel to the crystallographic axisc. X-ray Möss-
bauer spectra carry information on the layer a fewmm thick
and are similar to those measured with gamma rays. Th
fore to make the corresponding plots more revealing,
x-ray Mössbauer spectra obtained in this work are n
shown. As seen from Fig. 1, the spectral lines are well
solved. This permits high-precision determination of both
hyperfine-interaction parameters and of the orientation
magnetic moments in the crystal.

3. DISCUSSION OF RESULTS

The ratio of the first to second, as well as of the fifth
sixth, Zeeman sextuplet lines in a Mo¨ssbauer spectrum per
mits one to determine from the relation~see, e.g., Ref. 31!
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A1.6/A2.553~11cos2u!/~4sin2u! ~1!

the angleu characterizing magnetic-moment orientation
the crystal with respect to the wave vector of the gam
radiation.

As seen from Fig. 1a, the gamma-ray Mo¨ssbauer spec
trum of BaFe11.4Sc0.6O19 is similar to that of the unsubsti
tuted Ba–M ferrite, with the addition of the well resolve
lines corresponding to the 12k8 sublattice. An analysis of the
gamma-resonance spectra in Fig. 1a showed that the int
ties of the second and fifth lines in the Zeeman sextuplet
each inequivalent site, which correspond toDm50 transi-
tions, are zero. This means that the angleu is zero and,
hence, the magnetic moments of iron ions in the bulk of
crystal are collinear with the gamma-ray wave vector a
parallel to thec axis. This pattern is observed throughout t
temperature range covered and is in a good agreement
available data on the bulk properties of these crystals~see
Ref. 31 and references therein!.

As evident from the secondary-electron spectra~Fig.
1b!, their portions corresponding to the velocities of64 and
15 mm/s contain weak lines not observed in the gamma
spectra~Fig. 1a!. An analysis of the secondary-electron spe
tra revealed these additional lines to be actually the sec
and fifth components of the Zeeman sextuplets. This me
that the magnetic moments of the iron ions occupying s
in the;200-nm thick surface layer are canted at an anglu
to the gamma-ray wave vector and, accordingly, to the c
tallographic axisc. This pattern persists up to a temperatu
of ;600 K, above which the degraded line resolution co
plicates spectral analysis. The canting angleu of the mag-
netic moments from the gamma-ray wave vector calcula
using Eq.~1! was found to be (1762)°. Thus the magnetic
moments of iron ions in the surface layer;200 nm thick are
noncollinear both with thec axis along which the gamma-ra
wave vector is aligned and with magnetic moments in
bulk of the crystal.

The above analysis of Mo¨ssbauer spectra was check
by obtaining spectra on single crystals tilted in such a w
that the crystallographicc axis made an anglea with the
wave vector of gamma rays. Figure 1c shows for illustrat
a gamma-ray spectrum obtained witha5(2862)°. We
readily see that canting of the magnetic moments away f
the gamma-ray propagation direction gives rise to the
pearance in the spectrum of the Zeeman sextuplet lines
responding to transitions withDm50. The angleu derived
from the gamma-ray spectrum in Fig. 1c with the use of E
~1! is (2762)°. Taking into account the error involved i
crystal alignment and in calculations, a good agreement
tains with the anglea set experimentally. It should b
pointed out that a comparison of the experimental spectr
Fig. 1 shows a good agreement in velocity positions of
second and fifth gamma-resonance lines obtained wit
tilted crystal ~Fig. 1c! with those in the spectra measure
with secondary electrons~Fig. 1b!.

These results prove convincingly that the magnetic m
ments of the iron ions contained within a;200-nm thick
surface layer are canted away both from thec axis and from
the spins of the iron ions in the bulk of the crystal.
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It may be conjectured that the observed magne
moment canting is actually the result of the magnetic io
having been etched out of the surface layer in the cours
chemical polishing, which would entail additional decrea
of the exchange interaction energy in this layer. To t
this suggestion, Mo¨ssbauer spectra were measured
BaFe12O19 single crystals prepared simultaneously with t
BaFe11.4Sc0.6O19 samples under study by the same chemic
polishing technology. The experimental Mo¨ssbauer spectra
obtained on these BaFe12O19 crystals are displayed in Fig. 2
We readily see that both the electron~Fig. 2b! and gamma-
ray ~Fig. 2a! spectra do not have the second and fifth Zeem
sextuplet lines when the crystallographic axisc is parallel to
the gamma-ray wave vector. We measured also for comp
son gamma-ray Mo¨ssbauer spectra on the same BaFe12O19

single-crystal plates tilted so that thec axis was at an anglea
to the gamma-ray beam. Figure 1c shows such a Mo¨ssbauer
spectrum obtained with gamma rays ata5(2862)°. One
readily sees that canting the magnetic moments away f
the gamma-ray propagation direction results in the app
ance in the spectrum of Zeeman sextuplet lines correspo
ing to theDm50 transitions. Thus these experiments sh
convincingly that the sample-surface preparation used h
does not affect in any way the magnetic structure of
surface layer.

Consider the reasons responsible for the canting of m
netic moments in the surface layer from those in the bu
The orientation of magnetic moments in a sublattice is do
nated by exchange interactions in the hexagonal blockR be-
tween Fe(2b) – O–Fe(4f 2) and Fe(4f 2) – O–Fe(12k). The
corresponding bond angles are fairly large,;140 and 130°,
and the Fe–O distance is;1.8 and 1.95 Å, respectively
These interactions account for the largest exchange integ
Because the Fe(2b) – O–Fe(4f 2)-O-Fe(12k) interaction is
somewhat stronger, and the chain consists of two excha
bonds, the spins of the Fe(2b) and Fe(12k) ions are oriented
antiparallel to that of the Fe(4f 2) ion despite the strong
counteracting interaction between the Fe(2b) and Fe(12k)
ions, for which the interaction angle;125°, and the Fe-O
distance is 2.3 and 1.87 Å, respectively. The interaction
the spinel block is conventional, which results in the mutu
magnetic-moment orientation specified in Table I. The f
mation of this axial structure, as well as of the magnetocr
talline anisotropy, is governed to a considerable extent
iron ions in the 2b site, which generates a strong trigon
crystal field with the symmetry axis coinciding with the cry
tallographic axis. The significance of the contribution to t
magnetic anisotropy due to the 12k irons in the low-
symmetry octahedron~Table I! was pointed out in Ref. 32.

As follows from neutron-diffraction and Mo¨ssbauer
studies of type-M hexagonal ferrites,27–29 substitution of Sc
diamagnetic ions for iron in such ferrites affects considera
the exchange interaction even in compounds with a relativ
small amount of Sc ions. For Sc contentsx.1.2, a noncol-
linear magnetic structure sets in.28 In a Sc-substituted ferrite
(x51.8), the magnetic moments of individual blocks ma
up a conical block spiral, with the magnetic moments of ir
ions in each block being arranged collinearly.

The areas under the peaks in the experimental Mo¨ss-
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FIG. 2. Room-temperature Mo¨ssbauer spectra o
single-crystal BaFe12O19 . ~a,c! Gamma rays, the
bulk of the crystal;~b! secondary electrons, surfac
layer zero to 200 nm thick. For~a! and ~b!, the
gamma-ray wave vector is parallel to thec axis, and
for ~c! it is at an angle of 28° to thec axis.
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bauer spectra were used to calculate the resonant-absor
probabilities ~Mössbauer effect! given in Table I. One
readily sees that the probabilities of resonant absorptio
BaFe12O19 agree well within experimental error with th
amount of ions on the corresponding sublattices in the cry
tion

in

al

unit cell. The HF interaction parameters derived from expe
mental Mössbauer spectra of BaFe12O19 and BaFe11.4Sc0.6O19

are presented in Tables II and III, respectively. The figu
listed in Tables II and III are in a good agreement with pu
lished data~see Ref. 31 and references therein, as well
e
TABLE I. Distribution of Fe31 ions over unit cell sites, their spin orientation, and the magnitude of the Mo¨ssbauer effect~the areas bounded by th
corresponding spectral lines! for the BaFe12O19 and BaFe11.4Sc0.6 O19 hexaferrites.

Sublattice

Distribution of Fe31 ions over unit cell sites
and their spin orientation Mo¨ssbauer effect

Number of ions Environment Spin direction

BaFe12O19 BaFe11.4Sc0.6O19

Area, %~normalized to 24! Area, %~normalized to 22.8!

12k 12 Octa up 12.460.2 7.360.3
12k8 – 4.460.4
4 f 1 4 Tetra down 4.960.4 5.460.4
4 f 2 4 Octa down 3.960.2 3.660.4
2a 2 Octa up 1.460.6 1.160.5
2b 2 Trigonal

dipyramid
up 1.460.2 0.960.2
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TABLE II. Effective magnetic fieldsHeff , isomer shiftsd, and quadrupole splittingsDE for BaFe12O19

measured at room temperature~the isomer shiftd determined relative toa Fe!.

Sublattice

Heff ~kOe! d ~mm/s! DE ~mm/s!

@g# @e# @g# @e# @g# @e#

12k 41661 42261 0.3460.01 0.3560.01 0.4260.01 0.4260.02
4 f 1 49361 49561 0.2760.01 0.2960.02 0.1960.02 0.0960.04
4 f 2 52063 52361 0.3860.01 0.3560.02 0.2760.01 0.2060.04
2a 50863 50863 0.3360.01 0.3160.02 0.1660.02 0.1160.04
2b 40365 40165 0.3060.02 0.2560.10 2.0760.04 1.8460.20
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Refs. 33,34!. A comparison of the HF parameters obtain
for BaFe12O19 and BaFe11.4Sc0.6O19 reveals a pronounce
change in these parameters induced by such a seeming
significant (x50.6) substitution of Sc for iron ions, whic
implies a selective pattern of Sc ion arrangement.

As seen from the experimental spectra and the tables
doping brings about the formation of the 12k8 sublattice and
a weakening of the lines corresponding to the irons sitting
the 2b and 12k sites. The formation of the 12k8 sublattice
can be explained by the Sc ions occupying the 2b sites. The
12k iron ions are involved in six exchange bonds, name
three bonds with the irons in the 4f 1 sites, two - with 4f 2 Fe
ions, and one, with the Fe in the trigonal dipyramid. As
result of Sc ions entering the 2b sites, part of Fe ions in the
12k sites will no longer take part in the Fe(2b) – O–Fe(12k)
bond, whereas the other part of the Fe(12k) ions will retain
this bond, thus creating an inequivalent situation. The ra
of the numbers of ions in the 12k and 12k8 sites will be
proportional to that of the magnetic and nonmagneticb
ions.

As seen from Table I, the numbers of iron ions at t
12k and 12k8 sites in BaFe11.4Sc0.6O19 are related approxi-
mately as 2:1. At the same time if Sc ions occupy onlyb
sites, the ratio of the magnetic to nonmagnetic ions on theb
sublattice in a ferrite with this composition,x50.6, should
be, as follows from the above discussion, 2:3, which is
odds with the observations~see Table I!. Hence iron ions are
replaced by Sc not only in 2b but in other sites as well. As
evident from Table I, for this value ofx iron ions with op-
positely oriented magnetic moments are replaced appr
mately in the same amounts, i.e. substitution takes place
both the 2b irons with spins up and the spin-down iron ion
occupying the 4f 2 sites.
in-

Sc

t

,

o

t

i-
or

These data agree with neutron diffraction measureme
which imply that, when present in low concentrations,
ions occupy 2b sites, while for substitutions below 30% the
enter also 4f 2 sites.27–29 The strengthening of the lines co
responding to the 4f 1 irons ~Table I! should be assigned to
the large calculational error with which the poorly resolv
sextuplets for the 4f 1 and 2a iron ions were treated. Local
ization of Sc ions at 2b sites weakens exchange bonds co
necting theSandR blocks, and therefore the Curie temper
ture per substituting Sc diamagnetic ion decreases by 1
170 K, whereas incorporation of Al or Ga ions reduces
Curie temperatureTc by 50–60 K forDx51. The present
authors derived the Curie temperatures from the experim
tal data. For thex50.6 ferrite, we obtainedTc5647 K,
which is in a good agreement with available data34.

Summing up, it can be argued that Sc diamagnetic i
substitute for iron ions in the BaFe11.4Sc0.6O19 crystals cho-
sen by us at the 2b and 4f 2 sites and favor formation of a
noncollinear magnetic structure by breaking the magn
bonds. A Sc content of 0.6 is, however, far from being s
ficient to disrupt collinearity in the bulk.27–29 The exchange
interaction energy in the surface layer of the crystals un
study decreases not only because of the presence of the
magnetic ions but as a result of an additional surface-indu
decrease of the exchange interaction energy. Indeed, it
shown25 that substitution of Ga diamagnetic ions for 9% on
of iron ions in Fe3BO6 increases by an order of magnitud
the thickness of the transition surface layer. This gives
grounds to assume that the reason for the formation o
noncollinear magnetic structure in a surface layer of
BaFe11.4Sc0.6O19 crystals is the additional decrease in the e
change energy caused by such a ‘‘defect’’ as the surface

Thus we have presented the first experimental evide
TABLE III. Effective magnetic fieldsHeff , isomer shiftsd, and quadrupole splittingsDE for BaFe11.4Sc0.6O19

measured at room temperature~the isomer shiftd determined relative toa Fe!.

Sublattice

Heff ~kOe! d ~mm/s! DE ~mm/s!

@g# @e# @g# @e# @g# @e#

12k 41361 41461 0.3760.01 0.3860.01 0.4160.02 0.3960.03
12k8 32561 32762 0.3860.01 0.3560.03 0.4160.03 0.3660.06
4 f 1 48661 48661 0.3160.01 0.3060.02 0.2460.02 0.2460.04
4 f 2 51261 51461 0.4360.01 0.3360.02 0.3260.02 0.4160.04
2a 50562 – 0.3360.01 – 0.1260.02 –
2b 40663 – 0.4360.02 – 2.0360.05 –
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for the existence in Ba-M-type diamagnetically substitu
hexagonal ferrites of a;200-nm thick surface layer with th
iron-ion magnetic moments canted away from thec axis,
while the magnetic moments of the bulk ions are orien
parallel to the crystallographic axisc. This is the first obser-
vation in ferrites of a surface layer whose magnetic struct
differs from that of the bulk and whose existence was p
dicted theoretically by L. Ne´el ~Ref. 1!.
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Characteristic features of the magnetic ordering of Dy 31 ions in a monoclinic
RbDy „WO4…2 single crystal

V. P. D’yakonov, V. I. Markovich, V. L. Kovarski , and A. V. Markovich* )

Donetsk Physicotechnical Institute, Ukrainian Academy of Sciences, 340114 Donetsk, Ukraine

M. Borowiec, A. Jendrzejczak, and H. Szymczak

Institute of Physics, Polish Academy of Sciences, 02-668 Warsaw, Poland
~Submitted June 9, 1998; resubmitted September 14, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 491–496~March 1999!

The investigation of the specific heat of a RbDy(WO4)2 single crystal at temperatures 0.2–2.5 K
and in magnetic fields up to 2 T are reported. The temperature dependence of the specific
heat nearTN50.818 K is compared with the predictions for different models. The 2D Ising model
describes satisfactorilyC(T) below TN , while for T.TN none of the theoretical models
agree with the behavior ofC(T) of RbDy(WO4)2. The H –T phase diagram forH i c is
complicated and possesses a triple point, where regions of existence of three magnetic
phases converge. The magnetic ordering is analyzed from the standpoint of the Jahn–Teller
nature of the structural phase transitions occurring in RbDy(WO4)2 at higher temperatures. It is
shown that the form of the phase diagram depends on the direction of the vectorH, for the
general case of an arbitrary direction ofH, two phase transitions can occur with increasing field.
© 1999 American Institute of Physics.@S1063-7834~99!02303-5#
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Investigations of alkali-halide ditungstates MRe(WO4)2

~M — alkali ion, Re — rare-earth element! are of special
interest because of the possibility of magnetic and struct
phase transitions~MPT and SPT! in these materials. Thes
low-symmetry compounds contain Re ions with close-lyi
energy levels, which results in an SPT associated with
Jahn–Teller effect~JT!. Indeed, such a transition has be
recorded in a monoclinic KDy(WO4)2 (Tc56.38 K! single
crystal.1 In KDy(WO4)2 a transition has also been observ
into the antiferromagnetic~AFM! state atTN50.6 K.2 How-
ever, in KDy(WO4)2 the character and characteristic featu
of the magnetic ordering~MO! of the Dy31 sublattice could
not be investigated in detail because of the low value ofTN .
We have reported the observation of an MPT to an AF
state with TN50.818 K in the compound RbDy(WO4)2.3

The results reported are a continuation of investigations
MO of the Dy31 sublattice in RbDy(WO4)2. The existence
and relative influence of the JT effect and magnetic inter
tions could lead to interesting features of MO in crystals w
JT ions.4 In the present paper we report the results of m
surements of the specific heat of an RbDy(WO4)2 single
crystal nearTN for two orientations of the magnetic fiel
relative to the crystallographic axes:H i c andH i a.

1. SAMPLES AND EXPERIMENTAL PROCEDURE

Rubidium-dysprosium ditungstate has a monocli
a-KY(WO4)2 structure (C2h

6 2C2/c), characteristic for a
number of rare-earth ditungstates at room temperature.
lattice parameters area510.66 Å, b510.45 Å, and
c57.569 Å.5,6 The samples and a number of methodologi
features of the specific-heat measurements are describ
preceeding publications.2,3,7,8
4401063-7834/99/41(3)/5/$15.00
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The use of a He3 cryostat made it possible to obtain, i
the standard manner, a minimum temperature of the calo
eter together with the sample of about 0.5 K. In the pres
measurements adiabatic demagnetization was used for
ther cooling. For this, the RbDy(WO4)2 sample was cooled
in a 1.5–2.0 T magnetic field to temperature 0.55–1.0 K a
paramagnetic salt. Then the intensityH was decreased
slowly. In the process, cooling of the sample and the add
dum occurred. In this manner, we were able to achiev
minimum temperature of the calorimeter together with t
RbDy(WO4)2 sample of 0.2 K forH i a and about 0.3 K for
H i c. The lowest temperature in each experiment perform
using adiabatic demagnetization~with a definite value ofH)
corresponded to an MPT to MO, after which a further d
crease ofH resulted in a rapid increase of the sample te
perature. Fixing the temperature and the magnetic field
tensity at the commencement of heating gave the value of
point on the phase line of theH2T magnetic phase diagram

2. EXPERIMENTAL RESULTS AND DISCUSSION

The temperature dependence of the specific heat of
RbDy(WO4)2 crystal nearTN is presented in Fig. 1. One ca
see thatC(T) has a peak atTN50.818 K, associated with the
MO of the rare-earth sublattice. The asymmetric shape of
peak in the specific heat attests to the different nature of
change inC(T) as TN is approached from the high- an
low-temperature sides.

We note that the temperature dependenceC(T) for
T,2.5 K actually characterizes the magnetic contribution
the total specific heat, since RbDy(WO4)2 is an insulator and
conduction electrons do not contribute to the specific he
while the lattice specific heat at these temperatures is ne
© 1999 American Institute of Physics
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FIG. 1. Temperature dependence of the specific heat o
RbDy(WO4)2 single crystal near a magnetic transition.
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gibly small. This is confirmed by measurements ofC(T) for
the compound KDy(WO4)2, which is close in composition
and structure and also has a monoclinic structure.1,7 Indeed,
the Debye temperature in KDy(WO4)2 is about 280 K,7 and
the phonon contribution to the specific heat at temperatu
T,2.5 K is very small. It is known that the existence of
arbitrarily small anisotropy has the effect that, based on
Heisenberg type, the system near the critical point manif
Ising behavior.9 The existence of anisotropy in th
RbDy(WO4)2 crystal is confirmed by measurements of t
magnetization in the paramagnetic~PM! phase. This gives a
basis for comparing the behavior of the specific heatC(T)
near the Ne´el temperature with the dependences for theD
and 3D Ising models~Fig. 1!. Figure 1 also shows the the
oretical dependence for theXY model. It is well known that
the behavior ofC(T) for the XY model nearTN is virtually
identical to that of the Heisenberg model in the same te
perature range.10 As one can see from Fig. 1, the behavior
the specific heat nearTN agrees well with the theoretica
behavior for the 2D Ising model at temperaturesT,TN ,
while for T.TN none of the models presented describes
experimental dependence of the specific heat.

Figure 2 shows in double logarithmic coordinates a p
of the reduced specific heatC/R (R is the gas constant! as a
function of the reduced temperatureT* (T* 512TN /T for
T.TN andT* 512T/TN for T,TN). As is well known, the
critical behavior of the specific heat in the limitT→TN

above and belowTN is characterized by the critical expo
nentsa anda8 in the following equations:

C/R } A8~12T/TN!2a8 for T,TN , ~1!

C/R } A~12TN /T!a for T.TN . ~2!

The slopes of the curves log(C/R) versus logT* asTN is
approached from the high and low temperature sides~Fig. 2!
give directly the values of the critical exponentsa anda8. It
is well known that for the 3D Ising model a5a851/8,
while for the 2D Ising model the critical exponents are clo
es

ts
ts

-

e

t

to zero. As one can see from Fig. 2, the critical exponents
RbDy(WO4)2 are close to the values for the 2D Ising model.

The temperature dependence of the magnetic entrop
RbDy(WO4)2 near TN is shown in Fig. 3. The plot was
obtained by integrating the specific heat

DS~T!5E
0

Tc~T!dT

T
. ~3!

AboveTN the entropy should approach the valueRln2 in
accordance with the molar entropy of the electronic doub
of the ground state of the Dy31 ion. As one can see from Fig
3, this does not happen. Indeed, atTN the entropy is only
40% of Rln2 and is much less than this value even
T;2.5 K. We note that forT.2 K contributions from the
lattice and the SPT appear inC(T) and correspondingly
S(T). Indeed, measurements ofC(T) show that two SPTs
with TC154.9 K andTC259.0 K occur in RbDy(WO4)2.8

However, the contributions of the lattice and SPT toS(T)

FIG. 2. Log–log plot of the specific heat of an RbDy(WO4)2 single crystal
as a function of the reduced temperatureT* (T* 512TN /T for T.TN and
T* 512T/TN for T,TN).
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can only decreaseDSmag. The observed behavior ofDSmag

could be due to the characteristic features of the MO
Dy31 ions. For an SPT into an antiferrodistortional pha
~just as in low-symmetry dysprosium compoun
KDy(MoO4)2 ~Ref. 4! and KDy(WO4)2 ~Ref. 11!, it appar-
ently also occurs in RbDy(WO4)2 ~Ref. 8!! the crystal sepa-
rates into two or more crystallographic sublattices. For AF
ordering below the Ne´el temperature additional separation
the crystal into two or more magnetic sublattices occurs
each of the crystallographic sublattices. In reality, for e
ample, in the case of KDy(MoO4)2, a complicated magnetic
configuration with AFM interactions along the crystall
graphicc axis and FM interactions along thea axis arises. In
this case, the KDy(MoO4)2 crystal below the Ne´el tempera-
ture indeed separates into four magnetic sublattices.4,12 In an
RbDy~WO4)2 single crystal the magnetic structure can
even more complicated than in the case of KDy~MoO4)2,
considering the fact that the crystal symmetry is lower th
in molybdates. Ultimately, the crystal can separate into
large number of sublattices, actually into clusters. In the c
of clusters, especially with a small number of magnetic io
the value ofDSmag should not reachRln2.13 Thus, it is quite
difficult to determine unambiguously the reason for such
havior of DSmag, and it could be due to diverse factor
primarily, the complicated magnetic structure realized
temperaturesT,TN .

Measurements of the specific heat of an RbDy~WO4)2

single crystal in magnetic fields applied in the direction
the crystallographica axis have been reported previously3

As the field increases, the specific-heat peak correspon
to a transition into the AFM phase shifts in the direction
the low temperatures, and its amplitude decreases.3 This
means that the interaction along thea axis is of an AFM
nature. The field-dependenceTN(H) constructed according
to the positions of the peaks in the specific heat in a magn
field is the line of a metamagnetic transition between AF
and PM phases~Fig. 4!.

The experimental phase line was compared with the

FIG. 3. Entropy increase due to magnetic ordering of Dy31 ions in an
RbDy(WO4)2 single crystal.
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oretical lines calculated for an Ising AFM by constructing
high-temperature expansion in terms of the shift of t
anomaly of the magnetic susceptibility in a magnetic field14

TN~H !5TN~O!$12~H/Hcr!
2%j, ~4!

wherej50.87 andj50.35 for square and simple cubic la
tices, respectively, andHcr is the field of the metamagneti
transition atT50. For an RbDy~WO4)2 crystal the experi-
mental curveH(T) in a field H i a agrees satisfactorily with
the curve calculated according to the expression~4! with
j50.87 andHcr50.45 T. This indicates that ordering of th
Dy31 sublattice is two-dimensional.

The temperature dependence of the specific hea
RbDy~WO4)2 in a magnetic field applied along thec axis is
displayed in Fig. 5. The behavior ofC(T) for H i c was
found to be more complicated than forH i a. Thus, as the
magnetic field increases to 1.4 T, the specific-heat peak s
in the direction of low temperatures, and the amplitude of
peak decreases. As the field increases further to 2T, the
sition of the maximum of the specific heat remains virtua
unchanged.

We constructed theH2T magnetic phase diagram for
magnetic fieldH i c according to the positions of the peaks
C(T) in a magnetic field and points obtained by the meth
of adiabatic demagnetization~Fig. 6!. The points connected
by the dashed line were obtained from the specific-h
curves, and the solid line was obtained by adiabatic dem
netization. A characteristic feature of theH2T diagram for
the caseH i c is the existence of a triple point with the co
ordinatesHcr'1.9 T andTcr'0.6 K. One can see that thre
different phases coexist at this point. Unfortunately, t
maximum magnetic field was only 2 T. This is due to t
fact that in contrast to the caseH i a the application of a
magnetic fieldH.2 T gives rise to strong stresses in th
crystal and causes the sample to become detached from
sapphire substrate.8

In the case of an RbDy~WO4)2 single crystal the effect
of the interaction of JT distortions on the characteristic fe
tures of the MO cannot be neglected. Indeed, in this case

FIG. 4. H2T magnetic phase diagram of RbDy~WO4)2 for H i a. The solid
line shows the theoretical curve for a simple cubic lattice~scl! — it corre-
sponds to a 3D Ising model; the dashed line shows the theoretical curve
a simple square lattice~sql! and corresponds to the 2D Ising model.
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FIG. 5. Temperature dependences of t
specific heat of an RbDy~WO4)2 single
crystal in a magnetic fieldH i c.
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interactions of the JT distortionsB is larger thanJ (J denotes
the magnetic interactions!, and the SPT occurs at a high
temperature11 than the MPT. As is well known, correlation
of JT distortions strongly influence the MPT temperatur4

Moreover, the JT interactions can play a decisive role in
formation of the magnetic structure at temperaturesT,TN .
In this case, the molecular JT field acts as part of the m
netic anisotropy, determining the orientation of the magne
moments.4 This anisotropy of a JT nature can give rise
separation of the ‘‘easy’’ magnetic axes in each of the s
lattices into which the crystal separates. All this should le
to a complicated magnetic structure and, correspondingl
complicated phase diagram.

The magnetic phase diagram can be explained usin
four-component pseudospin model.15 In this model the two

FIG. 6. H2T magnetic phase diagram of RbDy(WO4)2 for H i c: 1 —
region of the AFM phase;2 — region of the ‘‘intermediate’’ phase;3 —
region of the paramagnetic phase.
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lowest Kramers doublets of the electronic shell of the Dy31

ion are studied. One contains the wave functionsu6Jx& and
exhibits magnetic properties along the 0x axis, while the
other contains the statesu6Jy& and manifests magneti
properties in the direction of 0y axis (x,y,z are the axes of
the ‘‘magnetic’’ coordinate system!. Tunneling splitting re-
sults in a superposition of the states on different doublets,
this does not greatly affect the qualitative picture, so tha
what follows we shall assume that tunneling splitting do
not occur:D50.

As is well known,16 a magnetic field which is not di-
rected along the bisector of the coordinate anglex0y de-
stroys the equilibrium between the lowest Kramers doub
and produces a difference in the populations of these d
blets. This signifies the appearance of JT distortions.15,16 In
other words, a magnetic field gives rise to induced JT dis
tions. Therefore a magnetic field should destroy the SPT
the low-temperature phase is ferrodistortional. Experime
show that an SPT exists in RbDy~WO4)2 samples in a wide
range of magnitudes and directions of the magnetic field,8 so
that the low-temperature structurally ordered phase sho
not be ferrodistortional. Let us assume that the lo
temperature structure is antiferrodistortional. This means
it consists of two sublattices, in each of which the magne
properties predominate along thex andy directions, respec-
tively.

At the MPT temperature the population of the excit
Kramers doublet is exponentially small, i.e. only theu6Jx&
doublet in one sublattice and theu6Jy& doublet in the other
sublattice can be considered. In the magnetically orde
state each structural sublattice separates into two~or, possi-
bly, more! magnetic sublattices with antiferromagnetis
vectors directed along the 0x and 0y axes. An external mag
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netic field creates favorable conditions for a homogene
paramagnetic phase, so that the MPT temperature decre
with increasingH. There exists a critical valueHcr above
which the AFM phase is destroyed even at zero temperat

If the magnetic field is directed along the bisector of t
coordinate anglex0y, then it has the same effect on th
magnetic properties of both structural sublattices, so
AFM ordering breaks down simultaneously in these sub
tices, i.e. in this case we have one MPT. If the magnetic fi
is parallel to the 0x or 0y axis, then it acts only on the
magnetic moments of one of the structural sublattices,
once again we have one MPT. In the intermediate case
vector H has nonzero and unequal compone
HxÞHy , which destroy antiferromagnetism in the structu
sublattices at different temperatures. In this case we have
MPTs in different fields. It should be noted that these res
do not agree with the corresponding results for anisotro
metamagnets, since in our model the anisotropy is inho
geneous and has a different nature in different structural s
lattices.

Tunneling splittingDÞ0 can change the picture som
what. In this case the ground state of the electronic shell
Dy31 in the structural sublattices is a superposition of
statesu6Jx& andu6Jy&, specifically,C(u6Jx&1au6Jy&) in
one sublattice andC(u6Jy&1au6Jx&) in the other sublat-
tice; uau,1 and C is a normalization constant. Then th
magnetically active directions in the structural sublattic
will not be mutually perpendicular, as a result of which t
magnetic moments in these sublattices will interact. T
situation corresponds to the case of interacting order par
eters and can lead to a phase diagram with a triple point
phase diagram of the type shown in Fig. 6.

Apparently, forH i c a situation with two MPTs is in-
deed realized~Fig. 6!, phase 1 being the AFM phase an
phase 2 an ‘‘intermediate’’ phase, which consists of PM a
AFM phases in different structural sublattices. The phase
obviously a PM phase. This is confirmed by the fact that
adiabatic demagnetization method can be used in the ph
2 and 3. The realization of only one phase transition in
magnetic fieldH i a most likely indicates that the direction o
the crystallographica axis is close to or coincides with thex
or y ‘‘magnetic’’ axes. Thea axis is less likely to lie in the
same direction as the bisector of the anglex0y because of
the low value of the critical fieldHcr for H i a.

In summary, features characterizing the complicated
havior of the MO of Dy31 ions in RbDy~WO4)2 were ob-
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served. It was shown that belowTN the temperature depen
dence of the specific heat is described satisfactorily by aD
Ising model, while forT.TN the critical behavior cannot be
described by any known model. The phase diagram forH i c
possesses a triple point, where three different magn
phases merge, while forH i a there is only one phase line
The topology of theH2T phase diagram was analyzed o
the basis of a four-component pseudospin model taking
count of the JT nature of the SPT. It was shown that the fo
of the magnetic phase diagram depends on the directio
the vectorH, and in the case of an arbitrary orientation ofH
two MPTs are possible.
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Specific heat of KTiOPO 4 within the 80–300 K range

A. U. Sheleg, T. I. Dekola, N. P. Tekhanovich, and A. M. Luginets

Institute of Solid-State and Semiconductor Physics, National Academy of Sciences of Belarus, 220072
Minsk, Belarus
~Submitted June 22, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 497–498~March 1999!

The specific heat of the KTiOPO4 crystal has been measured with a vacuum adiabatic
calorimeter within the 80–300 K range. A peak-shaped anomaly in the specific heat indicating a
phase transition has been revealed in theCp (T) curve atT>279 K. Numerical integration
of smoothened experimentalCp (T) curves yielded the thermodynamic functions of KTiOPO4,
namely, the entropy, enthalpy, and reduced Gibbs energy. The entropy and enthalpy of the
observed transition have been determined. ©1999 American Institute of Physics.
@S1063-7834~99!02403-X#
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The potassium titanyl phosphate KTiOPO4 ~KTP! be-
longs to the class of highly promising nonlinear optical m
terials enjoying wide use in laser technology and micro- a
opto-electronics. These crystals possess also a unique
bination of interesting physical properties. Besides the n
linearity in optical characteristics, they exhibit ferro- and p
roelectric properties, a high optical strength, and ionic c
duction.1–5 Because the KTP crystal is known as a nonline
optical material, the relevant published data relate prima
to its optical properties. At the same time its thermal a
thermodynamic characteristics, which are undoubtedly b
of pure scientific and applied interest remain very poo
investigated. This work reports a study of the specific hea
KTP crystals in the 80–300 K range.
4451063-7834/99/41(3)/2/$15.00
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1. EXPERIMENTAL TECHNIQUES AND RESULTS

The KTP single crystals were grown from
TiO–K2HPO4– KH2PO4 melt solution. The seed was~100!-
oriented to within 5’. The seed was totally immersed into t
melt solution and was rotated during the growth with a r
of 80 to 120 min21 in different stages of the process, d
pending on the size of the growing crystals and the ac
temperature gradients in the crystallization zone. The te
perature at the beginning of synthesis was varied from 1
to 1360 K. The grown crystals were;50340312 mm in
size.

The specific heat was measured in a vacuum adiab
calorimeter with discrete heat injection in steps of 0.9–2.1
of
FIG. 1. Temperature dependence
the specific heat of KTiOPO4 .
© 1999 American Institute of Physics
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The sample, 9.76 g in mass, was heated during the mea
ments with a rate of 0.04–0.10 K/min. The error in spec
heat measurement, estimated against Class 1 KV-quartz
erence did not exceed 0.3% within the temperature ra
covered. The experimental data on the specific heat w
least-squares fitted to aCi5( i 50

3 AiT
i polynomial.

Figure 1 plots experimental values of the specific hea
KTP against temperature. The specific heatCp of the KTP
crystal is seen to grow monotonically with temperature,
at T>279 K one observes a clearly pronounced peak-sha
anomaly in theCp (T) curve~see the inset!. The presence o
an anomaly in specific heat implies a structural transform

TABLE I. Smoothened values of the specific heat and the changes o
thermodynamic functions of KTiOPO4 .

T, K

Cp(T) S(T)2S(80 K) F(T)2F(80 K)
H(T)2H(80 K),

J/molJ/~K•mol!

80 44.42 0.000 0.000 0.0
100 57.95 11.35 2.623 1 024
120 70.26 22.99 6.530 2 306
140 81.44 34.67 11.14 3 823
160 91.57 46.21 16.14 5 553
180 100.7 57.53 21.37 7 476
200 109.0 68.57 26.71 9 573
220 116.5 79.32 32.11 11 828
240 123.2 89.74 37.52 14 224
260 129.2 99.85 42.91 16 748
280 134.7 109.63 48.25 19 388
300 139.8 119.10 53.53 22 133
re-

ef-
e

re

f

t
ed

-

tion in the KTP crystal at this temperature. It should
pointed out that a dielectric study of KTP revealed breaks
the temperature dependences of« and tand at T>280 K.2 It
was concluded2 that the crystal undergoes at this temperat
a structural rearrangement associated with disorder in
potassium sublattice atT>280 K. In order to establish the
nature and mechanism of the structural transformation oc
ring in KTP at T>280 K, however, comprehensive x-ra
diffraction measurements have to be carried out. Numer
integration of the smoothened experimentalCp (T) curve
yielded the changes in the thermodynamic functions of KT
namely, the entropy, enthalpy, and reduced Gibbs ene
The smoothened values of the specific heat and the cha
in thermodynamic functions derived from them are given
Table I. The changes in the entropy and enthalpy of
observed transition are, respectively, 0.014 J/~K•mole! and
3.8 J/mole.

1F. C. Zumsteg, J. D. Bierlin, and T. E. Gier, J. Appl. Phys.47, 4980
~1976!.

2V. A. Kalesnikas, N. I. Pavlova, I. S. Rez, and I. P. Grigas, Litov. Fiz. S
22, No. 5, 87~1982!.

3V. K. Yanovski�, V. I. Voronkova, A. P. Leonov, and S. Yu. Stefanovich
Fiz. Tverd. Tela~Leningrad! 27, 2516~1985! @Sov. Phys. Solid State27,
1508 ~1985!#.

4A. P. Leonov, V. I. Voronkova, S. Yu. Stefanovich, and V. K. Yanovsk�,
Pis’ma Zh. Tekh. Fiz.11, No. 2, 85~1985! @Sov. Tech. Phys. Lett.11, 209
~1985!#.

5A. A. Bogomolov, R. M. Grechishkin, O. N. Sergeeva, V. A. Maslov, a
V. V. Shcherbakov, Kristallografiya42, 478~1997! @Crystallogr. Rep.42,
432 ~1997!#.

Translated by G. Skrebtsov

he



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 3 MARCH 1999
Two forms of polarization relaxation in polydomain ferroelectrics in an electric field
V. V. Gladki , V. A. Kirikov, E. S. Ivanova, and S. V. Nekhlyudov

A. V. Shubnikov Institute of Crystallography, Russian Academy of Sciences, 117333 Moscow, Russia
~Submitted July 20, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 499–504~March 1999!

The characteristic features of the polarization and depolarization kinetics of polydomain
ferroelectrics with square and narrow ‘‘extended’’ dielectric hysteresis loops are investigated for
the model of TGS and Rb2ZnCl4 crystals. It is shown that for the second crystal, in
contrast to the first crystal, the local free energy is asymmetric relative to the direction of
polarization, the coercive field does not have a definite value, and only part of the crystal volume
participates in the slow thermoactivational relaxation. The slow relaxation follows a
universal empirical power law in all cases. The distribution functions of the relaxation times in
crystals are constructed on the basis of experimental data, and comparative estimates are
made of the relaxation parameters and the parameters of the energy barriers for domain walls.
© 1999 American Institute of Physics.@S1063-7834~99!02503-4#
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Investigations, performed over many years, of relaxat
processes in dielectrics have yielded extensive informa
about the characteristic features of the polarization kine
of diverse poly- and single-crystal materials.1 In the last few
years, inhomogeneous systems~mixed or defective crystals
spatially modulated structures,2,3 glasses, and so on! for
which many long-lived metastable states and, in con
quence, extremely slow relaxation to thermodynamic eq
librium are characteristic have been attracting most inte
mainly because of their potential technical applications.

Polydomain ferroelectrics are an example of such in
mogeneous systems. These materials apparently can ser
a model for experimental investigations of the general f
tures of slow kinetics of structural and physical propert
because it is possible to use highly sensitive electrical m
surement methods. Slow relaxation of the polarization o
triglycine sulfate~TGS! crystal in weak electric fields wa
investigated in Ref. 4, where it was shown that the spectr
the energy distribution of the potential barriers for doma
walls can be reconstructed from the experimental data an
was found that they transform when the state of the dom
structure, surface and magnitude of the field change.
experimental data were analyzed assuming that the proce
thermoactivational and that the relaxation centers~nuclei! are
independent and their contribution to the total polarization
additive. For a TGS crystal these assumptions are nat
since, during measurements in weak fields~much weaker
than the coercive field!, no fast process leading to switchin
of the polarization above the barriers was present. In
present paper we report the results of the detection
analysis of a different form of slow relaxation of doma
structure in an Rb2ZnCl4 crystal~RZC!, for which there is no
definite value of the coercive field and an entire interval
such fields exists, while the equilibrium value of the pola
ization depends on the strength of the field. The results
these investigations are compared to data for a TGS cry
4471063-7834/99/41(3)/6/$15.00
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1. EXPERIMENTAL PROCEDURE

The polarization of the crystal was measured with
equal-arm electrometric bridge. A standard capacitor w
capacitanceC0 was connected to the first arm and the expe
mental crystal was connected to the second arm and sou
of a constant voltageV polarizing the crystal and compen
sating voltagev were connected to the two other arms.
B7-29 electrometer served as a null indicator in the diago
of the bridge. When the bridge was balanced by adjustingv,
the voltage on the crystal was equal toV and the electric
charge on the electrodes wasQ5C0v. The required sensi-
tivity of the circuit DQ5C0Dv can be fixed by choosing a
definite value ofC0 . The maximum sensitivity~for C0

510 pF, Dv51 mV) wasDQ51028mC. Voltage compen-
sation in the bridge diagonal and measurement record
were automated using a system that permits constructing
the monitor screen of an IBM PC the time-dependence of
compensating voltagev and therefore the chargeQ or polar-
ization P5Q/S (S is the area of the electrodes!. A detailed
description of the apparatus and the operation of the sys
is given in Ref. 4. The crystal sample consisted of 435
31 mm rectangular wafers cut from a single crystal perp
dicular to theY polar axis. The large faces of the wafers we
ground and coated with an electrically conducting silv
paste. The samples were placed in a cryostat. The temp
ture stabilization error did not exceed 0.01 K.

The measurements were performed in the polar phas
the crystals at fixed temperatures for the following three
gimes of variation of the external electric field: The polariz
tion was recorded with a slow stepped cyclic variation of t
field with period ;1.5 h ~quasistatic dielectric hysteres
loops!, a constant field with relatively small amplitude wa
switched on virtually instantaneously, and the constant fi
was switched off after short-time (;5 min) prepolarization
~depolarization!.
© 1999 American Institute of Physics
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FIG. 1. Quasistatic dielectric hysteresis loops of the polarizationP in an electric fieldE for TGS and Rb2ZnCl4 crystals. a — TGS, T5293 K,
Tc5323 K; b — Rb2ZnCl4 , T5175 K, Tc5194.9 K. Inset:P versus time with a step change inE.
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2. RESULTS AND DISCUSSION

The difference between polarization processes in T
and RZC crystals is clearly seen in the dielectric hystere
loop in a periodic electric field~Fig. 1!. For the crystal the
loop has a pronounced square shape and the values o
coercive fieldEc , which equals the half-width of the loop
and the spontaneous polarizationPs are determined reliably
After the fieldE has decreased to zero, the residual polari
tion is almost half ofPs and remains virtually unchanged fo
a long time~the depolarization time is long!. For the second
crystal the loop has an extended shape, it is doubtful thaPs

can be determined reliably from the shape of the loop,
the residual polarizationP vanishes comparatively rapidly a
E decreases to zero~the depolarization time is short!. The
hysteresis loops in Fig. 1 pass through the experimental
ues ofP, obtained with a sharp step change of the fieldE by
20–100 V/cm with an interval of 1 min. The fast stage of t
relaxation ofP terminates over this time and a slow proce
of further change inP commences. The fast stages for t
crystals also differ substantially. For TGS in fieldsE,Ec the
polarization changes gradually, following a definite tempo
law. For RZC in a wide interval of fields~both less and more
than the half-width of the loop in Fig. 1b!, P changes
abruptly at first, then gradually, and a kink, indicating
sharp change in the relaxation mechanism of the dom
structure, exists in the curve of the time-dependence ofP. A
fragment of this dependence fromP50 to the value at
E50.5 ~curve1! and 1 kV/cm~curve2! is displayed in the
inset in Fig. 1b. The duration of the fast stage of the rel
ation of P with a sharp change inE does not exceed 15 s
The values ofP corresponding to the moments when t
jumps are completed lie on the curve of the first one-fou
period of the loop, presented in Fig. 1b~shown by the dots!.
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A characteristic feature of the initial stages of the pol
izationP for the two crystals is also manifested on the rela
ation curves in a comparatively long time interval~Figs. 2a,
b!. After the field E is switched on instantaneously, at th
initial moment (t50) of the slow relaxation the values ofP0

for different values ofE,Ec are the same for TGS~no
jumps inP) and different for RZC. The jump inP for RZC
is all the larger, the largerE. Thus, for TGS rapid change
~jumps! in P are observed only in fieldsE>Ec , whereas for
RZC they are observed in a wide range of values ofE. It is
natural to attribute this feature of the RZC crystal to t
existence of a wide spectrum of the distribution of the co
cive fieldEc over the volume of the sample. As a result, in
field of virtually any strength part of the crystal is polarize
rapidly ~above-barrier process! and a part is polarized slowly
~thermally-active process!. If necessary, the spectrum of th
distribution ofEc can be constructed from the experimen
data presented.

In principle, the processes leading to the depolarizat
of the crystals should contain information about the spec
of the distribution of the energy barriers for domain walls
the absence of an electric field. The results of an invest
tion of the slow depolarization for TGS are contained in R
5, and the results for RZC are displayed in Fig. 2c. Just as
the polarization of a crystal, after the field is switched off t
polarizationP at first decreases abruptly and then it slow
relaxes to the zero equilibrium value~inset in Fig. 2c!. The
preliminary polarization time of the crystal in fields of di
ferent magnitudeE before they are switched off was 5 min

We shall make a phenomenological analysis of the s
stages of polarization and depolarization, which are show
Fig. 2, making the assumption, just as in Ref. 4, that after
jump in P the process proceeds in a thermal activation m
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FIG. 2. Slow polarization of TGS and Rb2ZnCl4 in various electric fieldsE.
a — TGS,E55.6 (1), 15 ~2!, 25 V/cm ~3!; b — Rb2ZnCl4 , polarization
process in the fieldE5200 ~1!, 300 ~2!, 500 ~3!, 800 ~4!, 1000 V/cm~5!;
c — Rb2ZnCl4 , depolarization process after the fieldE5400 (1), 600 ~2!,
800 ~3!, 1000 V/cm~4! is switched off. Inset: Initial section of the proces
t051 min.
y
l-
ner and for a small change inP the relaxation centers~nu-
clei! are independent and make an additive contribution
the total value ofP. Then

y~ t !5~Pe2P~ t !!/~Pe2P0!5E
0

`

f ~t!exp~2t/t!dt,

~1!

wherePe is the equilibrium polarization,P(t) is the polar-
ization at timet, P0 is the polarization att50, f (t) is the
distribution function of the relaxation timest, and
*0

` f (t)dt51. If the form of the functiony(t) can be deter-
mined from the experimental data, then Eq.~1! makes it
possible to reconstruct easily the distribution functionf (t),
since t2f (t) and y(t) are related by a Laplace transform
where the first function is the original function and the se
ond function is its transform.

In Ref. 4, the spontaneous polarizationPs was taken as
the equilibrium valuePe for TGS. In the case of a crysta
with a definite value of the coercive fieldEc , this appears to
be fully justified and in Landau’s phase transition theory
coincides with general ideas about polarization switching
ferroelectrics.6 However, if an entire spectrum of values o
Ec is present, then the equilibrium valuePe will depend on
the magnitude of the fieldE. The simplest examples of thi
evidently are real ferroelectrics, where, on account of i
purities or defects, which also apper as a result of ioniz
radiation,7 internal bias fieldsEb exist. These fields lead to
local asymmetry of the polarization-dependent doub
minimum free energy and, in consequence, to forced lo
polarization. As a result, if the external fieldE,Eb in some
sections of the crystal, then these sections do not partici
in the relaxation process. On this basis,Pe was assumed to
be an unknown parameter, and an analytic expression
scribing the experimental data for both crystals was sou
for the directly measured polarization

DP~ t !5P~ t !2P05~Pe2P0!~12y!, ~2!

where y is the function~1!. Just as in Ref. 4, all the dat
obtained agree satisfactorily with the power-law depende

y51/~11t/a!n, ~3!

where the parametersa andn are also unknown.
The computed curves ofP(t) in Fig. 2 are shown by

solid lines, while the experimental points fall on the lin
with adequate accuracy. The least-squares method, emp
ing a standard program, was used to fit the function~3! to the
measurementsP(t). The deviationdP of the experimental
values of P from the computed curves did not excee
dP/P50.005. The parametersPe , a, and n are given in
Table I for all cases.

The empirical law~3! is possibly universal for inhomo
geneous systems of various types. For example, the s
relaxation of the permittivity of mixed crystal
K(12x)Li xTaO3 in the glass state follows the same law.8 For
n!1 the law ~3! becomes logarithmicy.12nln(11t/a),
and for t@a it becomes a power lawy.1/tn, which are
particular cases of Eq.~3! and were recorded earlier in man
observations.1 The law ~3! describes better than the wel
known Kohlrausch lawy;exp(2t/tb)(b,1) the experimen-
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TABLE I. Parameters of the spectra of the relaxation timest for TGS and RZC crystals.

Crys- Process E, Pe ,mC/cm2 a, min n tm , min t1 , min t2 , min DU, eV
tal V/cm

TGS Polari- 5.6 3.1760.17 150630 0.07060.011 140630 2967 303863 0.1173
zation 15 3.0260.05 210610 0.5560.02 13569 35.062.5 147361 0.0944

25 2.8460.04 200610 0.7660.03 11668 3262 104662 0.0879
RZC Polari- 200 0.017660.0002 36610 0.2960.04 3069 6.762.2 42861 0.0628

zation 500 0.041060.0003 4.560.8 0.2660.01 3.560.7 0.860.2 58.360.1 0.0643
800 0.060360.0005 1.760.6 0.1960.01 1.460.5 0.360.1 25.0060.05 0.0658

Depolari- 400 0 0.02460.002 0.073060.0005 0.02260.003 0.00560.003 0.486060.0003 0.07
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tal data for short timest, since att50 the derivativedy/dt
is infinite for the Kohlrausch law and finite for the seco
law ~Fig. 2!. Moreover, the law~3! corresponds to the simpl
distribution function9

f ~t!5~1/aG~n!!~a/t!n11 exp~2a/t!, ~4!

whereG(n) is the gamma function. The maximum off (t)
occurs attm5a/(11n). The errorsdPe , da, and dn in
determining the parameters ofP(t) from the experimenta
data are not difficult to estimate, using Eqs.~2! and ~3!, as

U dPe

~Pe2P0!
U5U dP~ t !

P~ t !2P0
U5 udP~ t !u

~Pe2P0!@121/~11t/a!n#
,

Uda

a U5 ~11t/a!

n~ t/a!
U dP~ t !

Pe2P~ t !U5 ~11t/a!n11udP~ t !u
n~Pe2P0!~ t/a!

,

Udn

n U5 1

nln~11t/a!
U dP~ t !

Pe2P~ t !U5 ~11t/a!nudP~ t !u
nln~11t/a!~Pe2P0!

,

Ud f ~t!

f ~t!
U5un2a/tuUda

a U1nu ln~a/t!2w~n!uUdn

n U, ~5!

where dP(t) is the error in measuring P and
w(n)5G8(n)/G(n) is the logarithmic derivative ofG(n).
Significantly, the errors depend on the time interval dur
which the relaxation is recorded. For short times (t!a) they
are extremely large and decrease with increasingt. As
t→`udPeu→udP(t)u, da anddn at first decrease, and the
increase: The minimumuda/aumin occurs at t5a/n,
uda/aumin5@(n11)/n#n11udP(t)/(Pe2P0)u, and the mini-
mum udn/numin occurs at a value oft* determined from the
equationnln(11t* /a)511t* /a.

The spectraf (t) of the timest of the slow relaxation
stages, calculated using Eq.~4!, for polarization processes i
TGS and RZC and depolarization processes in RZC are
sented in Fig. 3. The nature of the evolution of the spec
for the polarization accompanying a change in the magnit
of the fieldE is the same for both crystals: AsE increases,
the maximum off (t) shifts in the direction of smaller value
of t. The most detailed data on the influence of the field
the spectrum oft for TGS are contained in Ref. 4. Th
spectrumf (t) for depolarization of RZC, within the limits o
the measurement errord f (t)/ f (t).502100%, is virtually
independent of the field strength~200–1000 V/cm! of the
preliminary polarization of the crystal and lies in the range
small values oft with a maximum attm'1.2 s, and its
g

e-
a
e

n

f

width is smaller than for the polarization process~Fig. 3!. A
similar estimatetm8 '100 min can be obtained, from the da
of Ref. 5, for the depolarization of TGS, whose rate is mu
lower than in RZC.

Table I gives, besides the parametersa, n, andPe , the
characteristics of the spectra: the minimumt1 and maximum
t2 values oft and the widthDU of the spectra determined a
the level f (t)50.1f (tm), where f (tm) is the maximum
value of f (t). According to the Arrhenius law
t5t0exp(U/kT) (t0 is the kinetic factor!, i.e.
DU5kTln(t2 /t1). The absolute error in determiningDU
does not exceed 0.001 eV. The errors for other quantities
indicated in Table I. In accordance with Eq.~5!, the measure-
ment accuracy should increase appreciably, if the record
time of the relaxation is increased. We note once again t
in contrast to Ref. 4, in fitting a power-law dependence~3!
with the free parametersa andn to the experimental data fo
both crystals, the quantityPe was also assumed to be arb
trary ~a third free parameter!. For TGS this additional as
sumption actually does not give anything new compa
with Ref. 4, since in this casePe once again is virtually
identical to the spontaneous polarizationPs for all values of
E,Ec ~see Table I!. For RZC, however,Pe depends onE,
approximately repeating the dependence ofP on E in the first
one-fourth of the period of the variation of the field~Fig. 1b!.

The results of recordingP, which are presented above
enable us to make the following remarks about the cha
teristic features of theP-dependent local free energyF for
both crystals~Fig. 4!. For TGSF(P) ~Fig. 4a! is the standard
symmetric function with two minima~curve 1!.10 When an
arbitrarily weak polarizing fieldEp is switched on, the func-
tion F(P) changes~curve2!, and a slow thermoactivationa
relaxation from the stateA into the stateB commences.
When Ep is switched off, the reverse process of relaxati
from the stateC into the stateD ~curve3! occurs under the
action of the depolarizing fieldEd . Both processes are indi
cated by arrows in Fig. 4a. IfEp.Ed is small, then the state
A, B, C, andD are close to the states corresponding to
minima of the functionF(P) which is not perturbed by the
field ~curve1!, and the potential barriersUp5FA in the pres-
ence of polarization andUd5FC in the presence of depolar
ization are virtually identical,Up.Ud ~the index ofF is the
point on the curveF(P) where the value ofF is taken!.
Indeed, for barrier energies corresponding to the timestm

and tm8 of the maxima of the distributionf (t) for polariza-



ef.

ri-

-
of

r-

t
lar-
e

-

x-

the
t,

me-
of
e
ies

ar.
ase
m-

in

o-
ho-
rs,
the

ses
the
a of
he
any
um
the
low
ak
f an
to

451Phys. Solid State 41 (3), March 1999 Gladki  et al.
FIG. 3. Distribution f (t) of the relaxation timet for polarization of TGS
~a! and Rb2ZnCl4 ~b! and depolarization of Rb2ZnCl4 ~c! in various electric
fieldsE. a —E55.6 ~1!, 15 ~2!, 25 V/cm~3!; b — E5200~1!, 500~2!, 800
V/cm ~3!; c — E5400 V/cm, t051 min.
a-
that
cive
a

tion and depolarization, respectively, we haveUp2Ud

5kTln(tm/tm8 ). The valuestm;100 ~see Table I! and tm8
;100~rough estimate based on the experimental data of R
5!, i.e.Up2Ud;0. The coercive fieldEc(FA50) has a defi-
nite value for the entire crystal, since the width of the dist
bution function decreases sharply asE→Ec .4

The energy F for RZC is an asymmetric double
minimum function. Figure 4b shows a schematic diagram
the localF for the half of the sample with a zero total pola
ization ~curve1! ~for the other halfF has a similar form but
its deeper minimum lies to the right forP.0). The polariz-
ing field Ep changes the form ofF ~curve 2!, and for a
definite threshold value of the field, for whichFA>FB , ther-
moactivational relaxation from the stateA into the stateB
commences. WhenEp is switched off, depolarization from
the stateC into the stateD ~curve3! occurs. One can see tha
in contrast to TGS both processes differ substantially: po
ization is slow, while depolarization is relatively rapid, th
barrier Up5FA.Ud5FC . For the barrier energiesUp and
Ud corresponding to the timestm andtm8 of the maxima of
the distributionf (t) for polarization and depolarization re
spectively ~see Table I and Fig. 3!, we have Up2Ud

5kT ln(tm/tm8 ).0.11 eV. Since in accordance with the e
perimental data the parameters of the curveF(P) should
have a certain distribution in the volume, the values of
coercive fieldsEc at local points of the crystal are differen
and only the part of the volume whereFA>0 always partici-
pates in the above-barrier polarization process. The asym
try of F(P) for RZC could be due to the appearance
internal bias fieldsEb on account of inhomogeneities of th
crystal, for example, as in TGS crystals containing impurit
or irradiated with ionizing radiation.7 The reason whyEb

with opposite signs appears in ‘‘pure’’ RZC remains uncle
It could be due to the accumulation of defects in antiph
boundaries and in planes occupied by solitons in an inco
mensurate phase at temperaturesT.Tc .2

A large number of various ferroelectric materials
which the electric-field dependence of the polarization~di-
electric hysteresis loop! is either square or ‘‘extended’’ are
now known. The latter is characteristic mainly for inhom
geneous systems with different kinds of macroscopic in
mogeneities, for example, so-called relaxation oscillato
glasses, or ceramics. The relaxation data presented in
present work for polarization and depolarization proces
for the example of two crystals make it possible to relate
characteristic features of the shape of the loop, the spectr
the distribution of energy barriers for domain walls, and t
local free energy. For a square loop the free energy at
point in the crystal is a standard symmetric double-minim
function, whose parameters have a certain distribution in
volume, the coercive field has a definite value, and a s
thermoactivation relaxation commences in arbitrarily we
fields and encompasses the entire crystal. In the case o
‘‘extended’’ loop the free energy is asymmetric relative
the polarization of the double-minimum function, whose p
rameters are distributed in the volume in a manner such
the average spontaneous polarization is zero, the coer
field is different in different sections of the crystal, and
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FIG. 4. Schematic diagram of local free energy functionsF(P) for TGS ~a! and Rb2ZnCl4 ~b!.
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limited part of the sample, whose volume increases with
creasing field, participates in the relaxation of the polari
tion. However, it is important that in both cases the therm
activation relaxation processes obey a single empirical po
law, which apparently is universal for all inhomogeneo
systems.

This work was supported by the Russian Fund for F
damental Research~Project No. 96-02-18456!.

1A. K. Jonscher,Dielectric Relaxation in Solids~Chelsea Dielectric Press
Ltd, London, 1983, p. 380!.

2H. Z. Cummins, Phys. Rep.185, 211 ~1990!.
3L. E. Cross, Ferroelectrics151, 305 ~1994!.
-
-
-
er
s

-

4V. V. Gladki�, V. A. Kirikov, S. V. Nekhlyudov, and E. S. Ivanova, Fiz
Tverd. Tela~St. Petersburg! 39~11!, 2046 ~1997! @Phys. Solid State39,
1829 ~1997!#.

5W. Osak and K. Tkacz-Smiech, Appl. Phys. A65, 439 ~1997!.
6L. D. Landau and E. M. Lifshitz,Electrodynamics of Continuous Medi
~Pergamon Press, N. Y.! @Russian original, Nauka, Moscow, 1982, p
620#.

7M. Lines and A. Glass,Principles and Applications of Ferroelectrics an
Related Materials~Clarendon Press, Oxford, 1977! @Russian translation,
Mir, Moscow, 1981, p. 736#.

8F. Alberici, P. Doussineau, and A. Levelut, J. Phys. I France7, 329
~1997!.

9V. I. Ditkin and A. P. Prudnikov,Integral Transforms and Operationa
Calculus ~Pergamon Press, Oxford, 1966! @Russian original, Vyssh.
shkola, Moscow, 1965, p. 467#.

10B. A. Strukov and A. P. Levanyuk,The Physical Principles of Ferro-
electric Phenomena in Crystals~Nauka, Moscow, 1995, p. 301!.

Translated by M. E. Alferieff



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 3 MARCH 1999
Fractal-cluster kinetics in phase transformations in the relaxor ceramic PLZT
V. Ya. Shur, G. G. Lomakin, V. P. Kuminov, D. V. Pelegov, S. S. Beloglazov,
S. V. Slovikovski , and I. L. Sorkin

Institute of Physics and Applied Mathematics, Ural State University, 620083 Ekaterinburg, Russia
~Submitted July 27, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 505–509~March 1999!

Fractal formalism has been used to study the evolution of a heterophase state~consisting of polar
nanoregions in a nonpolar matrix! subjected to polarization in an electric field within the
diffuse phase transition in the transparent relaxor ferroelectric ceramic PLZT 8/65/35. The time
dependences of the fractal dimensions of polar clusters under polarization switching and
spontaneous backswitching at different temperatures have been derived from measurements of
the elastic scattering of transmitted light. Various scenarios for the evolution of the
heterophase and nanodomain states in relaxors with variation of the temperature and electric field
are proposed. ©1999 American Institute of Physics.@S1063-7834~99!02603-9#
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The relaxor state in ferroelectrics has become recent
subject of intensive studies. The interest in this class of s
stances is stimulated by the existence in these mate
within a broad temperature range of susceptibility anomal
which in conventional ferroelectrics are observed only n
the phase-transition point. The record-high susceptibili
open up a wide potential in applications.1

The heterophase state existing over a broad tempera
range in ferroelectrics having a diffuse phase transition
known to consist of nanosized ferroelectric~polar! regions
embedded in a paraelectric~nonpolar! matrix. Individual po-
lar nanoregions can be seen only with a high-resolution e
tron microscope.1,2 Cooling increases the fraction of the p
lar phase, which gives rise to coalescence of the nanoreg
to form eventually polydomain clusters of a complex sha
The spontaneous polarization (Ps) of individual polar nan-
oregions and nanodomains in clusters is oriented in a ran
manner, thus resulting in no bulk-averaged polarizationPs .
Only an external electric field can align thePs orientation in
the nanoregions.

The extremely small size of the nanoregions preclu
the use of optical visualization techniques to study the kin
ics of their rearrangement in the course of polarizat
switching. At the same time application of an electric field
a relaxor ceramic enhances strongly the intensity of scatt
light.3 The high sensitivity of light scattering to local mag
nitude of spontaneous polarization permits one to derive
formation on polarization kinetics fromin situ measure-
ments. The fractal approach to an analysis of experime
data on light scattering from polar-phase clusters in relax
can provide quantitative information on the kinetics
4531063-7834/99/41(3)/4/$15.00
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growth and orientation of otherwise invisible objects in
electric field.4–8

Variation of the fractal dimension of a system can
judged from both indirect~integrated! and direct measure
ments. Direct measurements involve recording sequence
instantaneous images of a system in different stages o
evolution. Their use entails considerable experimental d
culties and time-consuming mathematical processing of h
arrays of information. By contrast, integral methods, partic
larly the small-angle scattering technique, which is wide
employed in determination of the fractal dimensions of sta
structures,9–12 has considerable advantages.In situ measure-
ments of the angular dependence of scattered light inten
is most appropriate for studying fast kinetic processe13

Among its obvious merits are its universality~measurements
in both transmitted and reflected light!, fast response~mea-
surement frequencies of up to 200 Hz!, high locality ~probe
diameters of down to 100mm!, and a high sensitivity and
spatial resolution~down to 100 nm!.6,7,13

This work applies fractal formalism to angular depe
dences of scattered light intensity to derive the spatial dis
bution of scattering centers in a relaxor.

1. EXPERIMENT

As the object for the study was chosen the hot-press
coarse-grained ~grain size 427 mm) lanthanum-doped
PLZT 8/65/35 ceramic~lead zirconate-titanate!, which ex-
hibits a classic relaxor behavior within a broad temperat
range. We analyzed the variation in longitudinal scattering
monochromatic light under application of rectangular fie
FIG. 1. Optical arrangement:1 — laser,
2 — photodiode,3, 7 — lenses,4 — dia-
phragm,5 — sample in a cryostat,6 — in-
terchangeable annular diaphragm,8 — PM
tube.
© 1999 American Institute of Physics
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pulses. Continuous transparent electrodes based on in
and tin oxides were deposited on the surfaces of pla
parallel ceramic plates less than 100mm in thickness. The
polarization was generated by 0.001–1-s long unipolar fi
pulses with a repetition frequency of 0.1–0.5 Hz and am
tude of up to 400 V.

The behavior of the light intensity scattered at an an
a in time, I (t)a , reproduced itself under cyclic repetition o
the field pulses. This feature permitted determination of
instantaneous scattering indicatrixI (a) t ~for an instant of
time t) from a series of consecutive measurements ofI (t)a

for light scattered through various anglesa ~selected with a
set of annular diaphragms!.

The optical arrangement used to measure the ang
dependences of scattered light is presented in Fig. 1.
source of light is a He–Ne laser~1! operating at a wave
length of 0.63mm with a power of 3 mW. The radiation
intensity is monitored with a photodiode~2!. A parallel
fundamental-mode beam collected by lens~3! and cut out by
diaphragm~4! passes through sample~5! mounted in an op-
tical thermostat. Interchangeable annular diaphragms~6!

FIG. 2. Typical variation of integrated scattered light intensity under ap
cation of rectangular voltage pulses (E510 kV/cm, pulse length 1.5 ms
T560 °C).

FIG. 3. Temperature dependence of the scattered intensity parameters~1 —
I min , 2 — I max, 3 — DI ) obtained under cooling (E510 kV/cm, pulse
length 1.5 ms!.
um
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ld
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e

e
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make possible light-intensity measurements at scatte
angles from 208 to 10° with a resolution of about 208. Lens
~7! focuses the scattered light onto the photocathode of a
tube ~8!. A computer-controlled system permits measu
ment of the laser beam and scattered light intensity wit
time resolution of less than 1ms.

2. RESULTS OF MEASUREMENTS

The variation of integrated scattered intensity under
plication of a rectangular field pulse can be separated
two parts, namely, switching, during which the intensity i
creases to reach a maximum levelI max, and spontaneous
backswitching, a process recovering the original transpa
state with a background scatteringI min ~Fig. 2!. As seen from
the temperature dependence of scattered-light amplitu
~Fig. 3!, the field-induced variation in the scattered intens
is observed within a temperature region from 45 to 120
whereTmax5120°C is the temperature of the maximum
dielectric permittivity, andTph545°C is the temperature o
the phase transition from the relaxor to ferroelectric state

The set of the time dependences of the intensity s
tered at fixed angles,I (t)a ~Fig. 4!, was used to determine
the angular dependences of the scattered intensityI (a) t for

-

FIG. 4. Variation of scattered light intensity for different anglesw~deg!:
1 — 0.72, 2 — 1.03, 3 — 1.82, 4 — 2.29, 5 — 2.33, 6 — 2.93! under
application of rectangular voltage pulses (T560°C).

FIG. 5. Instantaneous angular dependences of scattered light inte
t(ms): 1 — 1.59,2 — 1.72,3 — 1.85,4 — 2.17. The experimental data ar
fitted to Eq.~2!.
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different instants of time~i.e. switching phases! ~Fig. 5!. The
experimental data were treated under the assumption tha
scattering centers are fractal clusters.

FIG. 6. Variation of instantaneous values of fractal dimension under ap
cation of a rectangular field pulseT(°C): 1 — 47, 2 — 60.
the

It is known that polar-phase clusters in relaxors are
jects with a complex structure presenting difficulties f
analysis of angular dependences of elastically scattered l
and fractal formalism is used successfully here.14–16Besides,
as demonstrated for the classical relaxors PST and PM
field-induced polar clusters are also fractal objects,14,15 for
which the classical dependence of the scattered intensityI sc

on wave vectorq holds12

I sc~q!;q2D , ~1!

whereq5(4p/l)sin (w/2), w is the scattering angle,l is the
wavelength, andD is the fractal dimension.

Obviously enough, relation~1! is not satisfied in our case
throughout the range of angles~sizes! covered ~Fig. 5!.
Therefore in our treatment of experimental data an up
length-scale cutoff on clusters was introduced using a mo
fied dependence9–11

I sc~q!;G~D21!jD~11q2j2!2~D21!/2

3~qj!21/2sin@~D21!arctan~qj!# , ~2!

li-
c-
ra-

d
y
if-
n-
FIG. 7. Schematic evolution of a heterophase stru
ture existing in a relaxor phase at various tempe
tures and driven by an electric field:~a–c! substan-
tially above Tph ; ~d,e! near Tph ; ~f,g! at Tph ;
~a,d,f! without field; ~c,e,g! with applied field;~b! in
the course of polarization switching. Filled an
open circles — polar nanoregions with differentl
oriented polarization, filled and open squares — d
ferently oriented nanodomains, gray region — no
polar matrix. A dynamic cluster is outlined in~b!.



he

io
ra
ta
f
io
o

th
t
th
c-
f
e

t
ro
th
,
-

th

p
n

to

g
n
o

fte

to

ri
ie

et-
olar
and
si-
ters
and

e
nd
em-

the
ain

ica-

Re-

q.

n-
o-

V.

s

S.

. D.

t.

456 Phys. Solid State 41 (3), March 1999 Shur et al.
whereG(x) is the gamma function, andj is the fractal cor-
relation length.

The experimental points were approximated within t
total angular range by relation~2! with a fixed j, which
permitted reliable determination of the fractal dimension.

3. DISCUSSION OF RESULTS

Figure 6 demonstrates the variation of fractal dimens
induced by switching and backswitching for two tempe
tures. We readily see that the kinetics of heterophase s
driven by a field pulse may be considered as evolution o
fractal object. The noticeable decrease of fractal dimens
under the action of an external field resembles the trend
served as the temperature is decreased. An analysis ofD(t)
permits one to follow the kinetics of the process; indeed,
initial decrease evidences a change in the structure of
scattering centers when the relaxor is being polarized,
value ofD within the linear portion characterizes the stru
ture of the polarized state, and the subsequent increase o
fractal dimension describes the kinetics of system recov
to the initial state.

The scatterers change their nature under cooling as
transition to the ferroelectric phase is approached. Far f
Tph , only single disordered polar nanoregions exist in
nonpolar matrix~Fig. 7a!. After the field has been turned on
they gradually orient in one direction to form ‘‘dynamic po
lar clusters,’’ which consist of adjacent nanoregions with
same direction of polarization~Fig. 7b!. The fairly large dy-
namic clusters act as scattering centers. In a completely
larized sample, scattering takes place only from grain bou
aries~Fig. 7c!.

In the vicinity of Tph , polar nanoregions coalesce
form polydomain clusters with nanosized domains~Fig. 7d!.
In this case, however, there is also no macropolarization
the absence of a field, and the medium is optically homo
neous, because spontaneous polarization in adjacent
odomains is randomly oriented. The linear dimensions
polydomains are large enough for scattering to set in a
the field-induced transfer to the single-domain state~Fig. 7e!.

In the immediate vicinity of the complete transition
the ferroelectric phase~Fig. 7f!, percolation transition gives
rise to formation of ‘‘infinite’’ polydomain clusters with di-
mensions equal to those of the grains. In this case scatte
after the polarization switching occurs from grain boundar
and nonpolar ‘‘windows’’~Fig. 7g!.
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Thus we have studied the statics and kinetics of the h
erophase state, which contains nanosized regions of a p
phase with randomly oriented spontaneous polarization
exists in the region of the diffuse ferroelectric phase tran
tion. Based on the assumption that the scattering cen
~field-induced clusters of nanoregions of the polar phase
nanodomains! may be considered as fractal objects, the tim
evolution of their fractal dimensions under a pulsed field a
at different temperatures has been studied. It has been d
onstrated that fractal formalism permits determination of
scenarios of evolution of the heterophase and nanodom
state in relaxors under variation of temperature and appl
tion of an electric field.
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Local charge formation in LiNbO 3 using a mobile needle-shaped electrode
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It is shown that local formation of electric charge in a region near the surface of lithium niobate
crystals can take place both by local polarization switching of the sample and by local
injection of electric charge from a needle-shaped electrode. A local change, due to the electrooptic
effect, in the birefringence of the sample near the charged region is used to investigate the
nature and the formation mechanism of the charge relief. ©1999 American Institute of Physics.
@S1063-7834~99!02703-3#
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Dielectrics, having a low electric conductivity, ca
maintain for a long period of time a nonequilibrium spat
distribution of electric charge that is produced in them. T
formation of such a distribution can be accomplished by d
ferent methods. For example, charged regions can be
duced in photosensitive dielectrics by laser radiation. T
radiation generates in the sample free charge carriers w
are then redistributed in the internal electric fields of t
crystal lattice.1 A charge relief can be produced in a ferr
electric dielectric by forming a domain structure in the cry
tal having a prescribed arrangement of charged dom
walls. Finally, the injection of charge carriers2 into a dielec-
tric from an external electrode can be used to produce su
relief.

The uniaxial ferroelectric lithium niobate, which po
sesses high resistivity, spontaneous polarization, and e
trooptic constants, is one of the most convenient mater
for studying phenomena associated with the formation o
nonequilibrium space charge distribution. Specifically,
strong electrooptic effect makes visualization of charge
gions in it possible.

In the present work local penetration of electric char
into lithium niobate whose surface is scanned by a nee
shaped electrode is investigated experimentally. Such
electrode acts like an electric-field concentrator in the reg
where the electrode touches the surface of the crystal an
the same time a mobile~moving along the surface! source of
injected charge. The local change produced in the biref
gence in the crystal along the trajectory of the electrode ti
used to study the mechanism leading to the formation o
charge relief and to determine the geometric characteris
and lifetime of the charge relief.

A diagram of the experiment is shown in Fig. 1.
single-crystal sample 1 is placed on the surface of the
electrode — a half-transmitting conducting film of chromium
2 deposited on the bottom of the cell 3. A tungsten tip
secured to a micromanipulator, is brought up to the surf
of the crystal~just as in previous experiments,3,4 the radius of
curvature of the tip was'1mm!. The tip serves as a secon
electrode and can move in the horizontal and vertical dir
tions. To prevent electrical breakdown the cell holding t
4571063-7834/99/41(3)/3/$15.00
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sample is filled with transformer oil. A polarized-ligh
microscope 5 is used to observe in the transmitted light
motion of the tip and the local change in the birefringence
the sample. Both ‘‘direct’’ observation of the spatial relief —
on the side of the surface touched by the mobile electr
~Fig. 1a! — and observation ‘‘from the side’’ — through th
side face of the crystal~Fig. 1b! — are possible. To investi-
gate the local changes in the birefringence the microsc
analyzer is placed in a position close to the crossed posi
with respect to the polarizer and the sample is oriented
that its characteristic birefringence would not produce o
stacles to observation.

Let us consider first the possibility of producing
charged relief by means of local polarization switching of t
sample.4

Figure 2 shows a fragment of the surface of aZ-cut
monodomain sample of lithium niobate~‘‘direct’’ observa-
tion! on which parallel lines with different values of the vol
age ~U! were drawn with a needle-shaped electrode. T
photograph attests to the change in the birefringence in
crystal along these lines. This effect is recorded with
electric field near the tip oriented in a direction opposite
the spontaneous polarization in the crystal and with the v
age on the electrodes exceeding the threshold value~in our
case 500 V!.

The image obtained at room temperature remains
quite a long time: The decrease in the contrast of the im
becomes noticeable two days after the polarization switch
is completed, but the pattern can be distinguished even a
one month. Heating the sample to 100 °C causes the im
to vanish almost completely within 2–3 min.

In previous work3 it was established by chemical etchin
that under the conditions presented above local switching
the polarization occurs in the sample~domain formation!.

In uniaxial ferroelectric crystals domains with opposite
directed polarization are optically indistinguishable beca
their optical scattering functions are identical. The optic
contrast arising with polarization switching should be as
ciated with the state of the regions of the crystal near dom
walls. Indeed, observation ‘‘from the side’’4 established that
the observed optical contrast~Fig. 2! is due to the optical
© 1999 American Institute of Physics
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inhomogeneity near the walls of the needle-shaped dom
formed. These domains, which are arranged quasiperi
cally ~period '2mm! along the lines drawn, extend in th
direction of theZ axis. With a voltageU52.5 kV they are
55 mm long and'1mm across.

For domains localized near the surface of the crystal~not
through domains! the domain walls cannot be parallel to th
Z axis everywhere. There exist sections of the walls wh
Pn ~the component of the spontaneous polarization tha
orthogonal to the surface of the wall! is different from zero.
An electric charge with densityq.2Pn , whose electric field
influences the local birefringence, forms on such section

Assuming the optical inhomogeneity under study
caused by the electric field produced by charges localize
the domain walls, it is easy to explain the observed decre
in the image contrast with time. After a local charge
formed, the intrinsic free carriers in the crystal start to co
pensate it, which decreases the local electric field with tim

FIG. 1. Diagram of the experiments. a — ‘‘Direct’’ observation, b — ob-
servation ‘‘from the side.’’

FIG. 2. Section of the surface of aZ-cut lithium niobate crystal in polarized
light after drawing parallel lines with a needle-shaped electrode. The po
tial difference decreases~from 2.7 kV! from line to line with a'0.4 kV
step. The tip velocity'1 mm/s.
ns
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Local polarization switching using a needle-shaped el
trode can also be produced inY-cut samples.3 The threshold
voltage in this case is 900 V. The needle-shaped dom
formed, which are revealed by chemical etching, exte
along the surface of the crystal in the direction of theZ axis.
For U52.5 kV the domains are 15mm long and'1mm
across. However, it is not possible to record the change in
optical birefringence near the domain walls.

In Ref. 3 it is shown that under local polarization switc
ing domains inY-cut samples grow in a thin surface laye
(;0.15mm). The polarization and electric properties in th
layer can differ appreciably from those in the interior vo
ume. This could be due both to the closeness of the boun
of the sample and the corresponding boundary phenom
and to the effect of a real surface, whose properties
largely determined by the physicochemical treatment. A h
conductivity and, in consequence, more rapid compensa
of electric charges localized in the domain walls can be
served in this layer. Apparently, the short compensation t
of these charges did not make it possible to observe the
sociated rapid change in the local birefringence inY-cut
samples.

Together with the long-time change in the local birefri
gence observed inZ-cut samples accompanying polarizatio
switching, one other optical effect is observed in the expe
ments. It consists in the appearance of a stripe of opt
contrast with a short lifetime (t<20 s! trailing behind the tip
along the trajectory of the tip along the surface of the crys
in both Z- andY-cut samples. The phenomenon is observ
for both signs of the polarity of the tip. The minimum vol
age at which it could be observed was much lower than
threshold voltage for polarization switching. The image co
trast increases with the voltage. As a rule, an increase in
velocity of the tip also leads to this.

In Y-cut samples this stripe is first recorded atU5200 V
and it is 1–2mm wide right up toU53 kV. Its appearance
does not depend on the direction of motion of the tip relat
to theZ axis. InZ-cut samples a similar effect in the form o
a diffuse trail extending behind the tip can be distinguish
in the absence of higher-contrast changes in the birefringe
which are due to polarization switching.

The possibility of observing the short-time effect und
study depends strongly on the physicochemical treatmen
the surface of the crystal~etching, chemical-mechanical po
ishing!. A short-time change in the birefringence was r
corded inY-cut samples only after they were etched for
long time in a mixture of nitric and hydrofluoric acids a
temperature'100 °C ~in the process the thickness of th
samples decreased to'20mm!. In subsequent experiment
etching took place at different temperatures from 60
100 °C. These investigations showed that the lifetime of
changes in the birefringence can change irreversibly in
range 0,t,20 s. Decreasing the etching temperature, a
rule, increasest. The short-time change in the birefringenc
also becomes more noticeable with prolonged chemi
mechanical polishing of theZ-cut samples. In this case, how
ever,t did not exceed 5 s.

We shall now discuss the short-time change in the b
fringence. As indicated above, it is observed for both pola

n-
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ties of the tip, irrespective of whether or not polarizati
switching occurs in the process. It is natural to attribute t
effect to injection of free charge carriers into the dielectr
Then it should also be observed in other dielectric~nonfer-
roelectric! materials with quite low conductivity and a stron
electrooptic effect. Indeed, we recorded a short-time cha
in the birefringence along the trajectory of a needle-sha
electrode in SrTiO3 crystals, which are well-known not to
possess spontaneous polarization.

The following experiment serves as important proof
the role of injection in the observed phenomena. It turned
that the long-time changes produced in the birefringence
Z-cut LiNbO3 crystal by local polarization switching can b
eliminated by using the same needle-shaped electrode.
this, it is sufficient to touch this electrode once again to
surface under study after first reversing the polarity of
electrode. Thus, forU52 kV ‘‘erasing of the image’’ occurs
inside a region with radius'30mm near the electrode in
time '5 s. This effect is evidently due to the compensat
of bound charges in domain walls by charges with the op
site sign injected from the electrode.

This experiment with ‘‘erasure’’ also confirms the co
rectness of the assumption that in our investigations the e
trooptic effect is responsible for the main changes in
birefringence near domain walls.

As mentioned above, the dependence of the experim
tal results on the procedure used to treat the surface of
sample is evidently due to the influence of this treatment
the structure and chemical composition of the near-surf
layer of the crystal and, specifically, on its conductivity.

In summary, the investigations performed demonstr
the possibility of producing a charge relief in a region ne
s
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the surface of lithium niobate crystals by using a mob
needle-shaped electrode. Local implantation of charge
lithium niobate can be accomplished by injection of char
carriers as well as by the displacement of charged dom
walls. In the first case only free charge carriers are int
duced into the sample, while in the second case a struct
rearrangement~polarization switching! of the crystal lattice
also occurs in the sample.

It follows from the results obtained that due to the lar
electrooptic constants it is possible to visualize in lithiu
niobate not only ferroelectric domain formation but also
jection of charge carriers into the dielectric.

The investigations performed demonstrate that cha
writing of information with quite high density in a dielectri
is possible in principle. The method developed for formi
charge structures can be used to produce local inhomog
ities in dielectric crystals and films when studying the prop
gation of electromagnetic and acoustic waves in these me

* !E-mail: sherman@asher,ioffe.rssi.ru

1M. P. Petrov, S. I. Stepanov, and A. V. Khomenko,Photosensitive Elec-
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Relaxation processes in the incommensurate phase of a crystal with defects
S. N. Kallaev and I. K. Kamilov
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Russia
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The nature of the relaxation of the incommensurate superstructure of a ferroelectric to the
equilibrium state is investigated experimentally. It is shown that near a phase transition the
temperature dependence of the relaxation time of the incommensurate phase of the
defective crystal is exponential. This law agrees qualitatively with the notion of domain wall
motion in an inhomogeneous medium containing ‘‘random local phase-transition
temperature’’ type defects. ©1999 American Institute of Physics.@S1063-7834~99!02803-8#
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In the last few years a great deal of attention has b
devoted to investigating the critical dynamics of disorde
systems which can exist in a nonequilibrium state for a lo
time. The incommensurate phase of a ferroelectric is a s
ing example of such a system. A characteristic feature of
incommensurate phase is the presence of very slow re
ation to the equilibrium state. This process is determined
the motion of quasidomain boundaries~solitons! in a random
medium by overcoming barriers.1,2 According to Ref. 3, near
a ferroelectric phase transitionTc the relaxation timet varies
with the temperature of a crystal according to an exponen
law

t'g21exp@~const/Tc!uT2Tcu2p#, ~1!

whereg is a kinetic coefficient andp is a parameter deter
mined by the type of defects. Thus, for a three-dimensio
incommensurate ferroelectric containing defects of the t
‘‘random local field’’ ~RLF! this parameter is 3/2, while fo
defects of the type ‘‘random local phase-transition tempe
ture’’ ~RLT! 0.78<p<1.0.4 In Ref. 5 an attempt is made t
check experimentally the dependence~1! with p53/2 on the
basis of dielectric measurements.

In the present work a situation close to that analyz
theoretically in Ref. 2 is realized experimentally to determ
the character of the relaxation of the incommensurate ph
to the equilibrium state. The relaxation phenomena in
incommensurate phase of a crystal near a ferroelectric p
transition was investigated on the basis of measuremen
the permittivity«, to which the oscillations of quasidomai
walls make the main contribution.

The object of investigation is an Rb2ZnCl4 crystal, un-
dergoing a phase transition atTc5195.2 K to the ferroelec-
tric phase D2h⇒C2v (Pmcn⇒Pn21a) with spontaneous
polarization along theb(Y) axis. The phase existing at
temperature betweenTi5303 K andTc is incommensurate
with the polarization componentPy modulated along the
c(Z) axis. The crystal samples consisted of 434.5 mm
plates oriented perpendicular to theb(Y) axis. The measure
ments of« were performed with a capacitance bridge a
mHz and recorded with an X–Y plotter. The accuracy of t
« measurements is not less than 0.01% and the temper
stabilization is no worse than 0.005 K.
4601063-7834/99/41(3)/2/$15.00
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One of the main questions in experiments of this kind
the temperature of the structural phase transition to a p
state in a real crystal. This transition ordinarily always e
hibits temperature hysteresis. Taking account of the fact
the equilibrium state of an incommensurate phase of
crystal corresponds to a state in which the physical proper
do not depend on the direction of temperature change,
there is no temperature hysteresis, the phase transition
peratureTc can be taken asTc5(Tc

c1Tc
h)/2, whereTc

c and
Tc

h are the temperatures of phase transitions on cooling
heating of the crystal sample. Then expression~1! can be
rewritten as

h'g21exp@~const/Tc!uDTu2p#, ~2!

whereDT5uT2Tc
cu1uT2Tc

hu is the magnitude of the tem
perature hysteresis. Thus, Eq.~2! makes it possible to esti
mate experimentally the temperature dependence of the
laxation time of a soliton lattice.

The results of investigating of the temperature dep
dence of the permittivity on cooling and heating of a
Rb2ZnCl4 crystal in a quasistatic regime are presented in F
1 for three different measurement time intervals. The m
surement procedure was as follows. The initial nonequi
rium state was produced by cooling to a fixed temperat
near Tc after holding the crystal sample at a temperatu
aboveTi for one hour and by heating after the crystal w
first cooled below 150 K. In this manner, both low and hi
soliton density relative to the equilibrium state can be p
duced at any temperature point of the incommensurate ph
On the basis of the measurements of the time dependenc
the permittivity for different temperaturesT5 const~inset in
Fig. 1! the temperature dependence«(T) was determined in
the process of cooling~or heating! a sample of the Rb2ZnCl4
crystal. The complete cycle, which includes measuremen
the dependence«(T) on heating and cooling, was invest
gated in the following eight time intervals: 600, 1200, 240
4800, 7200, 12000, 21000, and 42000 s. The va
Tc5(Tc

c1Tc
h)/2 remained constant for all measurement

gimes. The complete measurement cycle for determin
temperature hysteresis in each individual case was condu
after the crystal sample was annealed at room tempera
for at least 24 h. The temperaturesTc

c andTc
h correspond to
© 1999 American Institute of Physics
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FIG. 1. Temperature dependence of the pe
mittivity on cooling and heating of an
Rb2ZnCl4 crystal in a quasistatic regime fo
the following three measurement time inte
vals: t5600 ~1!, 4800~2!, and 21000 s~3!.
Inset: Time-dependence of« at three tem-
peratures:T2Tc

c50.27 ~a!, 0.74 ~b!, and
1.20 K ~c!.
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the temperature maxima of« on the cooling and heating
curves. The results of establishing the law governing te
perature variation of the relaxation time in the incommen
rate superstructure~soliton system! are presented in Fig. 2
where the curves ln(lnt) versus lnDT are constructed from
the data in Fig. 1. As one can see from Fig. 2, the temp
ture variation oft follows the exponential law~2!. The ex-
ponentp determined from the slope of the straight line wi

FIG. 2. Double logarithm of the relaxation timet versus ln(DT) for an
Rb2ZnCl4 crystal.
-
-

a-

respect to the abscissa from Fig. 2 is 0.7560.05. According
to Ref. 4, this value of the parameter corresponds, to wit
the error limits of the measurements, to the incommensu
phase of the ferroelectric containing RLT-type defec
which in contrast to RLF-type defects directly interact wi
domain walls. It should be noted that for RLT-type defec
long-range translational order exists in the incommensu
phase of the crystal if the intersoliton distance exceed
critical value.3

In summary, the experimental results attest to the f
that the relaxation time of the soliton lattice of a crystal w
defects to the equilibrium state varies exponentially w
temperature. It was shown that this law of slow relaxation
characteristic for an incommensurate phase with RLT-ty
defects. This conclusion agrees with the theoretical inve
gations performed in Ref. 3 on the basis of the idea of
motion of a domain wall in a random medium by overcom
ing of barriers.
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Anomalies in the elastic properties of silicious iron single crystals at pressures of up to
9 GPa and the a –« phase transformation

F. F. Voronov and E. V. Chernysheva

L. F. Vereshchagin Institute of High-Pressure Physics, 142092 Troitsk, Moscow Region, Russia
~Submitted September 4, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 516–522~March 1999!

A Fe15.07 at. % Si single crystal has been studied by ultrasonic-pulse technique. Its density and
elastic constants were determined forp50 andT5293 K. The dependence of the elastic
properties of silicious iron on Si concentration was constructed. The compression, the effective
elastic constants, and the Gru¨neisen parameters were measured at hydrostatic pressures of
up to 9 GPa. It was found that forp50, ]c11/]p56.54, ]c44/]p52.92, ]c8/]p51.02, and
]Ks /]p55.17. The elastic constantsc44 andc8 increase linearly with pressure by 19.3
and 18.2% byp59 GPa. The elastic anisotropy does not vary with pressure. Forp.4 GPa,
c11, c12, and KS were observed to increase nonlinearly with decreasing pressure
derivative. The Gru¨neisen parametergLA decreases with pressure down to 0.70 at 9 GPa to
become negative when extrapolated to the region of thea –« phase transformation. The anomalies
in c11 and the negative values ofgLA for p.11 GPa indicate that the phase transformation
in silicious iron at 13.5 GPa can take place by the crystallographic mechanism of thea –«
transformation in pure iron, i.e. by lattice compression in the@001# direction and shearing
of the ~110! planes along@11̄0# or @ 1̄10#. An assumption is put forward that pressure gives rise
in silicious iron tosp–d hybridization, which results in increased screening of the ion-ion
interaction and in anomalies in elastic properties. Similar phenomena are expected to occur in pure
bcc Fe as well. ©1999 American Institute of Physics.@S1063-7834~99!02903-2#
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High-pressure studies of iron and of its alloys are
considerable interest for the physics of solid state and g
physics, which is due to a considerable extent to the fact
Fe and some of its alloys undergo under pressure a first-o
phase transformation first discovered1 at p513 GPa in shock
experiments. This transformation was studied compreh
sively by optical techniques2 and x-ray diffraction with syn-
chrotron radiation3 using diamond anvils. It was shown th
bcc a Fe transfers to hcp« Fe, and that the transformatio
has a martensitic nature and exhibits a large hysteresis an
extended region of coexistence of thea and« phases. Under
static pressure and room temperature, thea –« transforma-
tion in purea Fe was observed to begin at 10.3–11.3 G
and the reverse transformation, at 16.3–15.4 GPa.3 Additions
of small amounts of Si or Co increase slightly the transf
mation pressure. For instance, in shock experiments the
sition in Fe containing 6 at . % Si wasobserved to occur a
13.5 GPa.4

A large number of publications deal with the properti
of Fe and of its alloys at high pressures. We shall ment
here only a few of them. The magnetic moment5 and the
energy of exchange splitting6 between the majority and mi
nority spin subbands in ferromagnetic bcc Fe were show
decrease with pressure. The pressure coefficients for a n
ber of Fermi-surface cross sections were determined u
the de Haas-van Alfven effect.7 A Mössbauer study showe
4621063-7834/99/41(3)/6/$15.00
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the hcp« Fe existing above 13 GPa to be nonmagnetic.8 The
theoretical band-structure and Fermi-surface calculati
made fora Fe under pressure by the pseudopotential met
within the Stoner model6,9–12 and by the total-energy
method13 agree well with experiments. It was pointed o
that Fe can be nonmagnetic and stable in a closely pac
fcc structure forp.14.5 GPa.10 Calculations11 suggest the
possibility for ferromagnetic bcc Fe to transfer to a param
netic hcp phase with the atomic radius reducing by 4
(p527 GPa!.

The elastic properties of purea Fe were studied as func
tions of temperature14,15and pressure16,17up to 1 GPa. It was
shown that the elastic constants increase linearly with p
sure, their pressure derivatives were determined, and
equation of state derived. The elastic properties of Fe w
small additions of Si were established only at atmosphe
pressure as functions of composition and temperature.18–21

It appeared of interest to investigate the elastic proper
of silicious iron over a broad pressure range in order to
tablish the variation of its elastic properties under compr
sion and to look for anomalies in the low-frequency part
the phonon spectrum as one approaches thea –« phase trans-
formation. Determination of the pressure derivatives of
elastic characteristics of silicious iron atp50 was of par-
ticular significance because this material is widely used
© 1999 American Institute of Physics
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studies of the dislocation structure of deformed bcc metal
a model compound.

We have studied the elastic properties of a single cry
of iron containing 5.07 at. % Si at pressures up to 9 GPa
the ultrasonic method. The samples, shaped as cylinders~di-
ameter 14 mm,h>5 – 10 mm! and truncated cones~average
diameter 12 mm,h>2 – 4 mm! with the axes parallel to the
@110# and @100# directions, were cut from a single-cryst
ingot of silicious iron grown by electron-beam melting at t
IFTT RAS. The face ends of the samples were ground
lapped to be parallel within 1–2mm at the 14-mm diameter
The orientation and degree of perfection of the samples w
determined by x-ray diffraction. The end face planes co
cided with the~110! and ~100! planes to within 1–2°. The
sample densityr0, measured at 293 K by hydrostatic weig
ing in distilled water, was found to be 7.7035–0.0043 g/cm3.
To determine the Si content in the samples, we constru
the dependence of the densityr of disordered solid solutions
of Si in Fe on composition using the x-ray data presented
Refs. 18 and 22 for 293 K:

r~g/cm3!57.8744 – 0.0337k,

wherek is the Si content in at . %. By this relation, the
content in our samples was 5.0770.12 at . %, or 2.6270.06
wt . %, which is in good agreement with spectroscopic m
surements yielding 3.070.5 wt. % Si.

We measured the propagation times of longitudinal a
transverse elastic waves in the@110# and @100# directions in
cylindrical samples at atmospheric pressure and at 293 K
the pulse-echo overlap technique23 at 5 MHz. The propaga-
tion time was determined as the difference between the
nal delay times in the ultrasonic channel consisting of t
acoustic lines with and without the sample between the
The data obtained were averaged and used to derive the
locities of ultrasonic-wave propagation, after which, kno
ing r0, one could find the elastic constants of silicious ir
~Table I!. As seen from the Table, the errors in determinat
of ultrasonic-wave velocities are 0.4–0.8%, and of the ela
constants, 0.9–1.5%. The difference between measurem
made on differently oriented samples,d5(c118 1c448 )2(c11

1c44), was 1%.
The elastic constantsc11, c44, c8, and the adiabatic bulk

modulusKS5(c1112c12)/3 obtained by us are displayed
Fig. 1 together with the results of other studies15–21 vs sili-

TABLE I. Elastic properties of~Fe15.07 at. % Si! single crystal.T5293 K,
p50, r057.703510.0043 g/cm3.

Ultrasonic wave velocity Elastic constants

Mode
Direction of
propagation

Particle
displacement v i , km/s ci j ci j , GPa

v1 @110# @110# 6.23460.050 c118 299.465.4
v2 @110# @001̄# 3.93160.024 c44 119.061.6
v3 @110# @11̄0# 2.03360.006 c8 41.8260.24
v4 @100# @100# 5.40760.022 c118 225.262.0
v5 @100# @001# 3.94060.017 c44 119.661.1

Note. c85(c11–c12)/2, c118 5(c111c122c44)/2.
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cious iron composition in the region of disordered solid s
lutions with Si concentrations of up to 11 at . %.

A least-squares treatment of the data revealed tha
addition of 10 at. % Si to Fe results in an increase of
elastic constantsc8 andc11 by 19.6 and 6.0%, an increase o
c44 by 6.8%, and a weak decrease of the bulk modulusKS

~by 1.4%!. The concentration dependence of the elastic c
stants of silicious iron is well described forT50 in terms of
the noncentral interaction model,24 which does not consider
unfortunately, the nature for the interactions involved. W
are not aware of any first-principles calculations of the el
tic constants and electronic spectra for silicious iron.

The spontaneous magnetization of Fe decreases we
and essentially nonlinearly with increasing Si conte
namely, by 6.3% for 5 at. % Si and by 9% for 10 at. % Si22

This nonlinearity does not, however, manifest itself in t
concentration dependence of the elastic constants of
1kSi ~Fig. 1!, and apparently the variation of spontaneo
magnetization is not a dominant factor in this relation. T
elastic properties of silicious iron were treated in terms o
simple semiempirical transition-metal model.19 When melted
with iron, silicon donates its 3s23p2 outer electrons to the
conduction band of Fe, which increases the contribution
electrostatic interaction to the elastic constants. These co
butions toc44 andc8 are estimated19 as 23 and 7%, respec
tively. At the same time the contribution due to the ion-io

FIG. 1. Elastic constants of single-crystal silicious iron vs composition
the region of disordered solid solutions.1 — Ref. 15,2 — Ref. 16,3 — Ref.
17, 4 — Ref. 18,5 — Ref. 19,6 — Ref. 21,7 — data of F. X. Kayser and
E. D. Gibson quoted in Ref. 21,8 — our data.
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interaction, which includes effectively the magnetic intera
tion as well, decreases because of the increasing numb
Fe–Fe neighbors and increasing screening by the condu
electrons. As a result, an increase in Si concentration g
rise to a weak growth ofc44 and a decrease ofc8, c11, and
RS .

This model offers also an explanation for the Si-induc
variation of the pressure derivatives of thea –Fe elastic con-
stants. Table II compares]ci j /]p for p50 of silicious iron
found by us with the corresponding values obtained16,17 for
purea Fe. One readily sees that an increase of the elec
static contribution to the elastic constants causes not onl
increase ofc44 but an increase of the stiffness of this co
stant, i.e. an increase of]c44/]p. The weakening of ion-ion
interaction induced by adding Si to Fe softens the ela
constantsc8, c11, andKS , i.e. decreases their pressure d
rivatives. This effect is apparently associated with the lar
increase in screening of the ion-ion interaction under co
pression of silicious iron because of the larger number of
conduction electrons in the alloy compared to pure iron.

In order to determine]ci j /]p for silicious iron, mea-
surements of]t i /]p were made on a hydrostatic-pressu
setup25 within the 0–0.8-GPa range, where these quanti
could be measured with a good accuracy. The setup c
sisted of a booster and a thermostatted high-pressure ve
into which @110#-oriented samples to be studied were plac
The pressure was measured with a manganin manom
calibrated against a reference piston manometer. The pr
gation times of the transverse and longitudinal ultrasou
wavest i (p) in the silicious-iron samples at pressures of
to 0.8 GPa and within a broader range of up to 9 GPa w
determined from pulse phase measurements26 at frequencies
of 7.5–10 MHz.

The studies at pressures of up to 9 GPa were carried
in a modified lentil-shaped, flat-bottom chamber27 with a
torus28. The larger base of the truncated-cone sample
brought in acoustic contact with the plunger that served
acoustic line. Benzene in an indium cup transmitted the p
sure to the sample. The pressure was derived from a cal
tion graph based on the electrical resistance jumps of
reference metals Bi, Tl, and Ba, which were placed in e
experiment between layers of silver chloride into a catlin

TABLE II. Pressure derivatives of the elastic constants of single-cry
~Fe15.07 at. % Si! and a –Fe for p50 andT5293 K. ]ci j /]p5ci j /3KT

2(2ci j /t)(]t/]p).

Fe15.07 at. % Si
a Fe

This work Ref. 16 Ref. 17

]t i /]p,
ci j ms/GPa ]ci j /]p ]ci j /]p ]ci j /]p

c11 – ~6.54! ~7.52! ~6.72!
c118 0.0208 8.43 9.01 ~8.24!
c8 0.0478 1.02 1.16 1.07
c44 0.0286 2.92 2.66 2.59
KS – ~5.17! ~5.97! ~5.29!

Note.The derivatives in parentheses were calculated from]ci j /]p combi-
nations.
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container~the lentil! in direct contact with the bottom of the
indium cup. The chosen onset pressures for the phase tr
formations Bi I–II, Bi II–III, Tl II–III, Ba I–II, and Bi V–VI
were29 2.57 ~2.50!, 2.75~2.74!, 3.94~3.60!, 5.68~5.49!, and
8.16 ~7.50! GPa for measurements under increasing and
creasing pressure, respectively.

The absence of any disruptions in single-crystal samp
which might have resulted from application of high pressu
was checked by x-ray diffraction and verified by the coin
dence of ultrasound propagation times measured unde
creasing and decreasing pressure~Fig. 2!. Repeated measure
ments performed on the same sample produced practic
identical results. Measurements made on different, but id
tically oriented samples exhibited a scatter of experimen
points within 0.5%.

Measurements carried out on each of the five wave ty
yielded the initial timet i (0), the derivative ]t i /]p for p
50, and the timest i (p) for pressures of up to 9 GPa. Thes
data were fitted to monotonic curves~Fig. 2!. Next the ex-
perimental data were reduced to unit length~1 cm for p
50), the optimum values of elastic-wave propagation tim
were chosen by Lagrange’s method of undetermined mu
pliers with a step of 0.5 GPa, and the effective high-press
elastic constants of single-crystal silicious iron were cal
lated. The variation of density with pressure, or the compr
sion x5r0 /r5v/v05 l 3/ l 0

3 was calculated from the expres
sion

l

FIG. 2. Experimental pressure dependences of ultrasonic-wave propag
times in single-crystal silicious iron~Fe15.07 at. % Si!. Below 0.8 GPa:
solid lines —@110# direction, dashed lines — along@100# ~reduced data!; up
to 9 GPa:1 — increasing pressure,2 — decreasing pressure. Only part o
the data obtained are displayed.
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x21/3511
11D

3l 0
2r0

E
0

p dp

1/t1
221/3t2

221/t3
2

,

which can be derived by integrating the well-known relati
KT (p)5KS (p)/(I 1D), where D5a2TKS /(r0Cp) is the
adiabatic-isothermal correction, andl 0 is the path length of
an ultrasonic wave in a sample atp50, in our casel 051
cm. The adiabatic-isothermal correction was calculated us
the values of the specific heatCp and of the bulk therma
expansion coefficienta for pure Fe, which were pointed out19

to differ little from those for silicious iron. The correctionD
was assumed to be pressure independent. These assum
do not introduce significant errors, because the correc
itself is small (;1022) and varies only weakly with pres
sure. The calculated dependence of compression (x5r0 /r)
on pressure for silicious iron was found to practically co
cide with the experimental data obtained for pure iron~Fig.
3!, which is a direct consequence of the weak concentra
dependence ofKS ~Fig. 1!.

The effective elastic constantsc11, c12, c44, c8, andKS

calculated for a~Fe15.07 at . % Si! single crystal are listed in
Table III. The decrease of the volume by 4.76%, or of t
interatomic distances by 1.68% at 9 GPa brings about
increase of the effective elastic constants by 18–20%.
anisotropy in the elastic propertiesA52c44 /(c112c12) re-
mains constant within the error limits, namely,A51.83 at
p50 vs 1.86 at 9 GPa.

The maximum pressure used in our experiments~9 GPa!
is much less than the bulk modulus of silicious iron (KS

5168 GPa!, and therefore one could expectci j to vary lin-
early in this pressure range. As evident from Fig. 4, howev
only c44(p) and c8(p) can be fitted by linear functions
Above 4 GPa,c11, c12, andKS exhibit a nonlinear variation
with pressure accompanied by a decrease of their pres
derivatives. The deviations from linearity observed at 9 G

FIG. 3. Compression of silicious iron, Fe15.07 at. % Si, our data~solid
line!. Compression of pure iron: shock wave experiment:1 — Ref. 1,2 —
Ref. 30; linear compressibility method:3 — Ref. 31; x-ray diffraction:4 —
Ref. 32,5 — Ref. 33,6 — Ref. 34,7 — Ref. 35.
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for c11, c12, and KS were found to be 20, 26, and 23%
respectively, of their change at 9 GPa.

A similar nonlinearity was observed not only forc11(p),

TABLE III. High-pressure elastic properties of~Fe15.07 at. % Si! single
crystal.

M

P, GPa x c11 , GPac12 ,GPA c44 , GPac8, GPaKS , GPa

0 1.0000 224.0 139.9 119.0 42.05 168.0
1.0 0.9941 230.1 144.1 121.9 43.01 172.8
2.0 0.9884 236.3 148.5 124.6 43.90 177.8
3.0 0.9828 242.2 152.7 127.1 44.75 182.5
4.0 0.9775 247.7 156.7 129.7 45.54 187.0
5.0 0.9722 253.0 160.3 132.2 46.34 191.2
6.0 0.9671 257.6 163.4 134.6 47.13 194.8
7.0 0.9621 261.7 165.8 137.1 47.96 197.7
8.0 0.9572 265.1 167.4 139.6 48.84 200.0
9.0 0.9524 267.8 168.4 142.0 49.20 201.5

(M9.0/M021),% 24.76 19.6 20.4 19.3 18.2 19.9

Note. M — measured characteristic,M 0 and M 9.0 are the values ofM for
p50 and 9.0 GPa, respectively.

FIG. 4. Effective elastic constants of the~Fe15.07 at. % Si! single crystal
vs pressure plot.
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the longitudinal elastic constant in the@100# direction, but
for those along@110# and @111# as well:

c118 ~p!5~c111c1212c44!/2 ,

c119 ~p!5~c1112c1214c44!/3 .

The deviations from linearity are smaller forc118 andc119
than those forc11(p), 17 and 16%, respectively. This i
apparently because@100# is the easy-magnetization directio
in silicious iron, which, due to the magnetoelastic effe
results in different elastic contributions toc11, c118 , andc119 .

The anomalies in thec11(p), c12(p), and KS (p) ob-
served by us, namely, the decreasing pressure derivat
originate apparently from changes in the electronic struc
of silicious iron induced by high pressures. These chan
could be similar to those in the electronic structure of p
bcc Fe. At the same time the available experimental5–8 and
theoretical6,9–13 studies of the electronic structure of Fe d
not reveal possible reasons for the pressure-induced an
lies in the elastic constants of Fe. Compression of Fe ca
electron transfer from the spin-up majority to the spin-do
minority subband and a decrease of the exchange spli
and of the magnetic moment.6 The decrease of the magnet
moment, however, is small, 3% at 10 GPa,5,11 and thus can-
not account for the decreasing pressure derivativeKS , be-
cause, by Ref. 10, the magnetic contribution toKS is nega-
tive (;2100 GPa!, and its decrease should give rise to
increase of]KS /]p. Calculations13 made by the total-energ
method showed that the magnetic moment of Fe vanishe
compressions of 0.87 (p5220 GPa!, and bcc Fe transfers t
nonmagnetic state. At the same time the density functio
method and the Stoner model suggest that ferromagnetic
Fe can become paramagnetic hcp if the atomic radius
creases by only 4% at 27 GPa,11,12 and by LMTO calcula-
tions within the Stoner model with one fitting parameter, b
Fe can become fcc nonmagnetic at 14.5 GPa.10 These calcu-
lations did not, however, reveal any features in the ene
spectra of bcc Fe in the pre-transition regions, which co
give rise to anomalies in the elastic properties.

A certain indication that compression can produ
anomalous changes in the band energy of bcc Fe and
cordingly, in the band contribution to the elastic consta
may be36 the closeness to the Fermi level of the spin-
electron DOS peak9,12 and the dip in the DOS for spin-dow
electrons9. At the same time the pressure-induced shift
these features with respect to the Fermi level has not b
studied.

The decrease of the pressure derivatives ofc11, c12, and
KS of silicious iron with pressure observed by us implies
decrease in the stiffness of the overlapping Fe ion co
which suggests delocalization ofd electrons, i.e. pressure
induced sp–d hybridization. This results in increase
screening of the ion-ion interaction and in a decrease ofc11,
c12, andKS and of their pressure derivatives. The assum
tion of d-electron delocalization and of increasing number
electrons in the conduction band is argued for by a not
able decrease in electrical resistivity of bcc Fe under p
sure, namely, by 20% at 10 GPa at a compression of o
5%.37
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An increase insp–d hybridization changes the ban
contributions to the effective elastic constants and results
deviation of c11(p), c12(p), and KS (p) from linearity.
These contributions toc11 and c12 are apparently close in
magnitude and vary in a similar manner under compress
becausec8 is a linear function of pressure~Fig. 4!.

The energy differences among the structures of thed,
4d, and 5d transition metals calculated by the LMTO
method and using the Andersen theorem showed that
hcp-bcc-hcp-fcc lattice sequence is determined atp50 and
T50 by the d-band filling in these metals.38 The
compression-induced onset ofsp–d hybridization in bcc Fe
assumed by us results in a decrease of the number ofd elec-
trons and in an energetically preferable hcp structure. T
possibility of a bcc-hcp transformation in Fe under press
was demonstrated in Ref. 11. The bcc lattice of Fe sho
become unstable with increasing pressure, and soft mo
should be expected to appear in the phonon spectrum o
as one approaches the bcc-hcp transformation at 13.5 GP
softening of the phonon spectrum in the long-wavelen
domain is indicated by the onset of anomalies in the ela
properties and by an analysis of the pressure-indu
changes in the Gru¨neisen parameters

g i52] ln v i /] ln v5~KT/2ci j !~]ci j /]p!21/6 .

The Grüneisen parameters determined by us for the lo
wavelength shear modesgTA1 and gTA2, which are associ-
ated with thec44 and c8 elastic constants, decrease weak
with increasing pressure while remaining positive~Fig. 5!,
whereas the Gru¨neisen parameter for the long-waveleng
longitudinal modegLA , which is connected withc11, de-
creases considerably under compression from 2.24 atp50
to 0.70 at 9 GPa. Extrapolation to still higher pressu
yields negative values ofgLA for p.11 GPa.

Hence in the pre-transition region a soft longitudin
acoustic mode appears (gLA,0), and the lattice of silicious
iron loses stability with respect to longitudinal oscillation
This behavior is in accordance with the crystallograp

FIG. 5. Grüneisen parameters of the~Fe15.07 at. % Si! single crystal vs
pressure plot. The vertical dashed line identifies the pressure of the bcc
a –« phase transformation for Fe16 at . % Si.4
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mechanism of the bcc-hcp lattice rearrangement of pure
in a pressure-induceda –« phase transformation,3 which,
considered in the rigid-sphere approximation, consists
compression of the bcc lattice along@001# and slip of the
@110# planes in the@11̄0# or @ 1̄10# direction.

The appearance of the soft LA mode in the phonon sp
trum of silicious iron at high pressures sets it apart from
other bcc metals studied. For instance, in Li and Cs~Refs. 39
and 40! and other metals the bcc-hcp transformation is p
ceded by the onset of a soft TA1 mode, and in Ba, of
TA1 and TA2 modes41. This feature of silicious iron impose
a substantial limit on its application as a model bcc meta
studies of dislocation structures, whose formation involv
active participation of specific soft phonon modes.

One may thus conclude that the bcc-hcp phase trans
mation in silicious iron at 13.5 GPa is caused by a chang
its band structure and proceeds by the mechanism prop
for the bcc-hcp transformation in pure iron.

A common crystallographic mechanism of the bcc-h
transformation in pure and silicious iron suggests that co
pression ofa Fe may also be accompanied by the onset
similar anomalies in the energy spectra and elastic consta

The authors owe sincere gratitude to V. N. Semenov
V. G. Glebovski� for providing silicious-iron single crystals
to V. K. Lu�kh for assistance in experiments, and to A.
Gulyutin for the spectral analysis of the samples.
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18A. Machováand S. Kadecˇková, Czech. J. Phys. B27, 555 ~1977!.
19H. L. Alberts and P. T. Wedepohl, Physica53, 571 ~1971!.
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Calorimetric investigations of phase transitions in the cryolites
„NH4…3Ga12xScxF6„x 51.0,0.1,0…
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The specific heat of the cryolites (NH4)3Ga12xScxF6 with x51.0, 0.1, and 0 was measured. The
thermodynamic parameters of the phase transitions were determined. A previously unknown
phase transition was found in the scandium compound atT5243 K. © 1999 American Institute
of Physics.@S1063-7834~99!03003-8#
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A3M31X6 crystals having the cryolite structure~space
group Fm3m, z54) are one of the related families in
series of perovskite-like compounds having a thr
dimensional crystal framework formed by AX6 and M31X6

octahedra joined to one another at the vertices. In this fra
work the interoctahedral polyhedra are occupied by a1

cation. Fluoride crystals with A1 atomic cations, as a rule
undergo structural phase transitions~PTs! at quite high tem-
peratures, which makes it somewhat difficult to study th
in detail. In this respect, the ammonium compounds in wh
PTs have been discovered comparatively recently1,2 are more
attractive objects of investigation. In many cases, the p
ence of ammonium in the structure greatly decreases
temperature at which the cubic phase of the cryolites
stable.1–6

Quite extensive experimental data have now been a
mulated on the ammonium cryolites (NH4)3M31F6. Specifi-
cally, it has been found that in the series of compounds w
trivalent ions M315Al, Ga, Cr, V, Fe, Sc, and In the tem
perature at which the cubic phase becomes unstable incre
with the unit cell parametera0.6 The size of the ion M31

likewise influences the sequence of PTs in the crystals
compounds with the M31 ionic radiusRM

31<RFe
31 one PT

occurs and the symmetry of the distorted phase is assum

be triclinic with space groupP1̄.6,7 Further increase of the
size of the M31 ion leads to two successive structural tran
formations in compounds with scandium and indium. The
transformations were discovered by calorimet
investigations.6 At the same time, large differences in th
x-ray diffraction patterns of the intermediate and lo
temperature phases obtained from powder samples were
observed in structural investigations of these cryolites: n
ther according to the appearance of new lines nor accor
to a change in the intensities of the reflections.6 The symme-
try of the low-temperature phase at room temperature
been determined for both compounds, first as tetrago
P4/mnc, z524 and then as monoclinicP21 /n, z52.6,8

The entropy changesDS associated with structural trans
formations have been determined from specific-h
measurements of all ammonium cryolites named above.2,5,6,9

For componds withRM
31<RFe

31 , DS ranges from 19.4 to 24.9
4681063-7834/99/41(3)/6/$15.00
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J•mol21
•K21 and is almost two times larger than the tot

entropy changeDS'12.8 J•mol21
•K21 due to two succes-

sive PTs in cryolites with the ions M315Sc, In.6 Thus it has
turned out that ammonium cryolites (NH4)3M31F6 can be
divided into two groups differing both in the symmetry o
the distorted phases and the thermodynamic paramete
should be noted, however, that both groups of compou
were investigated by different calorimetric methods: the fi
group using an adiabatic calorimeter and the second gr
by the differential scanning calorimetry~DSC!. The latter
method makes it possible to determine reliably the integra
characteristics~enthalpy and entropy! only for sharp first-
order PTs and can lead to a large error in investigations
transformations close to a tricritical point.10

A similar dependence of the crystallographic and th
modynamic characteristics on the size of the M31 ion has
been observed in the series of crystals Rb2KM31F6 having
the related elpasolite structure (Fm3m, z54).11,12 Com-
pounds with M31 ions from Ga to Fe undergo one PT wit
DS'15.6 J•mol21

•K21 to a phase whose symmetry ha
still not been determined unequivocally, but among oth

including the triclinic symmetryP1̄. For crystals with the
ions M315Sc, In, Lu a sequence of PTsFm3m2I4/m
2P21 /n with a much smaller total entropyDS'6
J•mol21

•K21 is characteristic. The part of the phase d
gram for intermediate ionic radiusRFe

31<RM
31<RSc

31 has
been found to be quite complicated.13 In the solid solutions
Rb2KGa12xScxF6 a sharp decrease of temperature and
tropy of the PT has been observed with a low degree
substitution of scandium for gallium (x50.05– 0.1).

To determine more accurately the thermodynamic
rameters of PTs in ammonium cryolites undergoing succ
sive structural transformations and to determine the det
~hysteresis of the PT temperature, latent heat of the trans
mation, the degree of closeness to the tricritical point! of the

structural transformationFm3m–P1̄, which were not re-
ported in Refs. 2, 5, 6, and 9, as well as the effect on them
a partial substitution of the M31 ion, we investigated the
compounds (NH4)3Ga12xScxF6 with x51.0, 0.1, and 0 us-
ing an adiabatic calorimeter.

Samples in the form of powders were prepared by so
© 1999 American Institute of Physics
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FIG. 1. Temperature dependence of the specific heat of (NH4)3ScF6 ~a! and thermograms~b! measured in heating~1! and cooling~2! regimes near the phas
transition atT1. Dashed line — lattice specific heat.
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state synthesis at the Institute of the Chemistry of Conden
Materials~Bordeaux, France!.

The methods of discrete and continuous heatings w
used to measure the specific heat in the temperature inte
from 80 to 370 K. Regions close to the PT temperatures w
investigated by the method of quasistatic thermograms in
heating and cooling regimes with rates of temperature va
tion udT/dtu'(0.9– 1.5)31022 K/min.

Figure 1a shows the results of measuring the spec
heatCp(T) of cryolite (NH4)3ScF6. Three anomalies of the
specific heat were found. Two high-temperature peaks h
maxima at temperatures 330 and 293 K, differing little fro
the PT temperatures reported in Ref. 7. The third spec
heat anomaly was recorded at 243 K. Repeated meas
ments showed that this PT is reproducible.

In all specific-heat measurements a large increase in
time required to establish thermal equilibrium in the sam
was observed near the temperatures of all PTs: from 5–1
60–90 min. This is a characteristic indication of a first-ord
PT, as is confirmed by the results of thermographic inve
gations.

The more accurate value of the temperature of the ph
transition from the cubic phaseT15330.860.2 K is charac-
terized by a comparatively large hysteresisdT151.860.2 K
~Fig. 1b!. The latent heat of this transformation wasdH1

538206370 J•mol21.
The enthalpies corresponding to the latent heat for

two other PTs were significantly smaller, and for grea
clarity the results of the investigations near the transform
ed
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tion temperaturesT25293.4 K andT35243.1 K are pre-
sented in Figs. 2a and b in the form of the temperature
pendences of the specific heat which were calculated f
thermograms measured in heating and cooling regimes.
corresponding values of the hysteresis and latent heat
these transitions aredT250.5260.15 K, dH25160620 J
•mol21 anddT357.160.3 K, dH35170625 J•mol21.

To determine the total changes in the enthalpy and
tropy which are associated with PTs, the lattice specific h
was separated out by interpolating the low- and hig
temperature specific heats far fromTi into the anomalous
region. The corresponding values ofDHi andDSi were ob-
tained by integrating the functionsDCp(T) and (DCp /T)
3(T):

DH1544206310 J•mol21,

DS1513.3660.95 J•mol21
•K21,

DH2519706140 J•mol21,

DS256.7360.48 J•mol21
•K21,

DH35170625 J•mol21,

DS350.7060.10 J•mol21
•K21.

The temperature dependences of the specific heats o
gallium compound and the solid solutio
(NH4)3Ga0.9Sc0.1F6, which are presented in Figs. 3a and 3
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FIG. 2. Temperature dependences of the specific heat near phase transitions atT2 ~a! andT3 ~b! in the compounds (NH4)3ScF6. 1 — Heating regime,2 —
cooling regime.
yo
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are essentially identical. The PT temperature in gallium cr
lite T05249.860.2 K was found to be;3.5 K higher than
the temperature reported in Ref. 6. A 10% substitution
scandium for gallium did not change the temperature of
PT Fm3m–P1̄ within the limits of its uncertainty~for the
-

f
e

solid solution T05249.760.2 K!, but it did result in a
broadening of the temperature interval of the latent heat, a
clearly demonstrated in Figs. 4a and b. The hysteresis of
PT temperature and the latent heat were, respectiv
dT050.8460.20 K anddH0526906190 J•mol21 for gal-
FIG. 3. Temperature dependences of the specific heat of the compounds (NH4)3GaF6 ~a! and (NH4)3Ga0.9Sc0.1F6 ~b!. Dashed line — lattice specific heat.
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FIG. 4. Thermograms measured in heating~1! and cooling~2! regimes near phase transitions in (NH4)3GaF6 ~a! and (NH4)3Ga0.9Sc0.1F6 ~b!.
ic

d
ith
te
m

ou
er
se

m
d
s

e

-

be

om
r t

e

y
ia-
und

py
ces-
mo-
-

lo-
-
nly
the
its
ed,
to

e

he

es,

ing
ds
lium cryolite anddT050.8060.20 K anddH0525506200
J•mol21 for the solid solution. The integrated characterist
of the two samples likewise differ little:

~NH4!3GaF6 : DH0556006390 J•mol21,

DS0523.061.6 J•mol21
•K21,

~NH4!3Ga0.9Sc0.1F6 : DH0550406350 J•mol21,

DS0521.361.5 J•mol21
•K21.

The absence of appreciable changes in the thermo
namic parameters of the PT in the solid solution w
x50.1 as compared with the gallium compound indica
that it would be useful to continue studying the mixed co
pounds with composition close to scandium cryolite.

It can be concluded on the basis of the results of
work and of Ref. 6 that scandium ammonium cryolite und
goes three structural transformations with the following
quence of phases:Fm3m– ? –P21 /n– ?. It should be noted
that the observation of a specific-heat anomaly in the co
pound (NH4)3InF6 at temperature;230 K has been reporte
in a previous work.14 Together with the data of Ref. 6, thi
suggests that there exists a third PT in this cryolite also.

The total change in entropy for the indicated sequenc
PTs in (NH4)3ScF6, SDSi520.8361.45 J•mol21

•K21, is
much larger than the valueSDSi512.8 J•mol21

•K21 deter-
mined by DSC,6 and it falls in the range of valuesDS0

519.4– 24.9 J•mol21
•K21 which are characteristic for am

monium cryolites undergoing the PTFm3m–P1̄ ~Fig. 5!.
The closeness of the PT to the tricritical point can

estimated from the ratiodS/DS of the entropy jump at the
transition point and the total entropy change. The PT fr
the cubic phase in the gallium compound is much close
s

y-

s
-

r
-
-

-

of

o

the tricritical point (dS0 /DS050.46) than in the scandium
compound (dS1 /DS150.86). For the other two PTs, in th
latter compounddS2 /DS250.08 anddS3 /DS3'1. Thus the
PT atT2 into the monoclinic phase (NH4)3ScF6 is very close
to the tricritical point, and this is why the total entrop
changeDS2 determined in the present work using an ad
batic calorimeter is three times larger than the values fo
by DSC.6

Thus, the quantities characterizing the total entro
change in crystals which have undergone single and suc
sive PTs are close. How do the PT mechanisms in am
nium cryolites of both types differ? The possibility of attrib

uting the PTFm3m–P1̄ to ordering of ionic groups was
considered in Refs. 2, 5, and 6. The ammonium group
cated at the center of the (NH4)F6 octahedra and in the in
teroctahedral polyhedra are structurally nonequivalent. O
tetrahedra of the first type participate in the PT, since
cubic symmetry of their location in the initial phase perm
two possible orientations. Thus, as the symmetry is lower
the contribution of ordering of the ammonium tetrahedra
the entropy of the PT isDS5Rln2. However, to substantiat
the large value found experimentally forDS, it must be con-
jectured that the M31F6 octahedra are also disordered in t
cubic phase. If the fluorine atoms occupy 192l or 96k posi-
tions, the contributions of their ordering~one position in the
monoclinic phase! to the entropy of the PT areRln8 and
Rln4, respectively. The interval of possible entropy chang

determined in this manner, for the PTFm3m–P1̄ corre-
sponds to the experimentally found values ofDS for the
compounds (NH4)3M31F6 with the ions M315Al, Ga, Cr,
V, Fe. The correctness of the choice of model for describ
this PT is confirmed by NMR investigations of compoun
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with gallium and aluminum.5,15 Substantial jumps in the
quantities characterizing the spin-lattice relaxation time
hydrogen and fluorine nuclei have been found at temp
tures corresponding to the PT temperatures. This attests
change in the nature of the motion of both the NH4 tetra-
hedral and M31F6 octahedral ionic groups.

In (NH4)3InF6 undergoing successive structural tran
formations the behavior of the relaxation times of fluori
and oxygen is the same only in the intermediate phase
both cases this quantity increases rapidly on heating fromT2

to T1.15 At the point of the transition to the cubic phase, t
spin-lattice relaxation time of fluorine undergoes a subst
tial jump-like increase, just as in crystals with one PT. F
protons, however, this quantity, after reaching a maximum
T1, decreases with further heating. Therefore it can be
ferred that in ammonium cryolites, which have undergo
successive structural transformationsFm3m– ? –P21 /n– ?,
at least the PT from the cubic phase is related with orde
of the octahedral ionic groups M31F6. The experimentally
determined valueDS151.61R for the scandium compoun
also attests to an order–disorder PT, though it is less t
DS0 for the transformationFm3m–P1̄. The PT into the
monoclinic phase atT2 is characterized by an entrop
change close toRln2. It is tempting to infer that it is related
with the ordering of the tetrahedra. However, such conc

FIG. 5. Effect of the cubic lattice parametera0 of ammonium cryolites
(NH4)3M31F6 on the phase-transition temperatures~a!, bond strainsmA ~b!
andmB ~c!, and the total excess entropy~d!. 1 — Data of Refs. 2, 5, 6, 9,
and 14;2 — data of the present work.
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sion, which is based on the temperature dependence o
proton relaxation time, is premature.

According to Ref. 5, the presence of ammonium in t
position ~1/4, 1/4, 1/4! energetically stabilizes the cubi
structure of cryolite. On the other hand, the question of
stability of the cubic phase can be studied from the sta
point of the hypothesis of the strains of the interatom
bonds.16 It has been shown in previous work that this h
pothesis makes it possible to describe satisfacto
displacement-type PTs associated with small rotations of
octahedral ionic groups,17,18 and it is not applicable in the
case when distortions in the perovskite-like structures can
be interpreted in terms of the rotations of octahedra.19 Order-
ing of octahedral ionic groups accompanying an orde
disorder type PT can also be regarded as a rotation of o
hedra, but by a larger angle. In this case there is nothin
prevent the applicability of the above-mentioned hypothe
to the PT under study. The stability of the initial cubic pha
is determined by the ratio of the sizes of individual ions a
the lattice parametera0, i.e. the strains of the bonds of th
ions in the chains (NH4)1 – F2 and
M31 – F2 – (NH4)1 – F2 – M31. The following quantities can
serve as a quantitative measure of these strengths:

mA5~ap82a0!/ap8 , mB5~ap2a0!/ap ,

where ap52(RNH4
12RF 1RM31

) and ap852A2(RNH4

1RF). An increase ofmB is equivalent to an increase in th
repulsion energy in the crystal potential and intensifies
anisotropy of the motion ofF ions and therefore decrease
the stability of the initial phase. An increase inmA prevents
rotation of the octahedra and tends to stabilize the un
torted lattice.

In ammonium cryolites an increase in the size of the u
cell is accompanied by a substantial decrease inmA and an
increase inmB , which increases the PT temperature~Fig. 5!.
Therefore the bond strain hypothesis is also applicable
order–disorder type PTs. On the other hand, the presen
sults show that in ammonium cryolites undergoing succ
sive transformations the PT from the cubic phase is ass
ated mainly with the ordering of octahedral ionic groups.

To further clarify the characteristic features of the P
mechanisms in ammonium cryolites, it is certainly of intere
to investigate the effect of hydrostatic pressure. This will
done in the near future.
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A study has been made of the order-disorder phase transformations in the homogeneity region of
the VCy nonstoichiometric cubic vanadium carbide (0.66,y,0.88). It has been established
that an ordered V6C5 phase with monoclinic~space groupC2/m) or trigonal (P31) symmetry, and
a cubic~space groupP4332) ordered V8C7 phase can form in the VCy carbide below 1450
K, depending on the actual composition. The effect of off-stoichiometry and structural vacancy
ordering on the specific heat of the VCy carbide has been investigated. The temperatures
and heats of the reversible order-disorder equilibrium transitions have been determined. The
ordering in the VCy carbide is shown to be a first-order phase transition. An equilibrium
diagram of the V-C system taking into account ordering in the nonstoichiometric vanadium carbide
has been constructed. ©1999 American Institute of Physics.@S1063-7834~99!03103-2#
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The disordered cubic vanadium carbide has aB1 ~NaCl!
structure and a homogeneity region VC0.65– VC0.88. Within
the VC0.86– VC0.88 interval, one observes in the VCy carbide
a V8C7-type cubic disordered phase.1–3 This superstructure
has a doubled lattice period compared to that of the dis
dered carbide. The unit cell of the ordered cubic phase V8C7

belongs to space groupP4332 ~or P4132). The other ordered
phase, V6C5, can have trigonal~space groupP31, Ref. 4! or
monoclinic @C2 ~Ref. 5! or C2/m ~Ref. 6!# symmetry, and
was observed in the vanadium carbide VCy within the inter-
val 0.76<y<0.86.

Thermodynamic characteristics of nonstoichiometric
nadium carbide above 300 K were a subject of seve
studies.7–10 All of them, however, were done without takin
into account possible formation in VCy of some ordered
structures, and the measurements were carried out with
large steps in temperature. Besides, poor chemical chara
ization and, most essentially, the absence of reliable st
tural characterization of samples in the above studies do
inspire confidence in the results obtained.

The scatter in experimental data on specific heat
enthalpy of nonstoichiometric vanadium carbides is fai
large, and there is no calorimetric study with even a sin
mention of the structural state of the carbides investiga
At the same time studies of the carbides of niobium, tan
lum, and titanium showed that a disordered and an orde
carbide of the same composition may differ in specific h
by 2–5%~see, e.g., Refs. 11–14!.

It should be pointed out that the question of whether
order-disorder phase transitions in the vanadium carbide
first or second order remains a point of controversy. Ther
4741063-7834/99/41(3)/7/$15.00
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still no direct experimental evidence for either of these vie
points.

Thus the literature on the vanadium carbide VCy con-
tains, on the one hand, fairly good structural studies of
dering, and on the other, thermodynamic studies perform
without taking into account possible order-disorder transf
mations and using such a large step in temperature that
phase transitions just could not have been detected.

This has stimulated the present work with the sa
samples used for structural studies of ordering in vanad
carbide and for calorimetric measurements within the 30
1600 K range, where phase transformations associated
ordering of the nonstoichiometric vanadium carbide Vy

having the basicB1 structure~NaCl! take place.

1. SAMPLES AND EXPERIMENTAL TECHNIQUES

The samples of nonstoichiometric vanadium carb
VCy with different carbon contents (y50.66, 0.79, 0.83, and
0.87! were prepared by hot pressing. All the samples ha
porosity less than 3%, were homogeneous, and conta
only one phase, VCy , with a B1-type structure.

To obtain VCy carbides in ordered state, the samp
were annealed with the temperature decreased from 120
300 K. The disordered carbide VC0.87 was prepared by wate
quenching the sample sealed in a quartz ampoule and
nealed preliminarily at 1450 K.

The x-ray diffraction analysis was carried out with C
Ka radiation. The measurements were done in the scan
mode with a step ofD2u50.02° within the angular range
2u5142120°. The exposure time at each point was 10

The metallographical studies were done in reflection
© 1999 American Institute of Physics
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TABLE I. Chemical composition and lattice periods of annealed ordered (aord) and quenched disordere
(adisord) vanadium carbides.

Chemical composition

wt.% at.% Perioda, nm

Carbide VCy C N O V C N O aord adisord

VC0.87 16.94 0.09 0.31 53.1 46.1 0.21 0.64 0.41660 0.416
VC0.83 16.33 0.07 0.13 54.4 45.2 0.16 0.27 0.41651 0.415
VC0.79 15.70 0.04 0.24 55.5 43.9 0.11 0.50 0.41607 0.415
VC0.66 13.38 0.04 not determined 60.2 39.7 0.12 not determined 0.41305 0.41
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polished samples of sintered and annealed carbides, with
surface of the sections etched in a water solution of 1
KOH 1 10% K3 @Fe~CN!6#.

The samples were analyzed chemically for the prese
of carbon and nitrogen on a Carlo Erba CHN 1108 gas ch
matograph. No free carbon was detected in the samples.
content of oxygen in VCy samples was checked by h
vacuum extraction on a EAO-201 exalograph~Balzers!. The
chemical composition and lattice period of the vanadium c
bide samples are listed in Table I.

The thermodynamic properties of the carbides w
studied on a Netzsch DSC 404~Germany! differential scan-
ning calorimeter within a temperature range of 300 to 16
K in an extra high-purity argon ambient. The measureme
were carried out with heating and cooling rates of 20 K/m
in 5-K steps. For precise determination of the heats of tr
sitions in the vanadium carbide, calibration was perform
preliminarily in the same conditions. High-purity aluminu
and gold were employed for calibration. Sapphire was u
as a reference in the calorimetric experiments.

2. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

After annealing of the samples of nonstoichiometric v
nadium carbide by the technique described in the prece
Section, the diffraction patterns of the VC0.79, VC0.83, and
VC0.87 samples were found to contain, besides the str
structure reflections, additional peaks with an intensity
over 5% of that of the structure lines. The appearance
additional low-intensity reflections evidences formation
ordered phases in thermally treated samples. No extra re
tions were observed in the diffractogram of the VC0.66

sample after annealing.

A. Crystal structure

Figure 1 shows parts of diffraction patterns obtained
annealed VC0.79, VC0.83, and VC0.87 samples. The strong
lines observed in the angular interval 2u537.4° and 43.4°
are the (111)B1 and (200)B1 structure reflections. The dif
fractograms of annealed carbides contain in the interv
2u'21.2222.0° and;30.0231.0° diffuse maxima which
are not seen in those of the disordered carbides. Th
maxima are parasitic reflections of thel/2 radiation and cor-
respond to the (200)B1 and ~220!B1 structure reflections
They appear because of the long exposure of the corresp
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ing diffractograms. Besides, all diffractograms exhibit with
the 2u'44.5245.0° interval an impurity line left unidenti-
fied.

The first superstructure reflection with the diffractio
vectoruqu5(2aB1 sinu)/l'0.710 in the diffraction pattern o
the annealed VC0.87 carbide was observed at an angle 2u
515.14° ~Fig. 1!. This reflection corresponds to a supe
structure vector$1/2,1/2,0% of length uqu'0.707, which be-
longs to the$k4% star with a running indexm451/4 ~here and
subsequently, the notation of the$ks% stars of the wave vec
tors in the first Brillouin zone of an fcc crystal, as well as
their armsks

( j ) , is given in accordance with Ref. 11!. The
next reflection withuqu'0.871 is observed at 2u518.55°
and corresponds to the$1/2,1/2,1/2% vector of the$k9% star.
The third reflection~at 2u524.04°) is the strongest of all th
superstructure peaks. This peak corresponds to the$1,1/2,0%
vector of the$k8% star. The next three superstructure refle
tions present in the diffractogram of the annealed VC0.87

sample ~Fig. 1! and observed at the angles 2u526.34°,
39.14°, and 46.34° correspond to the$1,1/2,1/2% vector of
the$k4% star,$3/2,1,0% vector of the$k8% star, and$3/2,3/2,0%
vector of the$k4% star. Altogether, the diffraction spectrum
of the annealed VC0.87 carbide sample exhibits within th
2u5142110° interval 19 superstructure reflections cor
sponding to three stars:$k9%, $k8%, and$k4%.

An analysis of the positions and intensity of the sup
structure reflections attests to the formation in the course
the thermal treatment of the VC0.87 carbide of the ordered
cubic phase V8C7 ~space groupP4332). The unit cell of the
V8C7 phase has a doubled period compared to that of
fundamental structure of the disordered phase. All arms
the Lifshits stars$k9% and $k8% and of the non-Lifshits star
$k4% ~for m451/4) enter the channel of the order-disord
phase transition VC0.87→V8C7. As follows from symmetry
considerations, the ordered V8C7 phase can form only in a
first-order transition. This is in accord with theoretic
conclusions15.

A metallographic analysis of the annealed carbide VC0.87

confirmed the presence in it of an ordered phase of cu
symmetry. On the etched sections one sees domains o
ordered phase which have isometric shape. When viewe
reflected polarized white light, the ordered domains do
produce interference, which argues that the V8C7 ordered
phase is isotropic. A study of the microstructure showed t
the order-disorder transformation in the VC0.87 carbide starts
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FIG. 1. Parts of x-ray diffractograms of annealed nonstoichiometric vanadium carbides VC0.87, VC0.83, and VC0.79. The arrows identify the position of
superstructure reflections for the V6C5 and V8C7 ordered phases; all reflections are assigned by Miller indices identifying the space group of the ordered
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at the grain boundaries of disordered carbide to propa
subsequently into the bulk of the crystallites.

As follows from an x-ray diffraction pattern of the an
nealed VC0.83 carbide~Fig. 1!, this sample contains two or
dered phases. Besides the superstructure reflections be
ing to the V8C7 ordered phase, one can see also lines du
the V6C5 ordered phase with trigonal~space groupP31) or
monoclinic ~space groupC2/m) symmetry. In the diffracto-
gram of the annealed VC0.83 carbide, the V6C5 ordered phase
corresponds to the$1/2,1/2,1/2% superstructure reflection
(2u518.54°) of the$k9% star, which coincides in position
with a similar reflection for the V8C7 cubic ordered phase, a
well as the reflections$2/3,2/3,0% (2u520.11°),$1/6,25/6,
21/2% (2u521.14°),$21/3,21/3,1% (2u523.74°), and$7/
6,1/6,1/2% (2u527.34°) corresponding to the$k4% (m4

51/3) and $k3% (m351/6) stars. Thus the order-disord
phase-transition channel associated with the formation of
V6C5 superstructure contains the arms of the Lifshits s
$k9% and of the non-Lifshits stars$k4% and$k3%. As follows
from symmetry considerations, the V6C5 ordered phase
should form as a first-order transition.

The totality of the observed superstructure wave vec
making up the VC0.83→V6C5 transition channel can be iden
tified with either trigonal~space groupP31) or monoclinic
~space groupC2/m) superstructures of the M6C5 type.
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The annealed VC0.83 carbide contains domains of tw
ordered phases. One of them has predominantly isom
cally shaped grains and does not produce interference, w
gives us grounds to believe that it is the V8C7 cubic ordered
phase present in the sample to 15–20%. The content of
second phase in the sample is 80–85%. Its domains ha
tabular and prismatic shape characteristic of monoclinic
trigonal symmetries and exhibit interference coloring, i
they are anisotropic. This suggests that the second pha
V6C5.

The diffraction pattern of the annealed VC0.79 carbide
contains superstructure reflections due only to the V6C5

phase~Fig. 1!, and its microstructure exhibits domains on
of an anisotropic ordered phase. This means that annea
resulted in the formation in the VC0.79 carbide solely of a
V6C5-type ordered phase.

No additional reflections appeared in the diffractogra
of the VC0.66 carbide after annealing, although one cou
expect formation in it of thezV4C32x phase. ThezV4C32x

carbide is not an ordered phase of the cubic carbide Vy ,
because it has a rhombic rather than the fcc me
sublattice.16 It forms and remains stable below 1593 K.17 The
zV4C32x phase is absent in the annealed carbide VC0.66 ap-
parently due to the annealing having started from a low
temperature, 1200 K.
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B. Specific heat

The specific heat of annealed VCy samples was mea
sured under heating from 300 to 1500–1600 K and sub
quent cooling down to 300 K.

The measurements of the specific heatCp of the an-
nealed VC0.87 carbide showed it to increase smoothly wi
the temperature increased from 300 to 1350 K as a resu
excitation of the phonon subsystem. At;1380 K, one ob-
serves a sharp jump~discontinuity! in the specific heat~Fig.
2! associated with the equilibrium order-disorder transform
tion V8C7→ VCy and characteristic of first-order phase tra
sitions. The pattern observed when cooled from 1500 is s
lar, the only difference being that the peak in the spec
heat due to the equilibrium order-disorder phase transitio
shifted toward lower temperatures~Fig. 2!. The temperature
interval between the peaks seen in the heating and coo
runs is a region of metastability, whose existence likew
indicates that the reversible order-disorder phase trans
connected with the formation of the V8C7 ordered phase is
first order. Note that in the vicinity of the transition temper
tureTtrans the specific heat of disordered carbide is marke
higher than that of the ordered one. The temperature de
dencesCp (T) for the VC0.87 carbide exhibit only one peak
which implies the formation of only one ordered phas
V8C7, in the VC0.87 carbide within the temperature rang
studied.

The temperature dependences of the specific heat o
vanadium carbides VC0.83, VC0.79, and VC0.87 measured un-
der cooling from 1500 K are presented in Fig. 3. In contr

FIG. 2. Variation of the specific heatCp of the VC0.87 carbide measured
under~1! heating and~2! cooling.
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to VC0.87, theCp (T) dependences of the VC0.79 and VC0.83

carbides are seen to have two peaks each.
Consider first the specific heat of the VC0.83 carbide.

When the disordered carbide VC0.83 is cooled from 1500 K,
one observes in the 1440–1400-K interval the first jump
the specific heat, to be followed under further cooling by
second peak inCp (T) in the 1330–1300-K interval~Fig. 3!.
The carbon content in the VC0.83 carbide corresponds to th
stoichiometric composition of the ordered phase V6C5, and
therefore one may assume the first jump in the specific h
at 1400–1440 K to be associated with the VC0.83→ V6C5

transition. The next transformation occurring at 1330
could be the V6C5 (VC0.83)→V8C7 order-order transition.
This assumption is corroborated by the presence in the
fractogram of the annealed carbide VC0.83 of superstructure
lines due not only to the V6C5 phase but to the cubic ordere
phase V8C7 as well ~Fig. 1!. This means that the region o
existence of the ordered phase V8C7 in the vanadium carbide
VCy extends at least to the VC0.83 composition.

The Cp (T) dependence obtained for the annealed c
bide VC0.79 in a heating run also exhibits two peaks,
;1440 and;1475 K. When cooled from 1500 K, bot
peaks persist, but the intensity of the high-temperature
increases slightly~Fig. 3!. The low-temperature peak in th
Cp (T) dependence of the VC0.79 carbide nearly coincides in
position with the high-temperature one in theCp (T) depen-
dence obtained for VC0.83, and one feels justified to assign
to the reversible V6C5↔ VCy order-disorder transition. This
is in accord with the structural data; indeed, the diffrac
gram of the annealed carbide VC0.79 reveals superstructur

FIG. 3. Comparison of the phase-transformation manifestations in the
perature dependences of the specific heatCp (T) of the carbides VC0.87,
VC0.83, and VC0.79 measured under cooling from 1500 K.
oling
TABLE II. Temperatures and heats of phase transformations in the nonstoichiometric vanadium carbide VCy .

Phase transformation

V6C5↔VCy V8C7↔VCy z-V4C32x↔VCy

Ttrans65, K DH trans, kJ/mol Ttrans65, K DH trans, kJ/mol Ttrans65, K DH trans, kJ/mol

Carbide VCy heating cooling heating cooling heating cooling heating cooling heating cooling heating co

VC0.79 1433 1428 2.11 22.22 – – – – 1473 1473 1.56 21.64
VC0.83 1445 1438 1.16 21.37 1336 1331 0.64 20.75 – – – –
VC0.87 – – – – 1358 1353 2.23 22.35 – – – –
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reflections only from the ordered phase V6C5 ~Fig. 1!.
The high-temperature peak in theCp (T) curve of the

VC0.79 carbide originates apparently from thezV4C32x

rhombic phase of the vanadium carbide. ThezV4C32x car-
bide is observed only in the presence of other phase
amounts not over 15–20%, and forms, according to Ref.
for T,1593 K. By its carbon content, the VC0.79 carbide
corresponds to the upper limit of thezV4C32x phase homo-
geneity region, and therefore it can have a small amount~less
than 3–5%! of the z-phase.

The VC0.83 and VC0.87 carbides corresponding to the st
ichiometric compositions of the ordered phases exhibit
maximum temperaturesTtrans of the V6C5↔ VCy and
V8C7↔ VCy transitions~Table II!. The Ttrans temperatures
of the former transitions are;90 K higher than those of the
latter.

Figure 4 presents data onTtrans for the V6C5↔ VCy and
V8C7↔ VCy transitions obtained in this work and by oth

authors.8,18–20The values ofTtrans measured by us are abo
20–25 K lower than those quoted in Ref. 18; taking in

FIG. 4. Temperatures of the V6C5↔ VCy and V8C7↔ VCy phase transi-
tions for the VCy vanadium carbide with different carbon content:1 — This
work, 2 — Ref. 8,3 — Ref. 18,4 — Ref. 19,5 — Ref. 20.
in
7,

e

account the errors inTtransmeasurement, which are65 K in
this work and615 K in Ref. 18, the agreement may b
considered quite good. The data onTtrans for the
V6C5↔ VCy transition presented in Ref. 8 are obvious
underestimates, and the valueTtrans5154868 K quoted20 for
the same transition is too high. The highest valueTtrans

51413 K ~apparently an overestimate! for the
V8C7↔ VC0.89 transition is quoted in Ref. 19; our data an
the measurements reported in Refs. 8, 18 and 20 sugges
Ttransfor the V8C7↔ VC0.8720.88 transition lies in the 1358–
1397-K interval~Fig. 4!.

The heats of the order-disorder phase transformation
the VCy carbide~Table II! measured by us are fairly close t
the literature data; indeed, by Ref. 18, the heatsDH trans of
the V6C5↔ VC0.833 and V8C7↔ VC0.875 transitions are
1.4560.71 and 1.5460.62 kJ/mol, respectively, while Ref.
gives 2.38 and 2.06 kJ/mol for the heats of phase trans
mations in the VC0.842 and VC0.884 carbides.

On the whole, both calorimetric and structural stud
show that the formation of the V6C5 and V8C7 ordered
phases in nonstoichiometric vanadium carbide occurs a
first-order phase transition.

The experimental data on the temperature depende
of the specific heat of vanadium carbides with different c
bon contents can be approximated within the 300–130
range by the following relation

Cp~T!5 f 11 f 2T1 f 5T21 f 0T21 . ~1!

The coefficients in Eq.~1! for the VC0.79, VC0.83, and VC0.87

carbides, which forT,1300 K are in a thermodynamicall
equilibrium ordered state, are listed in Table III.

C. Phase diagram

A reliable phase diagram for the V-C system, whi
would take into account the formation of ordered phases
still lacking. The first approach to constructing the part of t
V–C diagram where the V6C5 and V8C7 phases coexist wa
undertaken in Ref. 5. Later, an attempt was made to incl
phase equilibria in VCy within narrow regions of composi
tion, 0.84<y<0.93, and temperatures, 1273,T,1473 K.19
TABLE III. Coefficients of polynomials, Eq.~1! and Eq.~3!, describing the specific heat, parametersF0 (T),
F1 (T), andF2 (T) of the free energyF (y,0,T) of disordered nonstoichiometric vanadium carbide VCy , and
free energyF (T) of the hexagonal disordered carbide V2Cy (b-V2C) and ordered carbide V8C7 ~VC0.875).

Coefficients

f 0 f 13103, f 23106, f 3 f 43103 f 53109,
Phase Parameter kJ/mol kJ~mol•K! kJ~mol•K2) kJ•K/mol kJ/~mol•K! kJ~mol•K3!

VC0.79 Cp ~298–1300 K! 28.437 61.26 213.6 – – 8.479
VC0.83 Cp ~298–1300 K! 29.687 68.66 221.2 – – 1.295
VC0.87 Cp ~298–1300 K! 29.041 65.31 211.8 – – 7.562
VCy F0 ~298–2000 K! 97.09 145.0 211.84 2208 226.95 –

F1 ~298–2000 K! 2437.49 286.23 11.75 932 18.29 –
F2 ~298–2000 K! 211.36 267.21 0 0 242.27 –

V2Cy F ~298–1600 K! 2180.96 513.67 21.70 1290 283.12 –
(bV2C!
V8C7 F ~298–1400 K! 2123.89 274.13 21.56 608 243.46 –
(VC0.875)
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FIG. 5. Equilibrium diagram of the V-C
system constructed taking into accou
atomic ordering of the nonstoichiometri
cubic vanadium carbide VCy : V8C7,
V6C5, and V3C2 are ordered phases o
the VCy cubic carbide,aV2C is an or-
dered phase of the lowest hexagonal ca
bide V2Cy (bV2C); the inset shows an
amplified part of the ordering region
near the homogeneity region of the VCy

carbide; the phase boundaries beyo
the ordering regions are shown in acco
dance with Ref. 21.
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In the phase diagram of the V-C system proposed in Ref
the ordering region is shown tentatively, and it essentia
repeats the one given in Ref. 5.

The main difficulty on the way to constructing a pha
diagram for the V-C system lies in that the upper bound
of the homogeneity region for the disordered cubic vanad
carbide VCy is VC0.88 rather than the stoichiometric carbid
MC1.0, as is the case with carbides of other transition met
The unusual position of the upper boundary of the VCy ho-
mogeneity region gives rise to an edge effect, which ma
fests itself in the formation in VCy of an M8C7-type ordered
phase not present in other carbides.

The experimental data obtained in this work on the te
peratures and heats of the V6C5↔ VCy and V8C7↔ VCy

transformations permit one to take into account the orde
of the VCy carbide in the phase diagram of the V-C syste

The phase equilibria in the region of ordering of t
nonstoichiometric cubic carbide VCy were calculated by the

order-parameter functional method11–13,22,23using the tech-
nique described in detail in Ref. 24. The free ener
1
y

y

s.

i-

-

g
.

y

F(y,0,T)5F0(T)1yF1(T)1y2F2(T)2TSc(y,0) of the dis-
ordered cubic carbide VCy and the free energyF (T) of the
hexagonal carbide V2Cy (b – V2C) were found using tabu
lated thermodynamic data and published results.8–10 The cal-
culations were performed assuming the V8C7 ordered phase
not to have a homogeneity region. The free energy of
V8C7 (VC0.875) phase was presented in the form

FV8C7~VC0.875!
~T!5F~T!2TSc1~DH trans/Ttrans!~T2Ttrans! ,

~2!

where F(T)5F0(T)1xF1(T)1x2F2(T) for x50.875 @the
F0(T), F1(T), andF2(T) parameters are the same as for t
disordered carbide VCy#, Sc is the configurational entropy o
the VC0.875 carbide, and DH trans53 kJ/mol and Ttrans

51380 K are the heat and temperature of t
V8C7↔ VC0.875transition estimated from experimental dat
The energy parametersF(T) of the free energies were pre
sented by polynomials

F~T!5 f 01 f 1T1 f 2T21 f 3T211 f 4T ln T . ~3!
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The magnitudes of the coefficientsf i are given in Table III.
Figure 5 displays the phase diagram of the V-C syst

constructed in this way. The main ordered phase of va
dium carbide is the V6C5 phase, which forms below 1485 K
and has a homogeneity region at 1100 K extending fr
VC0.745 to VC0.831. This phase can be observed also in tw
phase regions, so that the domain of its existence co
nearly the whole homogeneity region of the VCy carbide
~Fig. 5!. The V8C7 ordered phase forms at a lower tempe
ture of 1380 K, and at 1330 K it can coexist with V6C5

within the two-phase region extending from VC0.83 to
VC0.875, which is in accord with the experimental data
Refs. 18 and 19. The width of the V6C51V8C7 two-phase
region where the V8C7 ordered phase exists narrows wi
decreasing temperature. The V6C5 and V8C7 phases form a
eutectic withTe51331 K andye50.852, which is very close
to the estimate19 by which Te'1300 K andye'0.852. As
follows also from these calculations, in equilibrium cond
tions an ordered phase V3C2 with a fairly narrow homoge-
neity region can appear in the vanadium carbide at 115
and lower in the peritectoid reaction V2Cy1V6C5→ V3C2,
but it has not been observed experimentally up to date.

In the homogeneity region of the lowest hexagonal c
bide V2Cy (bV2C), an ordered rhombic phaseaV2C. forms.
The ordering temperature is not known accurately, and
cording to Ref. 21 it is below 1870 K. An attempt at dete
ing the structural phase transitionaV2C→ V2Cy (bV2C)
from magnetic susceptibility measurements performed on
aV2C ordered carbide within the 300–1300 K range did n
meet with success up to 1300 K.25 Taking into account the
results presented in Refs. 21 and 25, the temperature o
order-disorder transitionaV2C→ V2Cy (bV2C) in the V-C
phase diagram of Fig. 5 is tentatively set at;1600 K.

As evident from the phase diagram of the V-C syst
~Fig. 5!, all order-disorder transformations in the vanadiu
carbide VCy are first-order transitions. Calculations ha
yielded for the temperatureTtrans and heatDH trans of the
V6C5→ VC0.79 transition 1450 K and 2.84 kJ/mol, respe
tively; the experimental value ofDH trans~Table II! is slightly
smaller, because calorimetric measurements indicate for
tion in VC0.79 of a certain amount of thezV4C32x phase.

On the whole, our study of the crystalline structure a
specific heat of the nonstoichiometric vanadium carbide Vy

(0.66<y<0.88) has shown that ordering in the vanadiu
a-

-
rs

-

K

-

c-
-

e
t

he

a-

d

carbide gives rise to formation of the V6C5 and V8C7 or-
dered phases. The presence in theCp (T) dependences of the
studied carbides of discontinuities in the interval of reve
ible equilibrium order-disorder transitions argues for t
V6C5↔ VCy and V8C7↔ VC0.875 transformations being
first order. The temperatures of the above transitions
1400–1450 and 1360–1380 K, respectively.
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Specific features in the magnetoresistance oscillation spectrum from the two-
dimensional accumulation layer on Te „101̄0… surface

V. A. Berezovets and I. I. Farbshte n
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Additional magnetoresistance and Hall effect oscillations have been revealed in the 2D hole
system of an accumulation layer on the Te(1010̄) surface. The oscillation frequency was found to
be equal to a linear combination of the frequencies of Shubnikov–de Haas 2D-hole
conductivity oscillations in the two 2D subbands formed in a near-surface potential. The
mechanism responsible for these oscillations is related to the oscillating probability of intersubband
scattering in transitions between Landau levels of two size- and magnetic-field-quantized
subbands, as they pass near the Fermi level. ©1999 American Institute of Physics.
@S1063-7834~99!03203-7#
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As follows from studies of the Shubnikov–de Ha
~S–dH! effect ~see, e.g., Refs. 1–3!, size quantization in the

accumulation layer~AL ! on the Te(101̄0) surface~cleavage
plane! creates two quantum-confined subbands with stron
anisotropic 2D-hole Fermi surfaces, namely, for the shal
subband with a low Fermi energy they are two contact
ellipses extended along theC3 crystal axis, and for the dee
subband with a high Fermi energy it is a dumbbell-shap
figure. The waist between the ellipses~or in the dumbbell at
higher Fermi energies! was observed to undergo a magne
breakdown giving rise to coexistence of S–dH oscillatio
having two periods, one corresponds to Landau quantiza
of the area of one ellipse while the other, about twice
former, to that of the joint dumbbell-shaped figure.4 The con-
centrations and mobilities of the 2D holes in both subba
were determined.2

A computer analysis of the oscillating components in
experimentally measured magnetic-field dependences o
resistance and Hall voltage revealed, besides the S–dH
cillations due to the Landau quantization of the two 2D su
bands, additional small-amplitude extrema, which likew
showed a periodicity on the inverse-magnetic-field sc
~Fig. 1!. The effect was reproducible from one sample
another and was only weakly temperature dependent.

The method of sample preparation and measurem
were described elsewhere.2,4 We only note here that the mea
surements were carried out in a quasi-steady-state regim
a superconducting solenoid at the Ioffe Physicotechnical
stitute ~up to 12 T! and on a Bitter-type solenoid at th
Strong Magnetic Fields Laboratory, Technische Univers¨t
4811063-7834/99/41(3)/3/$15.00
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Braunschweig, Germany. The signal was fed into a comp
for subsequent mathematical processing.

Fourier transforms were used for a detailed analysis
the oscillation spectra. Figure 2 presents the results of su
transform having a rectangular window, which was p
formed for the functions displayed in Fig. 1. Application
various filters in the Fourier transform5 did not affect the
pattern in a radical manner. We readily see that, besides
sharp peak near zero with a frequencyV1 , which corre-
sponds to long-period oscillations due to the shallow s
band~Fig. 1!, theV0 peak near 80 T, which originates from
the deep-subband quantization, and a weakly pronoun
feature at the 2V1 frequency resulting from the magnet
breakdown, there are also a number of peaks~identified by
arrows in Fig. 2!, with the most prominent of them located
a frequency nearVcom>20 T. To exclude the possibility o
an error stemming from the use of a discrete Fourier tra
form, we subtracted computer-simulated curves from
spectra in Fig. 1 corresponding to the lowest of the frequ
cies ~Fig. 2!. The amplitudes and frequencies of the pea
denoted by arrows in Fig. 2 were not affected by this ope
tion. It may be added that the additional oscillations beco
noticeable when the Landau levels in the shallow subb
have small numbers, that the oscillation amplitude chan
very little with increasing magnetic field, and that the osc
lations are better resolved and have a larger amplitude in
field dependence of the Hall voltage.

A quantitative analysis showed that the period of t
observed oscillations does not match the principal harmo
of the S–dH oscillations at the (V06V1)/2 frequencies,
which could arise in linear superposition of oscillations w
© 1999 American Institute of Physics
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different periods corresponding to the two 2D subbands.
A similar phenomenon, observed earlier in a study of

and Bi–Sb alloys doped with the Te donor impurity, su
gested a strong nonlinearity of the S–dH effect, which ma

FIG. 1. Oscillating part of the Hall voltage~1! and magnetoresistance~2! of

a tellurium sample with a 2D accumulation layer on the Te(1010̄) surface.
The arrow specifies the region of the most clearly pronounced extra o
lations.T51.9 K.

FIG. 2. The Fourier-analyzed dependences of Fig. 1.1 — Hall voltage,2 —
magnetoresistance. a — frequencyV0 corresponding to deep-subband qua
tization, b and b8 — frequenciesV1 and 2V1 corresponding to quantization
of the shallow subband in magnetic breakdown conditions, c — extra-
oscillation frequencyVcom.
i
-
s

a single crystal in a magnetic field act as a frequency mix6.
The most consistent explanation of this effect relates7 the
appearance of the extra frequencies in the S–dH effect to
presence in the semiconductor of several carrier groups
different Fermi-surface cross sections~in Bi and Bi–Sb al-
loys they are electronic valleys differently oriented ink
space!. The effect of intervalley scattering on the S–dH o
cillation spectrum arising in transitions between the qu
tized levels of different valleys lying near the Fermi lev
was also considered in detail.7 It was shown that besides th
‘‘traditional’’ renormalization of the effective relaxation
time at the Landau level~the ‘‘Dingle temperature’’!, the
inclusion of intervalley scattering in transitions betwe
quantized levels results in the appearance in the expres
derived in quasiclassical approximation for the conductiv
tensor components off-diagonal in the valley index,s i j , of
additional termsds i j

ds i j ;cos 2p@n~«F
a/\Va!6m~«F

b/\Vb!# , ~1!

whereVa,b are the cyclotron frequencies for thea and b
valleys, respectively,n andm are integers,«F

a,b are the Fermi
energies for the corresponding valleys, and\ is the Planck
constant. Equation~1! shows that the S–dH effect shou
include, besides its fundamental frequencies (Va and Vb),
combination frequencies as well

Vcom5nVa6mVb . ~2!

Because two 2D subbands with different 2D-hole mobilit
and concentrations exist on the Te(1010̄) surface, and the
experimental spectrum of S–dH oscillations is similar to th
predicted in Ref. 7, it appeared reasonable to attempt to
late the observed extra S–dH oscillation frequencies t
mechanism of intersubband scattering in the spectrum
both magnetic-field-quantized 2D subbands. We applied
conclusions drawn in Ref. 7 to our case. It was found that
largest extra peak in the Fourier spectrum denoted by
arrow in Fig. 2 fits to the relation

VS–dH5V0213V1 . ~3!

An analysis of the S–dH spectra of all samples showed
this peak was observed for all 2D-hole concentrations in
AL, with the coefficient ofV1 in Eq. ~3! varying within a
narrow interval 11<m<14. Such a large magnitude of them
coefficient can be accounted for within the proposed exp
nation by the quantized Fermi-surface cross sections in
two subbands under study differing strongly from one a
other.

The origin of all the other extra peaks in the Fouri
spectrum in Fig. 2 requires a separate consideration.

Thus precision measurements of the magnetic-field
pendence of the resistance and Hall effect in the tw
dimensional accumulation layer on the Te(1010̄) surface at
helium temperatures have revealed oscillations of th
quantities with frequency multiples of those of the S–d
oscillations for 2D-hole Fermi surfaces in the size-quantiz
subbands created in the near-surface potential. The ons
these oscillations is associated with the probability of int
subband scattering in a quantizing magnetic field.
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Erbium-induced interdiffusion of gallium and aluminum in GaAs/AlGaAs quantum-well
structures
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Incorporation of erbium into GaAs/AlGaAs quantum-well structures in the course of their MBE
growth has been shown experimentally to initiate effective Ga and Al interdiffusion and
Er diffusion due to the erbium-induced enhanced vacancy formation. A mechanism for the
formation of cation vacancies is proposed, which is based on the generation of local
strains by the incorporating erbium. It is shown that erbium interacts with aluminum to produce
in AlGaAs aluminum-enriched, erbium-containing clusters. ©1999 American Institute of
Physics.@S1063-7834~99!03303-1#
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Recent years have witnessed increasing interest in
luminescent properties of erbium-doped semiconductor1,2

The reason for this lies in that the absorption of opti
quartz fibers used in communications passes through a m
mum exactly at the wavelength of 1.54mm corresponding to
the intra-4f radiative transition4I 13/2→4I 15/2 in the Er31 ion,
and that doping a semiconductor matrix with erbium perm
one to fabricate electrically pumped sources of this radiat
At the same time development of such sources could be
considerably from erbium doping of GaAs/AlGaAs qua
tum-well structures providing spatial current and light co
finement, which may result in a higher efficiency of the co
responding light-emitting diodes.

We are reporting here on a study of MBE-grow
erbium-doped GaAs/AlGaAs structures and bulk AlGaA
The study made use of secondary-ion mass spectrom
~SIMS! and erbium absorption and photoluminescence sp
tra.

The study showed that incorporation of erbium in
GaAs/AlGaAs quantum wells during growth stimulates
fective Er diffusion and interdiffusion of Ga and Al. In th
limit of high erbium concentrations introduced during t
MBE growth the quantum-well structures break down, a
one observes practically uniform distribution of erbium, g
lium, and aluminum in the region of the quantum wells a
of the barriers. Besides, at lower erbium concentrations,
observed also to interact with aluminum, which gives rise
nucleation in AlGaAs of aluminum-enriched erbium-co
taining clusters.

1. EXPERIMENTAL RESULTS

Erbium-doped GaAs/AlGaAs structures were MB
grown on a 625-mm thick GaAs substrate at 600 °C. The fir
4841063-7834/99/41(3)/5/$15.00
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layer of the structures, labeled Er21 through Er23 and
mm thick, was made of AlxGa12xAs (x50.3). Next 50
GaAs:Er quantum wells, 10 nm thick, with erbium-free A
GaAs barriers 21-nm thick were grown. One could cont
the erbium concentration by properly adjusting the erbiu
source temperature~900, 870, and 930 °C for the Er21, Er2
and Er23 structures, respectively!. The barriers separating
GaAs:Er from AlGaAs were terminated at each end
0.9-nm thick spikes. A second AlGaAs layer with a thickne
of 0.6mm was grown atop the 50 quantum wells to make
voltage symmetric. AlGaAs was protected from oxidation
a 7-nm thick GaAs cap layer. The structure thus obtaine
shown schematically in Fig. 1.

In addition an Er26 structure, which consisted of
8-nm thick GaAs:Er layers separated by 22-nm thick lay
of undoped GaAs, was fabricated~with the erbium source
maintained at 900 °C!. We also fabricated for reference a
undoped GaAs/AlGaAs structure~Er20! and an AlGaAs
sample withx50.3 doped uniformly with erbium~Er29!.
The erbium concentration in the structures was measure
SIMS. The results of the measurements are listed in Tab

Figure 2 shows the dependence of erbium concentrat
as derived from SIMS data, on the erbium source tempe
ture. This dependence can be fitted by a relation

NEr5N exp~2Eb /kT! , ~1!

whereN52.8531034 cm23 andEb53.6 eV. The activation
energy derived from the data in Fig. 2 is very close to t
well-known energy of erbium evaporation from a me
source,Eb53.3 eV ~see, e.g., Ref. 3!.

Photoluminescence~PL! spectra of the structures wer
obtained atT51.8 K. The PL was analyzed by a two-gratin
© 1999 American Institute of Physics
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monochromator with a focal length of 822 mm and detec
with a cooled germanium photodiode. Photoluminesce
was excited by a cw argon laser at 488 nm.

The absorption spectra were measured at 4 K with a
spectrometer with a focal length of 1/8 m, with the Ga
substrate etched off preliminarily.

Figure 3 displays a SIMS profile for the Er26 samp
~GaAs:Er! obtained with 50-Å resolution. The SIMS da
show the erbium concentration to become averaged out
431018 cm23 level, irrespective of whether the shutter b
fore the erbium source was open or closed in the cours
GaAs growth. Thus no erbium layers exist in GaAs. T
implies a high erbium diffusion coefficient in the bulk of th
MBE-grown GaAs, as distinct from the case of erbium intr
duced by diffusion.

Figure 4 shows SIMS profiles for three samples in
order of increasing concentration of erbium doped only i
the quantum-well region. In the Er20 structure with no
bium introduced into the quantum wells, the latter are s
clearly. In the Er21 structure (NEr5931018 cm23), their
outlines are diffuse, and in Er23 (NEr52.231019 cm23) the
quantum wells are washed out completely, and the conc
trations of erbium, aluminum, and gallium are consta
throughout the structure. Thus the rate of gallium and alu
num interdiffusion and of erbium diffusion directly depen
on the concentration of the doped erbium.

Because SIMS provides a limited spatial resolution
could be expected not to reveal any modulation of the av
age concentration while the quantum wells would still pers
to some extent. The absorption spectra presented in Fi

TABLE I. Parameters of GaAs/AlGaAs structures.

Sample No. Erbium source
temperature, °C

Erbium concentration
from SIMS data

Note

Er20 without erbium
Er21 900 931018

Er22 870 331018

Er23 930 2.231019

Er24 800 ,1017

Er25 900 731018

Er26 900 431018 GaAs:Er
Er29 900 931018 AlGaAs:Er

FIG. 1. Schematic view of erbium-doped GaAs/AlGaAs structures~shown
is the conduction-band edge profile!.
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support, however, the SIMS data of the quantum wells be
strongly washed out. The absorption spectrum of Er20 sh
clearly two-dimensional stepped density of states for
quantum levels withn51,2. As the erbium concentration i
the Er22, Er21, and Er23 structures increases, the step
structure diffuses to make the absorption spectrum simila
that of bulk GaAs.

Figure 6a displays a PL spectrum of the Er26 sam
obtained at 1.8 K in the region of erbium luminescence~1.5–
1.6 mm!. This is a layer of bulk GaAs doped by erbium
during its growth. The positions of the erbium PL lines co
responding to the intra-4f 4I 13/2→4I 15/2 transition in the Er31

ion are in good agreement with the available literature da4

for GaAs:Er.
Shown in Fig. 6b is a PL spectrum of the Er21 samp

Erbium was introduced in this case only into the Ga
quantum-well region. We readily see that it differs strong
from the spectrum of GaAs:Er while practically coincidin
with that of the Er29 sample~Fig. 6c!, where erbium was
doped into bulk AlGaAs~the photoluminescence of MBE
grown, erbium-doped bulk AlGaAs was studied in Ref. 5!.
This supports the preliminary SIMS data on interdiffusion

FIG. 2. Erbium concentration in GaAs/AlGaAs structures vs erbium-sou
temperature~from SIMS data!.

FIG. 3. SIMS profile of sample Er26. The arrow identifies the thickness
which the erbium-source shutter was opened.
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FIG. 4. SIMS profiles for Er20, Er21, and Er2
structures.
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gallium and aluminum when erbium is introduced into Ga
quantum wells during growth.

Experiment shows also the existence of interaction
tween erbium and aluminum, which stimulates diffusion
erbium into the aluminum-enriched regions, and that of a
minum, into the erbium-doped regions of the structure. F
ure 6 provides evidence for erbium preferring to have alu
num in its nearest environment. Even in the case wh
erbium was introduced during the growth of the Er21 a
Er23 structures only into the GaAs layers, the PL spectr
near 1.5mm is characteristic of AlGaAs~it is more complex
than the Er spectrum in GaAs!. It should be pointed out tha
all lines in the AlGaAs:Er photoluminescence spectrum~Fig.
6c! were observed also in GaAs/AlGaAs structures with
low concentration of erbium ('1017 cm23) introduced into

FIG. 5. Absorption spectra of Er20 through Er23 structures in the orde
increasing erbium concentration obtained atT54 K. Spectral resolution
2 nm.
-
f
-
-
i-
re
d
m

a

the GaAs quantum wells, while SIMS data attested to
quantum-well structures still remaining in good conditio
The absorption spectra presented in Fig. 5 also argue for
formation of Er-Al clusters. Thus our results evidence stro
interaction between aluminum and erbium.

f

FIG. 6. Photoluminescence spectra of~a! Er26, ~b! Er21, and~c! Er29.
T51.8 K. Er26 is bulk GaAs, into which erbium was doped to a thickne
of 8 nm with an open erbium-source shutter with 30-nm intervals. Er21
structure obtained with erbium doped during the growth only into
quantum-well region with the GaAs/AlGaAs barriers remaining undop
Er29 is erbium-doped bulk GaAs/AlGaAs.
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2. DISCUSSION OF RESULTS

The phenomenon of Ga and Al interdiffusion, which r
sults in washout of GaAs/AlGaAs quantum wells in the pr
ence of high concentrations of electrically active impurit
~donors or acceptors!, is well known in growth technology o
GaAs/AlGaAs quantum-well structures and has been a s
ject of intensive studies.6,7 It was shown that incorporation o
electrically active impurities raises the Fermi level in t
system, which favors formation of additional cation vaca
cies increasing the diffusion coefficient.7

At the same time the Er31 ions occupy substitutional
i.e. cation sites in the III-IV lattice and behave as an iso
lent impurity, i.e. without donating additional charge. T
observation of strong erbium diffusion and of Ga and
interdiffusion in our case can be explained if one takes i
account the internal strains generated in the lattice as an
bium ions enters the site of a Group III cation. Because
radius of the erbium ion is considerably larger than those
gallium and aluminum, incorporation of erbium creates lo
strains around it and, in this way, contributes to the ela
energy of an erbium-doped semiconductor. This local str
may initiate formation of additional vacancies~compared to
the equilibrium state!, and their concentration can be es
mated from energy conservation considerations.8,9

Let us estimate the number of vacancies which may
pear with erbium entering a substitutional site. Although
do not know the covalent radius of erbium, its ionic~and
atomic! radius exceeds by about 10% the radii of Group
cations, which permits a conclusion that the deformation
the erbium environment could be of the order of 3DR/R0

'0.3, whereDR is the change in the cation radius, andR0 is
the cation radius itself. The corresponding elastic energy
cc can be estimated from9

U5
2p

3
cS 3DR

R0
D 2

~R0
3NEr! , ~2!

wherec is the elastic constant,R0 is the host-cation~Ga, Al!
radius,DR5R12R0 , R1 is the erbium ion radius, andNEr is
the doped erbium concentration. The energy of internal st
is energetically preferable to be spent in vacancy format
If we assume the accumulated elastic energy to be s
completely in vacancy formation, the concentration of t
vacancies thus produced can be estimated from

@VIII #5U/EV , ~3!

whereEv is the vacancy-creation energy determined by
GaAs bond energy. Takingc51012 erg/cm3, DR/R0'0.1,
R0'1028 cm, NEr51018 cm23, and Ev51.6 eV,8 we ob-
tain @VIII #57.331016 cm23. It is well known that cation
vacancies are effectively generated in GaAs and AlGaA
an arsenic-enriched atmosphere.7 Because MBE growth of
structures takes place only under these conditions, it ma
assumed that erbium doping stimulates formation of ca
vacancies whose concentration was estimated above.

We have to compare now the concentration thus
tained with the equilibrium cation-vacancy concentration
;900 K

@VIII #5N0 exp~2Ev /kT! , ~4!
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where N051.131022 cm23 is the total number of cation
states per cc, and the equilibrium vacancy concentra
@VIII #51.231013 cm23. Thus doping with erbium can in
crease considerably the concentration of cation vacancie

It should be pointed out that the diffusion coefficient
small if erbium is doped into GaAs by diffusion, because t
radius of erbium is larger than that of gallium. The impuri
diffusion coefficient depends also on the concentration
cation and anion vacancies, but because the vacancy con
tration in equilibrium conditions is constant at a fixed tem
perature, the rate of diffusion is determined by the radius
the impurity atom. The situation is different if vacancies a
created during the growth, and this is exactly what happ
when erbium is doped into MBE-grown GaAs/AlGaAs stru
tures in the course of growth. In MBE-grown Al0.5Ga0.5As
with erbium concentration;1018 cm23, 88% of erbium at-
oms occupy substitutional sites~cation states!.10 For higher
erbium concentrations, part of the erbium ions fill interstit
sites, and forNEr5531019 cm23 only 30% Er sit at substi-
tutional sites.~Besides, the strain created by an interstit
erbium ion can be expected to be even larger.!

The cation diffusion coefficient in GaAs~or in AlGaAs!
can be written7

DIII 5 f DIII
0 @VIII # , ~5!

wheref is a factor accounting for the crystalline structure a
the probability of encountering a vacancy at the neighbor
lattice site, andDIII

0 is the cation diffusion coefficient de
scribing jumping into a neghboring cation site, which in o
der of magnitude isva2 exp (2Eb /kT)/2 (v is the ion vibra-
tional frequency,a is the lattice constant, andEb is the
energy barrier separating two adjacent cation states!. Be-
cause@VIII # is proportional toNEr , the diffusion coefficient
increases strongly in the presence of erbium ions. This re
relates to diffusion of both gallium and aluminum and
erbium ions. Our estimates of the erbium diffusion coe
cient derived from the characteristic length of the erbiu
profile ~Fig. 4! and from the time required to grow the co
responding layer yieldDEr;10215 cm2/s, which is a very
large value for the temperature of 900 K.

As for the tendency of erbium to surround itself by al
minum atoms, it can probably be traced to their chemi
interaction; indeed, erbium is known11 to form several inter-
metallic compounds with aluminum. One could therefore e
pect formation of erbium-aluminum complexes in o
samples.

Thus we have shown that doping GaAs/AlGaA
quantum-well structures with erbium results in a very e
cient Ga and Al interdiffusion and Er diffusion because
the formation of cation vacancies. A mechanism is propo
for the cation vacancy formation, which is based on the lo
strains created by incorporation of erbium due to its rad
differing strongly from that of the host ions.

Erbium has been shown to interact with aluminum. Th
interaction is responsible for the formation in AlGaAs
aluminum-enriched, erbium-containing clusters.
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SAW spectral characteristics of the YZ–LiNbO 3 –thin-lead-film layered structure

L. A. Kulakova, K. V. D’yakonov, and É. Z. Yakhkind

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted July 31, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 545–549~March 1999!

An acousto-optical study of the effect of a lead film on propagation of high-power surface
acoustic waves~SAW! along theZ direction on theY cut of LiNbO3 is reported. The presence of
the metal film has been found to stimulate spatial oscillations of SAW components and
suppress the onset of nonlinearity. If the film is more narrow than the SAW aperture, one observes
considerable inflow of acoustic energy from the free surface to the film region. A study of
the film-induced sound-velocity dispersion revealed it to have a linear pattern. An analysis of the
results within the present theoretical models of soliton development showed that a soliton-
like monopulse can form only if a very thin (;150 Å) lead film is present. ©1999 American
Institute of Physics.@S1063-7834~99!03403-6#
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Science and technology are witnessing presently an
creasing interest in nonlinear dispersion systems. This in
est is stimulated, on the one hand, by their application
tential, and on the other, by present progress in app
mathematics which has made possible analytical solutio
the various nonlinear wave-dispersion equations.

One of the most popular nonlinear dispersion system
the layered structure made up of a metal film and a subs
supporting propagation of a Rayleigh-type surface acou
wave, with the film thicknessh substantially smaller than th
sound wavelengthl.

The effect of metal films on SAW propagation on a p
ezoelectric substrate is dealt with in a number of pub
cations.1,2 Most of the works used aluminum films. The pu
lished results permit the following two basic conclusions:~i!
The electric loading by the film shorts the piezoelectric fie
and reduces the SAW velocity by an amount proportiona
one half the squared electromechanical coupling constan
the substrate; and~ii ! The mechanical loading by the film
mass results in a linear dispersion of the sound velocity.

Our earlier studies3 of the nonlinear acousto-electron
interaction in superconducting lead films posed a numbe
problems associated with the influence of the lead film its
on the SAW spectral response, namely, how the film affe
the amplitude and shape of the SAW signal and whethe
generates a series of soliton-like monopulses with the p
odicity of the original signal.

To find an answer to these questions, we have perform
acousto-optical studies of the effect of a lead film on SA
propagation along theZ direction on theY cut of LiNbO3.

The measurements were carried out atT5300 K by the
acousto-optical technique in reflection. The radiation sou
was a gas~He–Ne! laser (l50.63mm), and the photo-
receiver, a FE´ U-62 PM tube. The laser beam spot focused
the sample measured;0.330.7 mm. The sonic signal wa
excited by an interdigital transducer with a resonance
quency of 87 MHz fabricated on a 3.231.030.15-cm
YZ–LiNbO3 substrate. The SAW intensity could be varie
4891063-7834/99/41(3)/5/$15.00
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by an attenuator from zero to 104 W/cm2. The lead film was
h51100 Å thick. The configurations studied were~a! a film
with a width d larger than the SAW aperturea (d>a), and
~b! a narrow film,d,a ~Fig. 1!.

The intensity of various SAW harmonics was dete
mined as the ratio of light intensity in the correspondi
diffracted order (I k) to that in zero order (I 0).

Figure 2 shows the evolution of the SAW spectrum
the wave propagated over the free surface of the substrat
various input sound intensities. We readily see that
propagation conditions are essentially nonlinear.

The effect of a metal film on SAW propagation wa
investigated both in the conditions of a well developed no
linearity, i.e. at a certain distance from the transducer, wh
one observes saturation of the higher harmonics create
the course of SAW propagation over the substrate free

FIG. 1. Schematic representation of SAW excitation in the layered struc
YZ-LiNbO3–lead film. 1 — microwave generator,2 — input interdigital
transducer,3 — lead film, 4 — YZ– LiNbO3 substrate,5 — output inter-
digital transducer,6 — microwave receiver;a is the sound beam aperture
andd is the film width.
© 1999 American Institute of Physics
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490 Phys. Solid State 41 (3), March 1999 Kulakova et al.
face, and in the initial~linear! conditions, i.e. near the inter
digital transducer, where the acoustic response consi
only of the fundamental-frequency component.

The effect of the metal film located where the high
harmonics reach saturation (x;6 mm) appears in the onse
of oscillations in the intensity of all SAW components~Fig.
3a!. If the film is located in the starting region~Fig. 3b!, its
presence substantially suppresses the onset of nonlinear
leave only a weak oscillating second harmonic.

The effect of a narrow film (d,a) on SAW propagation
was studied in detail on the first two harmonics, viz. with t
fundamental and double frequency. We were interested
in the variation of the intensity both in the direction of prop
gation and over the flow cross section at different distan
from the input.

As seen from Fig. 4, in the region covered by the fi
one observes a substantial growth in intensity of the fun
mental component with distance, whereas on the free sur
its intensity decreases.

The observed pattern is a result of inflow of the acous
energy from the free surface into the region occupied by
film, which is due to a difference between the SAW velo
ties caused by the shorting of the substrate piezofield by
metal film. The pattern of spatial variation of the secon
harmonic intensity implies a substantial suppression of
nonlinearity. While on the free surface one sees an ac
growth of the second harmonic in intensity~despite the at-

FIG. 2. Spatial distribution of SAW harmonic intensity on the free surfa
for Pac52.5 and 5 W~filled and open symbols, respectively!. 1, 18 —
fundamental frequency,2, 28 — second harmonic,3 — third harmonic,48
— fourth harmonic.
ed
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eFIG. 4. Variation of SAW intensity along the film fora51.6 mm anda8
52.4 mm.1, 18 — fundamental frequency,2, 28 — second harmonic.

FIG. 3. Spatial distribution of SAW harmonic intensity on the metalliz
surface.1, 18 — fundamental frequency,2, 28 — second harmonic,3 —
third harmonic,4 — fourth harmonic.
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FIG. 5. Transverse distribution of SAW harmonic intensity at different distances from the input interdigital transducer.~a! 1, 18, 19 — fundamental frequency,
Z50.5, 8.5, and 18.5 mm, respectively;28, 29 — second harmonic,Z58.5 and 18.5 mm, respectively;~b! 1, 18, 19 — fundamental frequency,Z50.5, 13,
and 21 mm, respectively;28, 29 — second harmonic,Z513 and 21 mm, respectively;39 — third harmonic,Z521 mm.
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tenuation of the SAW intensity at the fundamental fr
quency!, within the film the second harmonic grows insi
nificantly despite the noticeable increase of the fundame
harmonic in the same region.

These effects are particularly clearly pronounced in F
5 showing the transverse intensity distribution of both SA
-

al

.

components at different distances from the interdigital tra
ducer for two cases, namely, of the film located~a! near the
transducer and~b! at a certain distance from it, where th
second harmonic reaches saturation.

As seen from the figure, ahead of the film, the SA
intensity is distributed uniformly over the acoustic-bea
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cross section and is determined only by one componen
the fundamental-frequency. The film changes the transv
SAW-intensity distribution. Behind the film we observe
both cases@~a! Z58 mm and~b! Z521 mm] a growth of the
fundamental component~by a factor;1.5), which results in
the appearance of a maximum in the film region and of a
on the free-surface region adjoining the film.

In case ~a!, the pattern of the transverse secon
harmonic intensity distribution behind the film (Z58 mm)
evidences substantial suppression of the nonlinearity c
pared to the free surface. As a result, the intensity distri
tion at the frequency of the second harmonic exhibits a d
minimum in the film region. Further growth of the secon
harmonic is dominated by the nonlinear properties of the f
surface of the substrate and the transverse intensity dist
tion at the fundamental frequency. Therefore at a certain
tance from the film (Z518 mm) the patterns of both com
ponents are qualitatively similar.

In case~b!, the effects are similar, the only differenc
being that here suppression of the nonlinearity becomes m
pronounced in the behavior of the third harmonic who
level was insignificant at the input to the film.

Thus the above experiments showed that the lead
initiates, on the one hand, suppression of nonlinearity du
the sound velocity dispersion, similar to the case of an a
minum film,1 and on the other, effective inflow of acoust
energy from the free surface supporting sound propagatio
the film region.

It should be stressed that while this energy inflow is
no way a radically new phenomenon, we are unaware
experiments on its direct observation. The quantitative
sults derived by us from acousto-optical measurements
demonstrating an intense~of about 50%! energy inflow are
rather unexpected, because theoretical estimates3 predict
weak localization of acoustic energy due to the sma
(;2%) difference between the SAW velocities on the fr
and metal-coated surfaces.

Let us discuss whether conditions favoring SAW ene
transformation, say, into a train of quasimonopulses are
alizable.

The soliton is known to form in interaction of the elast
nonlinearity of a medium~which accounts for the shock fron
formation! with velocity dispersion~which destroys this
shock!. It was shown4 that in the case of linear sound
velocity dispersion the possibility for an originally sine
shaped signal to evolve into a soliton is characterized by
important parameters, namely, the distanceZB at which the
shock forms in the absence of dispersion and the disper
to nonlinearity ratioRDN .

The solution of the nonlinear equation becomes ma
valued at a distance

ZB5~kS0
1Gnl!

21 , ~1!

wherek is the acoustic wave number,S0
1 is the amplitude of

fundamental-frequency deformation,Gnl54(S0
2/S0

1)/(S0
1kZ)

is a nonlinear coefficient,S0
2 is the second-harmonic defo

mation amplitude, andZ is the distance from the input inter
digital transducer. For theRDN parameter one can write
of
se
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RDN5
gk

S0
1Gnl

, ~2!

wheregk5DV/V0 is the sonic velocity dispersion.
In order for nonlinear effects to become pronounced,

system dimensions should be about a fewZB , and for the
dispersion to be compensated by nonlinearity, theRDN pa-
rameter should be of the order of unity.

The frequency dispersion of the sound velocity induc
by the lead film was derived both from the spatial oscil
tions of the second SAW harmonic~Fig. 3a! using the well-
known relation1 DV/V05p/Z0k (Z0 is the oscillation pe-
riod!, and from our direct measurements of the variation
the surface wave velocity at different frequencies with t
film etched off the substrate.

The results thus obtained~Fig. 6! agree fairly well with
one another and with theoretical predictions5. The dispersion
is linear, DV/V05C2gk, and the magnitude of the
frequency-independent contributionC50.22 is in accord
with one half the squared electromechanical coupl
constant.6

We used our data on nonlinearity~Fig. 2! and dispersion
~Fig. 6! to estimate the parametersZB andRDN from Eqs.~1!
and ~2!. For an acoustic power of 3.5 W~the displacement
along the surface normal;40 Å) we obtainedZB'0.5 cm
andRDN'9. This means that a soliton-like monopulse ca
not be produced just by increasing acoustic power. One
to reduce strongly the dispersion, i.e. the film thickness
about 150 Å.

As for the soliton-like solution for the envelope of SAW
microwave pulse, our analysis of the criteria derived in R
4 suggests that, in order for such a solution to exist,
system should meet the following most essential requ
ment, namely, the SAW group and phase velocities m
have opposite signs. Because the dispersions of the S

FIG. 6. Frequency dependence of SAW velocity on the metallized surf
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group and phase velocities, which are caused by surface
allization, are, as a rule, of the same sign,2 additional condi-
tions have to be satisfied in such systems in order for
SAW microwave pulse envelope to have a soliton solutio

Thus our study showed that the presence of a 110
thick metal film suppresses the onset of nonlinearity. If
film is more narrow than the interdigital transducer wid
one observes a substantial (;50%) inflow of SAW energy
from the free surface supporting the sound propagation to
film region. An investigation of the metallization-induce
sound-velocity dispersion has demonstrated it to be lin
An analysis of the results in terms of the present theoret
models of the creation and development of the soli
showed that a soliton-like monopulse can form only in t
presence of a very thin (;150 Å) lead film.
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Effect of low-temperature compression on the parameters of the phase transition
at 250–260 K in C 60 single crystals
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A thermodynamic transition in C60 crystals, subjected beforehand to uniaxial compression at
various temperatures and to thermal action, was investigated by differential scanning calorimetry.
It was established that compression of the crystal at temperatures below the phase transition
has a much smaller effect on the transition itself than a similar or even much weaker action at a
temperature above the phase transition. A ‘‘quenching’’ effect was also found. This effect
is probably due to the orientational order of individual fullerene molecules. A correlation was
established between the magnitude of the effect and the preliminary deformation of C60

crystals. © 1999 American Institute of Physics.@S1063-7834~99!03503-0#
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The phase transition in C60 fullerene near the tempera
ture 260 K has been studied quite completely by vario
physical methods that made it possible to obtain a more
less clear picture at a molecular level of the intertransition
the face-centered~fcc! and the primitive cubic~pc! phases. It
has been established that, at temperaturesT.260 K, to each
site in the fcc C60 lattice there corresponds one C60 molecule
which undergoes almost free rotation.1 The lattice constan
of fullerene remains virtually unchanged as the tempera
drops below the phase transition point (T'260 K!,2 but the
symmetry of the crystal jumps from fcc to pc. In the proce
the fcc structure of the positions of the C60 molecules re-
mains, and the additional orientational order is due to the
that to each site of the pc lattice there corresponds a tetr
dron formed by four molecules with fixed orientations alo
four different directions.3,4 C60 molecules can become fixe
in tetrahedra in two different equilibrium positions wit
close interaction energies, the so-called pentagonal~p! and
hexagonal~h! configurations. In a quite wide temperatu
range 85 K,T,260 K the C60 molecules are in a state o
jump-like rotation with the ratio of the populations of th
pentagonal (np) and hexagonal (nh) configurationsnp /nh

'4. With deeper cooling (T,85 K) the jump-like rotation
of the C60 molecules becomes ‘‘frozen’’ and the fulleren
crystal passes into a nonequilibrium state called an ‘‘ori
tational glass.’’5

Recent investigations have shown that orientatio
transformations in fullerene strongly influence its mechan
properties.6,7 In Ref. 8 a dependence of the phase-transit
enthalpyDH on the compressive strain at 293 K, i.e. abo
the transition temperature, where the additional orientatio
order is completely absent and the C60 molecules in the fcc
4941063-7834/99/41(3)/3/$15.00
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lattice execute free rotational motion, was found by differe
tial scanning calorimetry~DSC!. The objective of the presen
work is to investigate the parameters of the pc–fcc ph
transition as a function of the compressive strain at 77
corresponding to the nonequilibrium state of fullerene cr
tals with completely ‘‘frozen’’ rotational motion of the C60

molecules.

1. EXPERIMENTAL PROCEDURE

The C60 single crystals were obtained from the vap
phase. Small C60 crystals, prepurified by repeated vacuu
sublimation, were chosen as the starting material. The p
cedure for preparing this material was as follows. Chroma
graphically purified 99.95% pure C60 fullerene powder was
placed in a quartz ampul, which was evacuated to pres
1026 torr and heated to 573 K. The powder underwen
purification process in which organic solvents and vola
impurities were removed in a dynamic vacuum in 8–10
Next, it was subjected three times to vacuum sublimati
The yield of purified crystals was 70% of the weight of th
initial load. Next, the crystals were once again transfer
into a smaller quartz ampul, which was evacuated to pres
1026 Torr and sealed. The ampul was placed into a horiz
tal two-zone furnace. The single crystals were grown un
the following conditions: sublimation temperature 873
crystallization temperature 813 K, and growth time of t
crystals 8–12 h. The well-faceted C60 crystals up to 30 mg
obtained by this method up to several millimeters in si
The structural investigations revealed growth twins and
crotwin formations in the crystals.
© 1999 American Institute of Physics
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The calorimetric measurements were performed o
Perkin–Elmer DSC-2 differential scanning calorimeter
the method of Refs. 9 and 10, and the mechanical ac
consisted of compressing the C60 crystals at 77 and 293 K in
an Instron 1342 universal testing machine by the met
described in Ref. 8.

The fullerene sample compressed at 77 K was tra
ferred in a capsule with liquid nitrogen into the calorime
chamber, which was precooled to 220 K. Next, the sam
was heated from 220 K up to 300 K at a constant rate o
K/min and the thermal processes occurring in the sampl
the course of the pc–fcc phase transition were recorded
the DSC curve. The C60 crystals placed into the calorimete
chamber were subjected three times to the same prelimi
mechanical action with an increasing load at 77 K. Next,
sample was loaded additionally at 293 K and cooled in
calorimeter chamber to 220 K. In this manner a series of f
calorimetric tests of C60 single crystals subjected to compre
sion was obtained.

The fullerene samples were rapidly coole
~‘‘quenched’’! from room temperature in liquid nitrogen, a
ter which the samples were transferred in a capsule w
liquid nitrogen into the calorimeter chamber precooled
220 K and heated in the chamber up to 300 K with the h
effects recorded on the DSC curve.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 displays the DSC curves in the interval 22
300 K for C60 samples with different mechanical histor
One can see that the endothermal peak corresponding
thermodynamic transition in the initial C60 ~curve 1! de-
creases negligibly, as the mechanical load increases at 7
~curves2–4!, in amplitude and washes out in the direction
low temperatures. Aside from this, a temperature-broade
endothermal effect in the form of a wide peak with a ma
mum in the range 245–250 K can be seen in the curves2–4
against the background of the low-temperature shoulde
the amplitude-diminished peak of the pc–fcc phase tra
tion. The wide peak vanishes on the DSC curves with
peated heating from 220 K, and the first heating only
temperatures falling between the two peaks is sufficient. T
shows that the process leading to the appearance of this
is a nonequilibrium one and that there is no relation betw
the appearance of the peak and the phase transition. A
same time the endothermal peak of the equilibrium therm
dynamic transition repeats with repeated heating. The tra
tion enthalpy of the deformed samples, determined from
area of the endothermal peak with repeated heating,
creases with respect to the enthalpy of the initial sam
(DH58.8 J/g! and is 8.6, 8.5, and 7.9 J/g, respectively, f
the samples subjected to low-temperature loading~curves
2–4 in Fig. 1!.

The curve5 for the sample deformed at room temper
ture is sharply different from preceding curves. Just as
Ref. 8, it demonstrates a sharp drop in intensity and bro
ening of the low-temperature shoulder of the phase-transi
peak. The transition enthalpy decreases appreciably an
DH56.2 J/g. Moreover, there is no low-temperature en
a
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thermal effect on the curve. We note that the temperat
scanning range indicated in Fig. 1 for the predeform
samples was extended to 500 K in order to observe h
effects associated with the release of the latent energy
could be stored in deformed solids. As a result, it turned
that in all cases with repeated scanning of the deform
samples in the region 255–500 K the DSC curves were id
tical to the initial curves, indicating that there are no irreve
ible heat effects in this range.

We note that the maximum load applied at low tempe
ture is approximately 2.5 times larger than in experiments
room temperature~Fig. 1! and nonetheless the distortion o
the peak corresponding to the phase transition was foun
be much smaller. Such a different influence of the load
evidently due to the different magnitude of the lattice dist
tions produced by the load. In the pc lattice the formati
energy of crystallographic defects~dislocations and disloca
tion pile-ups! is high, and the main effect of a load is t
fracture the sample, i.e. to convert it into powder in whi
the particles decrease in size with increasing load but reta
regular, undistorted strcuture. Pulverization also occurs
der a load above the transition, but aside from that, dis
tions arise in the fcc lattice, specifically, formation of C60

dimers,11 which are responsible for the decrease in the a
plitude and broadening of the peak.

FIG. 1. DSC curves of the initial~1! and precompressed atT577 K ~2–4!
andT5293 K ~5! C60 samples. Specific compressive strains, MPa: 180~2,
5!, 320 ~3!, and 460~4!. Dashed line — repeated heating after cooling
220 K. The heating rate is 5 K/min. The samples~1! and~5! were cooled in
the calorimeter to 220 K.
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The appearance of an additional endothermal effect
the DSC curves of the sample subjected to deformation
low temperatures is most likely not due directly to the def
mation, but rather it is determined mainly by the cooli
dynamics or the persistence at low temperature. This con
ture follows, for example, from the fact that there is no a
ditional peak in the DSC curves of the sample deformed
room temperature and the initial sample, which were
cooled below 220 K. Therefore there are grounds for beli
ing that the nonequilibrium in the experimental C60 samples
is due to thermal and not mechanical actions.

To check this assertion we performed a series of ad
tional experiments on C60 samples which were prequenche
in liquid nitrogen. The data from these experiments are p
sented in Fig. 2. One can see that an additional endothe
peak, comparable in enthalpy with the peak of the pc–
phase transition, appears in the curve1 obtained when the
prequenched initial, i.e. undeformed, C60 sample is heated
This peak is due to a metastable effect, since it does
occur with repeated heating. The same kind of metasta
effect but with a lower intensity is also observed in t
quenched C60 sample deformed at 77 K prior to quenchin
and heated in a calorimeter from 220 K to room temperat
~curve 2!. Comparing the curves4 and 2 in Figs. 1 and 2,
respectively, shows that they are similar. Evidently, this
due to the fact that the cooling rates on quenching and p
to the mechanical loading are comparable~the cooling time
differed by not more than one order of magnitude!. However,
if the rate of cooling from room temperature to 77 K
decreased to 5 K/min, then the ‘‘quenching’’ effect is n

FIG. 2. DSC curves of the initial C60 sample~1! and C60 samples pre-
quenched in liquid nitrogen and deformed atT577 K, s5460 MPa~2! and
T5293 K, s5180 MPa~3!. Dashed line — repeated heating after cooli
to 220 K. The heating rate is 5 K/min.
n
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observed. It is also virtually absent in the DSC curve of t
C60 sample which is deformed in advance at room tempe
ture and then quenched in nitrogen~curve 3!. Only a very
small exothermal effect at 240 K is observed. Just as in
preceding case, the curves5 and3 in Figs. 1 and 2, respec
tively, are observed to be similar.

The comparative experiment performed shows clea
that the metastable effect appears as a result of a the
action so that this effect can be termed a ‘‘quenching’’
fect. As one can see by comparing the curves in Fig. 2,
magnitude of the effect depends on the mechanical histor
the C60 sample.

The nature of the ‘‘quenching’’ effect is probably due
the presence of the nonequilibrium orientational order
quenched fullerene crystals. The orientational order is de
mined by the population rationp /nh , whose equilibrium
value depends on the temperature. Thus, at room temp
ture, where the C60 molecules rotate almost freely, it can b
assumed thatnp /nh'1. In the temperature range 85,T
,260 K this ratio, as indicated above, isnp /nh'4 and at
T,85 K, i.e. in the ‘‘orientational glass’’ state,np /nh'5.5

Rapid cooling~quenching! fixes at low temperature a non
equilibrium state corresponding to a higher temperature
which the rationp /nh changes in favor of the higher-energ
hexagonal~h! configuration. Therefore quenching defects e
ist in the pc lattice of fullerene and anneal even before
pc–fcc transition temperature. This distinguishes these
fects from deformation defects, which arise mainly in the f
lattice and lead to a gradual washing out of the transition

This work was performed as part of the scientific pr
gram ‘‘Fullerenes and Atomic Clusters’’~project No.
98065!.
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The composition and structure of C60 fullerite films prepared by discrete evaporation in quasi-
closed volume, as well as their changes induced by laser irradiation, have been studied
by ellipsometry and Rutherford backscattering. The starting film has a 150-Å thick stable top
layer and a carbon to oxygen ratio of 10:1. Exposure of a film both to vacuum and to
air results in formation of an insoluble photo-transformed phase, but in the second case the
change in the refractive index implies the appearance of compounds with oxygen. The material
does not undergo complete polymerization, although all structural changes cease at an
irradiation dose of 104 photons per fullerene molecule. Treatment of the polymerized phase with
organic solvents produces a porous structure, with the voids totaling 48% in the case of
exposure in vacuum, and 30% when exposed in air. ©1999 American Institute of Physics.
@S1063-7834~99!03603-5#
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Fullerites, the spheroidal carbon compounds cal
equally correctly molecules or nanoclusters, become cou
by van der Waals forces when condensing to form a so
An interesting property of the C60 fullerenes is their ability to
form covalent bonds among individual molecules, i.e. to p
lymerize. Covalent bonding appears under pressure at
temperatures1 and under irradiation within a certain spectr
interval,2 including the action of an electron or ion beam3

Depending on the actual conditions, the polymerization
proceed in different ways and involve formation of dime
one-dimensional chains, or two-dimensional structures.
actual type of polymerization is identified by Raman4 and
luminescence5 spectra, x-ray diffractograms,6 or atomic-
force microscopy7. Determination of the degree of polyme
ization, i.e. of the quantitative ratio of the reacted to un
acted molecules, is a more complex problem, whose solu
was approached by Raman and x-ray photoelec
spectroscopy.8 Polymerization transforms fullerenes to
state resistant to organic solvents. Strictly speaking, only
phase formed in vacuum should be classed among polym
ized fullerites, because oxygen quenches the excited mol
lar state required for the reaction to be initiated. However
transition of fullerites to an insoluble state in the presence
oxygen may likewise be of interest, for example, for lith
graphic applications. The present work was undertaken
compare the type and degree of polymerization of fulle
films under laser irradiation in vacuum and in the presenc
oxygen.

1. EXPERIMENT

Fullerite films 1260610 Å in thickness were prepare
on silicon substrates by discrete evaporation in a qu
closed volume.9 This method permits fabrication of highl
uniform layers, both in area and in depth. The high degre
purification of the starting material~99.95%!, film growth in
4971063-7834/99/41(3)/4/$15.00
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a dynamic vacuum of 231027 Torr, as well as the high rate
of growth ~60 Å/min! favored a low background impurity
concentration.

The polymerization was initiated by He-Cd laser lig
with photon energy\v52.8 eV. The laser irradiation inten
sity was I 50.5 W/cm2. The irradiation doseD was deter-
mined as the ratio of the number of photonsp absorbed by
the film to the molecular densitym. The irradiation dose
could be varied by properly varying the exposure timet.

D5p/m; p5Iat/\v; m54/a3 ,

wherea is the lattice constant, anda is the absorption coef-
ficient.

The film thickness and the complex refractive ind
were measured on a LE´ F-3M laser ellipsometer at\v
51.96 eV. It is known that photons of this energy do n
produce phototransformation.2 The measured parameters
an ellipsometric experiment are the ellipsometric anglesC
and D determined by the change in the relative amplitu
and phase of ap- and s-polarized electromagnetic wave
These parameters contain information on the thickness of
layersd making up the structure, and on the complex refra
tive index of each layerN5n2 ik. The d and N quantities
were calculated by the standard technique10 based on the
model chosen.

The Rutherford backscattering method~RBS! was used
for independent determination of the thickness and comp
tion of fullerite films. The particles used were 190-keV pr
tons. To achieve a high resolution in energy and, hence
depth, H1 ions scattered through 120° were measured wit
spherical electrostatic energy analyzer. Because the film
der study was sufficiently thin, and signals due to light e
ments~C and O! were superimposed on those from the s
con substrate, the measurements were carried out in
mode corresponding to ion-beam channeling in the substr
In this way the silicon signal was suppressed, which i
© 1999 American Institute of Physics



ub
lm

n
we
r-

th

-
d

ed
l-
as a
ble
dif-
um
rs,
b-
nly

gen
be
he
tric
-
one

in-
en

air

film
re-
two

con-
iza-
ited
f

ns,

anic
ite.
as

ent
ture
he
-

ly
o

du

498 Phys. Solid State 41 (3), March 1999 Makarova et al.
proved considerably the relation between the film and s
strate signals. Note that no channeling in the fullerite fi
was observed.

2. RESULTS AND DISCUSSION

Studies performed immediately after the growth~before
the light-induced transformation! showed the films to be
nonuniform in thickness. The ellipsometric measureme
established that the optical parameters of a film can be
described within a model containing two layers with diffe
ent optical contrast, namely, the layer in contact with
substrate and having a refractive indexN52.052 i 0.08 ~for
\v51.96 eV!, and the surface layer withN51.50 (k50)

FIG. 1. ~a! Rutherford backscattering spectrum of a 1260-Å thick unpo
merized fullerite film,~b! part of the spectrum demonstrating the presence
an upper oxygen-containing layer. Dashed lines: partial spectra of indivi
elements in the structure, solid line: total spectrum.
-

ts
ll

e

and thicknessd5150 Å. This surface layer forms in interac
tion with the oxygen present in air during a few min, an
does not change thereafter. It was shown11 that the stability
with time of the layer contacting the substrate is determin
by the quality of the fullerite film, viz. a defect-free crysta
line film does not change its properties in storage, where
high defect concentration in a film brings about a noticea
gradient of the optical parameters as a result of oxygen
fusion over defects. A Rutherford backscattering spectr
~Fig. 1a and b! also indicates the presence of two laye
namely, of the main one, which directly contacts the su
strate, and of a surface one. The main layer contains o
carbon atoms, while in the surface layer the carbon/oxy
atom ratio is 10:1. Assuming the surface-layer density to
equal to that of the main one, one obtains 100 Å for t
calculated thickness of the surface layer. The ellipsome
value of the geometric thickness,d5150 Å, suggests, how
ever, that the surface layer is more loose than the main
~the parameters of both are given in Table I!.

To reveal the differences in the nature of the photo
duced changes in fullerite films in the presence of oxyg
and without it, which were pointed out earlier,12 two series of
experiments were carried out, namely, with exposure in
and in vacuum of 131026 Torr. To remove the surface
layer, as well as the oxygen that could penetrate into the
during sample transportation from the growth to measu
ment chamber, the samples were preheated at 180°C for
hours. The Raman spectra of samples from both series
tained features characteristic of one-dimensional polymer
tion. The spectrum near the pentagonal pinch mode exhib
both the unshifted 1469-cm21 line indicating the presence o
the original phase and the lines at 1458 and 1452 cm21 char-
acteristic of the dimers and one-dimensional chai
respectively13.

The exposed samples were treated with standard org
solvents attacking the unpolymerized phase of the fuller
The extent of removal of the unpolymerized phase w
checked ellipsometrically, with the process of developm
completed after the ellipsometric parameters of the struc
no longer changed following a treatment. The totality of t
experimental values ofC and D obtained on samples sub
jected to various irradiation doses~see Fig. 2! shows all the

-
f
al
TABLE I. Parameters of pristine C60 films and of the films phototransformed in vacuum and in air.

Pristine film Polymerized film

Parameter Main layer Surface layer In air In vacuum

No. of conventional moleculest, cm22 98031015 8031015 55031015 45031015

Carbon contentx 1 0.909 0.813 0.905
Oxygen content 12x 0 0.091 0.179 0.090
Composition per C60 molecule C60 C60O6 C60O13.8 C60O6

Thicknessd, Å 1110 150 1020 1080
Refractive indexN 2.05–i 0.08 1.50 1.56 1.44
Void fraction ~EMA! – – 0.38 0.49
Void fraction ~RBS! 0.96 – 0.30 0.47
Density ~EMA! r,g/cm3 – – 1.02 0.81
Density ~RBS! r,g/cm3 1.58 1.07 1.16 0.78

Note. The calculations carried out by the effective-medium approximation~EMA! and from Rutherford back-
scattering spectra~RBS!.
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points to fit onto the lines of the same refractive index, wh
validates the use of the uniform-film model to calculate
film parameters. The results of this calculation are displa
in Fig. 3a and b. In both cases, the insoluble layer start
form at a threshold irradiation dose of 104 photons per
fullerene molecule, and the layer thickness begins to cha
when the dose reaches 105 ~Fig. 3a!. Assuming the complex
refractive indexN52.102 i 0.35 ~for \v52.80 eV!, it can
be shown that the laser radiation traversing a film with t
thickness decreases in intensity tenfold. Hence the satura
of the polymerization process implies that all the molecu
received the threshold dose, irrespective of their depth.

The fact that the refractive index of the polymeriz
layer does not depend on the dose~Fig. 3b! is a nontrivial
result. For films exposed in vacuum and in the presenc

FIG. 2. Ellipsometric nomogram of a polymerized fullerite film on silico
Points — experimental values obtained on samples exposed in air~1! and in
vacuum~2!. Curves: Solid — lines of constant refractive index, dashed
lines of constant thickness. The figures at the lines are thicknesses in

FIG. 3. Dependence of the relative thickness~a! of a polymerized fullerite
layer d/d0 and of its refractive indexn ~b! on the number of photons ab
sorbed by a fullerene molecule. Exposure~1! in air and~2! in vacuum.
h
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oxygen, its mean value is, respectively,n51.44 and 1.56,
which is substantially smaller than the corresponding va
for the starting fullerite films. An increase in the dose do
not entail an increase in the extent of polymerization, wh
may be assigned to the onset of an equilibrium between
reactions of polymerization and depolymerization. Assum
the chemical composition to remain unchanged, and con
ering the fullerite layers obtained to be a combination of t
phases, polymerized fullerite and voids, the dielectric perm
tivity of such a material can be found in the effectiv
medium approximation14

( qi~« i2«!/~« i12«!50 ,

whereqi is the volume fraction, and« i5N2 is the dielectric
permittivity of each component. Calculations based on
ellipsometric measurements ofN yield for the porosity ob-
tained under exposure in the presence of oxygen and
vacuum 0.38 and 0.49, respectively.

The energy spectra of backscattered ions for films po
merized in vacuum and in the presence of oxygen are
played in Figs. 4a and 4b, respectively. The energy spect
of the protons scattered from the sample can be used to
culate both the relative amounts of chemical elements in
target and the thickness of the film expressed in units
t5cd, wherec is the volume concentration of the conve
tional molecules, andd is the geometric thickness.15 Consid-
ered within our model, the film consists of carbon and ox
gen, and for the formula of the conventional molecule o
can write CxO12x . Using the value ofd derived from ellip-
sometric measurements and the values ofx and t extracted
from the RBS energy spectra, we calculated the effec
density and porosity of the fullerite layers. The results a
given in Table I. A good agreement between the values
porosity obtained by this method and in the effectiv
medium approximation is observed only for the film ph
totransformed in vacuum. The void fraction is 0.4860.01.
The results for the film subjected to irradiation in the pre
ence of oxygen are essentially different. The volume fract
of voids found in the effective-medium model is 0.38, to
contrasted with 0.30 yielded by RBS data. This differen
may be assigned to the fact that oxygen enters a chem
reaction under illumination,16 thus causing a change i
chemical composition and, accordingly, in the refractive
dex of the material. In this case using the parameters of
starting material in the effective-medium approximation
invalid. In order to reconcile the porosity calculations ma
by both methods, one has to assume that the refractive in
of fullerene polymerized in the presence of oxygen decrea
to 1.90–1.95. At the same time the refractive index
fullerene polymerized in vacuum was shown5 not to change
in the IR and red regions of the spectrum, which valida
the application of the effective-medium method in these c
ditions.

A few features in the two RBS spectra are worth me
tioning. The extended trailing edge of the partial spectrum
carbon and of the leading edge of the silicon spectrum im
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FIG. 4. Rutherford backscattering spectra of fullerite films ph
totransformed~a! in vacuum and~b! in air.
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nonuniformity of the film in thickness within the probed r
gion. For film thicknessest5(4502550)31015 cm22, the
dispersion in thicknesss510031015 cm22. At the same
time the sharpness of the carbon-spectrum slope indicate
absence of surface roughness. Hence the apparent chan
the thickness of the polymerized fullerene film should
assigned to its porosity, with the pores being of a size co
parable to the film thickness along the surface normal
not reaching the surface. The carbon/oxygen ratio, wh
corresponds to C60O6 and C60O13.8 for phototransformation
in vacuum and in air, suggests that atmospheric oxygen p
etrates easily into the porous matrix of polymeriz
fullerene.

Thus fullerite films can be polymerized by 2.8-eV las
radiation both in vacuum and in air, but in the second c
the process involves formation of oxygen compounds, wh
results in a change of the refractive index of the phototra
formed phase. Both processes give rise to formation of o
dimensional structures, dimers and linear chains. Note
one cannot reach complete phototransformation of the m
rial, although structural changes cease at an irradiation d
of 104 photons per fullerene molecule. Dissolution of t
starting phase in organic solvents results in formation o
porous structure, with the void fraction being 48% when e
posed in vacuum, and 30% under exposure in air.
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