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Internal friction and change in Young’s modulus in the alloy Mg–Ni–Y due
to a transition from an amorphous to a nanocrystalline state
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The effect on the internal friction and Young’s modulus of the evolution of the structure of the
amorphous alloy Mg84Ni12.5Y3.5 ~relaxation of internal stresses, devitrification, nucleation
and decay of nanocrystalline phases! was investigated as it was heated. The measurements were
performed on ribbon samples by flexural oscillations. Irreversible peaks of the internal
friction and anomalies in the behavior of Young’s modulus as a function of temperature were
observed. The position of the anomalies correlates with the characteristic temperatures
of restructurings observed by differential thermal and x-ray diffraction. Possible internal-friction
mechanisms associated with various types of structural relaxation and nanocrystallization
processes in the alloy are discussed. ©1999 American Institute of Physics.
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Interest in magnesium alloys by rapid quenching
mainly due to the fact that, while the strength, plasticity, a
corrosion resistance of these alloys obtained by conventi
metallurgy are quite low, with rapid quenching these prop
ties can be improved substantially.1–3 In the process, new
materials are actually obtained by formation of nonequil
rium structures consisting of amorphous, quasicrystalline
nanocrystalline phases. The actual expectations are as
ated with obtaining mixed structures of these nonequilibri
phases and are based on their unique mechanical and c
sion properties. It is well known that internal friction is
very structure-sensitive method and can be used to s
structural relaxation, the transition to a glassy state, and
crystallization of amorphous alloys. In the present work,
behavior of the internal friction and Young’s modulus of
amorphous Mg–Ni–Y alloy, which are associated w
structural relaxation and crystallization of this alloy, is inve
tigated.

1. EXPERIMENTAL PROCEDURE

The alloy Mg84Ni12.5Y3.5 in the form of a 0.025 mm
thick and 3–5 mm wide ribbon was investigated. The al
was obtained by rapid quenching with a cooling ra
53106 K/s from temperature 880 K on a copper wheel
vacuum.

All measurements of the elastic and dissipative prop
ties of the samples were performed by the flexural osci
tions ~vibrating-reed! method4 at frequencies of the order o
250 Hz in the temperature range 300–650 K in a 1023 torr
5011063-7834/99/41(4)/5/$15.00
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vacuum. The dimensions of the samples cut from the am
phous ribbon obtained were 1031.530.025 mm. The
samples were secured in a measuring head. The requ
electrode–sample gap was set using a regulating screw
excite flexural oscillations at the resonance frequency of
sample, a voltage from a low-frequency generator was
plied to a capacitor formed by the sample and the electro
The amplitude of the oscillations was regulated by the a
plitude of the applied voltage. Tuning to resonance was
tomatic. A high-frequency generator, whose feedback circ
contained an LC loop formed by the sample–electrode
pacitor and a calibrated high-Q inductance coil, was used t
record the excited oscillations. The carrier frequency w
modulated by low-frequency oscillations of the sample. T
frequency-modulated signal was applied to a meter used
measuring the frequency deviation, after which the para
eters of the detected signal were measured — the period
amplitude of the oscillations, the decay of the oscillatio
with time, or the parameters of the resonance curve~which
made it possible to estimate the internal frictionQ21

5d/p). Young’s modulus of the sample was determin
from the expression

E5Kl 4r f /h2,

whereK is a numerical factor,l is the length of the sample,h
is the thickness,r is the density, andf is the resonance fre
quency.

The structure of the phases was determined by an x
diffraction method using a PW 1050/70 Philips diffract
© 1999 American Institute of Physics
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meter with CuKa radiation at temperature 300 K after 5-m
anneals of the samples at prescribed temperatures.

Differential thermal analysis~DTA! for studying the
crystallization of the Mg84Ni12.5Y3.5 samples was conducte
in an argon atmosphere at a rate of 4 K/min.

Differential scanning calorimetry~DSC! was used for
the same purposes.

2. RESULTS AND DISCUSSION

The evolution of the structure of the alloy Mg84Ni12.5Y3.5

heated from room temperature to 650 K is illustrated in F
1, where data from the investigations of crystallization of t
samples from the amorphous state by the DTA method
the results of x-ray diffraction by the same samples at v
ous anneal temperatures are displayed. As one can see
Fig. 1a, which displays the DTA measurements with co
stant heating at a rate of 4 K/min, at least two large~at 430
and 474 K! and one small~at 580 K! exothermal peaks ar
observed in the temperature range up to 625 K. Accordin
the analysis of the x-ray diffraction patterns~Fig. 1b!, the
observed exotherms correspond to different stages of cry
lization of the amorphous alloy Mg84Ni12.5Y3.5. The first
stage~430 K! corresponds to the appearance of a metast
crystalline phase MgxNiyYz ~the exact structure was not de

FIG. 1. a — DTA curve of the amorphous alloy Mg84Ni12.5Y3.5 on heating at
the rate 4 K/min; b — intensity of x-ray scattering near the first maximum
the alloy Mg84Ni12.5Y3.5 in the amorphous state~1! and after annealing a
438 K ~2! and 478 K~3!. The dashed curve corresponds to scattering by
nanocrystalline phase MgxNiyYz . The peak at 2u536.2° corresponds to the
~101! line of a Mg and the peak at 2u537.8° corresponds to the MgxNiyYz

phase.
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termined! with average grain size of approximately 6 nm.
should be noted that the first exotherm~at Tx.430 K) is
preceded by an indistinct endotherm, which can be attribu
to devitrification characterized by a glass-formation tempe
tureTg . This conclusion is also confirmed by the DSC me
surements, where this endotherm is more clearly manifes
but even in this case the difference betweenTg and Tx is
negligible and does not exceed 8–10 K. The second s
~475 K! corresponds to precipitation of nanocrystalline M
here, a grain of the metastable phase MgxNiyYz grows ap-
proximately to 14 nm. At 580–600 K the metastable pha
decomposes into stable phases.

The characteristic form of the temperature dependen
of the internal frictionQ21 and the relative change in th
Young’s modulusE/E0 (E0 is Young’s modulus of the ini-
tial sample at room temperature! during a single heating–
cooling sample in the temperature range from 300 to 615
is displayed in Fig. 2. Two wide internal-friction peak
~which we callP1 andP2) are observed at temperatures 4
and 530 K during the heating cycle. On cooling, the pea
vanish ~i.e. they are of an irreversible character!, the tem-
perature dependence of the internal friction becomes mo
tonic, and the main decrease of damping occurs in the reg
600–500 K. The temperature variation of Young’s modu

eFIG. 2. Temperature dependences of the internal frictionQ21 ~a! and rela-
tive change of the Young’s modulusE ~b! on heating and cooling at the rat
2 K/min in the temperature 300–615 K of the amorphous all
Mg84Ni12.5Y3.5.
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FIG. 3. Temperature dependences of the internal frictionQ21 and relative change of the modulusE/E0 in a sample of the amorphous alloy Mg84Ni12.5Y3.5

with thermal cycling at the rate 2 K/min and a systematic increase of the maximum temperature in a cycle. The open symbols correspond to hea
and the filled symbols correspond to cooling cycles.
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is quite complicated. In the heating cycle up to temperatu
of approximately 350–360 K the modulus decreases virtu
monotonically with increasing temperature. A small featu
~‘‘shelf’’ in the temperature dependence! is observed in the
region 360–390 K, after which the modulus once again
creases with temperature, but above 415 and up to 490 K
modulus increases very sharply~by almost a factor of 1.5!,
after which it once again decreases as heating continues
616 K. No anomalies are observed in the behavior
Young’s modulus on cooling; it increases monotonica
with decreasing temperature, but the room-temperature v
is approximately 20% greater than the initial value measu
in the as-quenched state.

Comparing the data obtained with the results of the
vestigation of the change in structure of these same sam
as a function of temperature shows that the anomalies in
internal friction and Young’s modulus are observed appro
mately at the same temperatures as the exothermal peak
at temperatures corresponding to different stages of cry
lization from the amorphous state of the allo
Mg84Ni12.5Y3.5. Therefore the elastic and inelastic pheno
ena in the experimental temperature range are determine
the same structural changes that occur in the sample du
heating.

To specify the character of the observed changes inQ21

andE/E0 and to establish the relationship between them
the structure of the alloy, measurements were performe
the temperature dependences of the internal friction
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Young’s modulus in the course of several heating–cool
cycles on the sample with the maximum temperature i
cycle increasing. The results of such an experiment are
sented in Fig. 3. We shall examine in greater detail the d
presented in this figure. For convenience, we shall disc
each temperature cycle separately.

1! 100–400 K. In this temperature interval~up to 400 K!
the x-ray diffraction data do not show any traces of cryst
lization. However, the changes in both the internal fricti
and Young’s modulus at these temperatures are already q
noticeable. Up to temperatures of about 130 K the change
the behavior of the temperature dependences of the inte
friction and Young’s modulus are reversible, but starting a
proximately at this temperature and up to 400 K, heat
leads to an appreciable~about 3.5%! irreversible increase o
Young’s modulus and a corresponding irreversible decre
of the internal friction~Fig. 3a!. Since the alloy does no
crystallize up to 400 K, it can be inferred that the observ
changes inQ21 andE/E0 are due to the structural rearrang
ment in the amorphous structure of the sample. Struct
relaxation of this kind in amorphous materials has been
served in a variety of alloys5–8 and explained on the basis o
‘‘topological and chemical ordering’’ models.9 Topological
ordering in the amorphous material is due primarily to
decrease of the ‘‘free volume’’ on annealing, which is co
ducted at comparatively low temperatures~below the glass-
formation temperatureTg and the crystallization temperatur
Tx) and leads to irreversible changes of various phys
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FIG. 4. Temperature dependences of the irreversible part of the damping decrementDd5p(Qh
212Qc

21) ~a! and Young’s modulusDE/E5(Ec2Eh)/Eh ~b!
in the amorphous alloy Mg84Ni12.5Y3.5 as a result of heating the alloy up to 450 K and the temperature dependence of their ratior 5Dd/(DE/E) ~c!. ~The
indicesh andc correspond to the values of the internal friction and Young’s modulus in the course of heating and cooling cycles, respectively!.
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properties, including a decrease of the internal stresses in
material and a quite appreciable increase of the ela
moduli and decrease of the internal friction. Chemical ord
ing is ordinarily observed in multicomponent structures a
is attributed to an irreversible change in the positions of v
ous atoms with respect to one another.

Since the internal friction is due to inelastic phenome
in the sample, a decrease in the internal friction during
dering is caused by either the liquidation of sources of s
anelasticity or a decrease in their efficiency. For lo
frequency internal friction~which is our concern! the sources
can be structural defects whose mobility determines the
elastic behavior of the material. These can be structural
fects of different kinds, such as topological dislocatio
boundaries of clusters of amorphous material, and so on
temperature increase results in, on the one hand, an irre
ible increase of the mobility of structural defects and cor
spondingly irreversible changes in the internal friction a
elastic moduli and, on the other, to a restructuring-indu
decrease in the number of such defects or a transition of
defects to a more stable state in which they become
mobile, which decreases the anelasticity and internal frict
determined byE/E0 andQ21.

It is evident that a sharp temperature dependence of
internal friction is first observed at room temperature, a
the reversible and irreversible components of the inter
friction are comparable in magnitude. The temperatu
dependent part of the reversible component of the inte
friction, which remains after annealing at 400 K, can be
scribed quite well by an expression of the typeDQ21(T)
;exp(E/T) with activation energy;0.4 eV. This energy is
close in order of magnitude to the migration energy of
atoms, as is confirmed by the assumption that the proce
leading to thermal-activation ordering in a system of po
defects influences the internal friction.

The irreversible contributions to the internal friction an
Young’s modulus are presented in Fig. 4. As one can see
main irreversible changes occur in the temperature ra
350–380 K, where a peak of the internal friction and
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increase of Young’s modulus with temperature are observ
This behavior could be due to the fact that even though c
tallization is not observed at these temperatures, struct
rearrangement of the amorphous material, consisting o
decrease of the density of the sources of anelasticity, ne
theless takes place. On the basis of the available experim
tal data it is impossible to draw any unequivocal conclusio
concerning the specific physical models of such sourc
Nonetheless, it is evident even now that the mechanism
internal friction which are due to these sources can dif
substantially in different temperature ranges. Thus, it is e
dent from Fig. 4 that below 300 K~in contrast to the region
300–400 K! the irreversible contribution to the dampin
is virtually temperature-independent, and the value
its ratio to the change in modulusr 5Dd(T)/
(DE/E(T)) is approximately 0.01 and is virtually indepen
dent of temperature in the range 100–300 K. This behavio
usually characteristic for hysteresis mechanisms of inte
friction, and it can be attributed to forced activation abo
small potential barriers.

2! 400–500 K. This temperature range is characteriz
by devitrification and onset of the first stage of crystallizati
with appearance of a metastable crystalline phase MgxNiyYz

and precipitation of nanocrystalline magnesium. These p
cesses lead to quite sharp irreversible changes of both
internal friction and Young’s modulus~Fig. 3b!.

In a heating–cooling cycle a very wide internal-frictio
peak, whose maximum falls in the temperature ran
425–440 K, is obseved on heating. In the temperature de
dence of Young’s modulus, in the region 400 K a deviation
from a linear temperature dependence~more rapid decrease
with temperature! is observed first, but a very substantial~up
to 45%! increase of the modulus commences at appro
mately 415 K. This growth continues up to about 490 K. T
observed increase in modulus is irreversible, and the dif
ence in the values of Young’s modulus of the initial amo
phous sample and the sample heated up to 490 K is a
50% at room temperature.

There is no doubt that the observed changes are du
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devitrification and crystallization of the amorphous all
Mg–Ni–Y. It is known that devitrification results in a shar
change in the viscosity of the material near the gla
formation temperatureTx and, correspondingly, to a shar
change in its elastic-dissipative properties.10 An irreversible
internal-friction peak and a corresponding decrease
Young’s modulus should be observed near the tempera
Tx on the basis of the viscoplastic friction model.11 To a first
approximation the change in the internal friction can be
scribed on the basis of this model by a Debye-type exp
sion Q21;vt/(11(vt)2), where v is the angular fre-
quency,t;h, andh is a time- and temperature-depende
viscosity.

In turn, the crystallization of the alloy influences to a
even greater extent than vitrification the elastodissipa
properties of materials, leading to substantial, primarily ir
versible, changes in these properties. There exist sev
models of internal-friction mechanisms due to structural
arrangement caused by crystallization. These models
based on the assumption that internal friction should be p
portional to the rate of phase crystallization during the ti
of the measurements. It is obvious in this approach that
crystallization should result in irreversible peaks of the int
nal friction caused by precipitation of a MgxNiyYz phase and
nanocrystalline magnesium.

Unfortunately, the existing experimental data do n
make it possible to distinguish the possible contributions
the damping. The crystallization and vitrification process
must be distinguished more accurately. For the sys
Mg–Ni–Y the temperaturesTx and Tg depend strongly on
the chemical composition, and small variations of the la
are the most effective method for distinguishing these p
cesses, which at present is the basic problem.

We call attention to the very high value of Young
modulus in the new structure formed~nanocrystalline phase
MgxNiyYz and the residual amorphous phase!. This structure
is uncharacteristic of ordinary magnesium alloys.

3! 500–610 K. This temperature range corresponds
new stages of continuing crystallization of the allo
Mg84Ni12.5Y3.5. It should be noted that starting at 490
Young’s modulus decreases with increasing tempera
~Fig. 3c!. This decrease is partially irreversible. The ma
irreversible decrease in the modulus occurs at a tempera
-
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above 550 K, at which the peak of the internal friction
observed, as is indicated by the results of partial tempera
cycling in the region 460–555 K. The irreversible decrea
of the modulus after heating to 555 K was about 5%. Af
heating to 610 K Young’s modulus at 300 K is approx
mately 25% lower than for the sample annealed at 490
This result is not surprising, considering the fact that acco
ing to x-ray diffraction measurements the phase MgxNiyYz

decomposes precisely near 600 K. This confirms once a
that the phase MgxNiyYz possesses very high elastic chara
teristics. For this reason, the determination of the exact of
composition and crystallographic structure of this pha
could be extremely important for producing magnesium
loys with attractive mechanical properties.

In summary, the results obtained attest to a strong ef
of the structure of amorphous-nanocrystalline materials
the formation of their elastic-dissipative properties. Th
makes it possible to use measurements of the elastic cha
teristics and damping as an extremely informative tool
investigating the kinetics of crystallization processes
amorphous alloys. The same results show that special
treatment can be used to control the elastic and mechan
properties of Mg–Ni–Y alloys.

We thank the Russian Fund for Fundamental Resea
for partial support of this work~grants Nos. 98-02-16644 an
95-15-96806!.
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Drift of scanning cycles of microwave absorption in high- Tc superconductors
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Institute of Solid State Physics, University of Latvia LV–1063 Riga, Latvia
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A change in the position and shape of the hysteresis line of magnetically modulated microwave
absorption accompanying repeated magnetization reversal of a high-Tc superconductor
was observed. The shift of the signal increases with the magnetic field, and its modulation
amplitudes and scanning times vanish atTc , obeying the basic laws of the temperature dependence
of the line in single crystals and ceramics. Its appearance is correlated with the attainment
of the critical state of modulated screening currents of weak-link loops separated on the surface
of the sample and can be interpreted as their interaction on the basis of a generalized
surface barrier model. The observed anisotropy indicates a Ne´el interaction mechanism. ©1999
American Institute of Physics.@S1063-7834~99!00204-X#
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The possibility of practical applications of microwav
devices based on high-Tc superconductors~HTSCs! — fast
transistor, magnetic memory cells, magnetic suspension
high-speed rotor1 — is determined both by their minimum
losses and their stability under repeated switching and mo
lation of the controlling magnetic field. As a very simp
example, let us consider the microwave absorption sig
accompanying cyclic scanning of a modulated magnetic fi
~first harmonic of the EPR of the detected signal!. The cycle
consists of a reversible nonresonant line and a loop of h
teresis losses, often attributed to magnetic hysteresis of
static magnetizationM 6 .2–5 It is well known that the latter
varies strongly with repeated magnetization reversal of
romagnets~FMs!. The effect of repeated scanning or mod
lation cycles on the absorption signal and magnetization
HTSCs is clearly seen in individual spectra.6–9 In one case6 it
was concluded that there is a variance in the parameter
the sample, and in other cases7–9 it was left, apparently, as a
artifact without comment. At the same time it is assumed t
the transient processes observed in experiments on mag
zation relaxation in HTSCs are not, as a rule, of
instrumental nature, but rather they are of a physi
character.10–12 Logically, the slow relaxation of nonuni
formly distributed domains, which is responsible for the dr
of a hysteresis loop, in FMs has a direct correspondenc
HTSCs — magnetic-flux creep.13 It has been established th
thermally activated creep of magnetic flux with sharp ret
dation of the field scanningDH/Dt,1022 Oe/s gives rise to
a logarithmic decrease of the absorption hysteresis in ti
while an instantaneous accelerationDH/Dt.102 Oe/s re-
stores the loop in a new position as a result of creep ass
ated with nonuniform demagnetizing factors.3,14 The contri-
bution of creep to the formation of a signal has not be
observed with ordinary scanning ratesDH/Dt;10 Oe/s.15

Moreover, drift of the force–distance hysteresis, analog
to magnetization–field hysteresis and not reducible to cre
has been observed in experiments on levitation of a ma
above a HTSC undergoing magnetization-reversal.16 In this
5061063-7834/99/41(4)/5/$15.00
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connection, in the present work a systematic study is mad
the evolution of the EPR of the detected signal from a HT
in the course of successive magnetic-field scanning cycl

1. EXPERIMENT

The main measurements were performed with an R
1307 spectrometer with a TE102 cylindrical resonator, field
scanning rangeDH50.5210.5 kOe, modulation amplitude
hm<20 Oe at 100 kHz, and microwave powerW<800 mW.
Varian and Radiopan spectrometers with a flat resonator
a resonator rotated by 90°, respectively, were also used
control. Flat Y-1-2-3 and Tm-1-2-3 crystals~0.1–0.43323
mm and Tc;90 K! and samples of the ceramic Y-1-2-
(Tc;89 K! with the same shape were secured, so as
soften the mechanical effects, in polyethylene tubes with c
at the end, which gave essentially no resonance signal.
heating of a thermally insulated sample was monitored w
a copper-constantan thermocouple. The maintenance o
quality of the filled resonator was followed both automa
cally and by the resonance signals of the sample and ma
The samples were frozen in a quartz cryostat in liquid nit
gen, as a rule in a zero magnetic field, and oriented with
c axis parallel or perpendicular to the microwave fieldh.
Next, the resonance fieldH0 was switched on and repeate
scanning in the intervalH06DH at a rateDH/Dt;1260
Oe/s at temperature 77.3 K was performed.

2. RESULTS

The microwave-absorption hysteresis loop cycles can
reproduced to within the noise accompanying the signa
the modulation amplitude does not exceed the critical va
hm,h0 with a given magnetic field. Whenh0(H) is reached,
successive cycles of displacement of the loop appear and
slope of the magnetic absorption changes in both the forw
and reverse directions of the scanning cycles~Fig. 1!. The
displacements increase with the magnitude, the modula
amplitude, and the scanning time of the magnetic field a
vanish atT'Tc . This makes it possible to attribute them
© 1999 American Institute of Physics
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the superconducting properties of the material. Figure
shows the typical behavior of the displacements on the rig
hand scanning edge, where, as a rule, they are maximum
convenience, some cycles~Figs. 1–2! are omitted. The ar-
rows indicate the scanning direction. The continuous

FIG. 1. Pattern of displacements of cycles with subsequent slow heatin
the sample fromT577.3 K to room temperature. The dashed line shows
cutoff of the line atT>Tm'88.5 K and emergence on the zero line
T>92 K ~a!; displacements~b! and slopes~c! of cycles for the left-hand~1!
and right-hand~2! scanning edges, respectively. An asterisk shows the s
ration region of the displacements. The arrows mark irregularities. Tm-1
single crystal, sample No. 1, 1.6 kOe scanning range,h i c, 3320, hm

520 Oe,t52 min.

FIG. 2. Line shape and displacement of the microwave absorption si
versus the modulation amplitudehm , Oe: 1 — for 0.12 with 35.000,t52
min; 2 — 0.4 with31.500,t55 min; 3 — 0.8 with3800,t52 min ~a! and
5 min ~b!. Y-1-2-3 ceramic in the form of a single crystal.
2
t-
or

-

crease in the slope of the magnetoabsorption line rules
the possibility that the displacements are due to external
tors that degrade theQ of the resonator. The absorption spe
trum of the single crystal~Figs. 1b and 1c! shows that satu-
ration of the displacements occurs at the cycle 5–6. T
heating of the sample commences. Here the displacem
have a pronounced temperature maximum with an up
limit Tm;88 K, and cycle after cycle they relax, approx
mately linearly in time, to the zero line atTm<T<Tcr

~dashed line in Fig. 1!. The cutoff of the absorption leve
occurs much more rapidly than the temporal evolution of
cycles: over two cycles as opposed to ten. The slope of
line has irregularities, marked by an arrow~Figs. 1a and 1c!.
The drift of the line observed during heating of the sam
corresponds, on the whole, to the temperature dependen
the absorption signal of a single crystal with a narrow ma
mum nearTc :15 Tm;88.5 K, Tc'90 K, and it is directed
predominantly opposite to the displacements. This is es
cially clearly seen for the ceramic where the signal decrea
monotonically asT→Tc .6 Uncontrollable heating of the
sample by the modulation field, by the microwave, or
breakdown of thermostating is unlikely — the motion of th
absorption cycle is not accompanied by an increase of
thermal fluctuations, which is inevitable in such a case. T
effect of the modulation or vibrational frequency of th
sample remained outside the scope of the present mea
ments. However, it was established that under otherw
equal conditions nonsuperconducting samples of the exp
mental materials do not exhibit nonstationary behavior of
line.

The shape of the hysteresis loop was recorded simu
neously with the displacements. As is well known, the h
teresis loop changes from a narrowing loop for a signal lin
in hm , which ultimately reflects an upper critical field, t
closure or funnelling of the edge~Fig. 2! in the nonlinear
regimehm.h* . The latter is attributed to the screening cu
rents of the weak-link loops on the surface of the superc
ductor attaining a critical state. Comparing the data~Fig. 2!
shows a clear correlationh0;h* , whereh* <0.1 Oe, close
to the previously observed values;0.05 Oe.6 The mecha-
nism of the nonlinearhm dependence of the hysteresis am
plitude has been repeatedly discussed.2,3,6,14Here it must be
attributed to a different circumstance — the simultaneo
appearance of displacements of the loop forhm.h* . Their
resolution is all the better, the longer the scanning timeDt is
~Fig. 2!. In the process, the jump of the hysteresis subst
tially decreases, right down to collapse of the line edge~Figs.
2–3!. It is interesting to compare the observed evolution
the line with the criterion for detecting the first harmonic
EPR of the detected signalp52hmDt/DH0t0, wheret0 is
the relaxation time of the nonstationary signal.4 In a devel-
oped nonlinear regimehm;326h* , indeed, asDt and hm

increase, the amplitude of hysteresis decreases some
more slowly than;1/p ~Fig. 2!. At the same time, a strong
transformation 1→3(b) of the hysteresis loop and decrea
in its amplitude on cycling are also observed. Numero
measurements also show that the loop vanishes and is
placed by a hysteresis of the slope of the line~zig zag! as the
scanning rangeDH near H0 decreases. The residual loo
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remains at the lower scanning edge with the slope in
forward direction exceeding the slope in the reverse direc
and vice versa~Fig. 3!. It is easy to verify that the direction
around the loop and the zig zag are the same in the first c
while they are opposite to one another in the second c
The same trend occurs whenDt and hm are increased fur-
ther. The data for the parametert0 are extremely inconsisten
ranging from 3•1023 s to 0.5 h.10–12 The criterion
p<0.121.0 gives an estimatet0;1.020.1 s for our ce-
ramic samples.

The motion of the cycles can be associated with the s
relaxation of the magnetization of a surface layer, obser
in superconductors with nonuniformly distributed demag
tizing factors.14 To check this supposition, samples were p
pared in the form of Y-1-2-3 ceramic beads from the sa
batch as the wafers whose shape was the same as that
single crystals. Their diameterd<1 mm corresponded to th
surface of the wafers. The main features of the motion of
cycles remained the same: ForDt52 min, the displace-
ments are of the order of the amplitude of the loop and,
Dt55 min, the typical pattern of sharply narrowed loo
~zig zags! following one another arises~Fig. 4!. Apparently,
this is due to the characteristic mechanisms of relaxation
microwave absorption. Scanning with the lower edge
weak fields also indicates this. For (H0DH)<2 kOe a virtu-
ally undisplaced section of a loop is observed, after wh
the displacement increases approximately linearly in ac
dance with the criterionhm5h0(H) ~Fig. 2!.

The effect of the anisotropy of the demagnetizing fact
was studied on ceramic plates having the same shape a
single crystals. This made it possible to determine the ef
of crystallographic anisotropy. The shape and width of
loop turned out to be insensitive to the orientation in a m

FIG. 3. Displacements of cycles of the microwave absorption signal~zig
zag! with a residual loop. Tm-1-2-3 single crystal,h i c, scanning range 1.6
kOe,hm520 Oe:1 — sample No. 1,3500; 2 — sample No. 2,3320.
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netic field. The displacements of the loops, however, hav
pronounced maximum forq'45° above the background fo
q50 and 90° ~Fig. 5a!. In this connection, similar measure
ments were performed on a thick single-domain Tm-1-2
single crystal. These measurements showed a similar ang
dependence of the loop amplitude itself — asymmetry w
respect the sign ofq ~Fig. 5b!. Measurement errors wer
eliminated by reproducing the signal with the sample rota
by 180°. The features nearq5017 had virtually no effect on
the analysis of the results. An asymmetric pattern of abso
tion hysteresis can be easily seen in Fig. 5 in Ref. 15, lef
this respect without comment. The displacement appro
mately followed the behavior of the amplitude of the loo
and as a rule it stopped at the third cycle.

3. DISCUSSION

At present a theory making it possible to interpret su
phenomena does not exist. The phenomenology develo
by Néel for FMs showed that the motion of the magnetiz
tion reversal cyclesM 6(H) is due to a pair interaction o
quite strongly differing domains, and their sequence appro
mately corresponds to the distribution of such pairs.18 It has
been shown that the nonuniform distribution of weak lin
with trapping of magnetic flux in the course of the fie
scanning cycles plays an important role for magnetic hys
esis of the absorption signal.19 The large role of the variance
of the weak-link loops in the microwave absorption hyst
esis signal has been shown for the example ofh* in the
linear Portis modelDP;I ~Ref. 16! and later developed in
the generalized surface barrier model with a quadratic c
rent dependenceDP;I 2.14 Taking account of the contribu
tion of the interaction of the most strongly differing mutual
orthogonal loops oriented parallel and perpendicular to
axis of the single crystal, we arrive at the dependence of
additional contribution to hysteresis on the direction of t
current

FIG. 4. Microwave absorption cycles for the ceramic Y-1-2-3:1 — ellipsoid
of revolution, 7 kOe scanning range,350,hm520 Oe,t55 min; 2 — bead,
scanning range 3.2 kOe,370, hm520 Oe,t52 min.
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DPint;I i I';a sin 2q. ~1!

Comparison with experiment on the angular depende
~Fig. 5b!, DP(q)5DP0(q)1DPint(q), far from q50(q
545, 90°) shows a quadratic lawDP0;sin2q anda;0.15.
The data of Ref. 17 (q560, 90°) have a relative deviatio
from the Portis model;0.12 with a;0.1 and a relative
deviation from the quadratic model;0.04 with a;0.07.
Thus, the phenomenological approach~1! most likely agrees
with the generalized surface barrier model14 in combination
with magnetic transparencyI;Hsinq.17 The smallness ofa
corresponds to a low efficiency;d/ l of the interaction of
transverse loops with dimensions; l ,l and l ,d, respectively,
where l is the wafer size andd is the wafer thickness. This
effect has been observed in a thick single-domain sin
crystal (d — 0.4 mm, l — 2.5 mm! and in Ref. 7 (d;0.1
mm, l;1.0 mm!.

If these considerations are extended to the experim
with a ceramic plate with the same geometry, then the p
tion q545° in isotropic material has, in our view, a sing
feature — a maximum variance of the interacting loops w
respect to geometric type. The average~over the ceramic
sample! odd term^DPint&50, while the cycle drift acquires
an additional term, quadratic in the interaction in a sepa
pair of maximally~by the factord/ l ) differing loops, with a
higher relaxation rate — creep of nonuniformly distribut

FIG. 5. Anisotropy of microwave absorption signal. a — Displacements of
cycles in two different cases of the tuning of the resonator in a flat Y-1-
ceramic sample in the form of a single crystal, scanning range 7 kOe,3300,
hm520 Oe,t52 min (d — displacement/amplitude hysteresis!; b — am-
plitude of the hysteresis lineA: 1 — thick Tm-1-2-3 single crystal, scannin
range 7 kOe,33.200, hm520 Oe,t54 min; 2 — Y-1-2-3 single crystal
from Ref. 15;3 — same in the surface-barrier model;14 4 — in the Portis
model.6
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magnetic flux. The residual displacement level for orien
tions q50, 90° ~Fig. 5a! is then due to the characterist
variance of loops of each type. Inclined loops are less eff
tive here. Apparently, their role is likewise limited by th
well-known fact that there are no inclined structures of ma
netic vortices in HTSCs. In a crystal the contribution of t
interaction should be maximized by the basic depende
I;Hsinq, which is not small nearq;45°. The wide vari-
ance of the loops on the surface of a ceramic should
principle, give a more pronounced pair distribution. In th
case, correspondingly, a virtually continuous sequence
cycles ~ceramic! and two or three cycles~single crystal! is
observed. The first variant, however, was also observed
variety of single-crystal samples. The distribution of ma
netic vortices and the associated weak-link loops is very s
sitive to the details of the surface structure20 and could reflect
its defectiveness in these samples. A large variance of
loops is characteristic, specifically, for spherical sampl
where a more pronounced pattern of displacement of the
nal than in a flat sample is indeed observed~Fig. 3!.

We note that ifhm.h* , then the loops always divide
into two groups: critical and subcritical,I cr /hm<K<I cr /h*
and K,I cr /hm respectively, in the notations of Ref. 14
Thus, drift of the line exists irrespective of whether or n
for example, the field scanning is symmetric, in contrast
the case of FMs. Moreover, if the displacement of the cyc
of magnetization reversal of FMs can be regarded as equ
lent to slow relaxation of the magnetization in time,19 then in
HTSCs the existence of a hysteresis loop is itself due to
turning of the screening currents accompanying a chang
the field scanning direction,7 and a displacement of the loo
is therefore due to the interactions in which the currents
participate in this case. It is easy to see that the latter is
the more successful, the slower the scanning and the inte
tion is all the stronger, the greater the degree and amplit
of the modulation of the field, which agrees qualitative
with our observations. The angular asymmetry of hystere
~Fig. 5b! corresponds to the relative turning of the screen
currents and is most likely caused by surface and not by b
properties.

On account of the pair interaction of the screening c
rents distributed on the surface of a superconductor and
accordance with the tendency for a critical state of the m
dium I 5I cr to be established,4 the magnetic energy shoul
be redistributed so as to equalize these two systems of lo
The corresponding redistribution of magnetic vortices,
cluding in the skin layer, can give rise to an additional no
stationary microwave absorption on weak links.7,21 Such a
scenario presumes a spontaneous transition of the loops
a critical state, which should decrease the amplitude of
hysteresis loops and produce irregular behavior~Fig. 1!. The
interaction of the systems of smothed systems of loops
give rise to admixing forp>1 of the second-harmonic sig
nal, which for I m.I 0;I cr is subject to line-slope hysteres
~zig zag!. The latter condition can be satisfied either f
hm@h* or with increasing magnetic field as a result of
decrease inI cr(H). The divergence of the cycles is indee
observed experimentally either with a finite fieldH* or for
large excesseshm@h0 in any field ~curve 1 in Fig. 2!. The
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observation of displacements of cycles sheds light on
reason why absorption vanishes at a temperature diffe
from Tc :3 As the sample is heated, first absorption vanis
and then the nonuniformally trapped magnetic flux rela
cycle after cycle.22 Thus our preliminary results show tha
the observed motion of the scanning cycles of microwa
absorption in HTSCs is qualitatively consistent with existi
ideas about the wide distribution of screening current lo
on the surface of a sample and on their pair interaction w
the establishment of a universal critical state. The spec
character of the temporal evolution on reaching equilibri
is a separate problem. Other contributions to absorption d
are also possible: mechanical vibrations of the sample
cluding vibrations associated with the modulation field23

jumps of magnetic vortices,24 and so on. The direct effect o
a controllable surface state of the sample and the shape o
sample, taking account of the real, complicated picture of
penetration of the magnetic field and distribution of magne
vortices, on the effect considered here is interesting.20

* !E-mail: mish@acad.latnet.lv
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Effect of loading on the chemical potential of oxygen atoms in YBa 2Cu3O61x „YBCO…

and PrBa 2Cu3O61x „PBCO…
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The effect of loading on the chemical potential of oxygen atoms has been studied in the YBCO
and PBCO isostructural compounds, with the former exhibiting HTSC, and the latter, not.
Application of a load to both YBCO and PBCO in the orthorhombic phase causes an increase in
the chemical potential within the 0.5,x,0.8 interval, which is interpreted as a phase-
separation region. This effect is associated with an increase in the fraction of an ordered phase
possessing a smaller specific volume. It is also related to the additional compressibility of
the material. In the tetragonal phase this effect is observed only in YBCO. The absence of the
effect in PBCO implies the electron-phonon coupling in this material has a different
nature. © 1999 American Institute of Physics.@S1063-7834~99!00304-4#
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A characteristic feature of YBCO and PBCO is the i
verse proportionality of sample volume to oxygen contenx.
According to Le Chaˆtelier’s principle, application of a load
to such a sample should cause absorption rather than re
of oxygen, and the chemical potential of oxygen ato
should decrease in this process and not increase. We
served this phenomenon in YBCO and showed that wit
the 0,x,0.5 region it is associated with an increase of t
electronic chemical potential, and for 0.5,x,1, with the
ortho-tetra phase transition.1

This paper reports a study of this phenomenon withi
broaderx range on the YBCO and PBCO isostructural co
pounds, the former of which is a high-Tc superconductor,
while the latter is not. An analysis is made of the relation
this effect to compressibility and phase separation.

The increment of the chemical potentialDm0 can be
obtained by differentiating the increment of the Gibbs th
modynamic potential with respect to the number of particl
For an isolated isotropic~polycrystalline! sample at room
temperature one can write

Dm05vDs, ~1!

whereDs is hydrostatic loading, andv is a constant charac
terizing the sample material. In the case of uniaxial loadi
an effective load equal to one third of the uniaxial one sho
be inserted in Eq.~1!. ~This is valid forDm0!kT, which in
our experimental conditions is certain to be met.! The con-
stantv of a simple substance can be calculated by divid
the sample volume by the number of atoms it contains~in
doing this, one should take the volume of an undeform
sample, in which case the work of the load expended
deformation will enterDm0). This method of calculation o
v is obviously inapplicable to a complex substance. In t
case we shall defineDm0 as the work done by the load i
removing a particle. Thenv will acquire the meaning of the
increment of sample volume associated with removal of
particle, but taken with the opposite sign. Strictly speaki
5111063-7834/99/41(4)/5/$15.00
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this requires that the expression forDm0 be obtained at a
constant load. However for a solid undergoing a small def
mation this lack of rigorousness may be disregarded.

1. EXPERIMENT

The increment of the chemical potential of oxygen ato
can be measured with a high-sensitivity ZrO2 pickup. The
experimental method used is essentially as follows. Af
equilibrium has been attained in the sample–gas–pick
electrode system, a common chemical potential sets
among the oxygen atoms. Accordingly, the increment of
chemical potential caused by application of a load to
sample should be the same for all components of the sys
and it can be measured in the form of the increment of
electrical potential at the pickup electrode.

Loading drives the system out of equilibrium and giv
rise to a redistribution of oxygen between the gas and
sample, thus causing a change in oxygen content in
sample fromx to x1Dx, and of the chemical potential, from
m to m1Dm. For a given sample massm, oxygen pressure
p, and temperatureT, the quantitiesDx andDm are related to
the gas phase volumeV as1

Dx5Dx0S Veff

V
11D 21

, Dm5Dm0S V

Veff 11D 21

,

Veff5
mkRT2

4Mp~dm/dx!
. ~2!

HereDx0 andDm0 are the values ofDx andDm for V5`
andV50, respectively,k is the Boltzmann constant,R is the
gas constant, andM is the molecular mass of the samp
substance. The quantitiesDx0 andDm0 are related through

Dx05
Dm0

dm/dx
.

In our experiment, m51 g, p50.1 atm, Veff540 cm3,
and V50.2 cm3. Inserting these values in Eq.~2! yields
© 1999 American Institute of Physics
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Dx50.005Dx0 andDm50.995Dm0 , which means that ap
plication of a load, while practically not affectingx, causes
an increment of the chemical potential which nearly co
cides with the one that would be forV50, i.e. for an isolated
sample.

The experimental setup used is described elsewhere1 A
ZrO2 crucible, with platinum electrodes deposited on its
ner and outer surfaces, serves as a reaction chamber a
solid electrolyte of the pickup. For temperatures abo
400 °C, the pickup measures the emf, which is related to
oxygen pressures at the electrodes through the Nernst ex
sion. An increment of the chemical potential of oxygen
omsDm causes a change in the emf,DE5Dm/2.

The measurements were performed in the follow
way. A cylindrical sample prepared by standard ceram
technology was placed in the reaction chamber and heate
the desired temperature in an argon flow with the given p
tial oxygen pressure. When equilibrating with the gas pha
the sample either released or absorbed oxygen, which c
be determined from the pickup readings. On reaching e
librium, the flow was interrupted, and a uniaxial load
107 Pa was applied to the sample. The increment of chem
potential and that of the oxygen pressure in the gas ph
were measured at different temperatures within the 40
850 °C interval.

Figure 1 illustrates a measurement on a PBCO sam
performed at 654 °C and an oxygen pressure of 83103 Pa.
The figure presents pickup readings as a function of tim
which is measured from the instant the heat contro
switches from the temperature of the preceding meas
ment, 604 °C, to 654 °C. During the first 15–20 min follow
ing the switching, the oxygen pressure in the flow exce
the original level because the sample releases oxygen in
course of relaxation to a new equilibrium state. The rel
ation time is 3–4 min. The area bounded by the curve
measure of the amount of released oxygen. The gas flow
interrupted at the 40th min, and the load was applied at
60th min. One readily sees that the oxygen pressure
decreases, indicating absorption of oxygen by the loa
sample. The load was removed at the 70th min. The oxy
pressure is seen to regain its initial level, i.e. the sam
releases the oxygen it had absorbed under load. The re
ation time, as in the case of a temperature variation, is 3

FIG. 1. Increments of oxygen pressureDp and of the chemical potential o
oxygen atomsDm in the gas over a PBCO sample plotted as functions
time t, associated with a change of temperature from 604 to 654 °C u
noninterrupted gas flow (V@Veff) ~1!, and with an application and remova
of loading ~the down- and up-arrows, respectively! under interrupted gas
flow (V!Veff) ~2!.
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min, which implies a ‘‘volume’’ nature of the phenomeno
The equilibrium values ofDp and Dm are 225 Pa and
20.125 meV, respectively. The scatter of these quantitie
repeated measurements was within 30%.

Note that application of a load to a sample which had
been loaded before was accompanied by larger incremen
the pressure and chemical potential than those presente
Fig. 1. The lower magnitude of the effect in repeated loa
ings can be assigned to cold work, i.e. to a stressed sta
the material which restricts the change in sample volu
associated with the removal of a particle.

The values ofx corresponding to the measurement te
peratures were determined gravimetrically. Figure 2 displ
the Dm (x) relations for PBCO and YBCO~curves1 in Fig.
2a and 2b, respectively!. Both curves lie in the domain o
negativeDm. In YBCO, the effect is observed in the tetra
onal and orthorhombic phases, with a dip seen at the ph
transition point atx5x1'0.55. In PBCO this effect is ob
served to occur only in the orthorhombic phase. In bo
cases,Dm falls off rapidly to zero as one approachesx5x2

'0.85, and the experimental scatter also practically v
ishes, whereas forx,x2 it amounted to 20–40%. It should
be pointed out that the large scatter of experimental po
for x,x2 , rather than being connected with the measu
ment errors, is a characteristic feature of the materials un
study.

Besides theDm (x) function obtained by us for YBCO
~curve 1!, Fig. 2b shows also the compressibilityx(x) of
YBCO ~curve 2! obtained by x-ray diffraction.2,3 Note that
both curves exhibit a rise within thex1,x,x2 interval.

f
er

FIG. 2. Load-induced chemical-potential incrementDm as a function ofx
obtained for PBCO~1! from measurements;~2! ~a! derived from the experi-
mental vcell (x) relation4 using Eq. ~3!, and ~b! load-induced chemical-
potential incrementDm ~1,3,4! and compressibilityx ~2! as functions ofx
obtained for YBCO~1! in the present experiment,~2! in experiments of
Refs. 2 and 3,~3,4! by calculation.
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2. DISCUSSION OF EXPERIMENTAL RESULTS

According to Eq.~1!, the interpretation of the phenom
enon should reduce to the interpretation of coefficientv.
With the loads used in this work, the contribution of defo
mation tov is very small. This gives us grounds to consid
the lattice elements in the calculation ofv as incompressible
particles. In this approximation, the values ofv obtained for
a loaded and unloaded sample are the same. The fact thv
is an intensive parameter permits one to calculate it as
change in the cell volumevcell induced by the removal from
it of one oxygen atom.

For instance, if the dependence of the unit cell volu
on x is known, one can use for calculation ofv the relation

v5dvcell /dx. ~3!

The vcell (x) dependence derived from x-ray diffractio
studies4 of PBCO is presented in Fig. 3~curve 1!. Also
shown is thev(x) function calculated using Eq.~3! ~curve
2!. The noticeable change ofvcell and, accordingly, the ex
tremum inv are associated with the tetragonal to orthorho
bic phase transition of the material. By inserting thev(x)
function thus obtained into Eq.~1!, one could calculate the
correspondingDm0 (x) dependence. It is displayed in Fig. 2
~curve 2! together with the experimentalDm (x) relation
~curve1!. The effect calculated from x-ray diffraction data
seen to coincide both in sign and order of magnitude with
results of our measurements. A more accurate compariso
these curves would hardly be reasonable in view of the l
ited accuracy of the x-ray measurements ofvcell (x). At the
same time curve1 permits one to obtain a more accura
relation

vcell~x!5E
0

x

v~x!dx.

This relation derived from our experimental results is p
sented in Fig. 3~curve3!.

As can be seen from a comparison of curves1 and3 in
Fig. 3, curve1 obtained from x-ray measurements shows
most substantial lattice changes to occur in the vicinity of
ortho-tetra phase transition, while in curve3 this point does
not stand out from among other points within thex1,x
,x2 interval.

FIG. 3. Unit-cell volumevcell ~1 and3! and its derivativedvcell /dx ~2! as
functions ofx obtained for PBCO from~1, 2! experiment4 and ~3! experi-
mental dependencev(x) ~see Fig. 2a!.
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A similar comparison made for YBCO likewise sugges
that the effect is connected with the phase transition. At
same time the existence of the effect for 0,x,0.5, far from
the transition, implies that some other mechanism is ope
tive here too.

Consider this mechanism. Oxygen exchange between
gas and the sample for 0,x,0.5 can be described by
quasichemical reaction

O12Cu115O2212Cu21. ~4!

This actually means that an oxygen atom entering the lat
takes away electrons from two Cu11 ions and changes thei
valence state to 21. Because Cu215Cu112e, reaction~4!
can be recast in the form O5 O2222e, with the corre-
sponding condition of equilibrium

m5m i22me , ~5!

wherem i and me are the chemical potentials of the oxyge
ions and electrons, respectively. Taking into account~5!, Eq.
~1! can now be written

Dm5v iDs22veDs, ~6!

where v i and ve are the increments of the sample volum
associated with removal of an oxygen ion and an electr
respectively, taken with the opposite sign.

It is known that oxygen absorption by YBCO and, a
cordingly, the appearance in its lattice of O22 ions decreases
rather than increases the sample volume. Considered in
approximation of incompressible particles, this means tha
oxygen ion occupies a void in the lattice whose size does
exceed that of the ion. Thus, within this approximation,
moval of an oxygen ion should not result in a change of
sample volume, whence it follows thatv i50.

To estimateve , we recall that the electrons involved i
formation of an O22 ion are removed from Cu11 ions trans-
forming them to Cu21. Consideringve as the increment in
the cell volume~taken with the opposite sign! caused by the
change in radius of the copper ion as it changes its vale
state from 11 to 21, we obtainedve50.5310229 m3. Sub-
stituting these values ofv i andve into Eq. ~6! yields Dm5
20.2 meV~curve3 in Fig. 2b!. This is in agreement both in
sign and magnitude with the measured effect.

Consider the mechanism of this effect in the YBCO ca
for 0.5,x,1. In this region, oxygen absorption is accomp
nied by hole creation. Because holes are localized at oxy
ions5 and, thus, are also in lattice voids whose size exce
that of the ions, one should expect a zero effect through
the 0.5,x,1 interval. One sees from Fig. 2b, however, th
Dm50 is observed only for 0.8,x,1.

To explain this disagreement, consider the effect of lo
ing on the tetra-ortho phase transition of the material. T
transformation was described6 in terms of the Ising model as
a transition of oxygen atoms in the basal plane from a dis
dered to an ordered state. The analysis was done for the
of an open system (V@Veff). In these conditions, the tem
perature dependence of the chemical potentialm is governed
by the gas phase only. The transition is driven by the
crease in temperature of the sample heated in an oxy
ambient. The phase transition temperature and the co
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sponding valuex5x1 are related to the model parameteru,
which is the repulsion energy between neighboring oxyg
atoms located in adjacent sublattices.

Our calculation ofm (x) based on Ref. 6 was done e
sentially in the lattice gas model. This dependence is
played in Fig. 4~curve1!. To reconcile it with the quantum
mechanical calculations7 predicting phase separation
YBCO, as well as to explain the discontinuous change in
v coefficient and compressibilityx observed atx5x2 ~Fig.
2!, we shall assume the smooth portion of the curve betw
pointsA (x1 ,m1) andB (x1 ,m2) to reflect the phase separ
tion. ~The positive slope of this portion, which is usually a
indication of a single-phase system, can be accounted
here byu being dependent onx.! The portions of the curve to
the left of point A and to the right of pointB are thex
dependences of the chemical potential of the disorde
phase,mdis (x), and of the ordered one,mord(x). Curves2
and 3, which were obtained foru50 and u5`, respec-
tively, extrapolate these dependences to thex1,x,x2 re-
gion.

The chemical potential acquires here values that are
termediate betweenmdis andmord and depend on the amoun
of oxygen in the disordered and ordered phases. Obvio
enough, application of a load should result in a redistribut
of oxygen between the phases such that the sample vo
decreases, i.e. in an increase of the ordered-phase frac
We neglect the effects not associated with the phase tra
tion by assumingmdis andmord to be independent of loading
Then forx5const~the condition at whichDm is measured!
an increase in the fraction of the ordered phase should
reflected by a displacement of pointsA and B down and to
the left along lines2 and 3. We assume for the sake o
simplicity that the displacement of both boundaries of
region is the same and depends linearly on the load. One
then write x1 (s)5x1 (0)2as and x2 (s)5x2 (0)2as.
Herea is the number per cell of oxygen atoms transferred
a unit load to the ordered phase. The chemical potentia
the phase-separation region can be presented as a sum
corresponding partial contributions

m~x,s!5mord

x2x1~s!

x22x1
1mdis

x2~s!2x

x22x1
. ~7!

FIG. 4. Dependence of the chemical potential of oxygen atoms in YBCO
x ~1! calculated from results obtained in the Ising model6; ~2, 3! obtained by
extrapolating the portions of graph1 relating to the disordered and ordere
state, respectively;~4! calculated for the phase separation region.
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The nearly straight line4 in Fig. 4 connecting pointsA andB
is a plot of Eq.~7!. After differentiation of this relation with
respect tos and comparison of the results with Eq.~1!, the
increment of the chemical potential in the phase-separa
region can be written

Dm5~mord2mdis!
a

x22x1
Ds5vDs. ~8!

Here v5a(mord2mdis)/(x22x1) is the change in sample
volume associated with the transfer of an oxygen atom fr
the disordered to the ordered phase. Thus as one enter
phase-separation region the load-induced increment in
chemical potential jumps from zero to a finite value.

Phase separation in YBCO is an alternation of oxyg
depleted and enriched regions a few lattice constants in s7

The interface between solid phases not having a very la
lattice mismatch has usually a macroscopic thicknessd,
within which the lattice constants vary smoothly. If the pha
dimensions are much smaller thand, the lattice parameters o
one phase practically coincide with those of the other. T
dependence of these parameters onx ands is described by
an expression similar to Eq.~7!. Accordingly, the deforma-
tion of a sample can be written

Dvcell5~vord2vdis!
a

x22x1
Ds5avDs. ~9!

HereDvcell is the absolute volume deformation per cell, a
vord and vdis are the cell volumes in the ordered and diso
dered phases, respectively. Equation~9! permits one to write
the compressibility associated with phase separation in
form

xsep5a
v

vcell
. ~10!

This expression provides an explanation for the similar
between the experimental relationshipsx(x), Dm(x) and,
accordingly,v(x). Using the values of these quantities ave
aged over the phase-separation regions,v52310229 m3 and
xsep5x2x(1)51310211 Pa21, we estimated by means o
Eq. ~10! the coefficient a, which was found to be
9310211 Pa21. Inserting it in Eq.~8! yields a calculated
relation Dm(x) ~curve 4 in Fig. 2b!. As seen from a com-
parison of curves4 and1, the model accounts for the mai
experimental results obtained for YBCO and PBCO. At t
same time the greater complexity of the experimental cur
suggests that the order-disorder transition in these mate
has features not accounted for by the model.

Because the increment of chemical potential in the ph
separation region is accompanied by a change in volu
fractions of these phases, it entails also a displacement o
phase boundaries. In real crystals such a displacement i
companied by an energy expenditure, which should tran
the material to a state similar to a supercooled liquid.
connection with this, a hysteresis should be observed in
phase separation region. It has indeed been found, and it
be described in our next publication.

The main results of the work can be summed up as
lows:

n
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1. Loading YBCO and PBCO samples causes oxyg
absorption and, accordingly, a decrease in the chemical
tential of oxygen atoms.

2. In the tetragonal phase, the effect is observed onl
YBCO. Here it is due to the fact that application of a lo
~transformed in the lattice into an increment of interatom
force! focuses on the univalent copper atoms while not
fecting in any way the oxygen ions. The absence of the ef
in PBCO shows that in this material the load-induced for
are distributed differently in the lattice.

3. In the orthorhombic phase, the effect was observe
both YBCO and PBCO within the 0.5,x,0.8 interval,
which is interpreted as a phase separation region. This e
is associated with an increasing fraction of the ordered ph
which has a smaller specific volume and a lower chem
potential of oxygen atoms.

4. In the phase separation region, YBCO and PBCO
hibit a compressibility whose mechanism is associated w
the load-induced increase of the fraction of the denser ph
This compressibility is proportional to the load-induced
crement of the chemical potential of oxygen atoms.
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A model of the dynamic resistive-current state is examined. The model is used to explain the
generation of electromagnetic oscillations in thin superconducting films by the existence
of phase-slip strips in them. ©1999 American Institute of Physics.@S1063-7834~99!00404-9#
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1. Metastable current states~MSCSs! were discovered in
Refs. 1–5. These states appear because of the local natu
the destruction of the superconducting phase in alumin
indium, or tin films as a result of magnetic Abrikosov vor
ces moving in a direction transverse to the transport curreI
and subsequent formation of stationary normal-phase s
along their trajectory.5–8 In the constant-current regim
MSCSs were recorded in the form of straight lines in t
current-voltage characteristics~IVCs!. In the constant-
voltage regime the IVC wasN-shaped.9 Figure 1 shows sche
matically the IVCs obtained in a constant-current regi
~curve1! and in a constant-voltage regime~curve2!. ‘‘Giant
Josephson generation’’ of electromagnetic oscillations~inset
in Fig. 1! in an indium film was observed in the sectionE–
K.9

In the present work the conditions under which nons
tionary strips of a normal phase appear are investigated a
model of the dynamic resistive-current state, in which
sephson oscillations are generated by the existence of ph
slip strips in the films, is examined. A qualitative and qua
titative explanation of the stationary and dynamic proces
in film superconductors in the constant-voltage regime
given.

2. It is well known that an Abrikosov vortex possesse
normal-phase core where the order parameterD decreases to
zero. The radius of the core equals the coherence lengthj of
the superconductor. For this reason, when a vortex pa
with velocity vL through a prescribed point in the superco
ductor in a timet.j/vL the quantityD at this point at first
decreases to zero and then relaxes in a timetD to its equi-
librium value. Depending on the velocity of the vortex,D
varies over a timetD,t or tD>t. The timetD is10

tD>\/D, ~1!

where \ is Planck’s constant. The conditiontD,t, under
which only a chain of vortices, arranged perpendicularly~or
obliquely! to the direction of flow of the transport curren
exists in the film, was studied previously in Ref. 11. In wh
follows, the properties of superconducting films and the
havior of vortices fortD>t are investigated.

In the formation of a chain, vortices move one after a
other, crossing the film in the transverse direction. In or
5161063-7834/99/41(4)/5/$15.00
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for the number of vortices in the chain to increase, the c
rent must be increased each time. The electric field arisin
the process is5

E5F0 /tL~ I !, ~2!

whereF0 is the magnetic flux quantum andtL(I ) is the time
in which the vortices must traverse the distance between
vortices in the chain so that one vortex exits the film a
another enters the film and each vortex occupies the pos
of the preceding vortex. The velocity of the vortices in t
chain depends on the value ofE, i.e. it is proportional to the
ratio E/B, whereB5F0n andn is the number of vortices in
a chain. On the other hand, according to the condit
tD>t and Eq.~1! the velocity of the vortices can be ex
pressed in terms of the parameters of the superconductor
VL>j(T)D(T)/\. Under isothermal conditions a norma
phase strip of lengthl<j remains after the moving vortex.12

In order that the track of each vortex connect with the nei
boring vortex and a normal-phase strip intersecting the fi
crosswise be formed, unrealistically high velocities of vor
ces are required at temperaturesT>0.8Tc . Hence it follows
that a different mechanism plays the main role in the form
tion of a normal-phase strip intersecting the film along t
trajectory of the vortices, specifically, energy dissipation,
heating along the trajectory of the vortices. During su
nonisothermal motion of a vortex through the film, a norm
phase strip of lengthl .j remains after the vortex. Otherwis
a normal-phase strip crossing the film would not be form
In what follows, mainly the behavior of vortices only und
nonisothermal conditions such thattD<t0, where
t05rC/A is the time in which the heat released during t
motion of the vortices is dissipated into the space surrou
ing the superconductor,5 is investigated. Herer is the density
of the sample material,C is the specific heat,A5(a1

1a2)/d is the total heat-transfer coefficient, equal to t
sum of the coefficients of heat transfer into the substratea1

and into the surrounding mediuma2 per unit thickness of the
film d.

If the strip is nonstationary in time, it can be called
phase-slip strip. There are three methods for observing
dynamic resistive state. We shall consider them successiv

1! tL(I ).t0.
© 1999 American Institute of Physics
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A normal-phase strip of lengthl .j which remains after
a moving vortex can pass to a superconducting state be
the next vortex appears at the point considered. As the e
tric current increases, new vortices enter other location
the film, where the current and irregularities reduce
Bean–Livingston barrier to zero. The film contains on
chains of vortices localized on its irregularities and separa
from one another by equilibrium superconducting regio
The IVCs of the samples are broken curves and consist
series of linear sections with a differential resistance that
multiple of a definite valueR.13

2! tL(I ),t0 .
As the current reaches the valueI c1, vortices begin to

enter and move in the film~point B in Fig. 1!. A further
increase of the current~point C in Fig. 1! leads to the devel-
opment of a temperature instability, since there is still n
enough time for the heat released during the motion of
first vortex to dissipate before the second, third, and so
vortices follow it. The local temperatureTL along their tra-
jectory increases, and the temperature instability is co
pleted by avalanche-like destruction of superconductivity
companied by the appearance of normal-phase str5

Depending on the measurement regimes of the IVCs, t
form and the processes leading to the destruction of su
conductivity will be different.

a! Measurement of the IVCs in the constant-curre
regime.Since the current is given, a voltage step appear
the IVC ~sectionC–D in the curve1, Fig. 1! at the moment
the normal-phase strip forms. The superconducting film w
pass into a dissipative metastable state with a stationary
sistive normal-phase domain pinned at an irregularity in
sample.5 The strip appears once at a given location in
sample. As the current increases, such domains localiz
irregularities in other locations.1–8

b! Measurement of the IVC in the constant-volta

FIG. 1. Schematic form of the IVCs measured in constant-current regim1

~1!, with a voltage source9 ~2!, or wide superconducting films in a dynam
resistive state. Inset: Oscillogram of voltage pulses of ‘‘giant Joseph
generation’’ of electromagnetic oscillations.9
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regime.During the primary formation of the normal-phas
strip with currentI m.I c1 ~point C in Fig. 1!, the electric
resistance increases from zero toRÞ0. Since the voltage is
given, the current flowing through the sample will decrea
~sectionC–E in Fig. 1!. Energy dissipation decreases, a
this part of the sample cools in time;t0 and once again
passes into an equilibrium superconducting state. For a
tually constant voltage on the film, when the electric curre
reaches the valueI c1, vortices will repeatedly enter the film
at the same location~point E in Fig. 1!. They will move one
after another until a normal-phase strip is formed. In t
oscillogram~inset in Fig. 1! this corresponds to the sectio
a–b with the voltage drop on the sample equal to the no
voltage accompanying the motion of the vortices. The mi
mum time required for any vortex in the chain to traverse
distance separating the vortices at the moment of forma
of the normal-phase strip ist0. For an indium film t0

.1029 s the width of the strip is of the order of the he
penetration depthlT5(K/A)1/2.1025 m,5 where K is the
thermal conductivity of the sample, scaled to the film thic
ness. Then, according to Eq.~2! the maximum voltage de
veloping in this case will be 1024 V. This agrees with the
data of Ref. 9.

A nonuniform electric field with intensityU appears at
the moment the normal-phase strip appears. The voltageU is
recorded in the oscillograph in the form of the leading ed
of a pulse~sectionb–c of the oscillogram in the inset in Fig
1!. This voltage consists of several terms, i.e.U5U01UN

1Un . The first term,U0, appears because the electrons
the transport current which move in bound pairs from t
region of equilibrium superconductivity, accelerating in t
nonuniform electric field over a distancel 0, acquire an addi-
tional voltaged«5eEl0, wheree is the electron charge. I
d« is larger than the binding energy 2«0 of the pair, then an
individual electron can be scattered by encountering a def
and the pair can be ruptured in the process. Here«0 is the
energy gap of the superconductor. SinceeEl05eU0, this
occurs whenU0>2«0(T)/e.5 The second term,UN , is the
voltage drop on the normal-phase strip. The third term,Un ,
is the voltage due to the longitudinal electric field that a
pears in the equilibrium part of the superconductivity loca
on the side of the normal-phase strip that is arranged in
direction of current flow from the normal region into th
superconducting region. The existence of this field was p
tulated in Ref. 6. Here it is obtained in a natural mann
since the energy of the electrons in the transport curren
greater than«0. This part of the superconductor over a di
tancel E5 l D(4T/p«0)0.5.102621027 m!lT will pass into
a nonequilibrium state with the balance of the populations
the ‘‘electron-like’’ and ‘‘hole-like’’ branches of the elec
tronic excitation energy spectrum destroyed (l D is the diffu-
sion distance of the quasiparticles!. The voltageUn is very
low and can be neglected.

After the normal-phase strip is formed~point C in the
inset in Fig. 1!, the transport current will drop belowI c1.
Energy dissipation will likewise decrease and the local te
perature along the trjectory of the vortices will reach an eq
librium value in a timet0. The region of nonequilibrium
superconductivity will also vanish in this time, since
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turned out thatt0 is of the same order of magnitude as t
‘‘branch mixing’’ time tQ in an indium film, even though
these quantities are associated with different physical p
cesses. One would think that, in the timet0, the electric
resistanceRN of the normal-phase strip would also decrea
to zero. But the nature of the change in the electric resista
of the normal-phase stripRN(t) in time t will depend on the
local temperature and the parameters of the samples. T
the pulse duration will be determined by the pairing timetR

of the quasiparticles with emission of phonons. It equals s
eral microseconds,14,15 which is of the same order of magn
tude as that obtained in Ref. 9~Fig. 1, sectionc–d in the
inset!. More accurately,tR is difficult to determine in the
present case, since its value depends on the ratio«0 /kT, in
which T should be taken as the temperatureTL of local heat-
ing of the strip, which was not determined in Ref. 9. Herek
is Boltzmann’s constant.

As U decreases, it will reach a minimum valueU0 that
can still exist in the superconductor~sectiond–e in the volt-
age oscillogram in Fig. 1!. This is confirmed by the experi
ment of Ref. 9. The current flowing through the sample
much lower in magnitude than the critical current and it
insufficient for the strip to remain in the normal state. Wh
the strip passes into the superconducting state,RN and U
drop to zero in time;tD ~sectiond–e in the voltage oscil-
logram in the inset in Fig. 1!, and the process leading to th
formation and vanishing of the normal-phase strip will rep
with period tp . Its value can be obtained from the relatio
determining the average voltageU supplied by the pulse gen
erator, given the maximum amplitudeU of the voltage in the
pulse and the duty factor

Ū5Uti /tp5Utin, ~3!

wheren is the pulse repetition frequency. Conclusions co
firmed experimentally in Ref. 9 follow from Eq.~3!.

a! Ū;n with a constant proportionality coefficien
which characterizes oscillations as ‘‘Josephson.’’ The fu
tion «(n) has the form of straight lines whose slope d
creases with increasing temperature as a result of a dec
of U0 as T0 is approached. The intersection of the vertic
straight line with them~constantn regime! gives the tem-
perature dependence«0(T).

b! The lowest frequency of stable generation is invers
proportional to the film widthw, since the greaterw, the
greatertp and the smallernmin are.

c! The maximum generation frequency is reached fo
voltage on the filmŪ5U0 ~the pointK on the IVC, Fig. 1!,
above which the sample will pass into the normal state. T
will be followed by a sharp decrease in the transport curre
As the voltage increases further, the working point on
IVC will move along the ascending branch, corresponding
an ohmic dependence.

3! tL(I ).t0.
In this case various fluctuations of a thermal or elect

magnetic nature will affect the formation of the MSCSs.
the fixed-current regime spontaneous hops~switchings! of
the working point on the IVC from the nondissipative secti
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to the MSCS and back or from the section with one value
the differential resistance to a section having a differ
value are possible~Fig. 2!.

It follows from the conditiontL(I ).t0 that the vortices
must have a minimum velocityvL>lT /t0.105 m/s <vF ,
wherevF is the Fermi velocity, in order for a normal-phas
strip to form.

This value is identical to the data presented in ma
works ~see, for example, Ref. 16!. It follows from the esti-
mate presented above that Eq.~1! is applicable, since in the
present model only fast motion of vortices is considered,
that it is energetically favorable for a vortex to be located
the track of the preceding vortex.

As noted earlier,t0 actually depends on the value of th
total heat-transfer coefficientA. For this reason, the exper
mental manifestation of any of the three cases conside
above depends mainly on the degree of acoustic matchin
the film and substrate, allowing for thermal phonons to
cape from the sample. For a metal film–glass interface,
far from ideal, not only because these two media are aco
tically mismatched.17 Irregularities remaining on the glas
surface after polishing scatter thermal phonons very e
ciently. Fewer such irregularities remain on sapphire, wh
is harder than glass.13 A sapphire substrate made it possib
to satisfy the conditiontL(I ).t0. The second and third
cases are very easily realized. This has been indicated in
13.

Besides the temperatureT, the electric currentI and the
magnetic fieldH should also influence the generation fr
quency because of their effect on«0. The effect ofT,H, and
I on «0 is qualitatively the same — as they increase,«0

decreases andn increases. However, a parallel magnetic fie
influences «0 in two ways.18 For film thickness
d,A5lL(T) a second-order phase transition occurs at
critical value of the field and«0(H) decreases monotonicall
to zero. HerelL(T) is the London penetration depth of
magnetic field. Ford.A5lL(T) a first-order phase transitio
is observed and«0(H) decreases to zero abruptly. The ge
eration frequency will show the same behavior.

In strong magnetic fields«0ÞD. Specifically, nearTc

there is a finite region in the (H,T) plane where«0.0 but

FIG. 2. IVC measured in a constant-current regime withtL(I ).t0.
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DÞ0. For polycrystalline films, gapless superconductiv
with RN50, similar to that arising when magnetic impuritie
are added to a superconductor,19 should exist in it. This as-
sertion is based on the following fact. A film nearTc can be
classified as a superconductor in the ‘‘dirty’’ limit. Th
conduction-electron mean-free-path lengthl e is very short
because of scattering by the boundaries of the crystal
comprising the film, andj is large. For example, for an in
dium film the productrnl e51.1310211V•cm2, wherern is
the resistivity of the superconducting indium in the norm
state. This equality was taken from skin-effect measurem
in pure samples.20 For polycrystalline superconducting film
deposited in a moderate vacuum,rn.1023V•cm. Then
l e/j(T).( l e /j0)1/2(12t)1/2.1023!1, where j054.4
31025 cm is the coherence length for indium atT50 K.21 It
was assumed that (I 2t)51022, where t5T/Tc is the re-
duced temperature andTc is the critical temperature. From
Ref. 22 it is known that the electrical conductivity in dy
namic regimes of thin films~in the ‘‘dirty’’ limit ! in a par-
allel magnetic field is equivalent to that in superconduct
with addition of magnetic impurities~first equivalence theo
rem!. If the sample widthw exceedsl'5(2lL

2(T)/d), the
effective penetration depth of a magnetic field into a film
thicknessd, then the mechanism of the electromagnetic
cillations will be the same but the voltage-drop pulses acr
the sample will have essentially no trailing edge. Sin
U0!U, the equality~3! will not hold and the Josephso
generation condition will break down. In distinction from
ordinary superconductors, in gapless superconductors
screening currentI s caused by the application of a fieldH is
higher than the critical currentI c andI s;D2.21 Therefore the
generation currentI g , by its very nature, will be a screenin
current and will be larger thanI c in absolute value. The
dependenceI s;D2 leads to temperature and field depe
dences of the generation current of the formI g(T);(12t)
and I g(H);(12H2/Hc

2), while I c(T);(12t)3/2 and
I c(H);(12H2/Hc

2)3/2, where Hc is the critical magnetic
field. This behavior ofI g has been observed in thin tin film
at temperatures fromt50.975 to 0.995.23 It was assumed
that generation was caused by the nonstationary behavio
a phase-slip center, sincew,l' , and this generation wa
said to be non-Josephson.

It is known21 that the dependence of the current dens
j on the velocityv of condensed pairs possesses a maxim
when the velocityv reaches a critical valuevc . In the case
studied in Ref. 21, the maximum currentI gmax corresponds to
the maximum of the non-Josephson generation freque
Since vc;(12t)1/2, we haveI gmax(T);(12t)1/2. Figure 3
showsI gmax versus (12t)1/2, constructed according to Re
24. It satisfies the relation presented. The effect ofT, H, and
I on vc is qualiatively the same, so that under the action o
magnetic field applied to the sample the maximum of
generation current should shift into the region of weaker a
weaker currents, as was observed in Ref. 24. The agree
between the dependences obtained experimentally in R
23 and 24 and those predicted in the present paper pres
the existence of a region of gapless superconductivity n
Tc and phase-slip centers in gapless superconductors.

It should be noted that the observation of the influence
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the proximity effect on the generation of electromagne
oscillations in superconducting films would confirm th
above-presented estimates and arguments about the exis
of a relation between non-Josephson generation and ga
superconductivity.

3. Thus, using a model in which normal-phase str
periodically form a wide superconducting indium film in
dynamic resistive state a qualitative and quantitative exp
nation was given for the behavior of IVCs, Josephson g
eration, and the appearance of a region of nonequilibri
superconductivity. The model is applicable for temperatu
at which MSCSs appear, i.e.t,0.8.1–8 A transition into the
resistive state occurs as a result of the penetration of A
kosov vortices into the sample at high velocities and is ch
acterized by the appearance of normal-phase strips along
trajectory of the vortices. The formation of normal-pha
strips is due to the nonisothermal nature of the films, wh
is due to the poor heat removal from the sample. Phase
strips appear in measurements of IVCs in a constant-volt
regime. This distinguishes the model investigated from
model of phase-slip lines, which is applicable fort.0.8.25,26

According to this model, the motion of the vortices occu
under isothermal conditions, and the superconductor pa
into a resistive state without the appearance of normal-ph
strips. Isothermal conditions of motion of vortices in film
and small deviations of the order parameterD from the equi-
librium value D(T) at velocities of vortices v f;vt

5(D/tD)1/2, where D5j2(T)(12T/Tc)(6t«)21, tD

5pD(T)t«Tc/8(Tc2T), and t« is the energy relaxation
time constant, were investigated in Refs. 25 and 26. An
timate fort«.10210 givesvL.102v f .

In gapless superconductors or films in parallel magne
fields, generation of electromagnetic oscillations can app
at temperatures close toTc . The properties of this generatio
are identical to those of non-Josephson generat

FIG. 3. CurrentI gmax corresponding to the maximum non-Josephson g
eration frequency versus the reduced temperaturet5T/Tc for a thin tin film.
The plot was constructed according to the data of Ref. 22.
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observed in thin tin or aluminum films near the critic
temperature.23,24

It should also be noted that, when phase-slip strips fo
and electromagnetic oscillations are generated in super
ducting films, very simple methods can be used to determ
the recombination time of quasiparticles into pairs in or
nary and gapless superconductors and the phase diagra
superconductors similar to that predicted in Ref. 21 for
ergodic system.

a!E-Mail: root@isc.kharkov.ua
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Effect of normal electrons in superconductors on the current–voltage characteristic
of a Josephson junction
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It is established that the conductivity of normal electrons in superconductors plays a large role in
the current–voltage characteristic of a Josephson junction having a high critical current
density, described on the basis of a nonlocal electrodynamics. It is shown in the resistive limit
that the normal-electron contribution increases the current through the Josephson junction,
while in the capacitive limit it decreases the contribution of Cherenkov resonances. ©1999
American Institute of Physics.@S1063-7834~99!00504-3#
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1. The present work is devoted to the development o
theory of current–voltage characteristics~IVCs! for Joseph-
son junctions~JJs! having a comparatively high critical cur
rent density, such that

j c. j 05\c2~16pueul3!21;104l23 @A/cm2#, ~1!

wherel is the London length in microns. When the cond
tion is satisfied, it turns out that JJs can be described on
basis of nonlocal electrodynamics.1–3 There is an entire se
ries of works on the theory of the IVCs for such JJs.4–9 In
Refs. 4–8 the resistive approximation was used correspo
ing to the junction capacitance playing a relatively small r
compared to the junction conductivity. In Ref. 9 the theo
of IVCs of JJs having a comparatively high critical curre
density was extended to the range of junction parame
such that the capacitance of the junction plays an impor
role. For a ring-shaped junction in Ref. 9, the excitation
short-wavelength generalized Swihart waves~see, for ex-
ample, Refs. 2 and 10! is taken into account. The possibilit
of the existence of such waves is determined completely
the capacitance of the JJ. On the other hand, in Ref. 9
stationary level of resonance Cherenkov excitation of gen
alized Swihart waves was determined by the conductivity
the junction. After Ref. 11 was published, it became cle
that resistive effects are not taken into account completel
the nonlocal Josephson electrodynamics in Refs. 4–9, s
in these works the conductivity of the normal electrons of
superconductors was completely neglected. Such condu
ity is obviously negligible only at sufficiently low tempera
tures at which there are virtually no normal electrons. La
the conditions under which the role of normal electrons
the description of the IVCs of JJs is decisive were de
mined. It turns out in the resistive limit, where the condu
tivity of the normal electrons of superconductors is mo
important than the conductivity of the contact layer of a
the current through the junction is higher than that obtain
in Refs. 4–6. Conversely, the conductivity of the norm
electrons decreases the amplitude of the envelope of the
citation resonances of short-wavelength generalized Swi
waves. Finally, the exponential law describing the incre
5211063-7834/99/41(4)/6/$15.00
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in the contribution of Cherenkov resonances to the curr
remains the same as the law established in Ref. 9. The l
is associated with the spectral properties of the quasistat
ary vortex structure, which travels with a low velocity an
possesses a nonzero average magnetic field. This stru
was found in Ref. 12 and it was used in both Ref. 9 and
present work to describe the vortex state in a JJ.

2. Our starting point is the following integrodifferentia
equation~compare Ref. 11! for the phase differencew be-
tween the wave functions of cooper pairs on different sid
of a junction:

1

v j
2

]2w

]t2
1

b

v j
2

]w

]t
1sinw

5
l

p
E

2`

1`

/
dz

z2z S ]

]z
1a

]2

]t]z Dw~z,t !, ~2!

v j
25

16pueu j cd

\«
, b5

4ps

«
,

a5t
nn

ns
, l 5

l j
2

l
5

\c2

16pueu j cl
2

, ~3!

wherev j andl j are, respectively, the Josephson frequen
and length,b and a characterize the dissipation,s is the
conductivity of the JJ,« is the permittivity of the material of
the nonsuperconducting layer of thickness 2d separating
identical bulk superconductors,l is the London length,nn

andns are, respectively, the density of normal and superc
ducting electrons in the superconductor, andt is the effec-
tive free flight time of a normal electron in the superco
ductor. It is also assumed thatd!l.

The equation~2! holds under the conditions~1! and
when the characteristic scale of vortex states of interest t
is small compared to the London length. The achievem
made in Ref. 11 is taking account of the last term on
right-hand side of Eq.~2!, which is proportional toa.

We shall use the solutionw0(z) of the equation
© 1999 American Institute of Physics
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sinw0~z!5
l

p
E

2`

1`

/
dz

z2z

dw0~z!

dz
. ~4!

Next we seek the solution of Eq.~2! in the form of a
wave traveling with velocityv

w~z,t !5w0~z2vt !1w1~z2vt !, z2vt[s. ~5!

We assumew1 to be a small perturbation compared withw0,
which makes it possible to linearize the problem. Moreov
we shall employ the approximationw1cosw0→w1, based on
the smallness of this term, which is due to the inequality

v2

v j
2

d2w1

ds2
@w1 . ~6!

As a result, we obtain the following comparatively simp
equation forw1

v2

v j
2

d2w1

ds2
2

bv

v j
2

dw1

ds
1w12

1

p
È1`

/
dh

h2s S dw1

dh

2av
d2w1

dh2 D 52
v2

v j
2

d2w0

ds2
1

bv

v j
2

dw0

ds

2av
l

p
E

2`

1`

/
dh

h2s

d2w0~h!

dh2
. ~7!

As the solution of Eq.~4! we use the result of Ref. 12

w0~s!5p12 tan21S tan@s/2L#

tanh@a/2# D , ~8!

where sinha5l/L. This solution is a periodic train of wave
which corresponds to a periodic train of magnetic vortic
with nonzero average magnetic field

Hy~x,s!52
F0

2pL H exp@2~6x2d!l21#

2l12d

1
L

2l2 F6x2d

L
1sinh21

l

L

2 lnS 2FA11
l 2

L2
coshS 6x2d

L D
1

l

L
sinhS 6x2d

L D2cos
s

LG D G J . ~9!

The 6 signs correspond to regions on different sides of
junction, and the junction thickness 2d is retained for clarity.

According to Eq.~8! we have

dw0

ds
5

1

L

sinha

cosha2cos~s/L !

5
1

L S 112(
n51

`

exp@2na#cos
ns

L D , ~10!

d2w0

ds2
52

2

L2 (
n51

`

nexp@2na#sin
ns

L
. ~11!
r,

s

e

Substituting the expressions~10! and ~11! into Eq. ~7!
and using the relations~see, for example, Ref. 13, p. 178!

1

p
E

2`

1`

/
dh

h2s
sin

nh

L
5cos

ns

L
,

1

p
E

2`

1`

/
dh

h2s
cos

nh

L
52sin

ns

L
, ~12!

it is easy to show that the solution of Eq.~7! has the form

w1~s!5w101 (
n51

` S Ancos
ns

L
1Bnsin

ns

L D , ~13!

where

w105~bv/v j
2L !, ~14!

An5
2exp~2na!vn

2~bv/L !@11~ lav j
2n/bL !#

@vn
22~nv/L !2#21~bvn/L !2@11~ lav j

2n/bL !#2
, ~15!

Bn5
2

n
exp~2na!H 21

1
vn

2@vn
22~nv/L !2#

@vn
22~nv/L !2#21~bvn/L !2@11~ lav j

2n/bL !#2J .

~16!

Here

vn
25v j

2S 11
nl

L D , ~17!

which corresponds to the spectrum of short-wavelength g
eralized Swihart waves with wave numbern/L. The Cheren-
kov resonance excitation of harmonics with numbernr is
determined by the condition

vnr

2 [v j
2S 11

nr l

L D5
nr

2v r
2

L2
. ~18!

We have

Anr
5

2veexp~2nra!

bL@11~ lav j
2nr /bL !#

, ~19!

Bnr
52

2

nr
exp~2nra!. ~20!

Next we assume thatl is the characteristic scale of th
Abrikosov–Josephson~AJ! vortices and is small compare
with the periodicity scaleL of the vortex structure. On the
other hand, for small values of velocityv of the vortex struc-
ture the resonance condition~18! holds for quite large reso
nance numbersnr . For this reason, we assume below tha

nr@~L/ l !@1. ~21!

Then, under the condition~1! the inequalitynr@(L/l) also
holds automatically. Hence the resonance condition~18! can
be written in the form
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nr5
v j

2Ll

v r
2

. ~22!

Then we obtain in accordance with Eq.~21!

v! lv j . ~23!

For our approach to be applicable the condition

w0@w1 . ~24!

must hold.
According to Eq.~21!, the expression~20! obviously

corresponds to the condition~24!. Therefore the condition
~24! reduces to the condition that the quantity~19! is small:

2v rexp~2nr l /L !

bL1 lav j
2nr

!1. ~25!

At the same time for

v r

bL1 lav j
2nr

@1 ~26!

andv5v r the inequality

Fnbv
L S 11

anv j
2l

bL D G2

!S vn
22

n2v2

L2 D , nÞnr , ~27!
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will be satisfied and the resonance dependences can b
sumed to be ‘‘sharp,’’ while the nonresonance contributi
can be completely eliminated, since it will be negligible.9

When the condition~26! holds, the contribution ofBnr

~20! to the resonance term can be neglected compared
Anr

~19!. Finally, we obtain forv5v r

wnr
5

2v rexp~2nr l /L !

bL1a lv j
2nr

cos
nrs

L
. ~28!

It is obvious that on account of the inequality~21! the con-
dition ~6! holds forwnr

.
It is easy to show that near a resonance, i.e. if

uv2v r u,
1

2
Dv r5

v r

4nr
!v r ,

whereDv r is the distance between neighboring resonan
~Ref. 19! @sic#, the condition~27! holds. Then for the contri-
bution to ~13! at n5nr we have
wnr
~s!5

2v rexpS 2
nr l

L D H ~bL1 lav j
2nr !cos

nrs

L
2@2nr~v2v r !#sin

nrs

L J
@bL1 lav j

2nr #
21@2nr~v2v r !#

2
. ~29!
ex

the
Since only one resonance appears as each resonan
approached, the expression~29! can be written as a function
of the velocity of the moving vortex structure~8!. We shall
use Eq.~22!, and we retain the resonance velocityv r only in
‘‘sharp’’ resonance dependences. Then we have

w1~s!'w101
2v
L

expS 2
v0

2

v2D

3

H S b1
av j

2v0
2

v2 D cos
nrs

L
2F2v0v j~v2v r !

v2 Gsin
nrs

L J
@b1av j

2v0
2/v2#21@2v0v j~v2v r !/v

2#2
. ~30!

Herev0[ lv j is the characteristic velocity arising in the e
termely nonlocal limit of the theory of JJs for high critic
current densities.

3. To obtain the IVC we shall examine the energy b
ance in the JJ through which a constant and spatially unif
current densityj flows and in which a slowly varying vortex
structure is present. We shall conduct the further analysi
such a way that it is also applicable for a ring-shaped JJ w
radiusR, where periodic boundary conditions can be used
describe the vortex structure and the perturbation fieldw1.
e is

-
m

in
th
o

For a wave structure traveling with velocityv, the rate of
change of the energy, determined by the current densityj is
given by the relation

S dE

dt D
j

5
\ j v
2ueu E0

2pR

ds
dw

ds
. ~31!

The contribution of the perturbationw1 to this expres-
sion is zero, and the contribution of the traveling vort
structure~8! is

S dE

dt D
j

5
\ j v
2ueu

pR

L
. ~32!

If a ring-shaped junction containsm vortices, each car-
rying one quantum of magnetic fluxF05p\c/ueu, then

L5R/m. ~33!

The rate of the dissipative decrease of energy is given by
formula
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dE

dt
52

\ j c

2ueu E0

2pR

dsH bv2

v j
2 S dw

dsD 2

2
lav2

p S dw

dsD E
2`

1` dh

h2s

d2w

dh2J . ~34!

Correspondingly, we have for the rate of decrease of
energy of the main vortex structure~8!

dE0

dt
52

\ j c

ueu
pRv2

Ll H b

v j
2

cosha
a

2J . ~35!

Hence we obtain in the limitl !L

dE0

dt
52

\ j c

ueu
pRv2

Ll F b

v j
2

1
a

2G . ~36!

Finally, for the rate of decrease of the energy of the re
nantly excited wave described by Eq.~30! we obtain

dE1

dt
52

\ j c

ueu
2pRv2v0

2

L2

3
@bv21av j

2v0
2#exp~22v0

2/v2!

@bv21av j
2v0

2#214v j
2v0

2~v2v r !
2

. ~37!

The balance of the three contributions to the rate chang
the energy~32!, ~36!, and~37! permits writing the following
relation between the current densityj and the velocityv of
the vortex structure~8!:

j

j c
5

v
l F b

v j
2

1
a

2G1
2v0

2v

L

3
@bv21av j

2v0
2#exp~22v0

2/v2!

@bv21av j
2v0

2#214v j
2v0

2~v2v r !
2

. ~38!

We recall that Eq. ~2! is obtained assuming tha
av!1, wherev are the characteristic frequencies of t
problem. For the resonance term arising in our analysis
condition assumes the formavnr

5a lv j
2/n r and holds by

virtue of the inequality~26!.
It is easy to note that the expression~38! holds not only

for a ring-shaped JJ but also for the case where the JJ ca
regarded as infinite and containing a vortex structure w
period 2pL. For this reason, in the analysis below we sh
not use the equality~33!, which gives in Eq.~38! the depen-
dence on the number of vorticesm in the ring, and we shal
simply talk about the period of the vortex structure 2pL.

4. The velocityv is related to the static potential differ
ence on the JJ

V52
\

2ueu K ]w

]t L , ~39!

where the averaging is over the time. On averaging a n
zero contribution arises only fromw0. Therefore

V5
\v

2ueuL
. ~40!
e

-

of

is

be
h
l

n-

For this reason it follows from Eq.~38! that

j

j c
5V

2ueuL
\ H F b

a j
2

1
a

2G 1

l

1
2V0

2@bV21av j
2V0

2#exp~22V0
2/V2!

L$@bV21av j
2V0

2#214v j
2V0

2@V2Vr #
2%
J . ~41!

In this case

uV2Vr u,DVr /2[Vr /4nr!Vr .

Here

V05
\v0

2ueuL
5

100

L
A d

l«

j 0

j c
@mV#, ~42!

Vr5
\v r

2ueuL
5

\v j

2ueuA
l

nr l
5

100

L
A dL

l2«nr

@mV#, ~43!

whereL is in millimeters.
We recall that the resonance contribution to Eq.~38! was

obtained assuming that the inequalities~23!, ~25!, and ~26!
hold for the velocityv of the vortex structure. For this rea
son, for the resonance contribution we have in Eq.~41! the
following conditions for the potential differenceV:

V!V0 , ~44!

2ueu
\

V

@b1av j
2~V0 /V!2#

@1, ~45!

4ueu
\

V

@b1av j
2~V0 /V!2#

expS 2
V0

2

V2D !1. ~46!

Neglecting the losses of the resonantly excited waves, wh
is reasonable for low voltages~see Fig. 1!, Eq. ~41! gives

j 5V
2ueuL

\ l F b

v j
2

1
a

2G j c[
V

Reff
. ~47!

The contribution, arising in this case, of the losses in
transitional layer and in the superconductors is additive.
course, at low temperatures, wherea decreases exponen
tially, the effect we are discussing is small. Conversely, n
Tc where

a@2b/v j
2 , ~48!

the losses in the superconductors due to normal elect
become determining.

As voltage increases, losses to resonantly excited wa
become important. The envelope of such resonance contr
tions is described by the law

j

j c
5V

2ueuL
\ H F b

v j
2

1
a

2G 1

l
1

2V0
2

L

exp~22V0
2/V2!

@bV21av j
2V0

2#
J .

~49!

Hence it follows, specifically, that in contrast to the low
voltage limit ~47!, when the conductivity of normal electron
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decreases the effective resistanceReff , in the region of the
nonlinear IVC the normal-electron conductivity decreas
the current.

In the limit ~48! Eq. ~49! assumes the form

j

j c
5V

ueuL
\ H a

l
1

4

av j
2L

exp~22V0
2/V2!J ~50!

or

j

j c
5

V

Ra j c

L

l H 11
j c
2Ra

2

V0
2

l 3

L3
expS 2

2V0
2

V2 D J , ~51!

where

Ra5
\

ueua j c
. ~52!

The conditions~44!–~46! give

V!V0 , ~53!

j cRaV3l 2

2V0
4L2

@1, ~54!

Ra j cV
3l 2

V0
4L2

expS 2
V0

2

V2D !1. ~55!

We note that the preexponential factor in Eq.~51! is
large compared to one in accordance with Eq.~54! and the
conition l !L.

Figure 1 shows the voltage dependence of the cur
density in accordance with the envelope~51!.

FIG. 1. IVC of a Josephson junction with (j cRa /V0)5107 (sn;1010 s21),
l /L51022.
s

nt

At low voltages the current density is a linear function
the voltage. At high voltages the linear dependence is
placed by a sharp exponential dependence.

5. Let us now discuss the importance of the contributi
due to the normal electrons of superconductors to the IVC
a Josephson junction having a high critical current den
~41!. This contribution is decisive compared to the contrib
tion due to the conductivity of a Josephson junction, if t
condition ~48! holds. The latter condition can be written
according to Eqs.~3! and ~1!, as

a@
2b

v j
2

5
8psl3

c2d
S j 0

j c
D . ~56!

Since a5(nn /ns)t5(4psnl2/c2), where
sn5e2nnt/m is the conductivity of the normal electrons i
the superconductors, the condition~6! reduces to the inequal
ity

sn@s~ j 0 / j c!~2l/d!. ~57!

We shall show how the normal electrons influence
superconductor on the linear sections of the IVC~49!, which
is described by the expression~47!.

We note first that the IVCs obtained in Refs. 4–6 and
where the contribution of the normal electrons was neglec
and the slope of the IVC was determined only by the los
in the transitional layer, are realized for conductivitiess of
the Josephson junction that are high enough so that the
equality opposite to Eq.~57! holds.

Conversely, when the contribution due to the norm
electrons of the superconductors is important, i.e. when
inequality ~57! is satisfied, the IVC@see Eqs.~47! and ~51!#

j 5
V

Ra

L

l
~58!

is realized.
It is important to note that the current density corr

sponding to the IVC~58! is higher than that indicated prev
ously in Refs. 4–6 and 9, where the contribution of the n
mal electrons was neglected.

We shall now discuss the role of the normal electrons
the superconductors in the description of the nonlinear s
tion of the IVC~49!, associated with the resonance excitati
of waves. We shall consider the situation where the norm
electrons are decisive, i.e. we shall assume that the inequ
~57! holds. Then we have, specifically, the IVC~51!. We
shall show that the conductivity of the normal electrons m
be sufficiently small in order for the exponential section
the IVC ~51! to appear.

The deviation from linearity in Eq.~51! first appears at
voltages

Vm;V0 /Aln@~ j cRa /V0!~ l /L !3/2#. ~59!

The requirement~53! that Vm be small compared with
V0 obviously holds ifVm satisfies the condition~54!, which
requires that dissipation be small. Requiring the condit
~54! to hold for Vm , we obtain the following inequality for
the normal-electron conductivitysn :
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S j 0l

j cL
D 3/2 c

4psnl
A«L

d
@ ln3/2F S j 0l

j cL
D c

2psnl
A«L

d G .
~60!

Using our assumption~see Eq.~21!! that the character
istic scalel of the AJ vortices is small compared with th
periodL of the structure, i.e.l /L5(l j 0 /L j c)!1, the follow-
ing condition for sn to be small can be derived from th
inequality ~60!:

sn!
c

4pl S l j 0

L j c
D 3/2A«L

d Y ln3/2S 2AL j c

l j 0
D . ~61!

So, for an exponential section to appear in the IVC~51!
sn must not be too large, as in Eq.~61!, and the linear
section of the IVC~51! appears whensn is large~57!. There-
fore the IVC~51! obtains for the normal-electron conducti
ity satisfying the inequality

s
j 0

j c

2l

d
!sn!

c

4pl S l j 0

L j c
D 3/2A«L

d Y ln3/2S 2AL j c

l j 0
D .

~62!

The simultaneous satisfaction of the left- and right-ha
inequalities in Eq.~62! leads to the following condition for
the conductivitys of a Josephson junction to be small:

s!
c

8pL
A«d j0

l j c
Y ln3/2S 2AL j c

l j 0
D . ~63!

As an illustration, we estimate, following from the in
equality~63!, the conductivitys of a Josephson junction fo
which the IVC ~51! is observed. Let«510, d/L51025, j c

55 j 0 , andl/L51022. Then we obtain from Eq.~63! ~com-
pare Ref. 9!

ls!109, ~64!

wheres is measured in s21 andl in mm.
d

Summarizing, it has been established for the first ti
that the conductivity of the normal electrons in superco
ductors have a decisive influence on the current-voltage c
acteristics of Josephson junctions having a high critical c
rent density. It should be underscored that this influen
holds for very low current densities through the JJ and
very low voltages.
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scattering
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The initial stages in the formation and growth of yttrium-barium cuprate films have been studied
in the course of magnetron sputtering of a ceramic target by combining medium-energy-ion
scattering~MEIS! and scanning-electron microscopy. The growth mechanisms of YBa2Cu3O72x

films on MgO and substrates having the perovskite structure, SrTiO3 and LaAlO3, at
deposition temperatures of 700– 780 °C and (Ar1O2) pressure of;70 Pa were found to be
essentially different. Simulation of MEIS spectra~H1 or He1 ions with initial energies of 150–250
keV! and comparison of these results with experimental data revealed that in the first case a
film forms from pyramid-shaped islands and, in the second, it grows by a two-dimensional layer-
by-layer process starting practically with the first monolayer. For the island mechanism,
MEIS permitted determination of the substrate surface coverage and showed the growth of the
YBa2Cu3O72x phase to be paralleled by formation of epitaxial nuclei of a Cu2O phase.
After the first, initial stage in the film formation, the second stage, regular growth within reduced
thicknesses of 7–15 nm, sets in. This stage is characterized by a practically complete
coverage of the substrate and a stable composition. The third stage, regular growth, of an
apparently helical nature, was observed to set in at thicknesses above 100 nm. In this stage, the
quality of film structure in the bulk and on the surface was found to be somewhat inferior
to that of YBa2Cu3O72x single crystals and did not depend on substrate type. ©1999 American
Institute of Physics.@S1063-7834~99!00604-8#
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The high-Tc superconductor YBa2Cu3O72x ~YBCO!
grown in thin films on various insulating substrates remain
basic material of modern cryoelectronics.1 For this reason,
studies of the initial and subsequent stages in the growt
YBCO thin films are not only of basic scientific but of ap
plied interest as well. As follows from investigation of th
nature of film growth on various substrates, if the latti
mismatch between the film and the substrate is small eno
the growth starts in a layer-by-layer pattern whereas, if
mismatch is large, islands form2,3 and the growth pattern
may vary depending on the substrate temperature.3 In the
very early stages of the growth, foreign phases, whose c
centration varied in a nonmonotonic manner, were obser
to nucleate.4 In later stages, a spiral pattern of growth w
revealed in many cases.5

The structure of films was studied primarily by electr
and atomic-force microscopy. While these methods prov
detailed information on specific small parts of film area ha
ing dimensions of 10–1000 nm, they are not capable
evaluating macroscopic parts of the film as a whole. Inf
mation on the initial stages of growth and the film structu
profile averaged over an area of a few mm2 can be obtained
by medium-energy ion scattering~MEIS!.6,7 In contrast to
the traditional Rutherford backscattering method, using i
with energies of the order of 105 eV and electrostatic analyz
5271063-7834/99/41(4)/7/$15.00
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ers provides a better depth resolution and, as shown in
6, offers a possibility of studying film growth at thickness
of up to a few nm.

The objective of this work was to investigate the grow
pattern and structural perfection of YBCO films, from the
nucleation to thicknesses of a fraction of amm, depending on
the type of substrate and its temperature during the grow
using for this purpose the MEIS and scanning electron
croscopy.

1. EXPERIMENTAL TECHNIQUES

The YBCO films were grown by magnetron sputterin
of a ceramic target with stoichiometric composition in
Ar–O2 ambient at a pressure of;70 Pa and substrate tem
perature 700– 780 °C.8 As substrates one used~100!-oriented
plates of MgO, LaAlO3 ~LAO!, and SrTiO3 ~STO! single
crystals, and MgO single crystals coated by a BaxSr12xTiO3

layer with x'0.3 ~BSTO!. Two groups of films were pre-
pared, namely, ultrathin, less than 20 nm in thickness,
thin ones, with a thickness of 100–450 nm.

MEIS studies of the films were carried out on the set
described elsewhere.9 One analyzed the energy distributio
of H1 or He1 ions with initial energies of 100–200 keV
scattered through an angleQ by interaction of the primary
beam with the sample. The analysis was performed with
© 1999 American Institute of Physics



th
n-

d
rg
io
d

an
-

ub
th
d
c
rg
lm
o

gy
n
u
o
in

th
,

d
p

n
n

an

ei
a
f
n
p
b
th

lm

f

rt
e
of
the
b-

m
e-
ing

e
of

ing

dy
d

or
m

de,

he

ar

e
tio

he
he
ame
b-

ties
the
e

528 Phys. Solid State 41 (4), April 1999 Afrosimov et al.
ther an electrostatic analyzer~ESA! providing a resolution
DE/E50.005 atQ5120°, or a semiconductor detector wi
DE54 keV at Q5150°, with the beam operated in a ra
dom mode or under channeling conditions along the@001#
substrate axis. In these operating modes, one measure
dependence of the yield of scattered ions on their ene
Yr(E) and Yc(E), respectively. The measured rat
x(E)5Yc(E)/Yr(E), called the relative yield, characterize
the structural perfection of the samples studied.

For thin films, one determined the superconducting tr
sition temperatureTc from four-probe resistive measure
ments.

2. SIMULATION OF MEIS SPECTRA

The film thickness and composition, as well as the s
strate coverage by the film, were determined by varying
parameters so as to obtain the best fit of the calculate
experimental spectra.10 The data on the absorption cross se
tions and straggling were selected from an analysis of a la
number of experimental and theoretical works. The fi
thicknessh was calculated as the total number of atoms
the corresponding composition per 1 cm2 and converted to
the linear dimension~in nm! assuming ideal packing.

In studies of ultrathin films, where the effect of ener
straggling on the shape of the low-energy tail is small, o
can estimate the nonuniformity of film thickness, a partic
larly essential point when considering the island pattern
growth. A rigorous description of the spectrum requires
this case determination of the shape of the islands and
size distribution.11 To obtain such experimental information
one has to treat statistically a large array of data acquire
surface studies by tunneling and atomic-force microsco
The use of these methods permitted one~see, e.g., Refs. 12
and 13! to determine that the nuclei of the YBCO phase o
LAO or MgO substrate may take on various shapes, depe
ing on the actual deposition regime chosen, from a pl
monatomic disk to a stepped spiral~screw dislocation!. Con-
currently obtaining information on the distribution of nucl
according to shape and size over an extended surface
meets with grave difficulties, so that this work made use o
procedure described below based on a normal distributio

The film surface relief and the shape of formations a
pearing during island growth conditions were described
setting a surface-area distribution function in thickness of
form

f ~X!5
dS

dX
5~2p!21/2s21

3expS 2
~X2X0!2

2s2 D F0.51GS X0

s D G21

, ~1!

wheredS is the fraction of surface area corresponding to fi
portions with a thickness varying fromX to X1dX, X0 and
s are variable parameters of the distribution, and functionG
is defined in the following way:

G~z!5~2p!21/2E
0

z

expS 2
x2

2 Ddx. ~2!
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Based on the distribution function~1!, one can readily find
the average film thicknessh over the film-coated portions o
the substrate:

h5E
0

`

X f~X!dX5X01~2p!21/2s

3expS 2
X0

2

2s2D F0.51GS X0

s D G21

. ~3!

The parametersX0 ands were chosen by simulating the pa
of the Yr(E) spectrum corresponding to the film, and th
substrate coverage by the film was derived from the ratio
the film to substrate signals in the same spectrum. Next
film was described by the values of the film thickness o
tained from Eq.~3! and of the thickness scatters. Note that,
if the substrate is not fully covered by the film, the spectru
will contain a signal from the uncoated surface, which lik
wise can be described in a model curve by properly vary
the parameters.

Using MEIS in combination with the channeling regim
to probe films more than 100 nm thick enabled estimation
the dechanneling rate of the probing beam with increas
depth of its penetrationx~t!. The procedure ofx~t! determi-
nation from experimental spectra, which permits one to stu
not only the film but the interface itself, is describe
elsewhere.14 In this work one used a simplified technique f
most of the films. When simulating the portion of a spectru
corresponding to the film obtained in the channeling mo
Yc(E), one setYc(t)5Yr(t)x(t) for each value oft. As
will be shown in Subsect. IIIB, the dependence of t
dechanneling rate on depth can be written

x~t!5x01Dt. ~4!

The parametersx0 and D characterizing dechanneling ne
the surface and in the bulk are variable.

A comparison of the energy widths of thin films in th
Yc(E) andYr(E) spectra permitted one to estimate the ra
of stopping powers in the channel,«c , and outside it,« r , by
introducing an effective thicknessh85bh (b,1) for the
channeling spectrum. The coefficientb depended on the
a5«c /« r ratio and the behavior of the«(E) functions and
was variable.

3. DISCUSSION

A. Ultrathin films

Five sets of films were prepared for the study of t
initial growth stages. The films in each set differed in t
substrate but were deposited simultaneously, with the s
deposition timetd55, 15, 30, and 60 min and the same su
strate temperaturets5700, 760, and 780 °C.

The quantitative characteristics describing the proper
of the ultrathin films are presented in Table I. These are
temperaturets and material of the substrate, deposition tim
td ; the distribution parameters in Eq.~1!—X0 and s ; film
thicknessh; coverageC and the minimum yieldxmin deter-
mined from experiment; reduced thicknesshC, i.e. the thick-
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TABLE I. Parameters of ultrathin films.

No. Substrate
td ,
min

ts ,
°C

X0 ,
1015 at/cm2

s,
1015 at/cm2

h,
1015 at/cm2

h,
nm

C,
%

hC,
nm,

hC/td ,
nm/min xmin Notes

1 MgO 5 700 54 50 67 8.9 49 4.4 0.90 1~Cu-0.8!
2 MgO 5 760 12 30 29 3.9 33 1.3 0.26 1~Cu-0.6! Excess Cu
3 MgO 15 780 36 50 56 7.5 19 1.4 0.10 0.9~Cu-0.55! Excess Cu
4 MgO 30 760 16 160 134 18 36 6.5 0.22 0.95
5 MgO 60 760 110 120 148 19 66 13.0 0.22 0.8
6 BaxSr12xTiO3 5 700 25 20 29 3.9 90 3.5 0.7 ;0.4
7 BaxSr12xTiO3 5 760 – – 7.5 1.0 67 0.67 0.13 0.65 Cu deficiency
8 SrTiO3 15 780 24 10 24 3.2 75 2.4 0.16 0.55(0.4)*
9 SrTiO3 30 760 – – 60 8.0 90 7.2 0.24 0.52(0.3)*
10 LaAlO3 30 760 – – 55 7.3 100 7.3 0.24 0.27
11 BaxSr12xTiO3 30 760 – – 52 6.9 100 6.9 0.23 0.12
12 LaAlO3 60 760 – – 110 14.6 100 14.6 0.24 0.18
13 BaxSr12xTiO3 60 760 – – 110 14.6 100 14.6 0.24 0.17

Note.Corrected for substrate defects.
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ness corresponding to a uniform distribution of the co
densed atoms over the substrate surface; and the growth
hC/td .

Figures 1 and 2 display MEIS spectra obtained fro
films with ts515 min on MgO and STO single crystals, r
spectively~Nos. 3 and 8 in Table I!. The Yc(E) andYr(E)
were measured with the ESA for 190-keV He1 ions. The
shape of the cation-component peaks depends substan
on the type of the substrate. For the MgO substrate, wh
has a lattice mismatch with the YBCO film of 8.3%,15 these
peaks exhibit an extended low-energy tail, and the scattes
prescribed in simulation should be close to the film thic
ness. This shape of the spectrum is characteristic of
Volmer-Weber mechanism of growth involving formation
three-dimensional stepped islands.12 The Ba peak obtained
with the STO substrate, which is closely lattice-matched
the film ~mismatch of;1.5%, Ref. 15!, is nearly symmetric
in shape, and the scatters, if it is detectable at all, is con
siderably less thanh and close in magnitude to the lattic
-
ate

lly
h

-
e

o

parameterc. In this case layer-by-layer growth takes plac
which implies the two-dimensional mechanism of Fran
van der Merwe. The substrate surface is incompletely c
ered by the above-mentioned films, which is particularly w
seen for the MgO substrate. The incomplete coverage is
denced by the relatively small film-signal amplitude com
pared to the signal due to the substrate, as well as by the
that the substrate signal in the spectrum starts from the p
on the energy scale corresponding to the uncoated subs
Figure 1 presents model spectra corresponding to comp
and incomplete~19%! coverage, which illustrate the metho
used to determine the coverage.

The SEM images of films 4, 9, and 10~see Table I! are
presented in Figs. 3a, 4, and 5. The fraction of the surf
area covered by film islands was estimated from a photo
crograph of the YBCO/MgO island structure using t
Adobe Photoshop program package. Figure 3b shows a
of the surface of the YBCO/MgO structure constructed us
this computer program from the corresponding photomic
n
y;

te
FIG. 1. MEIS spectra of film 3~MgO
substrate!. Points and crosses—
experiment, random beam orientatio
and channeling regimes, respectivel
solid line—simulation; dashed line—
calculation assuming 100% substra
coverage.
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FIG. 2. MEIS spectra of film 8~STO
substrate!. Notation same as in Fig. 1
u
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graph. The fraction of the covered surface area derived fro
the image thus obtained was found to be 47%. This val
agrees satisfactorily with the result obtained by MEIS~36%!,
if one takes due account of the differences inherent in t
two techniques.

FIG. 3. ~a! Photomicrograph and~b! computer-processed image of film 4
~MgO substrate!.
m
e

e

Figure 4 shows a photomicrograph of a;8-nm thick
YBCO film on an STO substrate~No. 9, Table I!. The pres-
ence of numerous scratches provided convincing support
the substrate surface being heavily defected. We readily
that the bright spots and lines occupy less than 1% and
along macrodefects on the surface, i.e. the scratches
decorated by crystallites of impurity phases. Figure 5 sho
an image of the surface of an YBCO film grown in the sam
run on a LAO substrate, with the outer damaged layer r
moved. While this YBCO film also contains impurity crys
tallites, they are distributed randomly and have a lower co
centration. The thin YBCO films grown on high-quality
perovskite substrates had practically identical surface m
phology in that starting from thicknesses on the order of o
monolayer the films were continuous and uniform.

A comparison of the spectra and of the parameters o
tained in their treatment permits separation of the films
two groups, viz. films on a MgO substrate with a large lattic
mismatch, and films on perovskite substrates which have

FIG. 4. Photomicrograph of film 9~STO substrate!.
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small mismatch with the YBaCuO lattice~STO, BSTO, and
LAO!.

1. MgO substrate

The YBCO films on MgO substrates prepared in th
work have the following characteristics. The islands cov
completely the substrate, starting from an averaged fi
thickness;20 nm. The nonuniformity in their thickness is
substantially in excess of the lattice constant and is appro
mately equal to their average thickness, which manifests
self in a strong low-energy tailing. All ultrathin films re-
vealed an island pattern of growth accompanied b
incomplete coverage of the MgO substrates, which is se
from both MEIS spectra and photomicrographs~Fig. 3a and
3b!. Films less than 9 nm in thickness exhibit typically a
excess of copper, while thicker ones have a compositi
closer to stoichiometric. Channeling on the Y-Ba sublattic
is practically absent in almost all films, except for the thick
est of them~No. 5!, although in films 1–3 it can be seen to
exist on the Cu-O sublattice~x,0.8, Table I!, which implies
an ordered structure containing only Cu cations. This obs
vation, combined with the substantial copper excess in the
films, suggests that Cu2O nuclei appear, besides othe
phases, in the initial stages of the growth.~Cu2O has a cubic
lattice with a50.4261 nm, which is very close to
a50.4213 nm for MgO!. The formation of Cu2O nuclei was
earlier revealed by x-ray diffraction.16

A comparison of films 1, 2, and 3 permits one to follow
the effect of substrate temperature on the growth charact
istics. As the temperature increases, the coverage decrea
in full accord with Ref. 12, as does the growth rate becau
of decreasing supersaturation, and the copper excess
creases. Assuming a film to contain only Cu2O and
YBa2Cu3O7, the spectra permit a conclusion that the fractio
of Cu2O increases from 10 to 20 at. % as the temperatu
increases from 760 to 780 °C. The data on channeling in
cate that the Cu2O phase may amount to one half the sub
strate surface area coated by the film.

An analysis of the films prepared at the same substra
temperature~2, 4, and 5! shows that an increase in depositio
time increases proportionally the reduced thicknesshC,

FIG. 5. Photomicrograph of film 10~LAO substrate!.
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whereash increases to thicknesses;15– 20 nm; after this,
the coverage increases with a practically constant thickn
which implies a change in the growth pattern. This is
agreement with the observations12,17,18 that for film thick-
nesses not less than 10c the islands coalesce, and a crossov
takes place from the growth of islands to that of a film by
helical mechanism forming terraces centered on a screw
location and having a height of about 1.2 nm.

2. Perovskite substrates

Films grown on small-mismatch substrates have cl
properties and differ considerably from those on MgO. T
scatter in thickness is substantially smaller than in the cas
MgO, and noticeably smaller than the thickness itself, wh
evidences layer-by-layer growth pattern. The coverage
the films obtained in similar conditions is larger than that
films grown on MgO, and is practically complete fortd over
15 min at all temperatures studied. All films exhibited cha
neling in the Ba–Y sublattice. The composition of most
the films is close to stoichiometric, although in some films~7
and 8! a copper deficiency is observed, which is seen,
particular, from the deviation of the experimental spectru
from calculations made under the assumption of stoich
metric composition.

The effect of substrate temperature during the film de
sition can be inferred from a comparison of films 6 and 7,
well as of 8 and 9. A decrease of temperature brought ab
an increase in the growth rate and coverage.

A comparison of the film characteristics shows the th
nest of them, No. 7, to have specific characteristics. Its
erage thickness over the areas where it covers the substr
0.9460.8 nm, which is less thanc, the lattice constant of
YBCO, which means that it should contain nuclei less thac
in height. The thickness of a film withhC50.4 nm reported
in Ref. 6 was also less thanc. Besides the small thicknes
and low growth rate, this film is also copper deficient. It m
be conjectured that it is in a nucleation stage, including t
of foreign phases, and that the formation of Cu2O is strongly
suppressed by the lattice mismatch. As the growth goes
the coverage becomes complete, the spread in thicknes
creases, the composition approaches stoichiometry, an
regular layer-by-layer growth sets in.

B. Thin films

The thin YBCO films studied in this work varied from
100 to 470 nm in thickness. Deposition on MgO and LA
was at 700 °C and, on NdGaO2, at 760 °C. Table II lists
information on the substrate material, temperature and d
tion of deposition (ts ,td), average film growth rate and
thickness, as well as on the channeling characteris
namely, the minimum yield measured after the surface pe
and the simulation parametersx0 and D entering Eq.~4!.
Also given are data on the superconducting transition te
peratureTc .

Figures 6 and 7 present spectra obtained in channe
regimes,Yc(E), and random orientation,Yr(E), and their
ratio x(E), both measured and obtained in simulation f
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TABLE II. Parameters of thin films.

No. Substrate td , hour ts , °C Tc , K h, 1015 at/cm2 h, nm h/td , nm/min D, 10219 cm2/at x0 xmin

14 LaAlO3 2 700 93 800 106 0.88 2.1 0.09 0.1
15 MgO 4 700 93 1230 165 0.69 2.0 0.033 0.1
16 NdGaO3 10 760 92 1350 180 0.3 1.8 0.07 0.1
17 LaAlO3 4 700 93 1600 215 0.9 2.0 0.02 0.1
18 LaAlO3 6 700 94 2300 310 0.86 1.9 0.09 0.1
19 LaAlO3 11 700 93 3500 470 0.71 2.0 0.04 0.0
g
f
e

d
.
o

e
on
ud
in

re

fil

s
a
ac

st

g
he
t

b-
ion

ec.
nd
ing
V

-
-
ting
the
sur-

or a

tion
nd-
so-

gy

one
-
V,
c-
ce
cts
pear
ge,

onal

s,
films on MgO and LAO~films 15 and 14, respectively!. The
primary proton energy was 230 keV, and the scattering an
Q5150°. Thex(E) relations obtained for the main part o
the film were in both cases close to linear. Based on the w
energy dependence of stopping power, relation~4! was as-
sumed to be linear. The satisfactory agreement of a mo
calculation with experiment confirms such a dependence

In the case of films grown on a substrate made up
light components, where the low-energy edge of the sp
trum is well separated from the substrate spectrum itself,
can study the interface region in more detail. Such a st
was made for the YBCO film 15 on a MgO substrate us
the technique developed earlier.14 TheYc(E) spectra in Figs.
6 and 7 can be divided into five regions. Region I cor
sponds to the surface peak. Region II, wherex(E) ap-
proaches a linear relation, corresponds to the bulk of the
and exhibits a practically constant dechanneling rateD in
Eq. ~4!. Region III can be identified with the film layer
adjacent to the interface, where misfit dislocations can
pear. Estimates of the density of the misfit dislocations
companying coherent growth yieldednd'7.53105 cm/cm2

for a dechanneling factorsd'0.66 nm.14,19 This value ofnd

is substantially smaller than could be expected from e
mates based on the lattice mismatch (23106 cm/cm2),
which implies predominantly textured growth occurrin
without misfit dislocations. Region IV corresponds to t
substrate layers adjacent to the interface, and region V, to
main part of the film.

FIG. 6. MEIS spectra andx(E) function for film 15~MgO substrate!. Points
and crosses—experiment, random orientation and channeling regime
spectively; triangles—experimental ratiosYc /Yr ; solid lines—calculated
spectra, dashed line—model functionx(E). I –V—spectral regions~see text
for explanation!.
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For other films where separation of the film and su
strate regions in the spectrum was difficult to do, only reg
II was simulated. The technique used was described in S
II. A comparison of the spectra obtained in the random a
channeling modes permitted one to derive the stopp
power ratioa for the channel and outside it for 230-ke
protons, which was found to be 0.8360.06.

The parametersx0 obtained in simulation, like the val
ues ofxmin derived from experiment within the region im
mediately after the surface peak, at the boundary separa
regions I and II, are governed to a considerable extent by
presence of foreign unoriented phases emerging onto the
face, and by crystallite misorientation.19 ParameterD char-
acterizes the dechanneling rate over the film thickness. F
beam incident normally to the surface,D depends on the
concentration of such defects as dislocations whose direc
and Burgers vector are nonparallel to the beam, grain bou
aries, point defects and stacking faults, in particular, the
called 2-4-7 and 2-4-8 structures.20

The type of a defect can be identified from the ener
dependence of the dechanneling rate.19 For instance, for
point defects it is 1/E, for dislocations—E1/2, and for stack-
ing faults there is no such dependence at all. For film 15,
obtained the values ofD for different probing-proton ener
gies. It was found that for 96, 127, 181, and 230 ke
D52.2310219cm2/atom, i.e. the dechanneling rate is pra
tically independent of energy, which implies predominan
of defects of the type 2-4-7. Strictly speaking, these defe
are nor stacking faults, because no new atomic chains ap
in the defect plane, and only the type of a chain may chan
so that Y–Ba2 chains are continued by an O2 chain, or vice
versa. Dechanneling at such defects requires an additi

FIG. 7. MEIS spectra andx(E) function for film 17 ~LAO substrate!. No-
tation same as in Fig. 6.
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investigation. Because of a paucity of information on t
types of defects present in the films studied, no estimatio
the defect concentration in the bulk of the films was carr
out. The parametersD and xmin obtained can be used t
compare the quality of a film with that of good single cry
tals. For YBCO single crystals,D57310220cm2/atom,
x050.03, and the measured valuexmin50.097.9 As seen
from Table II, almost all films have close values ofD, irre-
spective of the substrate type. This closeness in properti
apparently due to the films deposited on different substr
growing by the same spiral mechanism.5 The growth rates of
thin films are close in magnitude to those of ultrathin one

The results obtained can be summed up as follows.
have developed a method of analyzing the structure
composition of thin films based on the measurement
simulation of energy spectra of medium-energy ions sc
tered through large angles~MEIS!, which permits one to
derive information on the growth pattern of ultrathin~up to
15 nm! films, defect distribution through the thickness
thin ~up to 500 nm! films, and defects at the interface fo
heavy-element films on light substrates, averaged over a
face area of about 1 mm2.

This method was combined with SEM to study YBC
films on MgO, SrTiO3, BaxSr12xTiO3, and LaAlO3 sub-
strates in various stages of their growth. In the initial stag
the lattice mismatch between the film and the substrat
essential. Three stages of growth could be discriminated.
first of them, observed with reduced thicknesses of up t
nm, is nucleation, which is characterized by incomplete s
strate coverage, unstable composition~a Cu2O impurity on
MgO, and Cu deficiency on BaxSr12xTiO3), and a spread in
thickness comparable to the thickness itself. The sec
stage, signaled by the onset of regular island formation
MgO and of layer-by-layer growth on small-mismatch su
strates, was observed for reduced thicknesses of 7–15
This stage is characterized by practically complete cover
of the substrate and a stable composition. The third stag
regular, apparently spiral, growth was seen to occur
thicknesses above 100 nm. The composition obtained
was close to stoichiometric, and the structural quality o
of
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film throughout its thickness and on the surface was sligh
inferior to that of YBCO single crystals and did not depe
of the actual substrate type.
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Role of zinc and nickel impurities in high-temperature superconductors
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The local changes produced in the electronic structure and their effect on the physical properties
of the superconducting and normal phases when zinc and nickel are substituted for copper
are examined on the basis of a multibandp–d model. It is shown that strong electronic correlations
suppress theS51 configuration of Ni21 and cause the superposition of theS51/2 and
S50 states of nickel. The change in the density of states inp- andn-type systems is studied,
and the peculiarity of Zn impurity forp-type systems and Ni impurity forn-type systems
is shown. The universal dependence of theTc on the residual resistance in lightly doped
superconductors and deviations from it in optimally doped systems are discussed.
© 1999 American Institute of Physics.@S1063-7834~99!00704-2#
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It is well known that transition-metal impurities in high
temperature superconductors~copper oxide HTSCs! lead to
behavior that is unusual from the standpoint of the B
theory. Both magnetic and nonmagnetic impurities stron
suppressTc , and the degree of suppression forp-type
HTSCs is greatest for the nonmagnetic impurity Zn and le
for the magnetic impurity Ni.1–3 This effect of Zn is often
considered in the literature to be a manifestation of poten
scattering in ad-type superconductor.4–6 The basis for this
hypothesis is the appearance of a large residual densit
states (Nres(« f)Þ0) as a result of nonmagnetic impuritie
for anisotropic superconductors with an order parameter
possesses zeros on the Fermi surface.7 The potential and
magnetic scattering effects are analyzed in the normal-me
state model. For HTSCs this approach is hardly applica
for lightly and optimally doped compositions with anom
lous metal-phase behavior characterized by strong sh
range antiferromagnetic correlations.

A different picture is observed forn-type HTSCs. The
magnetic impurities Ni and Co suppressTc much more
strongly than the nonmagnetic impurity Zn in polycrystalli
samples L22xCexCuO41d ~L5Pr, Nd, Sm, Eu!. This is inter-
preted to be a manifestation of a gap withS-type symme-
try.8,9 Investigations of Pr22xCexCuO41d single crystals
have shown that Zn does not dissolve in them and subs
tion of Ni and Co for Cu gives a record~for cuprates! sup-
pression ofTc with dTc /dx5220 K/at.%, an increase o
the residual resistance 450mV•cm/at.%, and a change in th
sign of the Hall constant.10

The residual resistancer res in various p-type HTSCs
~La-214, Y-123, Bi-2212! correlates withTc : The increase
in r res is proportional to the decreaseDTc , which suggests
that the same mechanism produces both effects. Moreo
the dependenceTc(r res) in different HTSCs with different
Zn impurity concentrations is universal for lightly dope
compositions. The universality breaks down for optima
doped compositions.11

The effects of the substitution of magnetic and nonm
5341063-7834/99/41(4)/5/$15.00
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netic impurities for copper are being studied in a multiele
tron multibandp–d model.12,13 It has been shown that stron
electronic correlations suppress the magnetic stated8(Ni21)
with spin S51 and realize quantum-mechanical superpo
tion of the paramagneticd9L(S51/2) and diamagnetic
d10L2(S50) states.14

As a result, the impurity of the formally magnetic Ni21

actually acts as a diamagnetic impurity Zn. This effect is d
to the factoru0

2, expressing the probability of thed10L2 con-
figuration. For this reason, the suppression of the Ne´el point
in lightly doped antiferromagnets satisfies

dTN

dx
~Ni!Y dTN

dx
~Zn!5u0

2 . ~1!

In what follows, we shall examine and compare t
changes produced in the electronic structure by substitu
of Zn and Ni for Cu. Forp-type systems Zn impurities ac
like electronic doping, leading to the formation of addition
within-gap states witha1 symmetry of the deep-impurity
level type, while Ni impurities act like additional hole dop
ing, changing only the intensity of already existing peaks
the density of states of the impurity band withb1 symmetry.
We see in this a microscopic reason why the effects of
and Ni are different, because the appearance of Zn impu
levels can result in a strong resonance scattering of
carriers,15 which does not happen in the case of Ni impu
ties. Conversely, forn-type superconductors, the substitutio
of Ni for Cu results in coexistence of electronic and ho
states, which is well-known from experiments.

1. FORMATION SCHEME OF THE QUASIPARTICLE BAND
STRUCTURE

In the multiband, multielectronp–d model, the Hamil-
tonian of the CuO2 layer can be written in the hole represe
tation
© 1999 American Institute of Physics
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H5(
ils

« i
lails

1 ails

1(
i , j

(
l1l2s1s2s3s4

Vi j
l1l2ail1s1

1 ail1s3
ail2s2

1 ail2s4

1(
^ i , j &

(
l1l2s

t i j
l1l2ail1s

1 aj l2s . ~2!

Here ails is an operator annihilating a hole in a Wanni
state at the sitei ~copper or oxygen!, in orbital l, and with
spin s. We took account of two copper orbitals (dx22y2 and
dz2) and onep orbital (px or py) on each oxygen site
Among the Coulomb matrix elements, the intra-atomic Hu
bard Ud(Up) matrix elements for repulsion on one copp
~oxygen! orbital with opposite spins, interorbitalVd(Vp)
Coulomb and exchangeJd(Jp) matrix elements as well a
the interatomic parameters of the CoulombVpd and ex-
changeJpd copper–oxygen interactions~which, for simplic-
ity, we assume to be the same for all orbitals!. The last term
in Eq. ~1! describes interatomic copper–oxygen hops w

the parameterstpd
x22y2,x[Tpd andtpd

z2x5Tpd /A3 and oxygen–
oxygen hops with the parametertpp

x,y[tpp . We denote the
charge-transfer energyd5«p2«dx22y2 and the energy split-
ting of thed level in a uniaxial component of the crystal fie
asDd5epz22edx22y2.

In the generalized tight-binding method14 the band struc-
ture of the quasiparticles can be calculated, taking accoun
strong electronic correlations, in two stages: At the first st
the lattice of the CuO2 layer is divided into elementary cell
and the Hamiltonian inside a cell is diagonalized exac
The cells can be chosen to be either nonoverlapping (Cu2)
or overlapping (CuO4), and in the latter case the addition
problem of constructing the Wannier functions
solved.16–18 The multielectronic molecular orbital
m5un,l & ~wheren50,1,2, . . . is the number of holes in
cell, l denotes the collection of all other orbital and sp
indices!, which are obtained by diagonalizing the Ham
tonianH0 of a cell, are used to construct the Hubbard ope
tors Xpg5up&^gu of this cell.

At the second stage all intercellular hops and interacti
are rewritten exactly in the Hubbard–operator representat
and the Hamiltonian~2! assumes the form

H5H ~0!1H ~ l !5(
i ,m

EmXi
m,m

1(
^ i , j &

(
m1 ,n1

(
m2 ,n2

Tm1n1

m2n2Xi
m1n1Xj

n2m2 . ~3!

Here the lattice sitesi and j refer only to the centers of th
clusters~copper atoms!.

Various variants of perturbation theory with respect
the intercellular hops are known for the Hubba
model.15,19–21In the strong correlations regime they all lea
to a quasiparticle band structure that depends on the temp
ture and carrier density through the occupation numb
^xm,m& of the termsEm . The latter can be calculated sel
consistently using the equation for the chemical potentia
-

of
e

.

-

s
n,

ra-
rs

(nln^Xnl;nl&5nh , ~4!

where nh is the hole density per cell,nh511x for
L22xSrxCuO4 andnh512x for Pr22xCexCuO4.

For us the important states are the ground terms w
n50,1, and 2; the vacuum stateu0& with n50 corresponds
to thed10p6 configuration. The single-hole state withn51 is
a superposition ofd9 and d11L configurations. The main
term with spinS51/2 and projections561/2 is

u1,s&5uu0;d1s ;0&2v~ upx ,s;0;0&1u0;0;px ,s&)/A2,

u25~11d/n!/2, v2512u2, n25d218Tpd
2 . ~5!

Hered1[dx22y2 and the vectoru . . . ; . . . ; . . .& denotes vari-
ous multielectronic states of a O–Cu–O cluster.

The two-hole states are a superposition of the configu
tions d8,d9L, and d10L2. We write the ground term in the
form

u2,S&5u0ud10L2&1v0ud9L&1w0ud8&, ~6!

where the spin is 0 or 1~crossover between the singlet1Alg

and the triplet3Blg is possible!.22 Strong correlations sup
press the weight of thed8 configuration. For the parameter
w0

2<0, 1, which are realistic for oxides, the Zhang–Rice s
glet makes the main contribution. In the limitUd→`, ne-
glecting w0 , the coefficientsu0 and v0 can be written ana-
lytically as

u0
25~12D0 /n0!2, v0

2512u0
2 ,

D05d2Vpd , n0
25D0

218Tpd
2 .

Fermi-type quasiparticles in a strongly correlated syst
can be determined by analogy with the Landau Fermi-liq
theory as local excitations with energy

V~n,l 1 ,l 2!5E~n11,l 1!2E~n,l 2!. ~7!

Intercluster hops lead to dispersion of these quasipartic
The single-particle~hole! excitation scheme is shown in Fig
1, where to simplify the figure only the two lowest term
with n51 and 2 are shown. Here the numbered arrows e
merate different types of holes: A quasiparticle 1 forms
empty conduction band~in the electronic language! and the
quasiparticles 2 and 3 form the valence-band top. For bon
and p types, there exist hole in-gap states, whose spec
weight is proportional to the carrier density. These holes
denoted by the number 4 forn-type systems and they ar
described by a superposition ofdz2 states of copper and th
a1 molecular orbital of oxygen.23 For p-type HTSCs the im-
purity holes are denoted by the number 5 in Fig. 1 and
formed in the groundb1 orbitals of oxygen.24

The spectral weight of quasiparticles is determined
the so-called terminal factor,25 which for Fermi quasiparti-
cles is the sum of the particles occupying the initial and fi
states

F~ l 1 ,l 2!5^Xn11,l 1 ;n11,l 1&1^Xn,l 2 ;n,l 2&. ~8!

The occupation numbers themselves are found s
consistently by solving the equation for the chemical pot
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tial ~4!. These solutions atT50 in the paramagnetic phas
for three cases of interest to us — without doping and w
p- andn-type doping — are as follows:

1! undoped system,nh51,

^X0;0&50, ^X1,s;1,s&51/2, ^X2,0;2,0&50; ~9!

2! p-type doping,nh511x,

^X0;0&50, ^X1,s;1,s&5~12x!/2, ^X2,0;2,0&5x; ~10!

3! n-type doping,nh512x,

^X0;0&5x, ^X1,s;1,s&5~12x!/2, ^X2,0;2,0&50. ~11!

The structure of the solutions is similar in the antiferroma
netic phase with the spin degeneracy lifted in each sublat

2. CHANGES IN THE ELECTRONIC STRUCTURE DUE TO
SUBSTITUTIONS OF ZINC AND NICKEL FOR
COPPER

Each substitution of Zn21(d10) for Cu21(d9) decreases
the number of holes by one, so that the hole density,
example, in the system La22xSrxCu12yZnyO4 is nh511x
2y. At the same time the substitution of Ni21(d8) for
Cu21(d9) increases the number of holes, and in the sys
La22xSrxCu12yNiyO4 the hole density isnh511x1y. In
other words, from the standpoint of electrical neutrality t
substitution of Zn is equivalent ton-type doping and the
substitution of Ni is equivalent top-type doping. The smal
spatial radius of impurity states distinguishes them from m
bile carriers formed by doping with Ce41 or Sr21.14

In the system La22xSrxCu12yZnyO4 two types of unit
cells in the CuO2 layer can be distinguished: a! a Sr impu-

FIG. 1. Scheme of multielectronic terms in various sectors of Hilbert sp
with n50, 1, and 2 holes per cell. The cross marks indicate partial filling
different terms forn-type ~a! andp-type ~b! systems. The numbered arrow
show the possible Fermi quasiparticles:1 — conduction-band bottom;2,
3 — singlet and triplet excitations at the valence-band top;4, 5 — impurity
states forn- andp-type systems.
h

-
e.

r

m

-

rity, giving a hole in the cell, wherenh52, lies above or
below the cell; b! instead of a CuO4 square we have ZnO4
and for this cellnh50.

Cells where Sr and Zn act simultaneously are unimp
tant. In the first place such an encounter is unlikely beca
x andy are small and in the second place compensation op-
andn-type doping occurs in such cells.

The change in the density of states in the lightly dop
case (x!1, y!1) can be easily followed in Fig. 2, which
shows the quasiparticle scheme for the spatially avera
picture. Here the occupation numbers of the terms are

^X0;0&5y, ^X1,s;1,s&5~12x2y!/2,

^X2,0;2,0&5x. ~12!

The change in the density of states as a result of within-
states is

dN~E!;yd~E2«1,11«0!1xd~E2«2,01«1,1!. ~13!

Here the second term is associated withb1 impurity states,
which merge with the valence-band top as the hole den
increases, forming a band responsible for superconductiv
The first term in Eq.~13! is due to holes witha1 symmetry.
These are impurity states, which lie beyond the edge of
ground band withb15 symmetry. According to Ref. 15, the
presence of such a state could be the reason for the st
resonance scattering in the unitary limit. Hops between Cu4

clusters give, as is well known, narrow Hubbard bands w
a typical width of less than 0.5 eV.20 Since the band widths
are small, here we neglect the dispersion of the bands
analyze not the entire density of states but only the impu
part, i.e. the part proportional to the hole density.

e
f
FIG. 2. Change in the quasiparticle spectra in ap-type CuO2 layer due to
substitution of zinc~a! and nickel~b! for copper. For Zn there is an addi
tional hole impurity state witha1 symmetry.
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In the case of Ni substitution for Cu withnh511x
1y, the solution of the self-consistency equation for t
chemical potential is

^X0;0&50, ^X1,s;1,s&5~12x2y!/2,

^X2,0;2,0&5x1y. ~14!

In this case, as one can see from Fig. 2b, the electro
structure is formed by the same quasiparticles as in the
sence of Ni in Fig. 1b. The main doping-induced change
the density of states is

dN~E!;~x1y!d~E2«2,01«1,1!. ~15!

As a result, the substitution of Ni for Cu leads primari
to a renormalization of the density of states without a
qualitative changes to it.

Conversely, inn-type superconductors the substitutio
of Ni for Cu changes the density of states substantially.
us consider the system Pr22xCexCu12yNiyO4 . The super-
conductivity and electrical properties of the single cryst
have been investigated in Refs. 10, 26, and 27. Here
average Hall density ishh512x1y. For cells with Cu im-
purity hh50, while for NiO4 squareshh52. The solution of
Eq. ~4! is

^X0;0&5x, ^X1,s;1,s&5~12x2y!/2,

^X2,0;2,0&5y. ~16!

Hole quasiparticles are formed by the same excitati
as in Fig. 2a. The change in the density of states as a resu
the impurity states is

dN~E!;xd~E2«1,11«0!1yd~E2«2,01«1,1!. ~17!

In this case Ni forms an impurity state withb1 symmetry.
This state is split from the conduction band bottom and
lead to a strong scattering of current carriers. Forn-type
systems Zn impurity plays a passive role, just as Ni
p-type systems. Moreover, as shown in Ref. 27, Zn does
dissolven-type single crystals.

3. DISCUSSION

Oxygen nonstoichiometry can also be a source ofp-type
carriers inn-type systems even in the absence of Ni. T
complicated temperature dependence of the Hall cons
RH(T), which changes sign from negative to positive w
decreasingT,28 indicates the coexistence of two types of ca
riers. As shown in Ref. 10, the substitution of Ni for C
destroys the balance between the electrons and holes,
even fory.0.7 at.% the Hall constant becomes positive
all temperatures. Our conclusion that the hole density
creases when Ni is substituted is in qualitative agreem
with experiment.10

Since the residual resistance is formed by carrier sca
ing at the same impurity levels, it is obvious that the su
pression ofTc is proportional to the changes in the residu
resistancer res and it follows from our calculations forp-type
HTSCs thatr res(Zn)@r res(Ni). We also wish to commen
on the universal dependenceTc(r res), found for different
214 and 123 systems with Zn substituted for Cu and w
ic
b-
n

y

t
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r
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different hole densities.11 It is important that universality oc-
curs for lightly doped systems and breaks down for optima
and heavily doped systems. In lightly doped systems ho
are in regions with antiferromagnetic short-range order. T
size of these regions is of the order ofjAFM . Diamagnetic
substitution for the Cu21 spin destroys the equivalence of th
sublattices and a magnetic moment from the uncompens
sublattice appears near the impurity Zn21. This moment has
been observed experimentally.29,30 Hole scattering with spin
flip by such a defect will suppress superconductivity, just
in the BCS theory.31 If it is assumed that scattering with spi
flip in lightly doped samples is the main mechanism for t
suppression ofTc , then we arrive at the two conclusions th
1! both Tc andr res are determined by the same paramet
so that there is a universal dependenceTc(r res) and 2! Ni21

impurity gives diamagnetic substitution with probabilityu0
2

so that forTc andr res a relation of the form~1! should hold:

dTc~Ni!

dx Y dTc~Zn!

dx
5r res~Ni!/r res~Zn!5u0

2 . ~18!

For optimally and heavily doped systems the situation
more complicated because for themjAFM is small and the
assumption that spin scattering plays a dominant role is
correct. Potential scatteringGN here predominates over spi
scatteringGS . The relative contributions of these mech
nisms are different for each hole density and the funct
Tc(r res) is no linger universal. Analysis of the suppressi
of dx22y2 type superconductivity in Y-123 with Zn subst
tuted for Cu led32 to the conclusion thatGS /GN<0.1. Poten-
tial scattering by Ni impurities inp-type systems is much
weaker than for Zn, since it is not of a resonant charac
Conversely, in then-type case a resonant character can oc
and gives record high suppression ofTc .

In closing, we note that our goal was to relate the o
served differences in Zn- and Ni-substituted systems of b
p andn type to the changes occurring in the electronic str
ture. We showed that, based on a multielectronic appro
taking account of strong electronic correlations, differenc
indeed arise at the microscopic level: Forp-type systems the
Zn impurities form an impurity level with symmetry differ
ent from that of the valence band top while Ni impurities
not; for n-type systems even the Ni impurity forms a lev
with symmetry different from that of the conduction-ban
bottom.
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Metastable optical absorption of relaxed electronic excitations in BeO-Zn crystals
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Spectra of metastable optical absorption and its relaxation kinetics have been studied in zinc-
doped BeO crystals by time-resolved pulsed absorption spectroscopy. A comparison of
the observed induced optical absorption of self-trapped excitons and small-radius excitons bound
to the zinc impurity suggests that their hole components have similar structures and reveals
distinctive features of ‘‘forbidden’’ optical transitions in the electronic components. Metastable
optical absorption in Zn1 centers has been discovered. It is shown that the small-radius
excitons bound to the zinc impurity form in the hole stages of thermally stimulated tunneling
recombination processes involving Zn1 electronic centers. It has been found that the
high recombination probability of the electronic and hole centers created in BeO-Zn crystals by
an electron beam may be due to the high degree of their spatial correlation. ©1999
American Institute of Physics.@S1063-7834~99!00804-7#
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It is known that doping wide-gap oxides with isovale
impurities affects substantially the recombination and th
mally stimulated processes, as well as the relaxation and
cay channels of electronic excitations. This gives rise to f
mation of additional electronic-excitation trapping centers
well as of luminescence bands associated with electron-
recombination involving impurity centers1 and with radiative
recombination of impurity-bound large- and small-radi
excitons2.

Studies using a combination of various luminescen
techniques revealed that doping beryllium oxide cryst
~BeO! with a zinc isovalent impurity results in the appea
ance in cathodoluminescence spectra of a broad band a
eV and of an edge luminescence line at 10.21 eV.3 An analy-
sis of the data obtained suggested3 coexistence in BeO–Zn
of large- and small-radius excitons bound to Zn21 ions,
which substitute for beryllium ions in the lattice sites. B
sides, thermally-stimulated luminescence~TSL! and EPR
spectra of BeO-Zn crystals were found to indicate format
of both electronic (Zn1 center! and hole trapping centers.4–7

Thermal ionization of the hole centers produces in TSL sp
tra primarily a band at 6.0 eV due to zinc-bound excitons a
luminescence of self-trapped excitons~STE! of the first,
‘‘low-temperature’’ configuration at 6.7 eV. At the sam
time thermal delocalization of electrons from the Zn1 cen-
ters results in the onset of a 4.9-eV luminescence assoc
with STEs of the second, ‘‘high-temperature’’ config
ration.5 In order to obtain new information on the structure
bound excitons and electronic-excitation localization cent
as well as on the specific features of thermally activa
electron-hole processes, a study has been carried out o
5391063-7834/99/41(4)/5/$15.00
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metastable optical absorption induced in BeO-Zn crystals
a pulsed accelerated electron beam. A comparison has
made of the transient absorption spectra of bound and s
trapped excitons and of the electronic centers bound to
zinc impurity.

1. SAMPLES AND EQUIPMENT

The BeO-Zn crystals were grown from a sodium
tungstate melt-solution by Maslov using a technique
scribed elsewhere.8 The charge was doped by adding 2
wt.% Zn. The incorporation of the impurity in the BeO la
tice was verified by laser-assisted mass spectrography.
Zn impurity content was as high as 350 ppm. This lev
exceeds by more than an order of magnitude the conten
the residual impurities Li, Na, B, Mg, and Al. The optica
measurements in the 1–5-eV region were carried out in
80–500-K range by pulsed absorption spectroscopy wit
ns-range time resolution~7 ns!.9 The spectra were excited b
a GIN-600 pulsed electron-beam accelera
(E50.2 MeV, j 5100 A/cm2, tp51028 s). An additional
investigation of optical absorption spectra in polariz
light was performed with a quartz Rochon prism.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Electron-pulse-excited luminescence spectra of BeO
crystals exhibit a broad band peaking at 6.0 eV. The 6.0
luminescence, which decays exponentially with a charac
istic time t5310ms remaining constant within the temper
ture interval from 80 to 400 K, was previously assigned3 to
radiative annihilation of zinc-bound small-radius exciton
© 1999 American Institute of Physics
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The observed thermal stability of the 6.0-eV luminescen
stimulated a search for similar components in the trans
optical absorption of BeO-Zn crystals at 300 K. The rela
ation kinetics of the electron-induced absorption within t
time interval from the electron pulse termination to 1 ms c
be described by superposition of three components w
t150.4ms, t252 ms, andt35300ms ~Fig. 1!. The first and
second components of the transient absorption are chara
istic of nominally pure BeO crystals and are due to coex
ence of two types of STEs at 300 K.10 Within the 80–160-K
interval, the main contribution to the metastable optical
sorption comes from STEs of the low-temperature confi
ration (STE1).11 The corresponding relaxation kinetics a
described by an exponential with a time consta
t5340ms, which is characteristic of triplet states and clo
to the 6.0-eV luminescence decay time of zinc-bound sm
radius excitons.

For T.160 K, one observes a shortening of the ST1

absorption-decay time, which is associated with nonradia
transitions from the triplet state of STE1 to that of STEs of
the second, high-temperature type (STE2).12 The shortening
of the STE1 lifetime caused by the thermally activate
STE1→STE2 transition accounts for the presence of the fi
transient-absorption component at 300 K with the time c
stantt150.4ms. The absorption spectrum obtained in pol
ized light from the STE1 undergoing a thermally stimulate
transition to the STE2 state through an activation barrierEa

5240 meV ~Fig. 2! is in agreement with the STE1 low-
temperature spectrum.11 The difference lies in the lower in
tensity at 300 K of the short-wavelength 3.9-eV band o
served for EiC, which is possibly due to the enhance
probability of exciton thermal dissociation under optical e
citation of the high-energy states of the STE1 hole compo-
nent.

The second stage in the transient-absorption decay k

FIG. 1. Relaxation kinetics of optical absorption in BeO-Zn crystals m
sured at 300 K in the 3.0-eV region.
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ics proceeding with a characteristic timet252 ms is due to
STE2 radiative relaxation.12 The STE2 spectrum exhibits a
strong shift of the hole band forE'C to 3.7 eV relative to
the STE1 maximum at 2.9 eV, which is associated12 with
thermally activated hole transfer between the axial and
axial oxygen-ion sites in the BeO hexagonal lattice. No
that the 1.7-eV bands caused by transitions in the electro
components of both types of STEs13 are similar in shape and
the spectral and polarization characteristics.

The third component in the metastable absorption de
kinetics at 300 K with a characteristic timet35(300
640) ms was observed only in zinc-doped BeO crystals.
combined study of the temperature dependences of the re
ation times of the 6.0-eV luminescence and of the transie
absorption component witht3 made forT.300 K showed
their temperature and decay characteristics to coincide. T
the third component of the transient optical absorption
BeO-Zn is due to optical transitions in zinc-bound sma
radius excitons.

Luminescence studies of pure and zinc-doped BeO c
tals revealed a number of features indicating a structu
similarity between the zinc-bound excitons and one of
STEs.3 For instance, the kinetics of the 6.0-eV luminescen
decay with a characteristic time constant of 300ms and of
the 6.7-eV luminescence of the low-temperature STE1 (t
5340ms) argues for the same triplet nature of the exci
states. It was also found that the states of the STE1 and the
zinc-bound small-radius excitons form of those of the fre
exciton and zinc-bound large-radius excitons, respectiv
as they overcome the nearly equal activation barriers. Th
are also some differences consisting of a decrease in
degree of polarization and an increase in the thermal stab
of the 6.0-eV zinc-bound-exciton luminescence in BeO-Z

To establish the structure of zinc-bound excitons,
measured 300-K time-resolved spectra of the metastable
tical absorption of BeO-Zn crystals in polarized light. Th
spectrum of the component due to relaxation of the zi
bound exciton~Fig. 2! was obtained as the difference b
tween the spectra measured attdel550ms andtdel51 ms. As

-

FIG. 2. 300-K transient optical-absorption spectra of~1,2! self-trapped ex-
citons and~3,4! zinc-bound small-radius excitons measured under the
lowing probing-light polarizations:~1,3! E'C and ~2,4! EiC. Dotted line
shows unfolding into Gaussian components.
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seen from Fig. 2, the zinc-bound exciton spectrum
E.2.5 eV is close in a number of characteristic features
the STE1 spectrum. One observes here also small differen
due to the shift of the 3.1-eV band by;0.2 eV forE'C, as
well as to the intensity ratio and a slight shift of the maxim
in the short-wavelength bands forEiC. Because the absorp
tion in the UV region of the spectrum can be traced to
STE1 hole component,13 one may conclude that the ho
cores of the STE1 and zinc-bound excitons are similar.

At the same time noticeable differences were reveale
the transient-absorption spectrum forE,2.5 eV, where op-
tical transitions in the electronic component of STE1 are
quoted13 to occur. By decomposing the STE1 spectrum ob-
tained forE'C into Gaussians we found it to consist of tw
bands peaking at 1.6 and 1.9 eV~Fig. 2!. The absorption
intensity due to zinc-bound excitons in this spectral region
lower ~by nearly an order of magnitude!, making it possible
to isolate a weak band near 1.6 eV forE'C ~Fig. 2!. It
should also be pointed out that a very weak absorption du
zinc-bound excitons is observed in the same spectral inte
for EiC as well.

To obtain more information on the structure of zin
bound excitons in BeO-Zn by time-resolved absorption sp
troscopy, we studied the nature and relaxation kinetics
color centers. A comparison of these data with BeO-Zn T
curves and spectra revealed elementary channels by w
zinc-bound excitons form in electron-hole recombinati
processes.

Decay kinetics studies of the metastable absorption
BeO-Zn crystals performed at 300 K revealed a ‘‘slow’’ e
ponential component with a decay timet'1 s strongly de-
pendent on the probing-light intensity and temperature.
investigation of the temperature and decay parame
showed the relaxation-time shortening of the centers resp
sible for this component to obey Mott’s law with an activ
tion energy of 0.96 eV~Fig. 3!. A comparison of the tem-
perature dependences with TSL and EPR data4,14 permits a
conclusion that this component in the transient absorp
decay is associated with thermal delocalization of electr

FIG. 3. TSL curves of~1! BeO-Zn and~2! BeO crystals from Ref. 6,
temperature dependences of absorption relaxation times of~3! hole and~4!
electronic Zn1 centers, and of~5! the 6.0-eV luminescence decay time
zinc-bound small-radius excitons in BeO-Zn crystals.
r
o
es

e

in

s

to
al

c-
f

L
ich

in

n
rs
n-

n
s

from the Zn1 centers. A comprehensive EPR study4 of this
center suggests that it represents essentially an elec
trapped in thes shell of the Zn21 ion occupying isomor-
phously the Be21 site in the BeO lattice. The temperatu
interval within which the Zn1 center is destroyed is in ac
cord with the TSL peak position at 310 K. The optical cha
acteristics of the Zn1 center were derived from metastab
optical absorption spectra of BeO-Zn crystals measured
300 K in polarized light with a time delayt.1 ms. As seen
from Fig. 4, the absorption spectrum of the Zn1 center con-
sists of two bands, with one of them, peaking at 2.3 e
polarized perpendicular to theC axis, and the other, at 3.1
eV, being isotropic. Cooling BeO-Zn samples to 80 K resu
in a substantial increase of optical density. For times lon
than 1 ms, one clearly distinguishes two exponential sta
in color-center destruction kinetics with the time
t15170 ms andt2'3 s. The polarized spectrum of the tra
sient optical absorption caused by the first slow compon
in the color-center relaxation kinetics was obtained as a
ference between the spectra withtdel5125 ms and tdel

51.5 s ~Fig. 4!. By unfolding the spectrum into Gaussia
components, one isolated the bands at 2.3 and 3.1 eV c
acteristic of the Zn1 centers, as well as additional bands wi
maxima at 4.0 eV~for E'C) and at 4.5 eV~for EiC). By
varying the temperature within the 80–120-K interval, o
observed a shortening of the decay time of the first com
nent ~Fig. 3! with an activation energyEa50.15 eV. Heat-
ing of the sample is accompanied also by the appearance
TSL peak at 100 K, which is observed in both nomina
pure and zinc-doped BeO crystals. As established earlier
TSL peak at 100 K is due to thermal destruction of the h
trapping centers, which were tentatively assigned to h
self-trapping in BeO.7 These centers participate effectively
the tunneling luminescence of BeO-Zn crystals. Thus
first, slow relaxation component of induced optical abso
tion is due to the hole stage in the recombination proce
The spectral composition of the TSL peak in BeO-Zn cry
tals measured at 100 K contains primarily the 6.0-eV lum
nescence associated with zinc-bound small-radius excit
The coincidence of the decay kinetics observed in Zn1 and
hole-color-center absorption in the 4.0- and 4.5-eV ba
~for E'C and EiC, respectively! suggests that these band

FIG. 4. Spectra of slow transient optical-absorption components in BeO
crystals measured at~1,2! 80 K and ~3,4! 300 K under the following
probing-light polarizations:~2,3! E'C and~1,4! EiC. Dotted and dot-and-
dash lines show unfolding into Gaussian components.
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disappear as a result of the same thermally stimulated
neling process of hole recombination with the Zn1 centers,
which leads to the formation of zinc-bound excitons. It
essential that after the first, slow component in the relaxa
of the absorption induced at 80 K comes to an end, th
remain only about 25% of the original number of electron
Zn1 centers. This evidences a high probability of hole
combination with the Zn1 centers, which is considerably i
excess of that of hole trapping at the Zn21 centers. The idea
of the existence of the latter~denoted@Zn#1) was initiated
by the appearance of the TSL peak at 160 K, which
present only in BeO-Zn crystals and is due to thermal de
calization of holes.6,7 It may be conjectured that the secon
slow stage in the relaxation kinetics of the induced opti
absorption is also associated with the hole stage in the e
tation of the recombination luminescence. The spectrum
this luminescence likewise contains a peak at 6.0 eV, wh
confirms the formation of zinc-bound excitons in the ho
recombination with Zn1 centers. Note that, after the disa
pearance of the TSL peak at 160 K, 10% of the original~at
80 K! number of Zn1 centers are destroyed. Measureme
of metastable absorption spectra in polarized light made w
a time delay of 1.5 s do not permit accurate determination
the contribution of the hole@Zn]1 center absorption to the
second, slow component. The growth of the optical den
in the short-wavelength UV part of the spectrum indica
that the absorption bands of the@Zn#1 centers lie at energie
E.3.5 eV.

Thus one observes in BeO-Zn crystals two lo
temperature regions of destruction of various hole cen
with the corresponding TSL peaks at 100 and 160 K, wh
are primarily caused by the formation and radiative ann
lation of zinc-bound excitons. It was established that the fi
peak, at 100 K, is associated with thermally stimulated t
neling annihilation of very closely located hole~possibly,
self-trapped! and electronic (Zn1) centers, with about 75%
of the latter produced by the electron beam being destro
Such processes, made possible by the high recombina
probability of the Tl0 (Na0) andVk centers, were observed t
occur earlier in CsI-Tl and CsI-Na crystals and interpreted
due to a high degree of spatial correlation between
radiation-created electronic and hole centers.15 The second
peak at 160 K originates from recombination of more dist
hole (@Zn#1) and electronic~Zn1) pairs.

The closeness of the temperature regions and of the
tivation energies of the 6-eV luminescence quenchingEa

50.85 eV) and Zn1 center destruction (Ea50.96 eV) sug-
gests that, in order for zinc-bound excitons to form
BeO-Zn in electron-hole processes, an electron must firs
trapped near a Zn21 ion. Accepting this scenario, one ca
now analyze the specific features in the structure of the e
tronic components of STEs and zinc-bound excitons in B
The oscillator strengths of optical transitions in the electro
component of STEs were estimated from the known qua
ties f 50.120.2 for hole centers in alkaline-earth oxides16

and from a comparison of the parameters of the hole
electronic STE absorption bands in BeO. The va
f '0.05 obtained indicates that transitions in the electro
component of STEs are strongly forbidden by selection ru
n-
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This may be associated with specific features in the e
tronic structure of BeO. As follows from theoretical calcul
tions made by crystal-cluster,17 quasi-molecular
extended-cell,18 and pseudopotential19 methods, the elec-
tronic structure of BeO differs from that of alkaline-ear
oxides primarily in the substantial contribution~30–40%! the
oxygens states provide to conduction-band states. This f
ture of the partial composition of the conduction-band b
tom suggests that optical transitions in the STE electro
component in BeO are actually selection-rule-forbidd
s→s transitions between one-electron states at
conduction-band minimum, which are derived from thes
states of beryllium and oxygen. The close-packed wu¨rtzite
structure of BeO favors strong level splitting and apprecia
s-p mixing, which results in a partial lifting of the forbidden
ness. The lattice of BeO-Zn can suffer strong local strains
the vicinity of the Zn21 ion, because its ionic radius~0.83 Å!
is considerably larger than that of Be21 ~0.34 Å!. The ex-
perimentally observed sizable decrease in the intensity
induced absorption in the region of the electronic compon
of the zinc-bound small-radius exciton evidences a weak
ing of the optical-transition oscillator strength.

The two absorption bands of the STE1 electronic com-
ponent in BeO observed by us at 1.6 and 1.9 eV origin
from optical transitions to two excited levels, which are po
sibly connected with spin-orbit splitting of conduction-ban
states. A similar two-band pattern is seen also in the opt
absorption spectrum of the electronic Zn1 center. Calcula-
tions of the electronic structure of local centers in BeO ma
with inclusion of spin polarization showed20 that substitution
of Zn21 for Be21 results in a splitting-off of a local level a
1.1 eV below the conduction-band minimum. This value
roughly in accord with the short-wavelength shift of the Zn1

spectrum with respect to the STE1 spectrum in BeO.
The authors express gratitude to Ch. B. Lushchik

interest in the work, and to V. Yu. Ivanov and S. V
Kudyakov for fruitful discussions and assistance in expe
ments.

*E-mail: baut@dpt.ustu.ru

1T. N. Kärner, A. F. Malysheva, and V. T. Tazhigulov, Tr. IF AN E´ SSR
55, 217 ~1984!.

2E. H. Feldbach, Ch. B. Lushchik, and I. L. Kuusmann, JETP Lett.39, 61
~1984!.

3V. Yu. Ivanov, V. A. Pustovarov, S. V. Gorbunov, S. V. Kudyakov, an
A. V. Kruzhalov, Fiz. Tverd. Tela~St. Petersburg! 38, 3333~1996! @Phys.
Solid State38, 1818~1996!#.

4I. N. Antsygin, V. Yu. Ivanov, and A. V. Kruzhalov, Zh. Tekh. Fiz.58,
635 ~1988! @Sov. Phys. Tech. Phys.33, 386 ~1988!#.

5V. Yu. Ivanov, I. N. Antsygin, S. V. Gorbunov, A. V. Kruzhalov, an
V. A. Maslov, Opt. Spektrosk.64, 945 ~1988! @Opt. Spectrosc.64, 564
~1988!#.

6I. N. Ogorodnikov, A. V. Kruzhalov, and V. A. Maslov, Zh. Prikl
Spektrosk.49, 134 ~1988!.

7I. N. Ogorodnikov, V. Yu. Ivanov, and A. V. Kruzhalov, Zh. Prikl
Spektrosk.54, 605 ~1991!.

8V. A. Maslov, G. M. Rylov, V. G. Mazurenko, A. V. Kruzhalov, and
B. V. Shul’gin, Abstracts VI Intern. Conference on Crystal Grow
~Moscow, 1980!, Vol. 3, p. 268.

9B. P. Gritsenko, V. Yu. Yakovlev, G. D. Lyakh, and Yu. N. Safono
Abstracts All-Union Conference on Metrology of Fast Process
~Moscow, 1978!, p. 61.



v,

,

v,

v,

.

.

.

543Phys. Solid State 41 (4), April 1999 Gorbunov et al.
10S. V. Gorbunov, S. V. Kudyakov, B. V. Shulgin, and V. Yu. Yakovle
Radiat. Eff. Defects Solids135, 269 ~1995!.

11S. V. Gorbunov, V. Yu. Yakovlev, V. Yu. Ivanov, and A. V. Kruzhalov
Fiz. Tverd. Tela~Leningrad! 32, 2942~1990! @Sov. Phys. Solid State32,
1708 ~1990!#.

12S. V. Gorbunov, S. V. Kudyakov, V. Yu. Yakovlev, and A. V. Kruzhalo
Fiz. Tverd. Tela~St. Petersburg! 38, 1298 ~1996! @Phys. Solid State38,
719 ~1996!#.

13S. V. Gorbunov, S. V. Kudyakov, V. Yu. Yakovlev, and A. V. Kruzhalo
Fiz. Tverd. Tela~St. Petersburg! 38, 214~1996! @Phys. Solid State38, 119
~1996!#.

14A. V. Kruzhalov, I. N. Ogorodnikov, and S. V. Kudyakov, Izv. Vyssh
Uchebn. Zaved. Fiz.39, No. 11, 76~1996!.

15S. A. Chernov and E´ . D. Aluker, Trudy Symp. SSD-97~Ekaterinburg,
1998!, p. 30.
16B. Henderson and J. E. Wertz,Defects in Alkaline-Earth Oxides with
Applications to Radiation Damage and Catalysis~Taylor & Francis,
London, 1977!, p. 159.

17V. A. Lobach, I. R. Rubin, A. V. Kruzhalov, B. V. Shul’gin, and V. Yu
Ivanov, Fiz. Tverd. Tela~Leningrad! 29, 2610 ~1987! @Sov. Phys. Solid
State29, 1506~1987!#.

18A. N. Vasil’ev, K. B. Topornin, and R. E´ . Évarestov, Opt. Spektrosk.48,
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Propagation of a heat pulse in a bounded conducting medium: thermoelectric detection
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The one-dimensional, non-steady thermal field on the surface of a bounded conducting sample
arising from the absorption of a square heat pulse of arbitrary duration is calculated. It is
shown that the spatial temperature distributions for long and short pulses are fundamentally
different: After a short heat pulse is ‘‘switched off’’ regions of local heating arise; such
regions do not occur in the case of a long pulse. The thermoelectric response is calculated and it
is shown that data on the thermal conductivity and thermal diffusivity can be obtained in a
single experiment. ©1999 American Institute of Physics.@S1063-7834~99!00904-1#
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Interest in the investigation of diverse properties of m
terials, specifically, semiconductors, upon excitation of n
steady-state, thermal processes in them, has increased a
ciably in the last few years. Under experimental conditio
these processes are excited either using time-modulated
tinuous high-energy beams or individual energy pulses
either case, as a rule, laser radiation is used as the sour
external excitation.

When the laser radiation is absorbed, its energy is
pended partially on heating charge carriers and partially
the production of electron-hole pairs~if the photon energy
exceeds the band gap!. As a result of the electron-phono
interaction, energetically nonequilibrium carriers transfer
ergy to phonons, as a result of which transient heat flu
arise in the current-carrier and phonon subsystems. None
librium current carriers diffusing into the sample recombin
giving rise to secondary sources of sporadic heating.

In the general case, there are three energetically
equivalent subsystems of quasiparticles under these co
tions — electrons, holes, and phonons. If all characteri
times ~modulation period or pulse duration of the light flu
lifetimes of the nonequilibrium carriers, and the electro
phonon energy interaction times! are much greater than th
characteristic times for establishment of temperat
distributions,1 then all three quasiparticle subsystems sho
be described by their nonequilibrium temperature.

The detection by some method of thermal response
material to external radiation enables gathering extensive
formation about diverse parameters of the material, first
foremost, the thermal, relaxation, and optical properties.
the present time the most widely used methods in
modulated-radiation regime are photothermal metho
based on measurement of the photoacoustic, thermal, p
electric, photoluminescence, and other phenomena~see, for
example, Refs. 2 and 3!.
5441063-7834/99/41(4)/6/$15.00
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The detected stationary signal in the general case is
duced by all of the processes indicated above, and these
cesses all operate simultaneously. For this reason, it is q
difficult to distinguish the contribution of each process.
this connection, to study individual energy relaxation pr
cesses it seems to us that it is more promising to emp
individual heat pulses.

When the energy of a pulse is absorbed, transient re
ation processes arise in the system. Each such proce
characterized by its own relaxation time, and the relaxat
processes often have different scales. For this reason,
process can, in principle, be studied separately.

The questions associated with the experimental stud
transient relaxation processes in semiconductors have
discussed in Refs. 4 and 5. In these works a new met
based on measurements of the transient thermo-emf ar
in a semiconductor sample after irradiation with a laser pu
is described.

The measurement of the thermo-emf as the output sig
in photothermal experiments in semiconductors is v
promising because of its simplicity and high measurem
accuracy, the absence of intermediate media for convertin
signal from one form into another, and the possibility
probing the temperature along the sample.

In the last few years reports have appeared about o
pulsed methods. For example, in Ref. 6 diffusivity was me
sured comparatively simply in various polymer films b
measuring the instantaneous values of the pyroelectric
sponses. However, the measured instantaneous resp
agrees satisfactorily with the theoretical results only
fairly long pulses. In the words of the authors themselv
this makes the measurements less effective.

Advances in pulsed thermal methods, and the exp
mental results obtained using such methods, have bee
stimulus for constructing an adequate theory of the co
© 1999 American Institute of Physics
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sponding thermal processes in semiconductors. The first
of this theory is presented in the present paper.

From a theoretical standpoint, the solution of the pro
lem of transient thermal relaxation processes in semicond
tors is too complicated to present in a general form. For
reason, in the present paper we confine ourselves to the
plest model. We shall assume that the nonequilibrium te
peratures of all quasiparticles in the experimental sample
the same and the absorption of an energy pulse occurs a
surface. Such a model can be realized, for example, in se
conductors withn- or p-type conductivity with a sufficiently
strong electron-phonon energy interaction with the semic
ductor in close contact with a metal film that absorbs
incident radiation and transforms it into heat. We note t
the model formulated is exact for describing the propaga
of a heat pulse in metals and opaque dielectrics.

1. CALCULATION OF THE NON-STEADY-STATE THERMAL
FIELD T„x …

In the absence of interior heat sources the heat flux d
sity Q at local temperatureT(r ,t), where r is the radius
vector andt is the time, are ordinarily related with one a
other by the well-known Fourier relation

Q52k“T, ~1!

wherek is the thermal conductivity.
The heat-conduction equation itself, reflecting the law

conservation of energy, is parabolic and in one dimensio
has the form

]T

]t
5D

]2T

]x2
, ~2!

whereD5
k

rc
is the thermal diffusivity andr is the density

andc the specific heat of the material.
We note that there are many works~see, for example

Refs. 7 and 8! where it is asserted that Eq.~2! presumes an
infinite heat propagation velocity and therefore is incorrec
the general case. The authors indicated propose taking
count of the finiteness of this velocity by modifying the r
lation ~1! as

Q1 t̃
]Q

]t
52k“T, ~3!

which together with the law of conservation of energy lea
to a ‘‘telegraph-type’’ heat-conduction equation

]T

]t
1 t̃

]2T

]t2
5D

]2T

]x2
. ~4!

Here t̃ is a parameter with the dimension of time.
However, the physical meaning of the parametert̃ is not

indicated in any work devoted to the discussion of this qu
tion. It is merely indicated thatt̃ is a relaxation time associ
ated with the properties of the material. Ast̃ approaches
zero, Eq.~4! transforms into Eq.~2!. This means that if the
pulse durationt or the characteristic modulation time
art
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greater thant̃, Eq. ~2! can be used; if the indicated times a
shorter than or of the order oft̃, Eq. ~4! must be used. From
our standpoint, however, the last assertion is incorrect, s
the relaxation timet̃ can only be the time required to esta
lish the temperature in the system. Therefore if the pu
duration or modulation period is less than or of the order
t̃, there is not enough time for the temperature to beco
established in the sample and the thermal processes ca
be described in terms of the temperature.

Let a square heat pulse of durationt and intensityQ0 be
incident on the left-hand surfacex50 of a uniform and iso-
tropic sample in the form of a parallelepiped with unit cros
sectional area. The right-hand surfacex5 l is in contact with
the surrounding medium at fixed temperatureT0. The lateral
faces of the sample are assumed to be thermally insulat

In the general case the heat flux through the surf
x5 l should be determined by the Newtonian boundary c
dition

Q~x5 l !5h@T~x5 l !2T0#,

whereh is a parameter that determines the intensity of h
transfer between the sample and the surrounding med
andT(x5 l ) is the sample temperature at the pointx5 l .

In the limits h→0 andh→` the relation written down
above determines, respectively, the adiabatic@Q(x5 l )50#
and isothermal@T(x5 l )5T0# contacts. We note that in th
problem at hand the adiabatic boundary condition is inco
patible with the boundary condition on the surfacex50.
This follows from the fact that after the heat pulse has pas
(t.t) the heat flux from the left is zero, and therefore it c
flow out only through the surfacex5 l , which is impossible
in the case of an adiabatic boundary condition.

The second limiting case of an isothermal contact
completely compatible with the boundary condition on t
surfacex50 for any moment in time. This is the case stu
ied in the present paper.

To determine the temperature fieldT(x,t) produced by
the incident heat pulse we divide the entire time interval in
two subintervals

a) 0,t<t,

b) t.t.

Next, we assume that the intensityQ0 and hence the
change in temperature in the sample are sufficiently sma
that all transport constants depend only on the tempera
T0 and therefore the initial Eq.~2! is assumed to be linear.

According to the formulation of the problem, in the in
terval 0,t<t the boundary and initial conditions for Eq.~2!
are

]T

]x U
x50

52
Q0

k
, ~5!

T~x,t !ux5 l5T0 , ~6!

T~x,t !u t505T0 . ~7!

The general solution of Eq.~2! with the boundary and
initial conditions~5!–~7! is
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FIG. 1. Two-dimensional dependence of the functionQ(h, z) for a short pulse (t50.1t0) after the pulse is switched off.
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T~x,t !5T01
Q0

k
~ l 2x!2

8l

p2

Q0

k (
k50

` cosF ~2k11!
px

2l G
~2k11!2

3expF2~2k11!2
p2D

4l 2
tG . ~8!

We note that the solution~8! corresponds to the estab
lishment of a static temperature distribution after the h
flux is switched on.9

At time t5t the heat influx into the sample stops and t
solution ~8! for this moment in time serves as the initi
condition for Eq. ~2! for the interval t.t. The boundary
conditions for this time interval are

]T

]x U
x50

50, ~9!

T~x,t !ux5 l5T0 . ~10!

In this case the solution is described by the function

T~x,t !5T01
8l

p2

Q0

k (
k50

` cosF ~2k11!
px

2l G
~2k11!2

3H expF ~2k11!2
p2D

4l 2
tG21J

3expF2~2k11!2
p2D

4l 2
tG . ~11!

A criterion for linearity of Eq.~2! can be derived from
the expression~8!. The coordinate dependence of the tran
port constantsk, r, and c can be neglected, ifT(x,t)2T0

!T0, i.e. the intensity of the incident pulse must satisfy t
relation

Q0!
kT0

l
. ~12!
t

-

2. ANALYSIS OF THE TEMPERATURE DISTRIBUTIONS

It is evident from the results~8! and~11! obtained above
that the character of the temperature distribution depend
the parametert05(4l 2/p2D), which has the dimensions o
time. Physically, this is the macroscopic relaxation time o
temperature fluctuation arising in the entire volume of t
sample under the influence of a thermal perturbation.

As follows from Eqs.~8! and~11!, the ratio of the times
t and t0 greatly influences the character of the coordina
and time-dependences of the temperature. Since these pa
eters are independent, both the situationt@t0 ~long pulses!
and t!t0 ~short pulses! can be realized. We note that fo
fixed physical parameters of the material the pulse dura
criterion depends strongly on the geometric dimensions
the sample~in this case, the sample length!.

The characteristic two-dimensional dependence of
function Q(h,z)5 (k/Q0l ) @T(h,z)2T0#, whereh5 (x/ l )
and z5 (t/t), is displaed for a short pulse in Fig. 1. It i
clearly seen that in this case the functionQ(h,z) and hence
also the functionT(x,t) are nonlinear with respect to bot
arguments. Moreover, the function is nonmonotonic as
function of the variablet. It is obvious that this feature
should be reflected in the characteristics of the thermoelec
signal that has appeared in the sample.

For long pulses, the sample is heated up exponenti
rapidly ~in a time;t0) and it stays in a nearly steady sta
for a long time (;t). After the heat pulse is ‘‘switched off,’’
the temperatureT(x,t) approaches its equilibrium valueT0

exponentially rapidly~likewise in a time;t0). For t0,t,
the temperature is a linear function of the coordinates t
high degree of accuracy. The heating and relaxation p
cesses are accompanied by monotonic increase and dec
of temperature in time at everywhere in the sample.

A different picture is observed for a short pulset
!t0) passing through the sample~Figs. 2 and 3!. In this case
there are no quasistationary states in the heating pro
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FIG. 2. Dynamics of the spatial distribution functionsQ(h, z) for a short pulse (t50.1t0). a — In thetime interval 0,t<t; b — in the time interval
t.t.
is

s
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(0,t<t), and the spatial temperature distribution
strongly nonlinear at each moment in time~Fig. 2a!. For
t/t0!1 the series~11! determining the relaxation proces
converges slowly and each harmonic can be matched wit
own relaxation timetk5(t0 /(2k11)2). Sincetk,t0, each
subsequent harmonic decays more rapidly than the prece
its

ing

one, and therefore the entire relaxation process in the sam
after the pulse is switched off is characterized by the timet0

~Fig. 3!.
A substantial departure from the preceding case is

presence of spatial regions where a time-nonmonotonic
havior of temperature is observed during the relaxation of
FIG. 3. Q(h, z) versus the dimensionless parameterz5t/t at various points in the sample for a short pulse (t50.1t0).
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thermal perturbation~Fig. 2b!. Physically, this behavior can
be understood as follows. Let us distinguish a layer in
sample lying between the planesx50 andx85 (p/2)ADt.
For t,t0 (x8 lies between 0 and 1!, there is enough time fo
a quasi-steady temperature distribution to be establishe
this layer during the heat pulse. For this reason, after
pulse is ‘‘switched off’’ the functionT(x,t) in this layer will
behave qualitatively, for all timest.t, just as in the entire
sample for a long pulse (t.t0), i.e. it will remain mono-
tonic, being a linear function of the coordinates att5t. For
x.x8 the temperature gradient is no longer constant, a
result of which the inflowing heat fluxes in any layer wi
surfacesx.x8 exceed the outgoing fluxes and local heati
occurs throughout the entire thermal relaxation process.

It is obvious that, at the pointx.x8, the temperature is
maximum at the time

t95t1
4

p2

~x92x8!2

D
. ~13!

If x8>1(t.t0, long pulse!, obviously, there are no re
gions of local heating, since there is enough time during
action of the pulse for a quasi-steady temperature distr
tion to be established in the entire sample.

3. CALCULATION OF THE THERMOELECTRIC RESPONSE

It is well known that a spatial nonuniformity in the tem
perature in a closed inhomogeneous circuit leads to the
pearance of a thermo-emf in the circuit. This effect is m
easily seen in semiconductors because of the large valu
the differential thermopowera compared to other conduc
ing materials10 and the strong temperature dependence of
chemical potential of the charge carriers. Under open-cir
conditions, the thermo-emf measured between the end
faces of a sample is

E~ t !52E
0

l

a
dT~x,t !

dx
dx5a@T~x50, t !2T0#. ~14!

Taking into consideration the initial conditions of th
problem and using the expressions~8! in ~11!, it is easy to
obtain

E~ t !5a
Q0l

k

8

p2 (
k50

` expS 2~2k11!2
t

t0
D

~2k11!2
1Q~ t2t!

3a
Q0l

k
H 12

8

p2 (
k50

` expS 2~2k11!2
t2t

t0
D

~2k11!2
J ,

~15!

where Q(t2t)5$1, t.t
0, t<t is the Heaviside function.11 The

thermo-emf calculated per unit heat flux«(t)
5 (E(t)/Q0) @(mV/Q0) 31023# for different ratios oft and
t0 is presented in Fig. 4~the parameters of Si were used
the calculations: a50.4(mV/K),12 k50.96(W/cm•K),13

T05300 K, t51028 s, l 51 cm!.
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A characteristic feature of the graphs is the presence
sharp peaks of the thermo-emf for short- and intermedia
duration heat pulses. For long pulses, the sharp peaks de
erate into a horizontal plateau, in complete agreement w
physical notions. Fort@t0, the problems are similar to find
ing the thermo-emf for a continuously acting external pert
bation.

The graph clearly show that the maximum values of
thermoelectric responses increase with the pulse dura
Their relaxation times~when relation~12! is satisfied! re-
main unchanged.

Measurement of the relaxation time of the thermoelec
response and of the maximum amplitude of the respo
makes it possible to determine important thermal paramet
such as the thermal diffusivityD and the thermal conductiv
ity k, in a single experiment.

As indicated above, fort.t, the temperature in the sec
tion x50 and together with it the thermo-emf are monoto
cally decreasing functions of time. However, if the therm
emf is measured between the pointsx9.x8 and x. l , then
for short pulses (t,t0) a peak appears in the time depe
dence of the thermo-emf. The coordinate of this peak is
termined not by the timet5t but rather by relation~13!
~Fig. 5!. This makes it possible to determineD directly and
much more accurately~than in the preceding case!.

FIG. 4. Thermoelectric response for heat pulses of various durations.t: 1 —
10t0 , 2 — t0 ; 3 — 0.1t0.

FIG. 5. Thermoelectric response to a short pulse (t50.1t0) with the
thermo-emf measured between the sectionsx5x9 and x5 l ; z0511 ((x9
2x8)2/Dt).
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A reliable technique of local chemical characterization of multicomponent semiconductor solid
solutions has been developed, and the possibility of its application to the SnTe-SnSe
quaternary solid solutions doped with 16 at. % In verified. The behavior of the electrical resistivity
of samples of these solid solutions at low temperatures, 0.4–4.2 K, has been studied. The
critical temperatureTc and the second critical magnetic fieldHc2 of the superconducting transition
and their dependences on the solid-solution composition have been determined. The
superconducting transition atTc'2 – 3 K is due to hole filling of the In-impurity resonance
states, and the observed variation of the superconducting transition parameters with increasing Se
content in the solid solution is related to the extrema in the valence band and the In band of
resonance states shifting with respect to one another. ©1999 American Institute of Physics.
@S1063-7834~99!01004-7#
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The II-VI compounds have both scientific and practic
interest due to their unusual properties when doped w
Group-III elements, in this case, In-doped SnTe-based s
solutions. The In impurity atoms form in the energy spe
trum of SnTe and of the solid solutions Sn12xGexTe (x
<0.2) and Sn12xPbxTe (x<0.4) ~Refs. 1 and 2, respec
tively! a band of quasilocal~resonance! states within the va-
lence band. The position of the impurity band and its bro
ening depend essentially on the doping level,NIn , i.e. the
concentration of In introduced into the crystal, and the so
solution composition. The existence of the band of
quasilocal states with a high DOS,gIn}NIn , gives rise to a
number of new physical phenomena, such as pinning of
hole Fermi level«F and resonant hole scattering into the
band.2,3 In-doped SnTe, in particular, exhibits anomalo
temperature and concentration dependences of the m
kinetic coefficients and low Hall mobilities
@Rs&100 cm2/~V•s!#. The filling of impurity resonance
states is closely connected with the onset of supercondu
ity with superconducting transition temperatures fairly hi
for semiconductors~the helium temperature region! and criti-
cal magnetic fields of the order of 10–30 kOe.3–5 It should
be pointed out thatTc and Hc2 in SnTe without the In im-
purity are an order of magnitude lower.6 Therefore SnTe:In-
based solid solutions may hold promise as materials for l
temperature bolometers to operate in the helium tempera
region. Besides, the close connection between the exist
of resonance impurity states and the associated supercon
tivity permits one to use investigation of the superconduct
5501063-7834/99/41(4)/6/$15.00
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properties of such materials as a method of probing the re
nance impurity states. Accurate determination of the sup
conducting parameters and development of bolometric tra
ducers is possible, however, only on highly homogene
bulk samples and films without second-phase inclusio
One has therefore to perform a high-precision analysis of
composition of samples of the solid solutions studied.

One of the most promising methods of quantitati
chemical characterization of substances at present is x
microanalysis. This method has as obvious merits a h
localization of measurements~1–3 mm!, a sensitivity of 5
31018cm23, as well as the practically nondestructive acti
of the electron microprobe on the sample surface.

The objective of this work was to develop a reliab
technique of local chemical characterization of quatern
semiconductor solid solutions and to check the possibility
applying this technique to the~SnTe-SnSe!:In solid-solution
system.

1. SAMPLES

Samples, whose composition could be described by
chemical formula Sn0.84In0.16SeyTe12y (y50.02, 0.04, 0.08,
0.12, 0.16!, were prepared by metal-ceramic technique. T
ingots were produced by melting the starting semiconduc
grade compositions in vacuum. After the ingots were grou
to a powder~grain sized&0.1 mm), it was hot-pressed a
350 °C. The samples were subsequently annealed in vac
at 600 °C for 100 h. X-ray microanalysis did not reveal a
trace of a second phase up to a Se contenty50.16.
© 1999 American Institute of Physics
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Studies of the superconducting properties of these s
solutions showed that the resistivity jump observed at
superconducting transition~Fig. 1! is sharp, without any
steps or breaks, which indicates the absence of supercon
ing phases of a different composition. The curves illustrat
the magnetic-field-induced breakdown of the supercond
ing state follow a similar behavior~Fig. 2!. The small widths
of the superconducting transition in temperatureDTc!Tc

~Fig. 1! and in magnetic fieldDHc2 ~Fig. 2! imply a good
quality of the samples and their high volume homogene
The transition widths in temperature and magnetic field w
determined as the differences in temperature~or magnetic
field! at the levelsr50.9rN andr50.1rN (rN is the sample

FIG. 1. Superconducting transition in Sn0.84In0.16SeyTe12y solid solutions.
The figures indicate Se content in at. %. Critical temperatureTc(K) and
~transition widthDTc(K)): 2—2.23 ~0.03!, 4—2.49 ~0.09!, 8—2.83 ~0.06!,
12—3.17 ~0.04!, 16—3.05 ~0.04!. Normal-state resistivity of samples,rN

(mV•cm): 2—6.70, 4—14.56,8—0.68, 12—1.10, 16—0.34. Dashed line
shows the superconducting transition in a Sn0.84In0.16Te sample
(Tc52.46 K, DTc50.10 K).

FIG. 2. Superconducting transition in a magnetic field
Sn0.84In0.16SeyTe12y solid solutions. The figures indicate Se content in at.
The second critical magnetic fieldHc2 , Oe ~transition width in magnetic
field, DHc2 , Oe!: 2—1550 ~600!, 4—2300 ~1080!, 8—3050 ~970!, 12—
5450 ~1770!, 16—7675 ~1120!. The experimental curves were obtained
2.31 K on samples2 and4, and at 2.41 K on samples8, 12, 16. Dashed line
presents the corresponding dependence for a Sn0.84In0.16Te sample measured
at T52.35 K (Hc25900 Oe,DHc251000 Oe).
id
e

ct-
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resistivity in normal state!. The superconducting paramete
themselves,Tc and Hc2 , were derived from the condition
r50.5rN . It should be pointed out that the sample which d
not contain Se at all exhibited approximately the same val
of these quantities. The drop in the resistivity of the samp
practically to zero~the zero level was determined by switc
ing off the current through the sample! evidences the absenc
in them of a nonsuperconducting phase.

Considering the appreciable In content in the samp
one could expect segregation of this component in the fo
of a separate phase. The difference of the superconduc
transition parameters for In@for pure In, Tc53.405 K, and
the critical magnetic field at zero temperatureHc2 (0)
5285 Oe~Ref. 7!# from those observed in our solid solution
~see Figs. 1 and 2! shows, however, that it is in the
Sn0.84In0.16SeyTe12y solid solution that the transition occurs

Note that the bulk nature of superconductivity
Sn12xInxTe was established from measurements8 of the spe-
cific heatC(T).

2. METHOD OF X-RAY SPECTRAL MICROANALYSIS OF
QUATERNARY SOLID SOLUTIONS

A variety of methods are used for treatment of expe
mental analytic information~the intensity of characteristic
x-ray radiation, CXR!: the method ofa coefficients, ZAF
correction, Monte Carlo etc.9–12 The methods based on th
Monte Carlo model are used to simulate the CXR distrib
tion in a sample, derive the exact position of emission
longitudinal and transverse directions, and estimate
emergent CXR intensity. In calculations one usually p
scribes the sample composition, number of layers, and t
geometry. The algorithm employed in experimental d
treatment and determination of the composition directly
the course of measurements is conventionally based on
models, where the functions introduced to account for
CXR generation and absorption, as well as for the fluor
cence excited by the CXR or bremsstrahlung spectrum
calculated separately.13 Calculation of the corrections re
quires prescribing hypothetical compositions with sub
quent correction of the inserted values after comparison w
experimental data. Several algorithms for this proced
were developed. The iterations are most frequently done
Wegstein’s method14. In any case, the iterations are com
pleted after the sum of the concentrations of all compone
becomes close to unity.

Because of experimental and calculational errors, the
lidity of such an approach in the case of solid solutions
comes questionable; indeed, the results may come into
flict with the purely physicochemical requirement of th
existence of semiconducting solid solutions in quasibin
slices. Besides, there exists an uncertainty in selection o
appropriate calculational algorithm because of a large nu
ber of ZAF correction procedures which are capable of p
viding a satisfactory agreement for a particular narrow cl
of materials. Moreover, the limitations inherent in the diff
sion model of Archard-Mulvey which underlies the ZA

.
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method should result in an increase in error as one cro
over to materials with an ever larger number of compone

Semiconducting solid solutions crystallize in quasibina
cuts. This property permits one to use calibration graphs
ternary solid solutions (AxA12x* B or ABxB12x* ), as well as
offers a possibility of finding an optimum algorithm. A
graphic-analytical method~method of isohypses! based on
data available on binary systems has been proposed for
croanalysis of multicomponent samples.15 For some quater-
nary solid solutions this method yields quite satisfactory
sults, while for others it was found to entail large errors.

Theoretically this is attributed to the fact that the is
hypse method is based on looking for the crossing poin
the surfaces~or straight lines in the case of ternary system!
meeting the condition of constant CXR intensity.16 The
crossing of such straight lines~isohypses! corresponding to
the experimental CXR intensities for the analytes yield
configurative point for the composition one is looking fo
Linear interpolation indicates essentially that one negle
the deviation of the linear CXR dependence on mass con
tration in this stage of calculations.

In quaternary systems, semiconducting solid solutio
lie in planes passing through the configurative points co
sponding to binary compounds~Fig. 3!. The cross section
will be planar, however, only in the tetrahedron construc
using molar~rather than mass! concentrations. Besides, th
CXR intensities are nonlinear functions of concentration, a
therefore application of a linear approximation proves qu
frequently to be too rough.

The essence of the technique been proposed lies in
ing the requirement of linearity inherent in the isohyp
method by calculating equal-intensity lines in a nonline
approximation. In this way one removes also the limitatio
due to the contradiction between the planarity of t
quaternary-system cut underlying the construction of the
rahedron in atomic fractions and the dependence ofI i sam/
I i ref on mass concentration, whereI i sam and I i ref are the
CXR intensities of thei th component excited by the electro
microprobe in the sample and the reference, respectively

The technique is based on nonlinear interpolation pro
dures and is applicable to ternary and quaternary system

FIG. 3. Quasibinary cut plane for the Sn-In-Se-Te system.
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well as to solid solutions containing a larger number of co
ponents. The algorithm used includes the following steps

1. Deriving the nonlinearity coefficientCi from the
I i sam/I i ref5Fi relation for a ternary system A12xBxC:

Fi5xIi
AC/I i1~12x!I i

BC/I i1Ci
AC–BCx~12x!;

2. Calculation ofFi for eachi th component in a multi-
component system;

3. Determination of the composition corresponding
the crossing point of the family ofFi lines.

The Fi(x,y)5I i sam/I i ref relation for a quaternary sys
tem AxB12xCyD12y can be written as

Fi~x,y!5Fi41@Fi32Fi4#x1@Fi22Fi4#y1@Fi11Fi42Fi2

2Fi3#xy2@Ci241$Ci132Ci24%x#y@12y#

2@Ci341$Ci122Ci34%y#x@12x#,

with the indices 1, 2, 3 and 4 assigned to the binary co
pounds AC, BC, AD, and BD, respectively.

For quaternary systems of the kind AxByC12x2yD and
ABxCyD12x2y

Fi3~x,y!5Fi31~Fi12Fi3!x1~Fi22Fi3!y2Ci12xy

2Ci13x~12x2y!2Ci23y~12x2y!,

with the indices 1, 2 and 3 assigned to the binary compou
AD, BD, and CD, respectively~for AxByC12x2yD), and 1,
2, and 3 for AD, BD, and CD~for ABxCyD12x2y).

For a five-component system of the kin
AxB12xCyDzE12x2y , nonlinear interpolation yields the fol
lowing expression forFi(x,y,z):

Fi~x,y,z!5x@yFi11zFi31wFi52Ci13xz2Ci15yw

2Ci35zw#1~12x!@yFi21zFi41wFi62Ci24yz

2Ci26yw2Ci46zw#2x~12x!@yCi121zCi34

1wCi56#, where w512y2z,

with the binary compounds AC, BC, AD, BD, AE, and B
being identified by the indices 1, 2, 3, 4, 5, and 6, resp
tively.

The Fi functions for systems with a still larger numbe
of components can be calculated in a similar way.

Table I lists the coefficients of nonlinearity for the bas
ternary solid solutions of the four-component solid soluti
Sn12xInxSeyTe12y , whose relative intensities are present
graphically in Fig. 4. The correction functions to account f
the generation effect~the atomic number! were calculated

TABLE I. Nonlinearity coefficientsC1 for basic ternary solid solutions in
the Sn-In-Se-Te system.

System

Element SnSe-InSe SnTe-SnSe SnTe-InTe InTe-InS

Sn 1.13831022 2.131023 9.71231023 0
In 1.14231022 0 8.34231023 3.30631023

Te 0 3.95731022 4.32631022 1.11631022

Se 8.631025 8.11431022 0 8.16731022
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FIG. 4. Graphic-analytic method of compositional analysis of the~SnTe-SnSe!:In quaternary system.
io
ich
nc
n

-
ul
en
ir
I

in
m
n
ti
8°

he

o
t
o

so
in

o
al
-ray
for

ata
the

ns
good

in
using the Duncumb-Shields relation, and for the absorpt
from the Philibert expression with Lenard’s constant, wh
was modified by Heinrich, and the secondary-fluoresce
correction was introduced with the use of the Reed-Lo
theoretical relation. The x-ray takeoff angleu was 18°, and
the accelerating voltage, 20 kV.

The difficulty in experimental verification of the pro
posed algorithm consisted in the need to compare calc
tions with experimental data obtained on multicompon
samples which were prepared in accordance with the requ
ments imposed on reference standards.
Sn12xInxSeyTe12y , one may expect both inhomogeneities
the x and y compositions, and precipitation of excess co
ponents in the form of microinclusions. The measureme
were performed on a Cameca instrument, the accelera
voltage was also 20 kV, and the CXR takeoff angle was 1

The composition of Sn0.84In0.16SeyTe12y can be prelimi-
narily analyzed using calibration graphs~the graphic-analytic
method!. Figure 4 illustrates application of this method to t
Sn-In-Se-Te system. To find the compositionx(y), the ex-
perimental CXR intensities of each element are plotted
the corresponding axes and projected on the sides of
square, and isohypses are drawn. It should be pointed
that if the concentrations of all components of the solid
lution were determined accurately, the configurational po
n,

e
g

a-
t
e-
n

-
ts
ng
.

n
he
ut
-
t

inside the square will actually be the intersection of tw
straight lines at thex(y) point. The presence of experiment
errors results in a misfit quadrangle, and because the x
statistics obey a Poisson distribution, experimental data
elements present in lower concentrations~In, Se! are more
reliable. The charge compositions and the results of d
treatment obtained by the proposed technique based on
parabolic interpolation procedures are given in Table II.

As seen from Table II, the initial charge compositio
and the measurements made on the samples are in a
agreement.

3. SUPERCONDUCTING PROPERTIES OF SAMPLES

The temperature dependence of sample resistivityr(T)
was measured within a temperature interval of 0.4 to 4.2 K

TABLE II. Compositions of the samples studied.

Original charge Experimental results

x y x y

0.16 0.02 0.1610 0.0205
0.16 0.04 0.1600 0.0402
0.16 0.08 0.1600 0.0803
0.16 0.12 0.1600 0.1201
0.16 0.16 0.1600 0.1600
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zero field and in magnetic fieldsH of up to 10 kOe~Fig. 1!.
The derivativesu]Hc2 /]TuT→Tc

for each sample were foun
from the correspondingHc2(T) experimental relations dis
played in Fig. 5. As seen from the temperature depende
r(T) in Fig. 1, the superconducting transition in th
Sn0.84In0.16SeyTe12y solid solutions studied (y50.02– 0.16)
is observed to occur in the 2–3-K interval. Such high valu
of Tc were characteristic also of the Sn12xGexTe:In and
Sn12xPbxTe:In solid solutions studied earlier,1,3,5 where it
was found that the onset of superconductivity in these co
pounds is governed by the hole filling of the In-impuri
resonance states. Therefore one can associate observat
the superconducting transition with the existence of In re
nance states in the valence band of the Sn0.84In0.16SeyTe12y

solid solutions studied by us. Unfortunately, the band str
ture of the SnTe-SnSe solid solutions, as far as we know,
not been investigated. Therefore we used for the estima
data17 on the band structure of SnTe. Using the Hall data
the hole concentration (p;1021cm23) and the results quote
in Ref. 17, we came to the conclusion that the Fermi level«F

in the samples studied lies in theS zone approximately 0.3
eV below the top of the main valence-band extremum~at the
L point of the Brillouin zone!. As mentioned above, the ban
of In resonance states is located at about the same ene
« In'«F .

The technique of x-ray microanalysis of four-compone
materials developed here provided reliable characteriza
of the samples studied. This permitted us to investigate
dependence of the superconducting transition parameter
Se content in the solid solution~see Fig. 6!. Taking into
account the complex valence-band structure of SnTe~the
presence of extrema at theL, S, andD points of the Brillouin
zone!,17 the observed nonmonotonic dependence of crit
temperatureTc(y) on the amount of Se can be associa
with a mutual shift of the valence-band extrema and of the
impurity band with increasing Se content in th
Sn12xInxSeyTe12y (y50.16) solid solution.

Thus we have proposed a technique of x-ray microan
sis of multicomponent semiconducting solid solutions ba

FIG. 5. Temperature dependences of the second critical magnetic
Hc2(T) in Sn0.84In0.16SeyTe12y solid-solution samples. The figures relate
Se content in at. %.
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on nonlinear interpolation procedures. This technique is
pable of improving appreciably the accuracy of composit
determination of quaternary solid solutions as w
verified on samples of the Sn0.84In0.16SeyTe12y

(y50.02– 0.16) system. It was also shown that nonlin
interpolation~parabolic approximation! permits analysis not
only of quaternary but of quinternary solid solutions as we

Knowledge of the composition of the samples stud
made it possible to establish the dependence of the super
ducting transition parameters on Se content
SnSeyTe12y :In solid solutions for a fixed In impurity con
tent ~0.16 at. %!.
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A vibronic-structure analysis of optical spectra in ZnO:Ni 31 crystals by localized-
vibration simulation
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A theoretical study is reported of the vibrations associated with a Ni31 impurity charged with
respect to the ZnO lattice. The calculations were made by a recursive method in terms
of the shell model for vibrations with different symmetries. The vibronic structure observed in
the spectra ofd–d intracenter transitions in the Ni31 impurity has been interpreted using
model calculations. ©1999 American Institute of Physics.@S1063-7834~99!01104-1#
-
-
c

e
ri
tr

ni
e
n

f
pe
he

o
ris
or

i
ic
e
i

t o
ta
is

na

ly
p
e

a
o
g
e

t
ys

th
o

he

tion
its
x
os-

u-
of
d

ing
art

ion
he

ing
l set
a

ess,
inal
ion
ing
the
ag-
an

is
ic
ity.
ge
dy
ex-
be

e-
.
li-
ies
The broad utilization of II–VI semiconductor com
pounds doped by 3d transition metals has initiated a system
atic investigation of their physical properties. In this conne
tion, studies of the 3d-shell vibronic states may provid
important relevant information. It can be obtained expe
mentally by measuring absorption or luminescence spec
In the cases where the number of electrons in the 3d shell
does not change, one observes intracenterd–d vibronic tran-
sitions. Optical spectra of the transitions between vibro
states caused by electron interaction with electromagn
field have mostly vibronic replicas originating from creatio
or annihilation of phonons in the crystal. The shape o
vibronic replica can be used to reconstruct the phonon s
trum of the doped crystal which includes information on t
electron-phonon coupling of the transition.1 Analysis of
spectroscopic data relies primarily on theoretic studies
such vibronic transitions. Obtaining quantitative characte
tics by rigorous application of quantum-mechanical the
usually entails formidable mathematical difficulties, even
reasonable approximations are made. A phenomenolog
approach is frequently employed to simulate various prop
ties of the dopant ion. Such an approach to lattice dynam
can, in particular, form a basis for a quantitative treatmen
the phonon-wing profile in the spectrum of a doped crys
At the same time interpretation of the vibronic structure
approached, as a rule, by comparing it with the vibratio
spectrum of an ideal crystal2–4 without taking into account
the impurity-induced defect vibrations, which is particular
important in the case of a charged impurity. While this a
proach can be justified as a rough approximation, in a g
eral case it is not rigorous.2 The recursive method5 appears
promising for use in numerical simulation of the vibration
spectrum of a crystal with a defect. It was found to be one
the few methods applicable to ionic crystals, where lon
range Coulomb interaction with charged defects plays an
sential role.

In the present work, the recursive method is employed
simulate the vibrational spectrum of the ionic-covalent cr
tal ZnO doped by a nickel impurity Ni31 (3d7), which is
charged relative to the lattice, with subsequent use of
calculation to analyze the phonon wing of the zero-phon
5561063-7834/99/41(4)/4/$15.00
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line in the emission spectrum of ZnO:Ni produced in t
intracenterd–d transitionG1–4T2(F)→G2–4A2(F) for the
Ni31 impurity.4

1. METHOD OF CALCULATION AND RESULTS

One of the consequences of the harmonic approxima
in lattice dynamics consists in that the displacement from
equilibrium position of any atom in a crystal is a comple
vibrational process representing a superposition of all p
sible normal modes of the crystal of different frequenciesn.
The frequency distribution of the normal-vibration contrib
tion is determined by a function called the local density
states~LDOS! of phonons. This quantity is usually employe
when analyzing various physical processes involv
phonons. The phonon LDOS is related to the imaginary p
of the diagonal element of the one-particle Green’s funct
Fourier transform, which, in its turn, is determined by t
dynamic crystal matrix in real space.6 The essence of the
recursive method, as applied to lattice dynamics, lies in us
the Lanzos recurrence relation to construct an orthogona
of vectors starting from the initial displacement vector of
given atom. In each stage of the vector construction proc
an ever increasing number of atoms surrounding the orig
atom become involved. Each new vector carries informat
on atomic displacements which contribute to the preced
displacement vector. The dynamic matrix transforms in
basis of these vectors to the tridiagonal form, and the di
onal element of the Green’s function acquires the form of
easily calculable continuous fraction.

Rigorous inclusion of Coulomb long-range interaction
essential in the calculation of the dynamic matrix of ion
crystals, particularly of those containing a charged impur
This requires construction of a cluster of sufficiently lar
size and account for interactions among all atoms. A stu
showed that the required accuracy of calculations taking
plicitly into account Coulomb long-range interaction can
reached for a cluster of 1000–1500 atoms.7 The sparse-
matrix technique permits presently shell-model lattic
dynamics simulation of clusters having up to 1000 atoms

Interpretation of impurity optical spectra can be simp
fied considerably by invoking the point-symmetry propert
© 1999 American Institute of Physics
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of defects. Indeed, an electron of the impurity interacts o
with vibrations of symmetryG, whose displacements tran
form according to the irreducible representation of the im
rity point-symmetry group contained in the symmetric pro
uct @Ga

2# for the irreducible representation of the wa
function of electronic state (a). This makes working with
symmetrized ion displacements more convenient. In this c
the contribution to the normal-mode frequency distribution
characterized by a symmetrized phonon LDOS~SLDOS!,
which is determined by projecting normal crystal modes o
the displacement of symmetryG.

When a defect is incorporated in the crystal, crystal
brations become distorted because of the correspon
change in the force constants and mass. If the chang
strong, defect-induced vibrations~resonance or pseudoloca
gap, or local! set in. Using phonon SLDOS for an idea
GG

0(n), and doped,GG(n), crystal permits one to isolat
vibrations of this kind. The maxima in theGG(n) spectrum
which do not coincide with those inGG

0(n) determine the
oscillation frequency ofG symmetry associated with the de
fect. Taking into account defect-related vibrations is ess
tial for proper interpretation of the vibrational spectral stru
ture of a doped crystal.

Adequate description of the interaction among atoms
the crystal matrix, as well as among the impurity and
remaining atoms of the crystal is a major problem in nume
cal simulation of the lattice dynamics of crystals containi
impurities. Calculations of the structure and other charac
istics of many oxides make use presently of an approach8–10

in which the atoms are assumed to interact via a pairw
central-force potential, and the atomic polarizability is tak
account of within the shell model. In this phenomenologi
model, the interaction potential between the ions and
shells is presented as a sum of a short- and a Coulomb l
range term. The short-range part consists of the well-kno
Born-Mayer term describing the repulsion of ions originati
from the overlap of their electronic shells and of a term
sponsible for the dipole-dipole ion interaction, and the Co
lomb part assumes the point-like nature of ions.

The literature describing this model presently has
data on the interaction potentials for zinc oxide, which cr
tallizes in the hexagonal wu¨rtzite structure, that would de
scribe adequately its vibrational properties. We have u
here, for the ZnO crystal, ion interaction potentials who
parameters for the short-range part were determined u
the well-known empirical interaction potential of the Ni21

ion, with an electronic structure close to that of Zn21, and of
the oxygen ion O22. We obtained the required set of param
eters~Table I! by fitting the parameters of the short-ran
potentials proposed10 for a NiO crystal to experimental fre

TABLE I. Parameters of the short-range part of the interaction potentia
ZnO.

Interacting ions Ai j ~eV) r i j (Å) Ci j (eV•Å 26)

Zn122Zn12 890 0.3 0
Zn122O22 1934 0.2792 0
O222O22 88760 0.149 0
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quencies measured11 in the high-symmetry directions of th
Brillouin zone of the ZnO crystal. Note that when choosi
the parameters within the molecular statics method12 we took
into account the lattice stability with respect to the latti
constantsa53.25 Å andc55.21 Å. We also calculated th
binding energy of the defect-free ZnO lattice,241.2 eV,
which is in a good agreement with the experimental value
242.2 eV ~Ref. 9!, as well as the static and high-frequen
dielectric constants, 6.0 and 3.7, which were found to dif
somewhat from the experimental values of 8.5 and 4.1~Ref.
13!, respectively. In this and other calculations, one took in
account the short-range interionic potential includi
second-nearest neighbors.

In an ideal ZnO crystal, the four oxygen ions nearest
the zinc ion form a distorted tetrahedron, in which the bo
length between Zn21 and O22 along the hexagonal axisC is
1.99 Å, and that between Zn21 and the other three O22 ions
is 1.975 Å. Substitution of nickel for zinc shifts the equilib
rium positions of the neighboring ions. The calculation of t
static lattice distortion by a Ni31 impurity due to the change
in the Coulomb part of the force constants was carried ou
the molecular statics approximation without compensation
the excess charge. The minimum of the total crystal ene
was determined by the gradient method. The calculati
showed that the nearest neighbors of the Ni31 impurity move
closer to it. The equilibrium position of the O22 ion on theC
axis shifts by 0.246 Å, and the other three nearest-neigh
O22 ions shift by 0.24 Å. The calculations reveal also
strong damping of the lattice distortions. The equilibrium
position shifts of ions in the next coordination sphere a
already an order of magnitude smaller than those for the f
O22 ions so that one may neglect them. The formation
ergy of the lattice in the equilibrium configuration distorte
by the Ni31 substitutional impurity and calculated in th
above way was found to be230.3 eV.

The electrons localized at an impurity interact mo
strongly with atomic vibrations primarily of the first coord
nation spheres. Because of the elastic interaction among
oms, these vibrations, rather than being normal, repre
actually a wave packet of all normal vibrations of the cryst
and the relevant information is contained in the phonon S
DOS GG(n) projected onto the first coordination-sphere r
gion.

We chose as initial vectors for the recursive meth
symmetrized displacements which are normal coordina
for the region near a nickel impurity bounded by the fi
coordination sphere of four O22 ions. The Ni31 substitu-
tional impurity occupies in the ZnO crystal the site wi
point symmetry groupC3v . A group-theoretical analysis
yielded nine symmetrized displacements, namely, 4A1 , A2 ,
and 5E, and for them the phonon SLDOS were calculate

For illustration, Fig. 1 shows the calculated vibration
SLDOS projected on a displacement of symmetryA1 of a
Zn21 ion in ZnO, and of Ni31 ion in ZnO:Ni31. We see the
creation of a resonance vibration at a frequencynNi (A1)
58.2 THz and of a gap vibration atnNi (A1)511.2 THz in
which the impurity itself is involved. Calculations predic
also that the vibrational motion of symmetryA1 of the O22

ion lying on theC axis should produce a Ni31-induced gap

n
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vibration at a frequencynO(A1)511.2 THz. Figure 2 pre-
sents a frequency distribution of normal vibrations projec
on symmetrizedA1 and E displacements of all ions in th
first coordination sphere in the ZnO:Ni31 crystal. The SL-
DOS of phonons of symmetryE exhibits a strong peak lying
in the gap, whose position determines the O22 gap vibration
frequencyn0 (E)510.0 THz.

2. DISCUSSION

In a general case, the profile of an impurity-center op
cal spectrum is determined by the intensity of all possi
vibronic transitions from the corresponding electronic st
of the impurity, and the shape of the vibronic satellite of t
zero-phonon line is determined by the vibrational states
the system in the initial~a! and final ~b! electronic states
Using the Condon approximation and assuming the ela
constants not to change in an electronic transition, the sh

FIG. 1. Calculated phonon SLDOS projected onA1-type displacement of
the Zn21 ion in ZnO and of the Ni31 ion in ZnO:Ni31.

FIG. 2. Phonon SLDOS projected on ion displacements of symmetriesA1

and E in the defect-containing region bounded by the first coordinat
sphere in the ZnO:Ni31 crystal.
d

-
e
e

f
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of the vibronic satellite associated with one-phonon p
cesses can be written in terms of the frequency function
the linear part of the expansion in normal coordinates of
electron-phonon coupling of the transition, and of the ph
non DOS of the crystal with the impurity in the initia
state.2,14 Such an approach permits consideration of syste
characterized by weak electron-phonon coupling and a sm
perturbation of the crystal vibrational states in an electro
transition. The low-temperature spectra of such systems h
predominantly one-phonon wings. As an illustration m
serve the Ni31 spectrum emitted in the intracenterd–d tran-
sition G1–4T2(F)→G2–4A2(F) in ZnO:Ni, which was mea-
sured at 4.2 K.4

Symmetry selection rules allow electronic transitions
duced by a perturbationf from the initial ~a! to the final (b)
state if the irreducible representationGa describing the wave-
function symmetry of state (a) is contained in the direc
product of the irreducible representationsG f ^ Gb by which
the perturbation operatorf and the wave function of state~b!
transform. According to these rules, the transition under c
sideration is forbidden in the electric-dipole approximatio
The reason for this lies in that the Ni31 ion is in a field of
symmetryC3v , and forp-polarized radiation (EiC), where
E is the electric vector of the radiation, the electric-dipo
moment operatorf transforms according to aG1-type irre-
ducible representation, and fors-polarized radiation (E'C),
to a G3-type one. The electric-dipole transition becomes
lowed due to the spin-orbit coupling, which splits each e
ergy level of statesG1 andG2 into two spin-degenerate sub
levels G4 and G5,6 described by a double point groupČ3v .
In this case the transition takes place from the sp
orbit componentG5,6 of the G1–4T2(F) level. Now the
G5,6–G1–4T2(F)→G6,5–G2–4A2(F) transition is allowed
for p-polarized radiation, and G5,6–G1–4T2(F)
→G4–G2–4A2(F), for s-polarized one.

Note the small energy separation between the spin-o
components of each of theG1 and G2 levels and their spin
degeneracy. This results in a mixing between the spin-or
split electronic levels withE-symmetry ionic displacements
which are dipole active in the Jahn-Teller pseudoeffect a
effect, respectively. These phenomena affect, however, o
the fine structure of the phonon wing, whose inclusion p
supposes precise knowledge of the eigenvalue of the e
tronic Schro¨dinger equation for different ion configuration
and solution of this equation for ions taking into account t
nonadiabaticity term. This is, in its turn, a formidable pro
lem. In this connection we shall disregard the Jahn-Te
effect and pseudoeffect in our analysis of emission spec

According to group-theoretical rules, the vibration
coupled to an electronic transition, which is induced by
perturbation operatorf , from an electronic state withGa to
that with Gb possess the symmetry of the irreducible rep
sentation belonging to the direct productGa^ G f ^ Gb .
Therefore the zero-phonon line produced in
G5,6→G6,5-type electronic intracenter transition in the Ni31

impurity ion is accompanied by a phonon wing consisting
vibrations of symmetryA1 . In a G5,6→G4-type transition,
vibrations of symmetryA1 andE contribute to the vibronic
satellite. The resolution in the emission spectrum presen
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in Ref. 4 and dominated by one-phonon processes involv
phonon creation is not high enough to permit isolation of
phonon contributions due to each of these transitions fr
the vibrational background. Therefore the phonon wing
the emission spectrum contains allA1 and E vibrations,
which complicates its analysis.

Table II lists the frequencies of the strongest peaks in
vibrational background, which are reckoned from the ze
phonon line. Also shown for vibrations of theA1 and E
symmetry are the frequency positions of the features
served in the calculated SLDOSGG(n) andGG

0(n) projected
on the first coordination sphere surrounding the Ni31 substi-
tutional impurity in the ZnO:Ni crystal, and the Zn21 ion in
an ideal ZnO crystal, respectively. A comparison of the
bronic structure in the optical spectrum with the calcula
SLDOS reveals a good correlation between the position
the strong peaks forGG(n) only. Note the feature in the
phonon wing of the emission spectrum at a frequency eq
to that of the calculated gap vibration of symmetryE, which
is induced by the Ni31 impurity. Calculations predict a pea
at the frequency of the gap vibration of symmetryA1 , which
is absent in the vibrational background. This may be
counted for by an insufficiently strong vibronic structure i
tensity to permit its detection. To the peak in the phon
wing at 13.8 THz corresponds a weak structure in the ca
lated SLDOS. Its appearance in the experimental spect
appears to be due either to the linear part in the elect
phonon coupling of the electronic transition being frequen
dependent, or to electron interaction with vibrations wh
do not feel strongly the influence of the impurity.

TABLE II. Frequency positions of strong peaks in the phonon wing of
emission spectrum and SLDOS for the ZnO:Ni31 crystal ~in THz!.

Calculation

Experiment~Ref. 4!GG
0(n) GG(n)

4.1 (A1 andE) 4.2 (A1 andE) 3.2
6.5 (A1 andE) 6.3 (A1 andE) –
8.7 (A1 andE) 8.3 (A1 andE) 7.5
– 10.0 (E) 9.9
– 11.2 (A1) –
– 12.0 (E) 12.3
14.0 (A1 andE) – 13.8
16.2 (A1 andE) 15.6 (A1 andE) 15.0
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The assignment of lines in Ref. 4 was based on a co
parison of their positions with those of the critical points
the dispersion curves, at which one observes Van Hove
gularities in the total phonon DOS of an ideal ZnO crystal.
view of the fact that the shape of the vibronic satellite of t
zero-phonon line is dominated by local dynamics of a dop
crystal, we do not believe this approach to be rigoro
enough. Calculations show that the Ni31 impurity, which
carries a positive charge relative to the neutral lattice of
ZnO crystal, affects considerably the shape of vibrations
the neighboring ions.

Thus we have studied the change in the local lattice
namics of a doped ZnO:Ni31 crystal for vibrations of differ-
ent symmetries. An analysis of the vibrational background
the zero-phonon line in the Ni31 impurity spectrum emitted
in a d–d intracenter transition in the ZnO:Ni31 crystal, per-
formed with due account of symmetry considerations, le
one to a conclusion that the structure of this background
described qualitatively well by the phonon SLDOS obtain
in a numerical simulation of a crystal containing a charg
Ni31 impurity.

The authors express their gratitude to V. I. Sokolov
fruitful discussions.
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Primary acoustic echo during excitation of a paramagnetic crystal by picosecond
elastic video pulses
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The primary acoustic echo formed during excitation of a paramagnetic crystal with effective spin
S51 by two transverse picosecond elastic video pulses is investigated theoretically. Both
exciting video pulses are applied perpendicular to the external magnetic field. It is shown that the
primary acoustic echo in the general case consists of six longitudinal and transverse signals
at the frequencies of the transitions within a Zeeman triplet. The optimal parameters of the exciting
video pulses for the appearance of different echo signals are determined. ©1999 American
Institute of Physics.@S1063-7834~99!01204-6#
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Soon after femtosecond optical video pulses were ge
ated under laboratory conditions~signals containing of the
order of one period of the oscillations!,1–3 there appeared th
possibility of generating subnanosecond and picosec
acoustic ~elastic! video pulses.4,5 The observation of the
spin-phonon interaction6,7 in crystals with paramagnetic im
purities gave an impetus to search for acoustic effects sim
to nonstationary coherent phenomena in optics and magn
radio spectroscopy.8 Thus, soon after the photon echo,9,10 the
phonon ~spin-acoustic! echo was predicted theoretically11

and then observed.8 In the latter case the paramagnetic cry
tal was excited by a sequence of resonant hypersonic pu
giving rise to quantum transitions between Zeeman suble
of paramagnetic ions.

The photon echo generated by a sequence of extrem
short optical pulses~ESP-echo! exhibits a number of feature
as compared with the standard resonance effect.12–15 It is
natural to conjecture that the acoustic echo formed by e
tation of a paramagnetic crystal by a sequence of ela
video pulses~acoustic ESP echo! will also have at least as
many features.

The present paper is devoted to a theoretical invest
tion of the acoustic echo formed during excitation of a pa
magnetic crystal, consisting of effective spinsS51, by two
elastic video pulses. As a specific example of such a
dium, we have in mind a cubic MgO single crystal wi
iron-group paramagnetic-ion impurities strongly coupled
phonons.16

1. FORMULATION OF THE PROBLEM

Let the paramagnetic cubic crystal be in an exter
magnetic fieldB0, parallel to a four-fold principal axis (Z
axis!. Both exciting elastic video pulses are transverse
are applied to the crystal perpendicular toB0 ~Voigt geom-
etry!. We assume that the video pulses propagate paralle
the X axis, which is also the other four-fold principal axi
5601063-7834/99/41(4)/5/$15.00
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The polarization plane of the video pulses makes an arbit
anglea with B0. Accordingly, we shall represent the Hami
tonian Ĥ of the system ‘‘paramagnetic ions1 acoustic
phonons’’ in the form

Ĥ5E ~N̂ s1N̂ ph1N̂ int!d3r , ~1!

whereN̂ s , N̂ ph , andN̂ int are, respectively, the density o
the Hamiltonians of the spin system, the phonon field, a
their interaction, respectively. Here16

N̂ s5(
j

\v0 j Ŝz
~ j !d~r2r j !, ~2!

N̂ ph5
p̂x

21 p̂y
21 p̂z

2

2r
1

1

2
ra'

2

3F S ]Ûy

]x
D 2

1S ]Ûx

]x
D 2G1

1

2
rai

2S ]Ûx

]x
D 2

, ~3!

N̂ int5(
j

F3

2
G11~Ŝx

~ j !!2
]Ûx

]x
1G44~Ŝx

~ j !Ŝy
~ j !

1Ŝy
~ j !Ŝx

~ j !!
]Ûy

]x
1G44~Ŝx

~ j !Ŝz
~ j !

1Ŝz
~ j !Ŝx

~ j !!
]Ûz

]x
Gd~r2r j !. ~4!

Here \ is Plank’s constant,v0 j is the transition frequency
between neighboring Zeeman sublevels of a spin trip
Ŝx

( i ) ,Ŝy
( j ) , andŜz

( j ) are 333 spin matrices forS51, d(r2r j )
is a Diracd function, p̂x ,p̂y , and p̂z are the Cartesian com
ponents of the momentum density operator of the elastic
dium, Ûx ,Ûy , and Ûz are operators of the elastic displac
ments of the crystal,r is the average density of the medium
© 1999 American Institute of Physics
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a'(a i ) is the velocity of transverse~longitudinal! sound,
andGi j andG44 are the spin-elastic coupling constants. T
integration in Eq.~1! extends over the entire volume of th
sample, and the summation in Eqs.~2! and ~4! extends over
all paramagnetic ions with spinS51.

We shall make several remarks concerning Eq.~4!. As
the duration of the acoustic video pulse decreases, the ef
due to the spatial nonlocality of the spin-phonon coupl
can become substantial, since the video pulse no lon
‘‘sees’’ the crystal as a continuous medium.5,17–19The spa-
tial size of pulses with durationtp;10 ps isl;atp;1025

cm (a is the sound velocity in the crystal!. The lattice con-
stant, however, ish;1027 cm. Sincel @h, here the spatia
dispersion of the spin-phonon interaction can be neglec
Moreover, picosecond elastic video pulses are quite stro
and the pressurePs within them reaches 0.1 GPa.4,5 The
relative deformations corresponding to such pressures
«;1023.17 In this case terms quadratic in the components
the strain tensor must be present in the spin-phonon coup
Hamiltonian.20 In the present paper we shall assume that
pulses are not so strong, and for this reason anharmonici
the spin-phonon coupling can be neglected.

According to Eq.~2!, the Zeeman spectrum of a par
magnetic ion is equally spaced.

On account of the high power of the acoustic vid
pulses we shall assume below that the semiclassical appr
is valid. In this approach the material equations for the s
dynamics are quantum-mechanical and have the form of
Liouville equation for the density operatorr̂

]r̂

]t
5

i

\
@Ĥs1Ĥ int,r̂ #, ~5!

whereĤs5*Ĥsd
3r, Ĥ int5*N̂ intd3r , and the displacemen

operators Ûx , Ûy , and Ûz in Eq. ~4! are replaced by
c-number functionsUx , Uy , andUz .

Here we assume that the propagation time of an ela
video pulse through the sample is shorter than the irrev
ible phase relaxation time, and therefore we shall neglect
latter.

We obtain the equations for the displacements of
elastic field using the classical Hamiltonian equations

]U

]t
5

dH

dp
,

]p

]t
52

dH

]U
, ~6!

where H5^H&,^ . . . & is the quantum-averaging operatio
U5(Ux ,Uy ,Uz) andp5(px ,py ,pz).

Using Eqs.~1!–~4! and ~6! we obtain

]2«xx

]t2
2ai

2 ]2«xx

]x2
5

3

2

G11

r

]

]x2 (
j

^~Ŝx
~ j !!2&d~r2r j !,

~7!
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]2«yx

]t2
2a'

2 ]2«yx

]x2
5

G44

r

]

]x2

3(
j

^Ŝy
~ j !Ŝx

~ j !1Ŝx
~ j !Ŝy

~ j !&d~r2r j !,

~8!

]2«zx

]t2
2a'

2 ]2«zx

]x2
5

G44

r

]

]x2

3(
j

^Ŝz
~ j !Ŝx

~ j !1Ŝx
~ j !Ŝz

~ j !&d~r2r j !,

~9!

where «xx5]Ux /]x, «yx5]Uy /]y, and «zx5]Uz /]x are
the components of the strain tensor of the elastic medium

Echo-type effects are nonlinearly parametric, whi
means that in the system of material equations~5! the field of
the elastic pulses is assumed to be given, i.e. the back e
of the absorbing spins on the field of the exciting pulses
be neglected. The induction and echo signals are calcul
using Eqs.~7!–~9! in the approximation of fixed right-hand
sides. In this connection we note that Eq.~4! contains the
term;(Ŝx

( j ))2]Ûx /]x describing the interaction of an effec
tive spin with the longitudinal component of the field of th
elastic strains. Even though the excitation is accomplis
only by the transverse video pulses, becauseG11Þ0 the lon-
gitudinal component of the elastic field can appear in
induction and echo signals~see Eq.~7!!. To calculate the
excitation of the spins we shall set«xx50.

2. SOLUTION OF THE MATERIAL AND WAVE EQUATIONS.
ANALYSIS OF THE ECHO SIGNALS

To investigate the excitation of the spin system we sh
assume, following Refs. 15, 21, and 22, that the durationtp

of the exciting video pulses is so short that

m[2v0tp!1. ~10!

Takingv0;1010 s21,8 we arrive at the conclusion that vide
pulsestp;10 ps satisfy the inequality~10!. To zeroth order
in the small parameterm we setĤs50 in Eq. ~5!. Then the
equation describing the excitation process has the form

]r̂

]t
5

i

\
@Ĥ int,r̂ #. ~11!

If the condition23

F Ĥ int~ t !,E
t0

t

Ĥ int~ t8!dt8G50 ~12!

is satisfied, wheret0 is the time at which the video pulse i
applied, the solution of Eq.~11! can be represented in th
form

r̂~ t !5exp~ i Q̂!r̂~ t0!exp~2 i Q̂!. ~13!

Here r̂(t0) is the density matrix of the medium before th
application of an elastic video pulse,Q̂51/\* t0

t Ĥ int(t8)dt8.
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Condition ~12! holds, for example, if the exciting vide
pulses are linearly polarized.24

We shall write the operatorQ̂ in the matrix representa
tion

Q̂5S 0
Qzx

A2
2 iQyx

Qzx

A2
0 2

Qzx

A2

iQyx 2
Qzx

A2
0

D , ~14!

whereQzx5G44/\* t0
t «zxdt8 andQyz5G44/\* t0

t «yxdt8.

To calculate exp(6iQ̂) in Eq. ~13! we employ Sylvest-
er’s relation25

e6 i Q̂5(
r 51

3

e6 ilr
)sÞr~Q̂2lsÎ !

)sÞr~l r2ls!
, ~15!

wherel r(r 51,2,3) are the eigenvalues of the matrixQ̂ and
Î is the unit matrix.

Then for the matrix~14! we have

e6 i Q̂5S Î 2
Q̂2

Q2D 1
Q̂2

Q2
cosQ6 i

Q̂

Q
sinQ, ~16!

whereQ5G44/\* t0
t «'dt8. The components«zx and «yx of

the strain tensor are related with«' by the relations

«zx5«'cosa, «yx5«'sina. ~17!

Substituting the expression~16! into Eq.~13! we find an
expression for the density operatorr̂(t) during the periods of
the pulsed actions.

To calculate the induction and echo signals during
periods after the application of the video pulses, we shall
as is ordinarily done,Ĥ int50 in Eq. ~5! and then integrate
over the detunings in the inhomogeneously broadened
tour for allowed transitions.

As calculations show, two elastic video pulses with t
corresponding parametersa1 ,Q1 ,tp1 anda2 ,Q2 ,tp2 acting
on thermodynamically equivalent paramagnets gene
acoustic echo signals at the times 3t/21tp11tp2 — at the
frequency 2v0 with strain components«xx ((3t/2)xx-echo!
and«yx ((3t/2)yx-echo!, 2t1tp11tp2 at frequencyv0 with
the component«zx ((2t)zx-echo! and at the frequency 2v0

with the components«xx ((2t)-echo! and«yx ((2t)yx-echo!,
and 3t1tp11tp2 — at the frequencyv0 with elastic com-
ponent«zx ((3t)zx-echo!. We present below expressions f
the components of the strain tensor at the moments w
echo signals appear for temperatures of the med
T!\v0 /kB (kB is Boltzmann’s constant!, for which before
any action on the mediumr11'1, r2'r33'0. These rela-
tions were found on the basis of Eqs.~7!–~9! and have the
form

3t

2
1tp11tp2 : «xx

~2v0!
5

3G11Axx
~3t/2!

2rai
2

,

e
t,

n-

te

en
m

Axx
~3t/2!5^~Ŝx

~ j !!2&S t5
3

2
t1tp11tp2D

5~b12c1!@~d21 f 2!~b21c2!a12~c22b2!

3~d22 f 2!~d11 f 1!#,

«yx
~2v0!

5
G44Ayx

~3t/2!

ra'
2

,

Ayx
~3t/2!5^Ŝy

~ j !Ŝx
~ j !1Ŝx

~ j !Ŝy
~ j !&

3S t5
3

2
t1tp11tp2D52Axx

~3t/2! ; ~18!

2t1tp11tp2 : «xx
~2v0!

5
3G11Axx

~2t!

2rai
2

,

Axx
~2t!5^~Ŝx

~ j !!2&~ t52t1tp11tp2!

5a1~d11 f 1!~d2
22 f 2

2!,

«yx
~2v0!

5
G44Ayx

~2t!

ra'
2

,

Ayx
~2t!5^Ŝy

~ j !Ŝx
~ j !1Ŝx

~ j !Ŝy
~ j !&~ t52t1tp11tp2!52Axx

~2t! ;

«zx
~v0!

5
G44Azx

~2t!

ra'
2

,

Azx
~2t!5^Ŝz

~ j !Ŝx
~ j !1Ŝx

~ j !Ŝz
~ j !&~ t52t1tp11tp2!

5A2~b12c1!@~c2
22b2

2!~d11 f 1!2~d21 f 2!g2a1

2~d22 f 2!g2~d11 f 1!2~b2
22c2

2!a1#; ~19!

3t1tp11tp2 : «zx
~v0!

5
G44Azx

~3t!

ra'
2

,

Azx
~3t!5^Ŝz

~ j !Ŝx
~ j !1Ŝx

~ j !Ŝz
~ j !&~ t53t1tp11tp2!

5A2a1~d11 f 1!@~d21 f 2!~b21c2!

2~b22c2!~d22 f 2!#. ~20!

Here

a1,25cos2a1,2cos2
Q1,2

2
1sin2a1,2cosQ1,2,

b1,25
1

A2
sin2a1,2sin2

Q1,2

2
,

c1,25
1

A2
cosa1,2sinQ1,2,

d1,25cos2a1,2sin2
Q1,2

2
,

f 1,25sina1,2sinQ1,2,

g1,25sin2a1,21cos2a1,2cosQ1,2. ~21!
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TABLE I. Optimal values of the controlling parameters and the dimensionless intensities of the echo resp

Optimal parameters for

(3t/2)xx echo (3t/2)yx echo (2t)xx echo (2t)yx echo (2t)zx echo (3t)zx echo

@Ajn
(te)

#2: a15216.3°, a15216.3°, a1590°, a1590°, a1545°, a15290°,

Q150.35p, Q150.35p, Q153/4p, Q153/4p, Q150.39p, Q153/4p,
a25144.7°, a25144.7°, a2590°, a2590°, a2590°, a2535.2°,
Q250.67p Q250.67p Q251/2p Q251/2p Q251/2p Q250.67p

@Axx
(3t/2)#2 1/4 1/4 0 0 0 0

@Ayx
(3t/2)#2 1 1 0 0 0 0

@Axx
(2t)#2 0 0 1/4 1/4 1/16 0

@Ayx
(2t)#2 0 0 1 1 1/4 0

@Azx
(2t)#2 0 0 0 0 2 0

@Azx
(3t)#2 1/4 1/4 0 0 0 1/4
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The subscripts 1 and 2 denote that the parameter
labeled belong to the first and second video pulse, res
tively. The expressions for the echo responses at arbit
temperatures (r23,r33Þ0) are too complicated to prese
here.

Thus, the effect of two transverse elastic video pul
satisfying Eq.~10! on a S51 spin system in a direction
perpendicular toB0 is to produce four transverse echo si
nals «zx and «yx , at the frequenciesv0 and 2v0, respec-
tively, and two longitudinal echoes«xx at the frequency 2v0.

The echo pulses«zx-polarized in the plane of the mag
netic field B0 are caused by spontaneous transitions w
Dm521 (m — magnetic quantum number!, and therefore
they arise at the frequencyv0 between the nearest subleve
of a Zeeman triplet. The echo signals«yx , polarized in a
plane normal toB0, and also the longitudinal echo signa
«xx are due to transitions between the extreme levels o
Zeeman triplet of frequency 2v0, for which Dm522.

The presence among the echo signals of an acoustic
of pulses of different polarization~including longitudinal! is,
possibly, the main distinction from the photon echo case
der excitation of the medium by extremely short pulses.15

The spatial sizeI of an acoustic video pulse of duratio
tp;10 ps is of the order of 1025 cm, which is much shorte
than the characteristic sizeL of a paramagnetic sample. I
this connection it is necessary to take account of effects
to the propagation of an echo signal inside the samp8

Without going into complicated mathematical calculation
we shall confine ourselves to estimating the influence
propagation. The total magnetization and, with it, the co
ponents of the strain tensor will decrease due to the com
sation of the contributions from regions of the sample wh
the hypersound wave of an echo signal has opposite ph
As a result, the intensity of the echo response is (2pa/v0L)2

times lower than for thin samples, when propagation effe
can be neglected.8 The second important aspect of the prop
gation effects in our problem is the fact that, when t
sample is excited by transverse video pulses, the spin sy
responds with, besides transverse, longitudinal echo sign
which have different propagation velocities —a' and a i ,
respectively. As a result, the detection time of a longitudi
echo pulse«xx by a pickup placed at the end of the samp
far from the source shifts relative to the transverse echo
so
c-
ry

s

h

a

ho

-

e
.
,
f
-
n-
e
es.

ts
-

em
ls,

l

g-

nal by the timeDt5L(1/a i 21/a'). For example, a trans
verse echo pulse«yx at the frequency 2v0 arises at the time
tyx53t/21tp11tp2. Then the longitudinal echo signal«xx at
the same frequency can be detected at the momenttyx1Dt.
The same is true near the time 2t1tp11tp2, where a longi-
tudinal pulse should also be detected together with a tra
verse pulse.

If the paramagnetic sample is so long th
Lua i

212ap
21u*t, echo signals, which we conventionally re

fer to the times 3t/21tp11tp2 , 2t1tp11tp2 , and 3t1tp1

1tp2, can overlap on account of the difference of the velo
ties of the longitudinal and transverse sound or a chang
the order in which they are detected. For example, ifa'

.a i andL(a i
212a'

21).t, then the last detected echo si
nal will be not the transverse pulse«zx at the frequencyv0

but rather a longitudinal signal«xx at the frequency 2v0,
which we conventionally refer to the time 2t1tp11tp2.

We shall find the optimal values of the parametersQ1,2

and a1,2 ~controlling parameters! for which the intensity of
the echo signal of interest to us is maximum. The intensi
of the echo signals of the longitudinal and two transve
components can be expressed in terms of the correspon
strains as

I xx5
1

2
rai

2«xx
2 ,

I yx5
1

2
ra'

2 «yx
2 ,

I zx5
1

2
ra'

2 «zx
2 . ~22!

It follows from Eqs.~18!–~21! that this problem reduces t
finding the extrema of the corresponding responses as f
tions of the variablesQ1 , a1 , Q2 , anda2.

It is convenient to represent the computational results
the form of a table. The headings of the columns contain
sets of optimal values of the parametersak and Qk

(k51,2) for a given type of echo signal, and the colum
themselves consist of the quantities@Ajn

(te)
#2 ~where

j5x, y, z; n5x; te53t/2, 2t, 3t) for all echo signals
with the given parameters.

It is evident from Table I that, for example, fo
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a1590°, Q153p/4, a2590°, andQ25p/2 two echo sig-
nals arise: (2t)xx-echo and (2t)yx-echo. The parameter
@Axx

(2t)#2 and @Ayx
(2t)#2 assume the values 1/4 and 1, resp

tively. The indicated values ofa1 ,Q1 ,a2 , andQ2 are opti-
mal for both echo signals. It is interesting to note that
(3t)zx-echo signal at the frequencyv0 and polarized in a
direction B0 appears most clearly~optimally! if neither the
first nor second exciting transverse video pulse is polari
in the direction of the external magnetic field~see Table I!.
All other echo signals are completely absent.

Thus, by varying the values of the controlling param
eters it is possible to vary not only the intensity of vario
two-pulse~primary! echo signals but also the number of su
signals itself. This circumstance opens up quite good po
bilities for applications of the acoustic ESP echo in vario
systems for real-time information processing.

The investigation performed in this work shows that t
primary acoustic echo caused by the excitation of a param
netic crystal by two elastic video pulses satisfying Eq.~10! is
formed by several signals in contrast to the correspond
resonance effect. In our case (S51) six primary-echo sig-
nals at the frequenciesv0 and 2v0 appear. Despite the fac
that the exciting pulses are transverse, the echo signals
tain both transverse and longitudinal components of
strain tensor of the medium. The intensity of the acous
echo depends largely on the spin-phonon coupling const
G11 andG44. For example, for the paramagnetic Fe21 ions
in a MgO crystal matrixG115650 cm21 and G445380
cm21.6 Hence, and also from Eqs.~18!–~21!, it is evident
that the intensities of the longitudinal echo signals can of
exceed the corresponding intensities of the transverse
responses. The appearance of elastic echo signals ha
various polarizations distinguishes the acoustic ESP e
from the corresponding optical effect in isotropic media15

for which the polarization of the echo signals is the same
the polarization of the exciting video pulses. Transitions
tween the Zeeman sublevels can be caused not only
spin-phonon but also by magnetic-dipole and elect
quadrupole interactions, so that not only acoustic but a
electromagnetic signals can appear among the echo
sponses of a medium excited by elastic pulses.20 The inverse
effect, where the excitation of a crystal by magnetic pul
engenders elastic echo responses,20 is also possible. Switch
ing from monochromatic exciting pulses to video signals
becomes necessary to investigate the characteristic fea
of echo effects for cases where a paramagnetic crysta
excited by a combined sequence of acoustic and electrom
netic video pulses. In this connection we note that some n
linear parametric effects due to the magnetic-dipole inter
tion of electromagnetic video pulses have been investiga
in Refs. 26–29.

In the present paper we considered one of the simp
geometries of the proposed experiment, in which both ex
ing video pulses are applied in a direction perpendicula
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the external magnetic field. Correspondingly, acoustic-e
signals are ‘‘emitted’’ in the same direction. It is of gre
interest to investigate the spatiotemporal characteristics o
acoustic echo in the case of a crystal excited by elastic vi
pulses applied at different angles with respect toB0. In this
case, similarly to how this occurs in the case of multifr
quency photon echo,15 one should expect not only tempor
differences between the primary acoustic echo signals
also differences in their propagation directions. It seems
us that this could engender interest in theoretical and exp
mental investigations of acoustic echo effects accompany
the excitation of crystals by various sequences of elastic
electromagnetic video pulses.
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The temperature dependence of the specific heatCp of bismuth tellurite is measured. The
experimental data are compared with the results of a calculation that takes account of the Debye
and Einstein mechanisms of the specific heat. ©1999 American Institute of Physics.
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Bismuth tellurite is a comparatively new nonlinear op
cal material of practical interest.1–7 Bi2TeO5 crystals have
orthorhombicC2v

15 symmetry, room-temperature lattice p
rametersa511.602 Å, b516.461 Å, andc55.523 Å and
Z58 formula units.2 According to Ref. 3, a second-orde
phase transition to a centrosymmetric phase occurs in
crystal atT;1050 K. The optical and electrical properties
bismuth tellurite crystals have been studied in a series
works.4,5 Its promising photorefractive properties a
noted.1,6,7 However, there is no information on the therm
dynamic parameters of the material. The present paper
tains the results of measuring the specific heat (Cp) of
Bi2TeO5 in the temperature interval 100–370 K, the chan
in the thermodynamic functions calculated according to
and a discussion of the results, taking account of the cha
teristic features of this crystal.

The experimental samples are variable-composit
crystals at the center of the phase diagram of Bi2O3– TeO2.8

Bismuth tellurite single crystals with the compositio
Bi2TeO5 and of high optical quality were grown by the Cz
chralski method from a melt of the initial, especially pu
grade, components Bi2O3 and TeO2 in the ratio 47 and 53
mole%, respectively. Small single crystals with a total m
of 4.05 g were used in this work. The measurements
Cp(T) were performed under adiabatic conditions in an
tomated vacuum calorimeter. The basic features of the
eration of this instrument are described in Ref. 9. The exp
mental values of the specific heat were obtained in a hea
regime with discrete heat input every 1.5 K. To ensure th
mal equilibrium, the time to reach each point was at le
20–25 min. The error in theCp measurements did not ex
ceed 1%.

Figure 1a shows the temperature dependence of the
lar specific heat of bismuth tellurite crystals. In the expe
mental temperature rangeCp increases monotonically with
temperature. At;325 K the atomic molar specific hea
reaches its classical value, corresponding to the Dulo
Petit law, and then increases slightly, approaching satura
~Fig. 1b!. The specific heat curve was smoothed by the le
5651063-7834/99/41(4)/3/$15.00
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squares method. The computed values ofCp and the corre-
sponding computed changes in the thermodynamic funct
are presented in Table I.

An important parameter in the study of the specific h
is the Debye temperatureQD . Since there are no low
temperature experimental data onCp(T), QD was calculated
in terms of the root-mean-cube of the sound velocity^v&10–12

according to the expression

QD5
h

k S 3

4pVD 1/3F(
i 51

3 E $n i~Q,w!%23dVG21/3

, ~1!

whereh and k are, respectively, the Planck and Boltzma
constants,V is the unit-cell volume,n i(Q,w) is the sound
velocity vector~for i 51 the longitudinal and fori 52 and 3
the transverse components of the vector are integrated!, and
V is the solid angle. In the case of an orthorhombic crys
the root-mean-cube velocity was estimated to a first appr
mation according to the expression

^v&5F1

9 S 1

v11
3

1
1

v22
3

1
1

v33
3

1
2

v12
3

1
2

v13
3

1
2

v23
3 D G21/3

, ~2!

v i j ( i , j 51,2,3) are the components of the velocity vector
the longitudinal and transverse phonons in the crystal~the
first index corresponds to the direction of propagation a
the second index corresponds to the direction of polar
tion!. The following values of the components of the sou
velocity vector were calculated using the values obtained
Ref. 13 for the room-temperature elastic constants in bism
tellurite:

v1153377 m/s, v1251957 m/s, v1351841 m/s,

v2253657 m/s, v2352064 m/s, v3353351 m/s,

Averaging over the crystallographic directions and types
phonons giveŝ v&52472 m/s. The corresponding Deby
temperature isQDv572 K.

The good agreement with the experimental data exam
ing the specific heat in the Debye model is obtained only
the case when the acoustic modes make the main cont
© 1999 American Institute of Physics
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FIG. 1. Temperature variation of the molar sp
cific heat Cp in bismuth tellurite~temperature
range 100–370 K! ~a!. The deviation of the
atomic specific heat of bismuth tellurite~1! in
the temperature range 330–370 K from the cla
sical Dulong–Petit law~2! ~b!.
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tion to the specific heat, since this model is intended fo
substance withN51 atoms per unit cell. For a Bi2TeO5

single crystal there areN564 atoms per unit cell , so that th
contribution of not only three acoustic modes but also 1
(3N23) optical modes was taken into account.

Besides the Debye model, the Einstein model of spec
heat was also used to match theory and experiment. Dat
the vibrational spectra of the optical modes in bismuth te
rite were required to use the Einstein model. To this end,
Raman scattering~RS! spectra were measured in a Bi2TeO5

single-crystal sample in the form of a 7.439.634.4 mm3

parallelepiped cut along the principal crystallographic dir
tions. The faces of the sample were polished. Using a He
laser, the room-temperature RS spectra were obta

TABLE I. Smoothed values of the molar specific heat and the correspo
ing computed thermodynamic functions (T, K; Cp , DS, DF,
J•mole21K21; DH, J•mole21).

T, K Cp S(T)2S(100 K) H(T)2H(100 K) F(T)2F(100 K)

100 113.1 0.0 0 0.00
120 128.0 18.4 3949 36.34
140 141.1 35.5 7420 68.89
160 152.6 50.5 10470 98.11
180 162.5 63.5 13090 124.40
200 171.0 74.5 15340 148.10
220 178.2 83.9 17250 169.40
240 184.2 91.8 18840 188.40
260 189.2 98.3 20170 205.40
280 193.2 103.5 21230 220.60
300 196.3 107.6 22050 234.00
320 198.7 110.7 22680 246.00
340 200.6 113.2 23190 256.70
360 201.9 114.9 23530 266.10
a

9

c
on
-
e

-
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for all possibilities of the irreducible representatio
(A1, A2, B1, B2) in the given space group.

The molar specific heat was obtained as follows:

C5CD1CE , ~3!

whereCD is the Debye contribution to the specific heat o
tained from the Debye functionD(Q/T) by substituting the
value ofQD computed above,CE is the contribution of the
Einstein component to the specific heat calculated from
expression

CE5
1

z (
j

3N23

ajRE~hn j /kT!, ~38!

FIG. 2. Experimental~1! and computed~2! temperature dependences of th
specific heat of bismuth tellurite.
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whereR is the gas constant,T is the absolute temperature
E(hn i /kT) is the Einstein function~the contribution to the
specific heat of the optical modes!, corresponding to the
characteristic frequencyn j of the RS spectra,11 aj is the
weighting factor introduced, since not all modes are resol
in the RS spectra, andz is the number of molecules per un
cell of the Bi2TeO5 single crystal.

Figure 2 shows the molar specific heat obtained exp
mentally and computed theoretically. The discrepancy
tween the calculations and the experimental data could
due to the fact that the dispersion of the optical modes
neglected in the analysis and, moreover, the calculat
were performed in the harmonic approximation, while in re
crystals the atomic vibrations are anharmonic.

We thank A. Yu. Kudzin and E. D. Solgatova for ass
tance and active paraticipation in the discussion of the res
obtained.
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The effective nonunidirectional energy exchange between like-polarized light beams is
investigated experimentally on a photorefractive grating formed by diffusion drift in a bismuth
silicate crystal placed in an alternating external electric field. ©1999 American Institute
of Physics.@S1063-7834~99!01404-5#
c

ow
tin
n,
r
id
a

s
g

ac
n

le
to

ef
v
r

c
th

c
ke

te

in

-

e

n

rn

d to

stal

as

er-
effi-
the

ined

ult

di-

t
stal,

s
e-

s

a
e

pen-

tical
ec-
The two-beam interaction of light waves in photorefra
tive crystals is the subject of intense research.1–7 The analy-
sis presented in Refs. 3 and 4 of two-wave interaction sh
that steady energy transfer on a photorefractive gra
formed by diffusion drift always occurs in one directio
which depends only on the orientation of the lattice vectoK
relative to the crystal-physical coordinate system. Nonun
rected, i.e. always directed from the strong to the weak be
~or from the weak to the strong beam!, energy transfer occur
with the interaction of light beams on an amplitude gratin7

or on a photorefractive grating formed by intermode inter
tion as a result of the photogalvanic effect in birefringe
crystals.5

The analysis of the solution of the equations of coup
waves performed in Ref. 8 for the case of a nonlocal pho
refractive response has demonstrated the possibility of
cient steady nonunidirected energy transfer with two-wa
interaction on a photorefractive grating having vecto
K i @ 1̄10# and K i @ 1̄11# that is formed in cubic crystals in
an alternating external electric field. It was shown that su
energy transfer can be due to a dominant contribution of
so-called self-diffraction gyration effect9,10 to the two-wave
gain.

In the present work the effective steady nonunidire
tional energy transfer accompanying the interaction of li
polarized waves on a photorefractive grating formed in
cadmium oxide doped bismuth silicate crystal is investiga
experimentally and theoretically.

1. EXPERIMENT

The standard arrangement of a symmetric two-beam
teraction at wavelengthl05633 nm~Fig. 1! in a cadmium-
doped sample of the photorefractive crystal B12SiO20: CdO
with dimensions 10.138.137.9 mm3 along the crystallo-
graphic directions@110#3@001#3@ 1̄10# was used in the ex
periments. We note that this sample was used previously11 to
investigate the generation of subharmonics of the fundam
tal photorefractive grating. Its absorption coefficient wasa
50.1 cm21; the electrooptic constant measured with co
stant mechanical stressesr 41

T 522.9310212 mV; the specific
counterclockwise rotation~looking toward the beam! is r
522.1 deg/mm. The frequency and amplitude of the exte
5681063-7834/99/41(4)/5/$15.00
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voltage applied to copper electrodes, which were clampe
the lateral faces of the crystal~Fig. 1!, were f 5300 Hz and
Um58 kV. The period of the interference grating wasL
520mm. For maximum contrast~modulation coefficient! of
the interference pattern at the entrance face of the cry
m(0)51(m(0)52AI S(0)I P(0)/(I S(0)1I P(0))) the total
intensity of the light beams with intensitiesI S(0) andI P(0)
incident on the crystal wasI 058 mV/cm2. The intensities
I S,P(d) of the light beams at the exit from the crystal w
measured with a photodiode~Fig. 1!. The investigation of the
kinetics of the light-beam intensities showed that the int
action becomes steady after 900 s have elapsed. The
ciency of energy transfer between the beams according to
measured values of the light beam intensities was determ
in terms of the two-beam gain2

G5
1

d
lnS I S~d!I P~0!

I S~0!I P~d! D . ~1!

The gain will be positive if energy is transferred, as a res
of the interaction, from the beamI P(d) to the beamI S(d)
and negative when energy is transferred in the opposite
rection.

Figure 2 shows the measured gainG versus the contras
of the interference pattern on the entrance face of the cry
which was decreased relative to its maximum valuem(0)
51(I S(0)5I P(0)) by attenuation of the beamI S(0) or the
beamI P(0) with light filters, is displayed in Fig. 2 for wave
linearly polarized perpendicular to the photorefractiv
grating vectorK , oriented along the@ 1̄10# axis of the crystal.
As one can see from the figure, forI S(0)<I P(0) energy
transfer is always directed from the beamI P to the beamI S .
However, forI S(0).I P(0) the direction of transfer change
when m(0),0.95, and transfer occurs from the beamI S to
the weaker beamI P .

For m(0)50.02 the two-wave gainG was measured as
function of the angleu between the plane of incidence of th
light beams on the crystal~Fig. 1!, which was also the~001!
plane of the crystal~lattice vector in the direction@ 1̄10#),
and the polarization plane of these beams. These de
dences for the casesI S(0),I P(0) andI S(0).I P(0) are pre-
sented in Fig. 3. The method used to calculate the theore
curves1 and 2 presented here is described in the next s
© 1999 American Institute of Physics
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FIG. 1. Experimental arrangement.1 —
Light filter, 2 — copper electrodes,3 — Fd-
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tion. As follows from Eq.~1!, for m(d)!1 the gainG is
approximatelyG85 ln(IS(d)/IS8(0))/d in the first case andG9
5 ln(IP9(0)/IP(d))/d in the second case.

In both cases, for simple exponential intensification~at-
tenuation! of the beamI S and, in the absence of nonunid
rectional energy transfer, the beamI P attenuates~intensifies!
and the dependencesG(u) for them should be the same. A
one can see from Fig. 3, this does not happen. It can
inferred that this is due to the positive nonunidirectional a
dition of energy to the weak beam. It follows from the d
pendences presented that the nonunidirectional energy t
fer under the present experimental conditions results
intensification of the weak beam for all values of the angleu.
We note that this is not so in general. Specifically, when
external voltage decreases, the dependences presented i
3 shift toward one another, right up to complete merging
Um50. The maximum and minimum gains will be equal
absolute magnitude and opposite in sign.

The measurements ofG for waves linearly polarized per
pendicular to the photorefractive lattice vectorK oriented,
like the external field, along the@001# axis showed that, in
this case, the two-beam interaction is characterized by
standard, for photorefractive lattices,2,4 unidirectional energy

FIG. 2. Two-beam gain versus the modulation coefficient of the interfere
pattern on the entrance face of the crystal.
e
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ns-
in

e
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t

e

transfer. However, the efficiency of such transfer form(0)
50.02 was different for the casesI S(0),I P(0) and I S(0)
.I P(0) and, correspondingly,G55.5 and 2.8 cm21. This
confirms the existence of a mechanism of nonunidirectio
energy transfer for the vectorK directed along the@001# axis
of the crystal.

As follows from the results of Ref. 7, such energy tran
fer in a two-beam interaction process is possible as a re
of the formation of an amplitude grating in addition to
photorefractive grating. The contribution of the first gratin
to the two-wave gain is nonunidirectional and does not
pend on the orientation of the vectorK relative to the crystal-
physical coordinate system. It is shown in Refs. 3 and 4 th
in the low-contrast regime (m(d)!1) with a two-wave in-
teraction on a photorefractive grating, the numerical value
the two-wave gain changes sign under a symmetric in
change~Fig. 1! of the intensities of the waves incident on th
crystal. If this is taken as a basis and the contribution of
amplitude grating toG is assumed to be additive,7 the am-
plitude of the absorption coefficientDa of the grating can be
determined from the measurements described above.
m(0)50.02 it should assume the valueDa53.4 cm21 for
K i @ 1̄10# and Da51.4 cm21 for K i @001#. These values
are an order of magnitude greater than the measured valu
the absorption coefficient of the crystal. In this case a s

FIG. 3. Two-beam gain versus the angle between the plane of incide
~001! of the light beams incident on the crystal and the polarization plane
these beams form(0)50.02:1 — I S(0),I P(0); 2 — I S(0).I P(0).
e
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stantial photoinduced absorption of light should be observ
Such absorption could be due to the presence of not o
deep donor levels but also shallow traps in the crystal.12 The
difference in the photoionization cross sections with pho
generation of electrons from donor and trap centers can
to the formation of an amplitude grating. However, the a
sorption coefficient was;0.1 cm21 and did not change
when the crystal was illuminated by beams with intens
ranging from 0.3 to 100 mW/cm2.

To determine the possible contribution of the amplitu
grating to the above-described nonunidirectional ene
transfer we performed measurements of the symmetric in
action efficiency for two waves incident on the~001! face. In
this case the lattice vectorK , just as the external field, wa
oriented along the@1̄10# axis of the crystal, and the ratio o
the beam intensities wasI P(0)/I S(0)51000. The polariza-
tion of the incident beams was chosen to be orthogonal to
vector K . As is well known,2 for such a geometry the effi
ciency of two-beam interaction by a photorefractive grat
formed in crystals with 23 symmetry is zero. Therefore e
ergy transfer between the beams is possible only becaus
their interaction on the amplitude grating. The efficiency
such an interaction does not depend on the geometry o
experiment or on the orientation of the lattice vectorK rela-
tive to the crystal-physical coordinate system. The measu
value of the two-beam gain wasG5Da50.025 cm21. This
value is much smaller than the value that we obtained for
efficiency of nonunidirectional energy transfer. It was no
zero because of the inaccurate orientation of the sample
tive to the~001! crystal plane.

2. MODEL OF NONUNIDIRECTIONAL ENERGY TRANSFER
ACCOMPANYING A TWO-WAVE INTERACTION ON A
PHOTOREFRACTIVE GRATING WITH VECTOR K i †1̄10‡

To devise a theoretical interpretation of the experimen
results obtained above we shall use a mode approach to
analysis of the two-wave interaction in photorefracti
crystals.8,13 We shall represent the light field of the sign
and pump waves as a superposition of the character
waves of the crystal. The vector diagram of such a two-w
interaction by a photorefractive grating with vectorK i
@1̄10# is presented in Fig. 4.

For this orientation of the vectorK and small absorption
al0/4p, circular rl0/2p and linearsn05n0

3r 41
T E0/2 bire-

fringence of the same order of magnitude (n0 is the refrac-
tive index, E05Um /L, and L is the transverse size of th
crystal!, the expressions for the refractive indicesn1,2 of the
characteristic waves and the corresponding characteristic
larization vectorse1 ande2 can be obtained from the gener
relations presented in Ref. 8. In the approximation of sm
angles 2u in the refractive indices and polarization vectors
the characteristic waves corresponding to the same wave
face can be assumed to be the same as those for the ch
teristic waves propagating along theOX axis

ṅ1,25n02 i
al0

4p
6

rl0

2p
A11j2, ~2!
d.
ly

-
ad
-

y
r-

e

-
of

f
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e
-
la-

l
the
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f
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rac-

e15
11 i j

A11j2

y0

A2
1

iz0

A2
, ~3!

e25
y0

A2
2

j1 i

A11j2

z0

A2
, ~4!

wherej5pn0
3r 41

T E0 /rl0 and y05z03x0, wherex0 and z0

are the unit vectors of the coordinate system.
For incident waves with scalar amplitudesES,P and lin-

ear polarization vectors making anglesuS,P with the plane of
incidence, the amplitudes of the characteristic waves exc
in the crystal at the boundaryx50 are determined by the
expressions

CS1,P1~0!5
tES, P

A2
H sin~uS,P!

12 i j

A11j2
2 icos~uS,P!J ,

~5!

CS2,P2~0!5
tES,P

A2
H sin~uS,P!1cos~uS,P!

12j

A11j2J , ~6!

wheret is the coefficient of Fresnel losses.
For the orientation of the lattice vectorK i @ 1̄10# and in

the approximation of inexhaustible pumping, forI S(0)
!I P(0) the equations for the amplitudes of the coupl
waves8 can be represented in the form

dCS1~x!

dx
5

GSt

2I 0
~CS1~x!CP1* ~0!1CS2~x!CP2* ~0!!

3H jCP1~0!

A11j2
2

j1 i

11j2
CP2~0!exp@ iDkx#J ,

~7!

FIG. 4. Vector diagram of a two-wave interaction on a photorefract

grating with vectorK i @ 1̄10# in a cubic crystal placed in an external electr
field E0(t) i K .
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dCS2~x!

dx
52

Gst

2I 0
~CS1~x!CP1* ~0!1CS2~x!CP2* ~0!!

3H j2 i

11j2
CP1~0!exp@2 iDkx#1

jCP2~0!

A11j2 J ,

~8!

where Gst52pn0
3r 41

T E1
sc/l0 includes the photoelasti

contribution,14 Dk5(ṅ12ṅ2)2p/l052rA11j2, I 0

5uCS1(0)u21uCS2(0)u21uCP1(0)u21uCP2(0)u2'uCP1(0)u2

1uCP2(0)u2, andE1
sc is the effective amplitude of the spac

charge field which depends on the photorefractive par
eters of the crystal, the period of the grating, and the am
tude and temporal shape of the external electric field.15,16

For like-polarized waves incident on the crystal (uS

5uP5u) the vector amplitude of the resulting light field o
the signal wave at a distancex from the crystal boundary ca
be obtained in the form8

ES~x!5H Ei
S~x!expFGstx

2
h~x!G1E'

S~x!GstJS~x!J
3exp@2ax#. ~9!

Here

Ei
S~x!5CS1~0!e11CS2~0!e2exp@ iDkx#, ~10!

E'
S~x!5CS2* ~0!e12CS1* ~0!e2exp@ iDkx#, ~11!

h~x!5
j21sinc~2rxA11j2!

11j2
sin~2u!

2rxsinc2~rxA11j2!cos~2u!, ~12!

JS~x!5
1

2~11j2!
E

0

x

@j1 i j2cos~2u!1 iA11j2

3sin~2u!sin~2rx8A11j2!

2~j2 i cos~2u!!cos~2rx8A11j2!#

3expS Gstx8

2
h~x8! Ddx8, ~13!

where sinc (x)5sin(x)/x.
Thus, after interacting with the reference wave in a cr

tal of thicknessx5d the light field of the signal wave can b
represented as a superposition of elliptically polarized li
fields E i

S (d) andE'
S(d). It is easy to show from Eqs.~10!,

~11!, ~3!, and ~4! that these fields satisfy the orthogonali
condition E i

S (d)•E'
S* (d)50. The polarization structure

E i
S (0) of the first component corresponds to the signal w

in the absence of a photorefractive interaction~no pump
wave!. In the presence of pumping the intensity of this co
ponentI i

S (d)5I S(0)exp@Gstdh(d)# can increase or decreas
depending on the sign of the exponent. This is character
for an ordinary two-beam interaction.

The intensity of the light field componentI'
S(x)

5I S(0)Gst
2 uIS(x)u2 orthogonal to the signal wave~in the ab-

sence of an interaction! determines the contribution of th
self-diffraction gyration effect8–10 to the total intensity
-
i-

-

t

e

-

tic

I S(d)5I i
S (d)1I'

S(d) of the signal beam at the exit from th
crystal. The contribution of this component always increa
the intensity of the weaker signal beam as a result of po
transfer from the stronger pump wave. The orthogonally
larized component of the light field appears with the inter
tion, on account of diffraction with a change of the polariz
tion state ~the processeskS15kP22K1Dk and kS25kP1

2K2Dk in Fig. 4!, on the photorefractive grating formed b
the initial pump and signal waves~the processesK5kP1

2kS1 and K5kP22kS2), and its efficiency is high becaus
of the short length of the detuning vectorDk.

The relations for the vector amplitudeEP(x) of the
pump wave forI P(0)!I S(0) can be obtained from Eqs.~9!–
~13! by replacing the indicesS1 andS2 by P1 andP2 and
changing the sign of the terms containingGst from plus to
minus. Therefore, the intensity of the weak pump wave at
crystal exit is determined asI P(d)5I P(0)exp@2Gstdh(d)#
1IP(0)Gst

2uIP(d)u2.
Figure 5 shows the relative gain~attenuation! of the in-

tensitiesI i
S (d)/I S(0) andI '

S (d)/I S(0) of the components o
the light field of the signal wave and the total intens
I (d)/I S(0)5(I i

S (d)1I'
S(d))/I S(0) at the exit of the

Bi12SiO20 crystal versus the angleu between the plane o
incidence and the polarization vector of the incident wav
The solid curves correspond to a positive coupling cons
Gst5110 cm21 and the dashed curves correspond to a ne
tive constantGst5210 cm21. The values of the other physi
cal parameters of the model employed corresponded to
above-described experimental conditions. It follows from t
curves shown that, for the light-field component with inte
sity I i

S (d)/I S(0) ~curves 1!, intensification is replaced by
attenuation with a change in sign of the coupling consta
The amplification efficiency equals the attenuation e
ciency. For the case at hand, for all values of the angleu the

FIG. 5. Relative gain~attenuation! of the intensityI i (d)/I S(0) ~curves1!
and I ' (d)/I S(0) ~curves2! of the components of the light field and of th
total intensityI i (d)1I ' (d)/I S(0) ~curves3! at the exit from the crystal
versus the angleu between the incidence plane and the polarization vec
of the incident waves.Gst5110 cm21 — solid curves,Gst5210 cm21 —
dashed curves.
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contribution of the self-diffraction gyration effect~curves2!
to the total intensity of the light field of the signal wav
~curves3! is much larger than the standard photorefract
intensification. For most values ofu the orthogonal compo
nent of the light field of the signal wave intensifie
(I '

S (d)/I S(0).1).
The relations~2!–~6! and ~9!–~13! make it possible to

write an analytic expression for the two-wave gain~1! in the
form

G th~x!5Gsth~x!

1
1

x
ln~11uJS~x!u2Gst

2 exp~2Gstxh~x!!! ~14!

in the approximation of an inexhaustible pump forI S(0)
!I P(0) and

G th~x!5Gsth~x!

2
1

x
ln~11uJP~x!u2Gst

2 exp~Gstxh~x!!!, ~15!

for I S(0)@I P(0).
The second term in these expressions describes the

tribution of self-diffraction gyration. Its sign remains un
changed under a 180° rotation of the lattice vector. If t
term is greater in magnitude than the first term, then the s
of G th(x) will be positive irrespective of the sign ofGst .
This condition of nonunidirectional energy transfer can ho
other parameters remaining the same, both for all value
the interaction lengthx and for values ofx greater than some
valuexG . 8 The first case, for values of the angle between
polarization vector of the waves incident on the crystal a
their plane of incidenceu50 andu590°, occurs when

uGstu>u4ru, ~16!

and the second case occurs when this inequality does
hold. The greater the departure from this inequality,
greater the interaction lengthxG at which nonunidirectiona
energy transfer will appear is. In the experiments the qu
tity xG is limited by the dimensions of the sample. For th
reason, it is possible to observe nonunidirectional ene
transfer in a Bi12SiO20 crystal at wavelengthl5633 nm with
the parameterGst increasing~due to an increase in the loca
component of the space-charge field! to values comparable
to 4r515.5 cm21.

3. COMPARISON OF EXPERIMENTAL RESULTS WITH
NUMERICAL CALCULATIONS

The theoretical curvesG(u) presented in Fig. 3 for the
case I S(0),I P(0) ~curves 1! and I S(0).I P(0) ~curve 2!
were calculated using Eqs.~14! and~15!. In the calculations,
the valueGst515.3 cm21 was used for the coupling consta
of the interacting waves, obtained by a least-squares fit of
e

n-

s
n

,
of

e
d

ot
e

n-

y

e

theoretical dependenceG th(u) to the experimental data
G(u). The use of the material constants obtained in Ref.
for a Bi12SiO20: CdO crystal, neglecting nonunidirectiona
energy transfer, to estimate the parameterGst using well-
known relations for the photorefractive response of a m
dium with a one-level band model15,16gives 29.4 cm21. The
latter satisfies the condition~17!. The result of the calcula-
tion of the coupling constant for the Bi12SiO20: CdO crystal,
taking account of the presence of shallow traps and, us
the expressions presented in Ref. 17 and the parameters
sured here, isGst515.1 cm21, which is in good agreemen
with the value obtained in the present work. We note that
value Gst515.3 cm21 does not satisfy the inequality~16!
(4r515.5 cm21), but a calculation of the spatial depen
denceG th(x) using Eq.~15! gives the threshold valuexG

50.45 cm, which is less than the thickness of the experim
tal sample.

In summary, it was shown in this work that efficien
nonunidirectional energy transfer in a two-beam interact
on a photorefractive grating with vectorK i @ 1̄10# formed by
diffusion-drift mechanism in a Bi12SiO20: CdO crystal in an
alternating electric field is possible.

This work was partially supported by the Krasnoyar
affiliate of the firm ‘‘Stek’’ ~Tomsk!.
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Superionic conductivity of the heterovalent solid solutions
R12xMxF32x „R5REE, M5Ca, Ba… with tysonite-type structure
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The fluorine-ion conductivity of anion-deficient solid solutionsR12xCaxF32x andR12xBaxF32x

having the tysonite (LaF3) structure was investigated by the impedance spectroscopy
method.R12xCaxF32x ~R5La, Pr, Nd, Sm, Gd, Tb, Dy, Ho! andR12xBaxF32x ~R5La, Pr, Nd!
single crystals were grown from the melt by the Bridgman–Stockbarger method. The
electrophysical measurements were performed in the frequency range 5253105 and temperature
range 300–700 K. The temperature dependences of the electrical conductivity for the
crystals studied is determined by the migration of fluorine anions along various structural positions.
It is shown that, from the standpoint of increasing the conductivity of tysonite matricesRF3

~R5La, Pr, Nd!, doping by CaF2 and BaF2 is less promising than SrF2. © 1999 American
Institute of Physics.
@S1063-7834~99!01504-X#
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In the group of inorganic fluorides possessing tyson
type structure (LaF3), anion-deficient nonstoichiometri
phasesR12xMxF32x ~R is a rare-earth element~REE!,
M5Ca, Sr, Ba!, which are heterovalent solid solutions with
variable number of atoms per unit cell, are of special inter
R12xMxF32x crystals are middle-temperature superion
conductors with conduction along the fluorine anions, wh
the contribution of the electronic conductivity can be n
glected compared to the fluorine ion conductivity.1–5 Charge
compensation by substitution of divalent cations for trivale
REE ions is accompanied by the formation of fluorine vac
cies in the anionic sublattice. Fluorine ion transport in tys
nite crystals occurs by a vacancy mechanism and is v
sensitive to breakdown of stoichiometry.

It is known6–9 that the behavior of the temperature d
pendences of the electrical conductivity for anion-defici
tysonite solid solutionsR12xMxF32x is determined by the
structure and dynamical disordering of the fluorine sub
tice. For T,Tc (Tc is the disordering temperature of th
fluorine sublattice! fluorine-ion transport with participation
of VF

1 vacancies occurs within a uniform fluorine subsyst
F1(g), whereg denotes the type of crystallographic site

the P3̄c1 space group.10 Exchange of mobile vacancies b
tween the uniformF1(g) and combinedF2(g) and F3(a)
subsystems of the fluorine atoms starts nearT.Tc . For
T.Tc transport of fluorine vacancies completely enco
passes the anionic sublattice, including theF1(g) and
F2(d)1F3(a) sites.

In previous work4,5,11,12 we studied the electrophysica
5731063-7834/99/41(4)/3/$15.00
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characteristics of tysonite single crystalsR12xSrxF32x

~R5La–Yb, Y!, R12xCaxF32x ~R5Ho, Er, Tm!, and
La0.95(Ba12xSrx)0.05F2.95 (0<x<1). In the present work the
study of the variation of the superionic conductivity in th
family of tysonite nonstoichiometric phasesR12xMxF32x

with M5Ca, Ba was continued to search for the compo
tions having the highest fluorine conductivity.

1. EXPERIMENTAL PROCEDURE

Single crystals of the solid solutions were grown in
helium atmosphere by the Bridgman–Stockbarger metho
a KRF-1 growth system~the system was designed and bu
by the Special Design Office of the Institute of Crystallogr
phy of the Russian Academy of Sciences!. The initial re-
agents were especially pure grade BaF2 , LaF2 , and PrF3 ,
and the otherRF3 compounds were chemically pure grad
Oxygen impurity was removed from the compounds by p
liminary fluoridation in the melt. The fluoridizing agent wa
especially pure grade PbF2 , 5 mass% of which was added t
the charge.

The following solid solutions were obtained
La0.95Ca0.05F2.95, Pr0.95Ca0.05F2.95, Nd12xCaxF32x (x50.01,
0.05, 0.10, 0.15!, Sm0.94Ca0.06F2.94, Gd0.84Ca0.16F2.84,
Tb0.8Ca0.2F2.8, Dy0.78Ca0.22F2.78, Ho0.77Ca0.23F2.77,
La0.95Ba0.05F2.95, Pr0.95Ba0.05F2.95 and Nd0.95Ba0.05F2.95 —
;10 mm in diameter and 15–25 mm long crystals~the com-
positions are indicated according to the charge!. The graphite
crucibles were lowered with a velocity of 5.260.2 mm/h.
© 1999 American Institute of Physics
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TABLE I. The values ofTc , A, andDHm,v for R12xCaxF32x andR12xBaxF32x single crystals having tysonite
type structure.

Crystal Tc* , K

T,Tc T,Tc

log (A, S•cm21
•K) DHm,v , eV log (A, S•cm21

•K) DHm,v , eV

La0.95Ca0.05F2.95 440 5.28 ~8!** 0.435 ~5! 3.72 ~6! 0.298 ~7!
Pr0.95Ca0.05F2.95 440 5.00 ~9! 0.378 ~6! 3.64 ~7! 0.260 ~7!
Nd0.99Ca0.01F2.99 445 4.9 ~1! 0.423 ~7! 3.04 ~7! 0.258 ~7!
Nd0.95Ca0.05F2.95 440 4.24 ~3! 0.324 ~2! 3.45 ~6! 0.264 ~7!
Nd0.90Ca0.10F2.90 460 5.9 ~1! 0.47 ~1! 3.92 ~9! 0.29 ~1!
Sm0.94Ca0.06F2.94 460 5.4 ~3! 0.42 ~2! 3.30 ~5! 0.228 ~6!
Gd0.84Ca0.16F2.84 575 6.89 ~7! 0.661 ~6! 5.04 ~8! 0.45 ~1!
Tb0.80Ca0.20F2.80 570 6.64 ~6! 0.681 ~6! 5.28 ~4! 0.527 ~5!
Dy0.78Ca0.22F2.78 2 5.85 ~3! 0.670 ~3! 2 2

(T,685 K!
Ho0.77Ca0.23F2.77 2 5.91 ~6! 0.694 ~5! 2 2

(T,685 K!
La0.95Ba0.05F2.95 430 4.49 ~7! 0.356 ~5! 3.65 ~6! 0.284 ~6!
Pr0.95Ba0.05F2.95 465 4.50 ~5! 0.371 ~4! 3.72 ~6! 0.299 ~7!
Nd0.95Ba0.05F2.95 470 4.79 ~4! 0.409 ~3! 3.64 ~5! 0.301 ~6!

Note. * The values ofTc were calculated from the formulaTc5(DH12DH2)/k(ln A12 ln A2). ** The standard
deviations of the values are presented in parentheses.
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X-ray diffraction was used to confirm that the crystals gro
had tysonite-type structure.

The samples used for conductivity measurements w
12 mm in diameter and ;5 mm high cylinders.
The electrical conductivitys was determined from the
impedance spectra of the electrochemical ce
C—R12xMxF32x—C with graphite electrodes. The imped
ance measurements were performed in the frequency ra
5253105 Hz and temperatures 300–700 K in a;1021 Pa
vacuum. A detailed description of the measuring appara
and the method for determining the bulk resistance of
crystals are presented in Refs. 4 and 13. The error in m
suring the bulk resistance was less than 5%. All electroph
cal investigations were performed on unoriented sing
crystal samples assuming pseudoisotropic behavior ofs,
which was satisfied quite strictly for concentrated solid so
tions R12xMxF32x (x>0.05) with the same defect structu
as tysonite.12,14

2. RESULTS AND DISCUSSION

A kink near the temperatureTc ~the values ofTc are
indicated in Table I! is observed in the temperature depe
dences of the fluorine-ion conductivity for allR12xCaxF32x

and R12xBaxF32x crystals investigated excep
Dy0.78Ca0.22F2.78. In the temperature range below and abo
Tc the temperature dependencess(T) satisfied the
Arrhenius–Frenkel equation

sT5A exp@2DHm,v /kT#,

whereDHm,v is the activation enthalpy of the migration o
anionic vacancies. The values of the preexponential factoA
and the enthalpyDHm,v are summarized in Table I.

We shall now analyze the change in the characteris
of the fluorine-ion transport in the series of solid solutio
studiedR12xMxF32x ~M5Ca, Ba!. The maximum electric
conductivitysmax in the solid solutions Nd12xCaxF32x was
observed for the composition withx050.05. The latter quan
re

s

es

s
e
a-
i-
-

-

-

e

s

tity agrees well with the valuesx050.0320.07,2,12,14–16

found for the solid solutionsR12xSrxF32x ~R5La, Ce, Pr,
Nd! andR12xBaxF32x ~R5La, Ce!. For R12xCaxF32x crys-
tals, as the ionic radius of the cationR31 decreases from
La31 to Ho31, an increase of the CaF2 content~the index of
the breakdown of stoichiometry isx) results in a diminish-
ment of the fluorine-ion transport as a result of an intens
cation of ion-ion interactions of the defects. This complete
confirms the results of our investigations of the transp
properties of the solid solutionsR12xSrxF32x ~R5La–Yb,
Y!5 andR12xCaxF32x ~R5Ho, Er, Tm!.11

In the group of tysonite solid solutions investigated, t
values of the fluorine-ion conductivity forR0.95M0.05F2.95

~R5La, Pr, Nd; M5Ca, Ba! and Sm0.94Ca0.06F2.94 single
crystals are 2310252131024 S•cm21 at 293 K. This fact
recommends them as anionic solid electrolytes, suitable
use in F2 and HF gas analyzers, in fluoride-selective me
branes, and in electrochemical fluorine generator.

Figure 1 shows the variation of the isothermal condu
tivity as a function of the ionic radiusr M21 in the series of

FIG. 1. Variation of the conductivity at 293 K as a function of the ion
radius r M21 in the series of solid solutions La0.95M0.05F2.95 ~1!,
Pr0.95M0.05F2.95 ~2!, and Nd0.95M0.05F2.95 ~3!, M5Ca, Sr, Ba.
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solid solutions La0.95M0.05F2.95, Pr0.95M0.05F2.95,
Nd0.95M0.05F2.95 ~M5Ca, Sr, Ba!. The ionic radii are given
according to the Shannon system withr F250.119 nm.17 It is
evident that in studying the superionic transport for in
vidual tysonite matricesRF3 ~R5La, Pr, Nd! doping by SrF2
is preferable to CaF2 and BaF2 .

The existence of a conductivity maximum in a numb
of two-component solid solutions La0.95M0.05F2.95,
Pr0.95M0.05F2.95, and Nd0.95M0.05F2.95 with M5Sr makes it
desirable to investigate the electrical conductivity of tern
solid solutions of the type La0.95(M12xMx8)0.05F2.95 to opti-
mize anionic transport. Optimal geometric matching of t
doping cationsM211M 821and the matrix cationR31 will
be observed when the average ionic radius of the impu
cations is as close as possible to the ionic radiusr dop(r dop

5(12x)r M211xrM 821) of the rare-earth cation.
In Ref. 12 we investigated a family of ternary solid s

lutions La0.95(Ba12x8 Srx)0.05F2.95 (0<x<1), where
r Sr2150.140 nm, r Ba2150.156 nm, andr La3150.130 nm.
However, for these solid solutionsr La3150.130 nm does no
fall into the range of variation of the average ionic radi
r dop of the impurity cations: The values ofr dop vary from
0.14 to 0.156 nm. The investigations of anionic transpor
tysonite crystals must be continued using the solid soluti
La0.95(Ca12xSrx)0.05F2.95

(0<x<1), since r Ca2150.126 nm
and the range of variation ofr dop from 0.126 to 0.14 nm
contains the valuer La3150.130 nm.

1L. E. Nagel and V. O’Keeffe, inIon Transport in Solids,edited by W. Van
Gool ~North Holland, Amsterdam, 1973!, p. 165.
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Characteristics of the elastic strain of a Ge „111… surface under a mechanical load
V. E. Korsukov, S. A. Knyazev, A. S. Luk’yanenko, and V. A. Obidov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences 194021 St. Petersburg, Russia
~Submitted May 15, 1998; resubmitted September 18, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 641–644~April 1999!

Estimates are obtained for various components of the elastic strain in a Ge~111! surface layer
under isotropic lateral tension. Agreement with the reversible components of surface
thinning, derived from energy shifts in the volume and surface plasma peaks, suggests that the
latter have an elastic character. It is conjectured that the anomalously high strain in a
thin surface layer is due to the partially quasielastic variation of the relief of strained
semiconductor surfaces. ©1999 American Institute of Physics.@S1063-7834~99!01604-4#
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A number of substantial mechanical effects were disc
ered in Refs. 1–6, devoted to studying the effect of a m
chanical load on the structure of the Ge~111! face, as well as
in other works.7–9 We divide these effects into two groups —
reversible and irreversible relative to the load. In the pres
paper we shall examine the effects of a mechanical action
the Ge~111! face. The choice of the object of investigatio
— a germanium surface — is dictated by the following pro
lem: Semiconductor crystals are characterized by a wide
gion of elasticity, so that using the loading method that
have developed it was possible to achieve substantial lo
s;1 GPa and higher without macroscopic damage to
sample. A substantial reversible component of the mech
cal action on the surface was observed in the process.
believe that this effect is due to~mainly! the elastic defor-
mation of the surface. The relation between the revers
mechanical effects and the elastic strain of the Ge~111! sur-
face is obvious from general considerations, but thus fa
has not been established quantitatively sufficiently system
cally.

The aim of the present work is to fill this lacuna. He
estimates are obtained for the elastic strain in a surface l
on the Ge~111! face on the basis of the macroscopic theo
of elasticity, and they are compared with the reversible co
ponents of the thinning, derived from the energy shifts
volume and surface plasmons as a function of the load
well as with LEED~low-energy electron diffraction! data.10

1. EXPERIMENTAL PROCEDURE AND RESULTS

The effect of a mechanical load on the surface atom
layers of the Ge~111! face was studied using specially deve
oped loading methods, which make it possible to obt
well-reproducible states of isotropic lateral stretching of
layers in a wide range of loads 0,s,2 GPa. The sample
consisted of circular 20 mm in diameter and 0.2 mm th
Ge wafers cut from a single-crystal blank, so that their
surface deviated from the crystallographic~111! plane by not
more than 0.5°~vicinal angle!; this angle was monitored
using x-ray diffraction. The surface studied was prepared
the conventional method, combining mechanical and che
cal polishing, as well as sputtering of the surface with A1
5761063-7834/99/41(4)/4/$15.00
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ions and annealing in an ultrahigh vacuum.1,2,6 The loading
apparatus was equipped with a number of heating eleme
making it possible to anneal the samples efficiently direc
in the vacuum chamber of the spectrometer at any stag
the experiment.

Two loading schemes were used in our experime
~Figs. 1a and 1b!. The top surface of the sample was rest
against a stationary outer ring-shaped support 1 and the
tom surface of the sample was pressed with the forceF of
either a ring-shaped die~schemea) or sphere 3~schemeb).
The central regions of the top surface were investiga
~these regions are hatched in the figure!.

A characteristic feature of the loading schemes e
ployed is that the edges of the samples are free, unclam
edges, which made it possible to eliminate edge effects d
ing loading and to increase the resulting stresses at the ce
of the sample.11

The schemea made it possible to produce at the cen
of the sample surface a biaxial centrosymmetric tensio11

The largest stress reached in our experiments using
scheme exceeded 1 GPa. This scheme was used to pe
the basic measurements of the LEED and EELS elec

FIG. 1. Loading schemes:1 — exterior ring-shaped support,2 — ring-
shaped die,3 — spherical die,F — applied force,s — tensile stress.
© 1999 American Institute of Physics
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energy-loss spectroscopy! spectra and to calibrate the stre
measurements performed with schemeb.

It should be noted that the concept of a mechanical st
is applicable and can be calculated well not only in the in
rior but also at the surface layers, whose thickness is m
larger than interatomic distances. Good agreement betw
the computed stresses and the stresses measured expe
tally using x-ray diffraction in reflection from a Si~111! sur-
face has been shown precisely for such layers in Refs. 12
13.

In Refs. 12 and 13 a method was proposed for measu
the stresses in the near-surface Ge and Si layers by Ra
spectroscopy in reflection from a surface. The stresses w
estimated according to the shift and splitting of theLO and
TO phonon frequencies. In our experiments we employ
calculations and both experimental methods, as in Ref. 13
determine the stresses.

In schemeb, a large stress gradient is obtained at t
center of the sample. The highest value of the stresss ex-
ceeded 2 GPa for Ge~111!. The estimate was made accordin
to the calibration in schemea. It should be noted that the
stresses are also difficult to calculate in a thicker surf
layer schemeb, but they can be measured according to
shift and splitting of theLO andTO phonons as a function
of the load by Raman spectroscopy in reflection from a
surface.13

The EELS results on reversible and irreversib
thinnings14 are presented in Figs. 2a and 2b, where«1

s and«1
b

are the reversible thinnings of the layers 1 and 3 nm, wh
«2

s and«2
b are the irreversible thinnings of the layers 1 and

nm, respectively. The separation of the thinnings into reve
ible and irreversible components was made by recording
positions of the plasma peaks~for the initial sample, loaded
to a loads i and after unloading!.14 In addition, in the loading
schemea s i varied in the range 0,s i,1 GPa. Figure 2b
will not be discussed in the present paper. In what follow
we shall consider only the reversible components of the th
nings«1

s and«1
b . To compare these quantities with the ela

tic strain of the surface we shall use a macroscopic appr
mation to estimate the various components of the ela
strain in 3 and 1 nm layers.

2. ELASTIC DEFORMATION OF GE „111… SURFACE LAYERS.
MACROSCOPIC APPROXIMATION

We start by estimating the strain in the thicker, 3 n
surface layer, which includes of the order of 10 atom
monolayers. The static relaxation of the crystal latt
~change in the geometric parameters of the unit cell!, as well
as the difference of the interatomic interaction parameters
the surface from their values in the interior are substantial
the thinner layer. We shall employ here the interior values
the corresponding parameters. We are interested in the
tic strain «v

b of the interior of a unit cell in the layer o
interest. Evidently, this strain should be compared to
thinning«1

b determined from the shift of the bulk plasmon.
the macroscopic approximation

«v
b[dV/V5«xx1«yy1«zz[Tr«̂, ~1!
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where «xx ,«yy , and «zz are the components of the stra
tensor« and Tr«̂ is the trace of the strain tensor. For crysta
with a cubic unit cell we fine

«v
b5~S1112S12! Tr ŝ, ~2!

whereS11 andS12 are elastic compliance constants and Tŝ
is the trace of the stress tensor. For isotropic lateral stre
ing Trŝ52s, wheres are the stresses in sections perpe
dicular to the surface plane. We shall calculate the ela
compliance constantss11 ands12 using the tabulated value
of the elastic stiffness constantsC11 and C12 and the
relation15

~S1112S12!5~C1112C12!
21. ~3!

Thus, we obtain in the macroscopic approximation

«v
b @%#52~C1112C12!

21s58.4310210s @Pa#. ~4!

This linear dependence is displayed in Fig. 2a~dashed line!.
Within the limits of error, it is identical to«1

b(s), which
justifies our conclusion that the thinning«1

b(s) measured
according to the shift of the bulk plasmon is the elastic str
in a 3 nmthick surface layer. The somewhat higher expe

FIG. 2. Reversible«1
b and«1

b ~a! and irreversible«2
b and«2

b ~b! thinnings of
the 1 and 3 nm thick surface layers versus the stresss in Ge~111!: 1 —
computed quasielastic strain for a 3 nmthick layer,2 — «1

b — reversible
thinning of the 3 nm thick layer,3 — computed quasielastic strain for the
nm thick layer,4 — «1

s — reversible thinning of the 1 nm thick layer~a!, 5
— «2

b — irreversible thinning of the 3 nm thick layer,6 — «2
s — irreversible

thinning of the 1 nm thick layer~b!.
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mentally observed value of the thinning«1
b can be explained

by the influence of surface effects in the strain. These effe
are discussed below.

Let us now examine the elastic strain in the thinner
nm layer. As follows from Fig. 2a, here the thinning«1

s(s)
measured according to the shift of the surface-plasmon
ergy is approximately three times larger than the ela
strain in the interior of the crystal. To explain this differen
it must be assumed that the values of the lattice structure
elastic constants on the surface differ from the values in
interior of the crystal. In the present case, even though
thickness of the layer decreased by only a factor of 3
passing from«1

b(s) to «1
s(s) ~this is several interplanar dis

tances!, we assume that surface effects start to play a rol
the structure and dynamics of the lattice.

In the first place, the cubic symmetry of the unit ce
breaks down because of static relaxation,16 so that the num-
ber of elastic constants is no longer limited to the trip
C11,C12, andC44. 15 In the second place, the values of the
elastic constants are different from the values in the inter
These differences are all maximum on the surface itself
decrease exponentially in a direction into the interior of
crystal. We now average the elastic characteristics of
lattice over the thinner 1 nm layer, where once again
employ the macroscopic approximation.

The very fact that the elastic properties of the lattice
the surface differ from those in the interior of the crystal
well established and is unquestioned. In the present case
necessary to explain the much higher strain of the cell v
ume in the 1 nm layer than in the interior of the crystal.
analyze this effect we shall also employ the results of R
10, where the mechanical strain of the Ge~111! surface was
studied by LEED. This method makes it possible to spec
the strain of the uppermost~1–2 lattice constants! surface
layer, specifically, to determine the strain components wh
are parallel« i

s and perpendicular«'
s to the surface plane

The accuracy with which the parallel strain is determined
LEED is low. However, according to the results of Ref. 10
can be asserted that it does not exceed 0.5% at the maxi
attainable loads;300 MPa. There are no grounds for e
pecting that the parallel strain on the surface exceeds
interior value. For this reason, we shall assume that it eq
the computed value of the linear strain in the interior. F
s5300 MPa

« i
s>« i

b>0.25% ~5!

Then the strain«'
s is of special interest. In Ref. 10, a positiv

~anomalous! value«'
s ;0.5% was obtained. In Ref. 10 it i

shown that the indicated strain anomaly is possible with
lattice instability. However, it must be independently co
firmed in order to ascertain the result reliably. We note
Ref. 7 that such a strain anomaly was not observed on
Si~110! face. We see confirmation of the observed anom
in the characteristic features, being discussed here, of
strain on the Ge~111! surface, presented in Fig. 2a, and o
problem now is to find correspondence between the resul
these independent experiments. A correspondence is e
lished by the following strain estimates. In the interior of t
ts
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crystal the strain component«'
b normal to the surface plan

can be estimated, taking account of Eqs.~4! and ~5!. For s
5300 MPa

«'
b >«v

b22« i
b;20.25%. ~6!

This corresponds to the normal Poisson effect — comp
sion of the crystal in a direction perpendicular to the lo
plane. On the surface itself this strain component, accord
to Ref. 10, has the opposite sign and is twice as large
magnitude. Then we obtain the desired estimate of the st
«v

s ~for s5300 MPa!

«v
s>2« i

s1«'
s ;1%. ~7!

Within the limits of error, this estimate agrees with the e
perimental value of the thinning«1

s obtained from the shift of
the surface-plasmon energy. Therefore, the experimenta
sults presented in Fig. 2a agree with those of Ref. 10 a
considered together, they give a fairly complete picture
the strain in the Ge~111! surface layers under lateral me
chanical tension of this surface.

The good agreement between the above-obtained
mates of the strains«v

s and«v
b and the experimentally mea

sured thinnings«1
s and«1

b in the 1 and 3 nm surface layer
reinforces the conclusion that these effects have an ela
character.

To explain the high value of the thinning«1
s in the 1 nm

layer the anomalous character of the strains«'
s was taken

into account — an effect observed earlier by LEED10 and
termed an anomalous Poisson effect. We believe that a
tional confirmation is thereby also obtained for this effe
The question of the nature of this effect remains open. Si
the anomalous character of the strain«'

s refers to the upper-
most atomic layer, it can be inferred that there is a defin
relation between this strain and the change in the electro
structure as well as the change in the surface relief i
mechanical force field.8,17 Indeed, in Ref. 9 a mechanical
load was found to produce a system of atomic steps on
Si~001! surface. In Ref. 9 it was shown that the atomic ste
serve as boundaries of domains with alternating superst
tures~21! and ~12!. An external load is observed to chang
the relative fraction of the areas of the domains~12! and
~21!, depending on the sign of the applied load. This tran
tion occurs as a result of the shifts of the domain wa
When one of the superstructures vanishes, the width of
terrace doubles, and the boundary between them transfo
from a monatomic to a diatomic step. These effects are
quasireversible relative to the applied load.

We believe that the anomalously high value of the str
which we observed in the thinnest surface layer is due to
indicated variations of the relief of the Ge~111! face and is of
a partially quasielastic character. However, the relation
tween the quasielastic variation of the relief and the ela
deformation of the Ge~111! face requires additional discus
sion.
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MAGNETISM AND FERROELECTRICITY

Latent paramagnetism in CsFeCl 3

Yu. D. Zavorotnev* )

Donetsk Physicotechnical Institute, Ukrainian Academy of Sciences 340114 Donetsk, Ukraine
~Submitted June 2, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 645–646~April 1999!

It is shown that latent paramagnetism can occur in a lattice having a hexagonal arrangement of
magnetic spins. This state is characterized by the fact that the effective exchange interaction
on the two sublattices vanishes and the corresponding ions become paramagnetic. The appearance
of such a state explains the nonequidistant spacing of the jumps in the magnetization in
CsFeCl3. © 1999 American Institute of Physics.@S1063-7834~99!01704-9#
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CsFeCl3 crystals possessD6h
4 symmetry.1 The magnetic

Fe21 ions form a regular hexagonal structure in theXOY
plane and each ion is surrounded by an octahedron consi
of six Cl2 ions. These octahedra determine the crystal fi
acting on an Fe21 ion and single-ion easy-plane anisotrop
Two magnetization jumps occur in CsFeCl3 — in magnetic
fields 9.6 and 31.2 MA/m.2 These jumps are due to the cros
ing of the ground state by the excited levels in a magn
field. The first jump is 2/3 of the maximum magnetizatio
~Fig. 1!. Our investigations showed that, if all ions are cry
tallographically equivalent, then the jumps will be equid
tant, since theg factor is the same for all energy level
Hence the conclusion follows that a phase transition sho
occur in the region of the first jump and the Fe21 ions should
become nonequivalent.

According to the experimental data of Ref. 1, a magne
cell contains ions of the second coordination sphere
there are 26 Fe21 ions, which can be divided into three su
groups in the two planes. Two ions in the first subgroup
at the centers of hexagons, and 12 ions in the second g
lie on lines connecting the centers to the centers of the lat
sides. All other ions~third subgroup! are located at the ver

FIG. 1. Magnetization curve for CsFeCl3.
5801063-7834/99/41(4)/2/$15.00
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tices. It is obvious that the ions of one subgroup will not pa
into those of another subgroup under any of the operation
theD6h symmetry group. For this reason, in the calculatio
below, the third subgroup will be neglected. Its possible c
figurations will coincide with the states of the second su
group when translational invariance is also taken into
count. The dimensionD of the obtained permutation
representation is 14, and

D52A1g12B1g1E1g1E2g1A1u1B1u1E1u1E2u .
~1!

The states of the ions in the first subgroup can be descr
by only two irreducible ferromagnetism~FM! and antiferro-
magnetism vectors. Of all the possible configurations of
second subsystem we shall consider only those that are c
acterized by the irreducible vectors

B151/~2A2!~s12s32s41s61s82s102s111s13!,

B251/~2A2!~s12s22s51s61s82s92s121s13!,

A151/~2A2!~s12s31s42s61s82s101s112s13!,

A251/~2A2!~s12s21s52s61s82s91s122s13!. ~2!

Here si ( i 51214) are the spins of thei-th ion ~Fig. 2!.
These vectors transform according to the irreducible rep
sentationsE2g ,E2g ,E1u , andE1u , respectively. Ferromag
netic ordering occurs between the planes.

FIG. 2. Configuration with ‘‘hidden’’ paramagnetism. The numbers in p
rentheses are the numbers of the ions in the second plane.
© 1999 American Institute of Physics
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Two situations withB1Þ0 andB2Þ0 are possible: 1!
The spins of the neighboring ions make an angle 2p/3 with
one another, ands11s45s31s6 ,s11s55s21s6. This con-
figuration occurs in CsFeCl3 at H50. 2! s15s65s85s13

50, s35s452s252s5 ~Fig. 2, solid arrows!. This configu-
ration contains, according to Gufan’s definition,3 latent para-
magnetism~PM!, since the central spins of the ions 1, 6,
and 13 are zero and the exchange interaction on the co
sponding sublattices is completely compensated. The s
metry of the spin subsystem is lowered toC2v , and the two-
fold axis is parallel to the line connecting the ions 1 and
Taking account of the relativistic interactions showed t
the states can be of the easy-plane or easy-axis type.

If A1Þ0 andA2Þ0, then two cases are possible here:!
The spins of neighboring ions make anglesp/3. 2! The state
with latent PM~Fig. 2, broken arrows!.

The following mechanism of magnetization of the com
pound CsFeCl3 can be inferred from what we have sa
above. According to neutron diffraction investigations,
120-degree ordering (B1Þ0,B2Þ0) and FM interaction be-
tween the planes occur at the initial temperature. Whe
field is imposed, the ions in the second group pass int
state with latent PM (B1Þ0,B2Þ0). The magnetic energy o
,
re-

-

.
t

a
a

these two states in the absence of a magnetic field is
same. However, if the anisotropy on the paramagnetic i
changes to easy-axis anisotropy, then forHÞ0 the configu-
ration with latent PM is energetically more favorable. T
ions in the first group likewise should become paramagn
with easy-axis anisotropy. For field intensities 9.6 MA/
,H,31.2 MA/m the magnetization of each PM is 2mB and
the magnetization of the magnetic ions is 1mB . Since three
ions in the plane are paramagnetic and six are magnetic
magnetization per ion is

Mz5~136/91233/9!mB52/332mB .

Hence it follows that the first jump is 2/3 of the maximu
magnetization (2mB).

* !E-mail: zavorot@host.dipt.donetsk.ua

1M. Steiner, Solid State Commun.38, 1179~1981!.
2Naoshi Suzuki and Yukio Tagawa Physica B155, 375 ~1989!.
3Yu. M. Gufan, E. I. Kut’in, V. L. Lorman, A. M. Prokhororv, and E. G
Rudashevski�, JETP Lett.46, 287 ~1987!.

Translated by M. E. Alferieff



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 4 APRIL 1999
Effect of conduction electrons on the law of approach to saturation of a metallic
ferromagnet with surface pinning of the magnetic moment
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660036 Krasnoyarsk, Russia
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The effect of conduction electrons on the magnetization curve of a metallic ferromagnet with
surface pinning of the magnetic moment is investigated theoretically. The electronic
contribution is due to the rearrangement of the discrete spectrum of charge carriers trapped by
the nonuniform magnetic induction of such a ferromagnet, and it is a kind of diamagnetic
effect that appreciably decreases the volume-averaged magnetization of the ferromagnet. A power-
law dependenceH23/4 on the external magnetic fieldH is obtained according to the law of
magnetization approach to saturation. This dependence is due to the contribution of the conduction
electrons. ©1999 American Institute of Physics.@S1063-7834~99!01804-3#
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The effect of surface pinning of the magnetic moment
a ferromagnet on its physical properties continuously attra
investigators. The behavior of the magnetic subsystem
such materials,1–23 specifically, the magnetization process
in a ferromagnet, is unique because of the nonuniform
tribution of the magnetic moment over the thickness of
sample and is characterized by two main features: first,
displacement of the magnetization curve and — for irreve
ible magnetization reversal — of the hysteresis loop of
ferromagnet and, second, the law of approach to saturat

Much less attention has been devoted to the investiga
of the effect of surface pinning of the magnetic moment~sur-
face anisotropy! on other subsystems of the ferromagn
Nuclear magnetic resonance7 and the electrical properties24,25

of such materials have been studied. As far as I know, h
ever, the interaction of the magnetic and any other subsys
has never been studied in ferromagnets with surface an
ropy. At the same time such an effect could be substantia
the high-energy subsystem of the ferromagnet, for exam
the electronic subsystem, is modified by surface pinning
the magnetic moment. In the present paper the effec
changes produced in the conduction-electron spectrum
nonuniform magnetic induction of a ferromagnet with su
face pinning of the magnetic moment on the magnetiza
curve of the ferromagnet is examined.

The restructuring of the discrete spectrum of the el
trons in a magnetic field, due to the nonuniformity of t
material or the magnetic field itself, is well known. It occu
near the surface of a normal metal~magnetic surface
levels!,26 in a domain wall of a metallic ferromagnet,27 or for
electrons trapped by the domain structure of
ferromagnet.28,29The magnetic surface levels lead, as is w
known,30,31 to an additional contribution to the thermod
namic potential of a metallic sample and change its diam
netic properties. In a ferromagnet the conduction electr
localized in a domain wall increase its energy and width32
5821063-7834/99/41(4)/7/$15.00
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The mechanism of these effects is common to systems w
nonuniform distribution of the magnetic induction. It con
sists in the fact that, for a magnetic uniformity much smal
in size than the electron cyclotron radius, some electrons
influenced by an effective potential which is much narrow
than in the case of a uniform magnetic field. As a result,
electronic subsystem of a metallic ferromagnet acquires
additional energy.

In a ferromagnet with surface pinning of the magne
moment the size of the magnetic nonuniformity or the wid
of the transitional region where the magnetic moment vec
turns depends on the external magnetic field~see, for ex-
ample, Refs. 1 and 5!, so that the conduction electron
should influence mainly the magnetization curve of the m
tallic ferromagnet. In the present paper the electronic con
bution to the law of magnetization approach to saturation
determined.

1. MAGNETIZATION DISTRIBUTION

Let us consider an isotropic metallic ferromagnet with
magnetic subsystem whose free energy has the form

Fm5E
V
F1

2
aS ]M

]r D 2

2M–HGdr . ~1!

HereM is the magnetization vector,M[uM u, V is the vol-
ume of the sample,H is the external magnetic field, anda is
the exchange parameter. Let us consider a flat ferromagn
layer of thicknessd, where the magnetization vectorM is
pinned on one surface~bottom face in Fig. 1! and free on the
other. In such samples, for magnetization in a magnetic fi
H directed opposite to the vectorM fixed on the surface,
there arises a magnetization distribution that is nonunifo
over the thickness of the layer. The solution of the magne
static problem with the boundary conditionsMzuy5052M
and (]Mz /]y)uy5d50 has the form1,2,5
© 1999 American Institute of Physics
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Mz

M
5H 2112k2sn2@~h/a!1/2y#, h>hu ,

21, h,hu .
~2!

Here, similarly to Ref. 5, the coordinatey is measured from
the bottom face of the sample. The componentM y50, just
as in a Bloch domain wall, whileMx is determined by the
relation Mx

21Mz
25M2. In the expression~2! h5H/M ,

whereH5uHu; hu5(p/2)2a/d2 is the critical field or the
field in which the magnetization curve is displaced. It
greatest ford,1026 cm, for which for typical values ofa in
metallic ferromagnetsa/d2>1. As d increases, the fieldhu

appreciably decreases (hu}d22), becoming negligibly small
at d'1023 cm ~for a55310212 cm2 the field hu'1025).
The modulusk of the complete elliptic integral of the firs
kind K (k) as a function of the magnetic field can be fou
from the equation

K2~k!5hd2/a;h/hu . ~3!

The magnetic field corresponding to the saturation
gion of the magnetization curve is determined in the pres
model by the conditionh@hu . In this limit the expression
~2! assumes the form

Mz

M
'2112 tanh2F y

A2d
G . ~4!

Here

d5A a

2h
. ~5!

is the half-width of the transitional region near the surface
the sampley50, the main location where the magnetizati
vector turns (d!d).

SinceM depends only on the coordinatey, the average
magnetization ^M & of the layer accompanying
magnetization-reversal along thez axis is given by the ex-
pression

^M &5
1

d E
0

d

Mzdy. ~6!

Carrying out the integration withMz in the form ~4! we
obtain the law of variation of the magnetization of a ferr
magnet in an external magnetic field

FIG. 1. Geometry of the problem and coordinate system. The wavy l
show the trajectories of the trapped electrons.
-
nt

f

DM

M
5

2A2d

d
tanh

d

A2d
. ~7!

Thus, if the exponentially small difference of the hyperbo
tangent in Eq.~7! from 1 is neglected, then one can see th
the change in the magnetizationDM[M2^M & is propor-
tional to the widthd of the transitional region, where th
vectorM turns. In accordance with the definition ofd ~5! we
obtain for the relative change in the magnetization of a f
romagnet with surface anisotropy the characteristic magn
field dependence

DM

M
5

2

d
Aa

h
}

1

dAH
. ~8!

Hence ford51023 cm andh51023 follows the estimate
DM /M'0.15, i.e. for such a sample thickness the deviat
of the average magnetization^M & from M is quite large~in
contrast tohu), which is due to the inverse proportionality o
DM /M to d. In this case the satisfaction of the law~8! be-
comes the best evidence of the existence of surface pin
of a magnetic moment in a ferromagnetic layer.

If Mz in the form of the exact expression~2! is substi-
tuted into Eq. ~6!, then, as shown in Ref. 11,DM /M
52E(k)/K (k), whereE(k) is a complete elliptic integral of
the second kind. Hence we obtain once again the expres
~8! for h@hu . Experimentally, the dependenceDM /M
}1/AH has been observed, for example, in Ref. 2, wh
thin ferromagnetic films on a magnetically hard substr
were investigated.

It should be noted that the 1/AH dependence in the law
of approach of the magnetization to saturation holds in b
samples, where it is due to the point localization
stresses,33 and in amorphous ferromagnets with spatial flu
tuations of the anisotropy constant.34 In both cases the coef
ficient of 1/AH is independent of the sample thickness.

2. CONDUCTION ELECTRONS

We shall describe a charged quasiparticle of the e
tronic subsystem of the ferromagnet by the Hamiltonian

Hs5«sS P2
e

c
A~r ! D , ~9!

whereP is the canonical momentum of the quasiparticle w
chargee in the bands. We assume an arbitrary dispersio
law for charge carriers. The vector potentialA can be ex-
pressed in terms of the magnetic induction vector of the
romagnetB5“3A, the coordinate dependence of who
components is determined by the magnetization distribu
in the sample (B(r )5H14pM (r )). If B„r …[B(y), as in our
problem, then the vector potential can be written in the fo

Ax52E
0

y

Bz~y8!dy8, Ay50, Az5E
0

y

Bx~y8!dy8.

~10!

Hence follows the Landau gauge in the case of a uniform
magnetized sample. ForA in the form ~10! the Hamiltonian
Hs is independent ofx andz ~cyclic variables!. Therefore the

s
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momentum componentsPx and Pz of the quasiparticles are
conserved in the motion. Carrying out the semiclass
quantization procedure we obtain the condition for quanti
tion of the quasiparticle energy in the form

S~Px ,Pz ,E!52p
ueuB

c
\~n1g!, ~11!

where

ueuB
c R pydy5S~Px ,Pz ,E!. ~12!

Here E is the quasiparticle energy,B54pM , P
5(Px ,py ,Pz), n51,2,3,. . . ,0<g<1, and \ is Planck’s
constant divided by 2p.

A nonuniform inductionB(y) does not affect differen
groups of charge carriers in the same way. Its nonuniform
has virtually no effect on quasiparticle trajectories far fro
the transitional region but, whend!R, whereR is the aver-
age radius of a charge-carrier orbit in the fieldB, the transi-
tional region is crossed at not too acute an angle. For s
carriersS(Px ,Pz ,E)'S(Pz ,E) and their spectrum is virtu
ally identical to that in a uniform magnetic field. The rea
rangement of the spectrum is maximal for quasipartic
moving inside the transitional region~Fig. 1!. Let us examine
their dynamics in greater detail.

For h@hu the projectionMz of the magnetization vecto
is given by the expression~4!. ThenBz vanishes at the poin
y5yc[uc(a/h)1/2, where uc5tanh21(1/22h/8p)1/2. One
can see that this point exists only forh,4p. If h!4p, then
yc;d and, moreover, this approximation makes it possi
to setB'4pM . Only such values of the magnetic field wi
be considered below.

Taking as the origin on they axis the pointyc , as shown
in Fig. 1, we obtain for the components of the magne
induction vector taking account of only the first term in t
expansion near this point

Bx'B, By50, Bz'By8/d, ~13!

where y85y2yc . To investigate the electronic subsyste
we shall assume that this expansion holds in the entire t
sitional region2d,y8,d and that outside this region th
induction in the sample is uniform, i.e. according to Fig.
Bz'74pM below and above the transitional region. F
d!R the function«s(P2eA„r ……/c) in Eq. ~9! can be ex-
panded in a power series near the pointp05(Px ,py0 ,Pz),
where py0 is determined by the equationvy50. We note
that, depending on the orientation and form of the Fe
surface, there may be no such point in the bands or there can
be several such points. Let us consider the electronic b
where there is one such point. To simplify the calculatio
we drop the indexs. Simple transformations yield

«~p!5«01
1

2my
~py2py0!21

1

2
myv1

2~y82y0!2, ~14!

wherep5P2eA„r …/c, «05«(p0), y05vz0d/vx0 , uy0u,d,
andvx0 , uz0 , andmy are the components of the velocity an
the effective mass of the conduction electrons near the p
p0,
l
-

y

ch

s

e

c

n-

,

i

nd
s

nt

v15~eBvx0 /cdmy!1/2. ~15!

In what follows we shall be interested in the particles und
going finite motion in the transitional region. For themv1 is
real and it is the frequency of the motion in the transition
region. From expression~15! follows evx0 /my.0, which
determines the position of this group of carriers on the iso
ergy surface. According to Eq.~14!, the cross-sectional are
corresponding to quasiparticles in the transitional region
the ferromagnet has the form

S~E,Px ,Pz!52p~E2«0!AmyeBd

vx0c
. ~16!

Hence, using the quantization condition~11!, we obtain for
the charge-carrier spectrum the expression

En~Px ,Pz!5«01\S n1
1

2Dv1 . ~17!

Since the Hamiltonian~14! describes a harmonic oscillato
whose semiclassical spectrum is identical to the quan
spectrum, the quantityg appearing in Eq.~11! is set equal to
1/2.

Equations~17! and~15! apply to the case of a ferromag
net with an arbitrary isoenergy surface the expressions
the electron spectrum in the transitional region, and the e
tron frequencies obtained previously in Ref. 24 for a sphe
cal Fermi surface, as well as the expressions for the spec
and frequency of electrons trapped by a domain wall.27 In the
latter cased5Aa/b, whereb is the uniaxial anisotropy con
stant.

It is convenient to represent the frequencyv1 in the
form

v15vBARx /d, ~18!

wherevB5ueB/mycu,Rx5myvx0c/eB is the radius of cur-
vature of the electron trajectory at the point wherevy50 and
is determined by the radius of curvaturemyvx0 of the isoen-
ergy surface in a plane passing through thepy axis and the
velocity vectorv. In the case of a quadratic and isotrop
electron dispersion law,Rx is the cyclotron radius of elec
trons with velocityvx0 andvB is the cyclotron frequency in
the magnetic fieldB.

In multiband ferromagnets, there exists a set of gener
different frequenciesv1s . The indexs then enumerates th
sections of isoenergy surfaces in bands corresponding
trapped electrons.

In the foregoing discussion we neglected the conducti
electron spin. This is valid if\vy /d!I sd , which means that
the electron spin adiabatically follows the magnetization d
ing the motion of an electron in the transitional layer. In
metallic ferromagnet thes–d exchange integral isI sd

;10213 erg. Then the latter inequality can hold fo
d;1024 cm, even if the electron Fermi velocityvF;108

cm/s is taken forvy .
Finally, we note that, using in Eq.~1! the linear approxi-

mation ~13! for Mz and then determining the parameterd
from the condition that the free energyFm is minimum,
gives an expression forDM /M that differs from the exact
expression~8! by the numerical factor'0.9. This correspon-
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dence of the relation obtained on the basis of an approxim
description to the exact result can be explained by the
that the average magnetization^M &, being an integral char
acteristic, is insensitive to the details of the magnetizat
distribution.

3. THERMODYNAMIC POTENTIAL OF THE ELECTRONIC
SUBSYSTEM

We write the thermodynamic potential of th
conduction-electron gas in the form

V522T
LxLz

~2p\!2

3(
n
E

S.0
dPxdPz lnF11exp

z2En~Px ,Pz!

T G ,
~19!

whereEn(Px ,Pz) is determined from the condition~11!; Lx

andLz are the dimensions of the sample in thexz plane; and,
z is the chemical potential. We shall use the Poisson eq
tion to carry out the summation in Eq.~19!. We make the
substitution

dn5
c

2p\eB

]S

]E dE, ~20!

in the integral overn arising in the process, and integratin
over E by parts we obtain

V522
LxLz

~2p\!3E0

`

dEf ~E!E
0

E
dE8

3E
S.0

dPxdPz

]S~E8,Pz ,Px!

]E8

3H 112Re(
l 51

`

expF i l
c

eB\
S~E8,Px ,Pz!2 i2p lgG J .

~21!

Here f (E)5$11exp@(E2z)/T#%21 is the Fermi distribution
function. The first term in braces in Eq.~21! gives, after
integrating, the thermodynamic potentialV0 of a free-
electron gas, which is independent of the magne
induction.35

We shall integrate the second term in braces in Eq.~21!
by the stationary-phase method. Since the oscillation eff
are of no interest to us in what follows, we take account
the contributions~21! only of the boundaries of the region o
integration. For electrons, which move wholly or mainly ou
side the transitional region, the functionS is essentially in-
dependent ofPx : S(E 8,Pz ,Px)'S(E 8,Pz). In this case the
peaks of the region of integration overPz contribute to Eq.
~21!. The corresponding termVL in the thermodynamic po
tential V describes, just as in a uniformly magnetiz
sample, the diamagnetism of the electron gas.35 For us, how-
ever, the contribution of trapped electrons to the thermo
namic potential is of greatest interest. This contribution
termines the peak region of the integration overPx in Eq.
te
ct

n

a-

c

ts
f

-
-

~21!, which we denote byPm(E,Pz). Here it is important
that, asPx approachesPm, the spectrum of any trapped ele
trons is described by Eq.~17!. For example, for the trajectory
shown by the dashed line in Fig. 1, the limiting trajectory
the trajectory shown by the wavy line neary0Þ0. Thus,
using Eq. ~16! for S and performing the standar
calculations,35–37 we obtain for the thermodynamic potenti
of the electron gas in a ferromagnet with surface pinning
the magnetic moment

V5V01VL1
LxLz

Ad
(

s
Gs , ~22!

where

Gs5
1

24~2p!2\
E

0

`

dEE
y0,d

dPz

f ~E!
ARxs~E,Pz ,Pms!

.

~23!

Here the radius of curvatureRx of the electronic trajectory is
taken at the pointPx5Pm . The potentialVL in Eq. ~22!,
generally speaking, has a factor 12 const(d/d)Ad/R, where
the quantity being subtracted is proportional to the numbe
trapped electrons. However, thed-dependent part ofVL is
several orders of magnitude smaller than the last term in
~22!, so that it can be ignored.

In summary, the part of the thermodynamic potent
that depends on the width of the transitional region is
versely proportional toAd, i.e. the free energy of the elec
tronic subsystem will decrease asd increases. This behavio
of the thermodynamic quantities is due to the fact that
spacing between the energy levels in the electron spect
~17! in the transitional region will decrease with increasi
d.

Given the dispersion law of the conduction electrons,Gs

can be calculated. Here we estimate this parameter ma
the assumption that the ferromagnet is a single-band ma
with an ellipsoidal isoenergy surface

«~p!5
~Px2e/cAx!

2

2mx
1

py
2

2my
1

~Pz2e/cAz!
2

2mz
. ~24!

Then «05Px
2/2mx1Pz

2/2mz , vz05Pz /mz , and Pm

5A2mx«2mxPz
2/mz. Performing the integration in Eq.~23!

with ux05Pm /mx , we have forGs the expression

G5
1

15~2p!2 S eB

c D 1/2 z

\
~2zmx!

1/4S mz

my
D 1/2

I . ~25!

Here the indexs has been dropped@a single term appear
instead of the sum overs in Eq. ~22!#

I 5A2@2E~l,1/A2!2F~l,1/A2!#,

whereF and E are elliptic integrals of the first and secon
kinds andl5cos21@mx /(mx1mz)#

1/4. The limits of integra-
tion overPx were determined from the conditiony05d, i.e.
it was assumed that the expansion~14! holds in the entire
transitional region. For mx!mz the parameter
I'A2@2E(1/A2)2K (1/A2)#'1.2. In the limit mx@mz we
have I'(mz /mx)

1/2!1. Therefore G is greater when
my!mx!mz , which corresponds to a Fermi surface that
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oblate in thepy direction and prolate in the directionpz in
the pzpx plane. Finally, for a spherical Fermi surface (mx

5my5mz5m0)

G5
0.74

15~2p!2\
zm0vBAR, ~26!

which, to within a constant, is identical to the coefficient
1/Ad in the electronic contribution to the free energy of
ferromagnet with a domain wall.32

4. EQUILIBRIUM WIDTH OF THE TRANSITION REGION AND
THE MAGNETIZATION CURVE

In accordance with expression~22!, an increase ind is
energetically favorable for the electronic subsystem. The
crease in magnetic energy due to the deviation ofd from the
equilibrium value~5!, determined only by the magnetic su
system of the ferromagnet, will be compensated by a
crease in the energy of the electronic subsystem. In o
words, a new equilibrium width of the transition regio
arises. We shall calculate it, assuming that the distribu
~4! of the magnetic moment is valid for a metallic ferroma
net with surface pinning of the magnetic moment, whered is
now an unknown parameter to be determined from the c
dition of a minimum of the free energy.

Substituting the expression~4! into Eq. ~1! and integrat-
ing over the volume of the sample we obtain for the fr
energy of the isotropic metallic ferromagnet, using Eq.~22!,

F52VMH1Vn0z1V01VL1LxLz

3F2M0
2S a

A2d
1A2hd D 1

1

Ad
(

s
GsG . ~27!

Here the surface energy density~the expression in brackets!
is singled out. It is convenient to represent it in the form

Fw52M2S a

A2d
1A2hd1

g

Ad
D , ~28!

whereg5(1/2M2)(sGs . From the condition of a minimum
of the functionFw(d) we obtain the equation

d22
g

2A2h
Ad2

a

2h
50, ~29!

whose solution determines the equilibrium value of the wi
of the transitional region. Allowingg in Eq. ~29! to approach
zero, the solution of the equation gives ford the expression
~5!. For finiteg the solution of Eq.~29! was obtained numeri
cally. For small values ofg, when the effect of the electroni
subsystem can be treated as a perturbation, the solutio
this equation can be written in the simple analytic form

d5S a

2hD 1/2F11
1

2 S hc

h D 1/4G , h1!h!h2 . ~30!

Herehc5g4/8a3 is the characteristic field,h15max$hu ,hc%,
and h2 is the upper limit of the admissable values of t
magnetic field, determined by the smallest of the limiti
fields. Now there is only one limit on the magnetic field (h
!4p); a second limit will be obtained below. Comparin
-

e-
er

n

n-

h

of

Eq. ~30! with the numerical solution of Eq.~29! shows that
this expression is a good approximation whenh'hc . For-
mally Eq. ~9! possesses a solution forh!hc also ~if, of
course,hc@hu), but then there arises the question of t
applicability of the expression~4! for describing the magne
tization distribution in the sample.

Since, as follows from expression~7!, the equilibrium
value of d determines the field-dependence of the magn
zation, we have

DM

M
5

2

d S a

h D 1/2F11
1

2 S hc

h D 1/4G ,
h1!h!h2 . ~31!

In the derivation of Eq.~31! we neglected in Eq.~7! the
exponentially small deviation of the hyperbolic tangent fro
1. If the law of approach of the magnetization to saturation
rewritten in a different form, which is also often used, re
resentinĝ M & as a power-law function ofH, then

^M &
M

512
a1/2

H3/4
2

a3/4

H3/4
. ~32!

The coefficientsai can be expressed in terms of the physic
parameters appearing in Eq.~31!.

Graphically, the magnetization curve can be represen
more clearly in the coordinatesM 8 andh21/4, where

M 8[
DMd

2M S h

a D 1/2

. ~33!

In the absence of an electronic contribution to the magn
zation of the ferromagnet the functionM 8(h21/4)51. Figure
2 ~solid line! shows the dependence ofM 8 on h21/4, follow-
ing from the numerical solution of Eq.~29! with g51.7
31029 cm3/2. This value ofg for an ellipsoidal Fermi sur-
face can be obtained from Eq.~25! with (mx /my)

1/2'10,
z57 eV, M5500 Gs, andmx is equal to the free-electron
mass. Herehc'831023, which is three orders of magnitud
greater thanhu with sample thicknessd51023 cm. The
dashed line in Fig. 2 shows the dependence following fr
the approximate relation~31!. The slope angle of the straigh
line with respect to the abscissa is proportional tog. One can
see thatDM /M can be approximated well by Eq.~31! right
up to h'hc .

The results presented above can be extended to the
of a uniaxial ferromagnet with easy axis alongz. We shall
assume that a nonuniform distribution of the magnetizati
for which the expression~4! holds, has been produced in
such sample. Thenh can be replaced byh65b6h in Eq. ~5!
as well as in all subsequent expressions. We use the1 sign
when the vectorH is directed opposite to the vectorM
pinned on the surface, as shown in Fig. 1, and we use
2 sign whenH is parallel toM . In other words, the expres
sion ~31! with h in it replaced byh6 describes a section o
the hysteresis loop of the ferromagnet. The inequalities~31!
remain valid whenh is replaced byh6 in them.

Thus, the restructuring of the conduction-electron sp
trum in a nonuniform magnetic induction of a ferromagn
with surface pinning of the magnetic moment contributes
the magnetization process in such a material. The magn
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zation curve becomes smoother, and its modification by
conduction electrons is greatest in weak magnetic fie
whereDM /M is relatively large~Eq. ~31!!. This fact could
facilitate experimental observation of the effect.

The results presented in this paper were obtained fo
magnetic field in the intervalh1!h!4p, where the limits
were discussed above. We note another limit on the magn
field . This limit is due to the conditiond@ly , wherely is
the localization length of the wave function of a trapp
electron. In accordance with Eq.~14! this inequality has the
form

d @A \

myv1
~34!

or, taking account of thed-dependence ofv1,

d @RxS \

mvB
D 2/3

. ~35!

Using the values of the physical parameters presented a
for obtaining estimates givesd@1026 cm. The inequalities
determining the range ofd can be represented as a conditi
on the magnetic field

h!hw5
a

2Rx
2 S z

\vB
D 4/3

. ~36!

According to this equationhw'10. Thus the limiting field
entering in Eqs.~30! and ~31! is determined by the expres
sion h25min$hw, 4p%. There is a limit on the external mag
netic field that is due to the finite magnitude of the field
surface pinning of the magnetization. However, its value

FIG. 2. Dependence of relative change in magnetization on the exte
magnetic field. The solid line was constructed using the numerical solu
of Eq. ~29! for d; the dashed line corresponds to the expression~31!.
e
s,

a

tic

ve

f
n

the case, for example, of a film on an antiferromagnetic s
strate reaches several tens of kilooersteds and certainly
ceeds all characteristic fields.

Let us now examine the effect of scattering of t
trapped electrons by impurities. Ifl y@ly , where l y is the
electron mean free path length in the direction of they axis
( l y5vyt; t is the electron free travel time!, electron colli-
sions do not change any of the results presented above
other words, the spacing between the levels in the spect
~17! should satisfy the conditionv1@1/t. For h'1022 this
inequality holds if the free path lengthl 5vFt'1023 cm.
Such values ofl are characteristic for pure ferromagnets
low temperature.

The slope angle of the dashed line in Fig. 2 is prop
tional to the quantityg, determined in terms of the electron
parameters of the ferromagnet. Thus it is possible to de
mine the characteristics of local sections of the Fermi surf
by means of magnetic measurements. However, at first e
a simple observation of the electronic contribution to t
magnetization curve would be of definite interest, since th
are still no experimental proofs of the existence of electro
trapped by a domain wall or by the transition region in
ferromagnet with surface pinning of the magnetic momen

For nickelg'10210 cm3/2 ~the values of the exchang
constant, magnetization, and chemical potential of this m
rial were used above for estimates!. Then, for sample thick-
nessd51023 cm, the increase inDM /M due to trapped
electrons is approximately 20% in a fieldh51023. The con-
tribution to the magnetization̂M &, i.e., the value of the las
term in Eq.~32!, is approximately 0.03. For comparison, w
note that Landau diamagnetism produces a relative decr
of the magnetizationM of the order of 1026.

The results obtained here qualitatively describe also
magnetization curve of flat samples with antiparallel surfa
pinning of the magnetic field on opposite faces. Therefor
can be inferred that the effects studied can be intensified
producing a multilayer system having alternating layers o
ferromagnet and a material giving strong surface pinning

I thank V. A. Ignatchenko for a discussion of the resu
obtained in this work.
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Effect of a magnetoelastic interaction on the rate of transient processes in iron borate
single crystals
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A semiempirical relation between the rate of transient processes in iron borate single crystals and
the amplitude of the magnetic field and intensity of the magnetoelastic oscillations is
proposed. Experimental data confirming the applicability of the expression to real pulsed
magnetization-reversal curves are presented. ©1999 American Institute of Physics.
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It has been shown1–3 that magnetoelastic interaction
one of the factors determining the duration of the transi
processes in iron borate~FeBO3) single crystals. The excita
tion of pulsed magnetoelastic oscillations leads to additio
dissipation of energy and associated retardation of the t
sient process. It has been found2,3 that the efficiency of the
magnetoelastic interaction decreases for process duratiot
<13217 ns. As a result, the rate of change of the magn
zation increases rapidly, and kinks appear in the pul
magnetization-reversal curves showing the reciprocal of
magnetization-reversal timet21 versus the amplitudeHs of
the pulsed magnetic field. On the whole, the data accu
lated thus far give only a qualitative understanding of
role of the magnetoelastic interaction. Here, to obtain qu
titative information, a semiempirical expression approxim
ing the ratet21 of the transient process versus the fieldHs

and intensity of the magnetoelastic oscillations is propos
To derive the expression of interest to us we shall e

ploy the fact that most pulsed processes in FeBO3 are asso-
ciated with the rotation of the magnetization.3–5 We shall
assume that the energy acquired by the sample from
magnetic field is absorbed by the magnetic subsystem of
crystal and expended on the excitation of magnetoelastic
cillations. Correspondingly, we have for the energy dens

DM–Hs5DEm1DEme, ~1!

whereDM is the change in magnetization during the tra
sient process. To estimate the density of the energy lo
DEm in the magnetic subsystem we shall employ an exp
sion for the dissipation functionẇm . For a weak
ferromagnet6,7

ẇm5
M0a

2g S dl

dtD
2

, ~2!

where a is the Gilbert damping constant,l5L /M05(M1

2M2)/M0 is the normalized antiferromagnetism vector,M1

and M2 are the sublattice magnetizations andM0 is their
absolute value, andg is the gyromagnetic ratio.

Since the planar anisotropy is large,8 it can be assumed
that the vectorl remains in the plane of the single crysta
Then
5891063-7834/99/41(4)/2/$15.00
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ẇm>aM0ẇ2/2g, ~2a!

wherew is the azimuthal angle. Let us assume that the
stantaneous rate of changeẇ of this angle is its average rat
of change during the transient process. Then the ene
losses in the magnetic subsystem are

DEm5ẇmt. ~3!

We shall also assume that the energy losses to excitatio
magnetoelastic oscillations are

DEme5kA2, ~4!

where the coefficient of proportionalityk depends on the
elastic and magnetoelastic constants of the material and
the method used to determine the intensityA of the magne-
toelastic oscillations.

It follows from expressions~1!–~4! that

t215aHs2bA2, ~5!

where

a5
2gMs~cosh22cosh1!

aM0~h22h1!2
,

a5ak, andh1 andh2 are the angles between the initial an
final positions of the magnetization vectorM s of the sample
and the fieldHs .

Since the information about the elastic and magnetoe
tic properties of iron borate are incomplete and there are
data on the value of the damping constanta in the frequency
range;102100 MHz, corresponding to the;3230 ns pro-
cess that we are investigating,8 it is difficult to calculate the
coefficientsa andb. However, the experimental values of th
coefficients discussed can be used to obtain quantitative
formation about the degree of the effect of the magnetoe
tic oscillations. It is obvious that the possibility itself of de
termining these quantities from experiment is due to
applicability of expression~5! to actual transient processes

In the present work we studied two processes: 180°
90° pulsed magnetization-reversal. The investigations w
performed using an induction setup with resolution time;1
ns.9 The magnetization-reversal timet, as usual, was as
© 1999 American Institute of Physics
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sumed to equal the interval between the moments when
voltage of the longitudinal magnetization-reversal signal w
0.1 of its amplitude. The intensityA of the magnetoelastic
oscillations was determined according to the amplitude
the oscillations of the signal.1–3 A batch of six single crystals
ranging in thickness from 22 to 110mm was investigated
The results obtained are illustrated here for a sample with
following parameters: thickness 45mm, technical saturation
field 1.4 Oe, and period of magnetoelastic oscillations 22

If expression~5! does indeed approximate the real d
pendences, then the values of the coefficientsa andb can be
found from a system of two equations obtained for two d
ferent fieldsHs and the corresponding experimental valu
of t21 andA2. An example of the application of expressio
~5! to actual processes is presented in Fig. 1. Here the s
line represents the experimentally obtained curvet21(Hs)
with 90° pulsed magnetization-reversal. The crosses s
the values calculated using expression~5! with a550(ms
Oe!21 and b53(ms)21(mV)22 which fall near the real
pulsed magnetization-reversal curve.

Similar data were also obtained for other samples inv
tigated. Thus, despite a number of simplifying assumpti
used in its derivation, expression~5! approximates quite wel
the real pulsed magnetization-reversal curves. Using the
perimental values of the coefficientb, it is possible to obtain
a clearer picture of the effect of magnetoelastic oscillatio
on the rate of transient processes. To this end, the de
dence ofbA2 on the fieldHs is shown in Fig. 1~dashed line!.

FIG. 1. Solid line represents experimental pulsed magnetization-rev
curve. The dot-dash line is the limiting functiont21(Hs) for A50. Dashed
curve showsbA2 dependence on the fieldHs . The crosses indicate th
values oft215aHs2bA2.
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The dot-dash straight line, representing the functiont21

5aHs , characterizes the rate of magnetization-reversa
the absence of a magnetoelastic interaction. Comparing
curves presented shows clearly that the appearance of m
netoelastic oscillations leads to strong retardation of the tr
sient process. Instead of the straight line with the switch
constantSw051/a ~equal to 0.02 Oems for the sample unde
study!, two sections are observed on the puls
magnetization-reversal curve. On the first section the swit
ing coefficientSw1 ~0.14 Oems! is much larger and on the
second sectionSw1 ~0.013 Oems! is much smaller thanSw0.
The strongest retardation is observed near the kink in
curve t21(Hs). Here the magnetization-reversal rate d
creases by up to a factor of 1.5–2.5~for different samples!.

It is obvious that the straight linet215aHs should ap-
proximate the magnetization-reversal rate for sufficien
strong fields, whenA→0. This means that in fieldsHs;8
210 Oe a knee should appear in the pulsed magnetizat
reversal curves. Such a knee is indeed observed. Howe
since the magnetization-reversal times at which this happ
are comparable to the time resolution of the apparatus,
time resoluton of the apparatus must be improved in orde
identify this knee more reliably.

In conclusion, we note that using the experimental v
ues of the coefficienta and the published data onMs ,M0 ,
andg it is possible to estimate the Gilbert damping const
corresponding to the processes improved here. The value
a found in this manner are close to 0.01.

I thank L. I. Antonov, V. A. Pogozhev, and G. V
Smirnov for valuable discussions and A. P. Krasnozhon fo
discussion and assistance in performing the experiment.
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The reflection of an intense light wave from the boundary of a semiinfinite magnetic crystal is
investigated theoretically. Expressions are obtained for the rotation angle of the
polarization ellipse and the degree of ellipticity of the reflected wave as a function of the
polarization of the incident radiation. The physical wave-interaction mechanisms that give rise to
this effect are established. ©1999 American Institute of Physics.@S1063-7834~99!02004-3#
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The optical Kerr effect — deformation of the polariz
tion ellipse and rotation of the major axis of the ellipse
reflection from a magnetized sample — is well known in t
linear optics of magnetic media.1 In strong light fields, the
polarization of the reflected light evidently will depend o
the intensity of the light. This corresponds to the nonline
Kerr effect. The experimental study of this phenomenon
be used for the spectroscopy of opaque crystals as well a
studying the near-surface states of such crystals. Specific
in media with isotropic linear characteristics the anisotro
of the nonlinear response starts to play a large role, wh
could be a source of unique information about the fine det
of the crystal structure.2

The experimental investigations of the induced Fara
and Kerr effects in CsI3 and CuCl crystals3 have demon-
strated the possibility of ‘‘in reflection’’ spectroscopy fo
exciton diagnostics.

The present paper investigates theoretically the nonlin
ear Kerr effect arising on reflection of a monochromatic lig
wave with arbitrary elliptical polarization from the bounda
of a semiinfinite magnetic crystal. The case of normal in
dence in the direction of magnetization of the crystal~polar
effect! is studied.

1. FIELD OF THE REFLECTED WAVE

The polarization characteristics of the reflected lig
wave — the azimuthF of the polarization ellipse and th
degree of ellipticityB — can be found if the electric field
vector of the wave, which is determined by solving the c
responding boundary value problem, is known.

Let thez50 plane be the interface of the two media
vacuum–nonlinear crystal and let theOz axis be oriented in
the @001# direction. Then the electric fieldE5(Ex ,Ey,0) of
the wave in the crystal is determined from the wave equa

d2E~z!

dz2
1

v2

c2
~DL~z!1DNL~z!!50, ~1!

whereDL5 «̂E andDNL5x̂EEE are the linear and nonlinea
parts of the electric induction vector, respectively.

For simplicity we shall confine our attention to the ca
where the magnetic field or spontaneous magnetization
the crystal are directed along the high-symmetry axisOz of
5911063-7834/99/41(4)/4/$15.00
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the crystal, since the investigation of the effect in cryst
with a lower symmetry does not present any fundamen
difficulties and does not change the essential features
does lead to much more complicated results. The transv
linear permittivity tensor has the form

«̂5S « i«8

2 i«8 «
D ~2!

Here «5«xx
(0)5«yy

(0) ,i«85«xy
(m) , and the tensor«̂5 «̂ (0)

1 «̂ (m) is represented as a sum of purely optical«̂ (0) and
magnetooptical«̂ (m) parts.

For crystals with weak nonlinearity Eq.~1! can be solved
in the fixed-field approximation, where the vectorDNL(z) is
assumed to be known and is determined by the fieldE0(z)
— the solution of the corresponding linear problem.

In the circular variablesE6(z)5Ex(z)6 iEy(z) the sys-
tem of equations~1! acquires the form

F d2

dz2
1

v2

c2
~«6«8!GE6~z!52

v2

c2
D6

NL~z!. ~3!

Setting D6
NL(z)50 in Eq. ~3!, we find the field in the

linear crystal

E6
0 ~z!5E6

0 ~0!exp~ ik6z!. ~4!

Herek65(v/c)A«6«8 are the wave numbers of the norm
circularly polarized waves andE6

0 (0) are the amplitudes o
the transmitted waves, determined by solving the lin
boundary-value problem.

We shall assume that the wave incident on the cry
has arbitrary elliptical polarization, and

Ei~z!5~a1eiw1ex1a2eiw2ey!exp~ ikz!, ~5!

whereex,y are the unit vectors along theOx and Oy axes.
We shall represent the fieldER(z) of the reflected wave and
the fieldET(z) of the wave transmitted into the crystal in th
form

ER~z!5~Ex
Rex1Ey

Rey!e2 ikz, ~6!
© 1999 American Institute of Physics
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ET~z!5
1

2
~E1

T ~z!eik1z1E2
T eik2z!ex

2
1

2
~E1

T ~z!eik1z1E2
T eik2z!ey . ~7!

The amplitudes of the wavesE6
T (0),E6

R 5Ex
R6 iEy

R are
determined from the system of equations4

E6
T ~0!2E6

R 5a6 ,

k6E6
T ~0!5kE6

R 5ka61 iS6 ~8!

and are

E6
R 5E6

0R1dE6
R , ~9!

E6
T ~0!5E6

0T1dE6
T . ~10!

In these expressionsa65a1eiw16 ia2eiw2,

E6
0R5r 6a6 , ~11!

E6
0T5t6a6 ~12!

are the amplitudes of the reflected and transmitted wa
obtained by solving the linear problem,r 65(k2k6)/(k
1k6) and t652k/(k1k6) are, respectively, the linear re
flection and refraction coefficients

dE6
R 5dE6

T 5
iS6

k1k6
~13!

are the corrections to the amplitudes due to the self-actio
light in the crystal,

S65
dE6

T ~z!

dz
U

z50

. ~14!

The field amplitudesE6
T (z) of the wave transmitted into

the nonlinear crystal can be found from Eq.~1!, where the
nonlinear induction vector must be set equal to

DNL~z!54px̂E0T~z!E0T~z!E0T~z!. ~15!

Here the electric field vectorE0T is determined by Eqs.~4!
and ~12! and possesses circular components

E6
0 ~z!5t6A6exp~ ik6z1 id6!, ~16!

where

A65Aa1
21a2

222a1a2 sin~w22w1!, ~17!

d65atanS a1 sinw16a2 cosw2

a1 cosw17a2 sinw2
D , ~18!

and b5(1/2)(d12d2) determines the angle between t
major axis of the polarization ellipse and the abscissa.

Like the permittivity tensor of the crystal, we shall re
resent the cubic nonlinear susceptibilityx̂ as a sum of the
optical and magnetooptical partsx̂5x̂ (0)1x (m). In the prob-
lem at hand the following components of the susceptibi
will be nonzero:

x15xxxxx
~0! 5xyyyy

~0! , x25xxxyy
~0! 5xyyxx

~0! ,

x35xxyxy
~0! 5xyxxy

~0! , x45xxyxy
~0! 5xyxyx

~0! ,
es

of

ih152xyyyx
~m! 5xxxxy

~m! , ih252xyxxx
~m! 5xxxyx

~m! ,

ih352xyxyy
~m! 5xxyxx

~m! , ih452xxyyy
~m! 5xyxxx

~m! .

Calculating the vectorDNL(z) and substituting it into Eq.
~1! we obtain expressions for the field of the wave in t
nonlinear crystal4 and forS6

S65
ipv2t6A6eid6

4c2k6

F2A7
2 t7

2 @x11x36~h22h4!#

1A6
2 t6

2 @x11x22x31x47~h12h22h31h4!#

12
k6

k7
A7

2 t7
2 e74ib@x12x22x32x4

7~h11h21h31h4!#G . ~19!

2. POLARIZATION OF THE REFLECTED WAVE

The azimuth of the polarization ellipse and the degree
ellipticity of the wave reflected from the nonlinear cryst
can be found using the relations

tan 2F5
Im ~E1

R E2
R* !

Re~E1
R E2

R* !
, ~20!

B5
uE1

R u22uE2
R u2

uE1
R u21uE2

R u2
. ~21!

For our case of weakly nonlinear crystalsudE6
R u

!uE6
0Ru, and therefore we can setF5b1FL 1FNL and

B5BL1BNL. Moreover, for simplicity we shall confine ou
attention to media with weak magnetization («8!«). Then
we obtain for the polarization characteristics of the wa
reflected from a linear crystal

FL52
Im «8

A«~«21!
, ~22!

BL5B01~12B0
2!

Re«8

A«~«21!
, ~23!

where

B05
A1

2 2A2
2

A1
2 1A2

2
~24!

is the degree of ellipticity of the incident wave.
The nonlinear corrections to the rotation angle of t

polarization ellipse and the degree of ellipticity of the r
flected wave are determined by the expressions

FNL5
1

2r 1r 2A1A2
FReS E2

0RS1*

k1k1
2

E1
0RS2*

k1k2
D cos 2b

2Im S E2
0RS1*

k1k1
2

E1
0RS2*

k1k2
D sin 2bG , ~25!
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BNL5
4

~ uE1
0Ru21uE2

0Ru2!2

3Im S uE1
0Ru2E2

0RS2*

k1k2
2

uE2
0Ru2E1

0RS1*

k1k1
D . ~26!

Substituting the values ofS6 from Eq. ~19! into Eqs.
~25! and ~26! we find, up to higher-order infinitesimals, a
expression for the nonlinear optical rotation angle of the
flected light wave in the form of a sum of five terms

FNL5(
i 51

5

F i , ~27!

corresponding to different physical mechanisms of the in
action of the waves in the crystal.

The first term was obtained in Ref. 4. It is associa
with the anisotropy of the nonlinear optical susceptibility
the crystal and is given by

F152KI 0 Re~x12x22x32x4!sin 4b, ~28!

where

K5
8p2k6

ck0~k22k0
2!2~k1k0!

and I 05(c/4p)(A1
2 1A2

2 ) is the intensity of the inciden
light.

The angle

F25KI 0 Im @h11h21h323h4

12~h11h21h31h4!cos 4b# ~29!

is due to the nonlinear absorption of light as a result o
magnetooptic interaction in the crystal.

The other terms in Eq.~27! are all associated with th
finite ellipticity of the incident radiation. Specifically, th
angleF3 describes the combined effect of linear magne
gyrotropy and the nonlinear optical interaction of the wav

F35
v2Re«8

c2k0
2

~2k01k!

~k1k0!
KI 0B0

3Re~x12x22x32x4!sin 4b. ~30!

In transmitted light the nonlinear Faraday effect is as
ciated with the imaginary part of the nonlinear magnetoop
susceptibility,5 while in the reflected light this mechanism
gives rise to rotation described by the angle

F4522KI 0B0 Re~h11h21h31h4!sin 4b. ~31!

Finally, the angleF5 is the analog of the Maker–Terhune
Savage effect6 ‘‘in reflection’’ and is determined by the ex
pression

F55KI 0B0 Im @x12x213x31x4

22~x12x22x32x4!cos 4b#. ~32!

In experiments with linearly polarized light, the real r
diation possesses finite ellipticityB0>1022,7 so that the
termsF32F5 must be assumed to be different from ze
for a linearly polarized incident wave also.
-

r-

d

a

c
s

-
c

To estimate the relative contributions of different wav
interaction mechanisms to the effect we set Rex/Im x
;Reh/Im h5m, Reh/Rex;Re «8;aF /k, where aF is
the specific linear Faraday rotation. Comparing Eqs.~28!–
~32! gives F1 /F2;mk/aF , F3 /F2;B0m, F4;F3 ,
F5 /F2;B0k/aF . For ferromagnetic crystalsaF;103

cm21. Setting alsom;102, k;105 cm21, andB0;1022 we
find that the anglesF22F5 are of the same order of mag
nitude, and the purely optical rotationF1 is approximately
four orders of magnitude greater. In media with an isotro
nonlinear response the latter is identically zero.

On the basis of the estimates made above, we shall re
the largest terms in Eq.~26!. As a result, we obtain an ex
pression for the nonlinear degree of ellipticity of the reflect
wave in the form

BNL52
2k5cA1

2 A2
2

~k1k0!~k22k0
2!2k0I 0

3ReH ~k2k0!@B0~2x11x223x31x4!

22B0~x12x22x32x4!cos 4b

2~h113h21h323h4!22~h11h21h3

1h4!cos 4b#2
k«8

A«k0~k1k0!
@~2kk01k225k0

2!

3~x11x22x31x4!12~k222kk02k0
2!~x1

1x3!12~k0
22k222kk0!~x12x22x3

2x4!cos 4b#J . ~33!

Therefore the nonlinear ellipticity depends not on t
total intensity of the radiation but rather on the intensities
its circular components.

The extensive use of magnetic crystals in quantum e
tronics and nonlinear optics raises the question of investi
ing nonlinear magnetooptic susceptibilities. From this sta
point, the rotation of the polarization of the transmitted lig
is a quite complicated effect,5 which requires a more carefu
interpretation of the corresponding experiments.8 As has
been shown, measurements of the polarization state of
reflected wave can substantially supplement the informa
obtained from ‘‘in transmission’’ measurements. Spec
cally, this can be accomplished by measuring the nonlin
optical rotation angle as a function of the orientation of t
azimuth of the polarization ellipse of the incident radiatio
This is especially true for media with strong absorptio
where investigations in reflected light are more effective
the only types of measurements that are possible.
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Effect of noncrystallographic magnetic anisotropy on magnetization reversal
in multilayer magnetic films
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A study has been carried out of the magnetization of a layered system consisting of two exchange-
coupled easy-axis ferromagnetic layers separated by a nonmagnetic spacer and having
mutually perpendicular anisotropy axes. It is shown that the magnetization of such a system can
undergo stepwise decrease with increasing magnetic field. The field dependence of the
magnetization has a bifurcation point. The magnetization orientation can exhibit jumps in excess
of 90° depending on the angle of magnetic-field orientation. ©1999 American Institute of
Physics.@S1063-7834~99!02104-8#
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This paper discusses the magnetic properties of spe
magnetic films, in which the magnetic layers are, first, se
rated by nonferromagnetic~Cu, Cr, . . .! spacers and, second
the spacer thicknesses are small enough that the exch
coupling between adjacent layers exceeds the interaction
sponsible for the magnetic anisotropy,1 i.e.

HE.HA , ~1!

where HE is the effective interlayer exchange interacti
field, andHA is the magnetic anisotropy field. We assum
here that the magnetic anisotropy is of a noncrystallograp
nature, because the effect of crystallographic anisotropy
already investigated earlier2,3. The nature of the noncrysta
lographic anisotropy may be associated with the influenc
the substrate or with the growth kinetics of individual laye
and its contribution in weakly anisotropic magnets may ev
turn out to be dominant.4

One of the features inherent in noncrystallographic m
netic anisotropy consists in that one can orient in a des
way the easy magnetization axes of different film layers
the exchange coupling between these layers is weak,HE

!HA , the total moment of such films is determined by co
petition between two factors, namely, the magnetic anis
ropy field HA and the external magnetic fieldH. In this case
the magnetization of the films will be described by mon
tonically rising curves.4

In our case ofHE.HA , the film moment will be the
result of an interplay among three fields,HA , H, andHE .
Their combined action produces more possible versions
can be expected with two factors so that the magnetiza
curves may exhibit declining portions under certain con
tions. They will reflect a decrease of the projection of ma
netizationM on the direction of magnetic fieldH with in-
creasingH ~as is the case with diamagnetic substances!.

The possible appearance of declining portions in
magnetization curves of weak ferromagnets was alre
pointed out.5 This situation can be realized if the Dzyaloshi
sky interaction responsible for weak ferromagnetism gen
ates at the same time a magnetic anisotropy, in which ca
5951063-7834/99/41(4)/4/$15.00
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will act as the third factor in a competition betweenH and
the antiferromagnetic exchange fieldHE to produce the re-
sultant magnetization.

1. BASIC RELATIONS

The simplest system which can have a declining port
in the magnetization curve consists of two ferromagnetic l
ers with magnetizationsM1 and M2 separated by a nonfer
romagnetic spacer. The layers are coupled through antife
magnetic interaction

Fex5HE~M1M2!/M0 , ~2!

whereHE is the effective exchange field (HE.0), andM0

5uM1u5uM2u. In each layer there is uniaxial magnetic a
isotropy with an easy magnetization axis. The directions
the axes are given by unit vectorsc1 and c2 (uc1u5uc2u
51):

FA52HA~M0c1!2/M02HA~M0c2!2/M0 , ~3!

where HA is the effective magnetic-anisotropy field. Fo
c1ic2 , the film under consideration does not differ in ma
netic properties from the well-studied uniaxial antiferr
magnet.5 Features of the type of declining portions appear
magnetization curves when thec1 and c2 axes are misori-
ented. We shall limit ourselves here to thec1'c2 case, where
these features are most strongly pronounced.

To describe properly the magnetization and magnet
tion reversal processes in the three-layer film under stu
one has to take into account the interaction with the exte
magnetic fieldH, which can be presented in the form

FZ52~M11M2!•H. ~4!

Although we assume thec1 , c2 , andH vectors to lie in the
film plane, nevertheless under certain conditions~under
hard-axis magnetization! the M1 andM2 vectors can deflec
from this plane. We disregard these possibilities by assum
theM1 andM2 vectors to be confined to the film plane by
strong demagnetizing field 4pM0@HE .
© 1999 American Institute of Physics
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The equilibrium orientations of the magnetic momen
M1 andM2 are given by anglesu andw ~Fig. 1!, which can
be found by minimizing the total energy

F5Fex1FA1FZ . ~5!

In view of Eqs.~2!–~4!, the conditions of the minimum ca
be written

]F/]u52HE sinu2
1

2
HA sin 2~u2w!

2H sin~wH1w2u!50, ~6!

]F/]w5
1

2
HA@sin 2w1sin 2~u2w!#

1H@sin~wH1w!1sin~wH1w2u!#. ~7!

For H50, to the minimum inF correspond four roots of Eqs
~6! and ~7!

w1,25~6p/42du/2!, w3,456~3p/41du/2!,

u5p2du,

tan~du!5HA/2HE . ~8!

They describe cantedM1 and M2 structures with the tota
moment

m52M0 sin~du/2!5M0HA/2HE , ~9!

which is the result of competing interactionsFex ~2! andFA

~3!. The orientation of vectorsm1 , m2 , m3 , andm4 corre-
sponding to the four roots of Eq.~8! is shown in Fig. 2. The
dashed lines in the figure specify vectorsM1 andM2 which
add to yield vectorm15M11M2 . The orientations ofM1

andM2 for the three other vectors,m2 , m3 , andm4 , are not
shown to avoid burdening the figure with unnecessary
tails.

The second effect due to competition betweenFex ~2!
and FA ~3! is the weakening of the effective magneti
anisotropy fieldFA

eff acting on vectorsm ~9! compared to the
field FA acting onM1 andM2 . To calculate fieldFA

eff , one
has to express angleu through w using ~6! for H50 and
insert the relations thus obtained in Eq.~5!. For HA!HE ,
which is the lowest approximation with respect toHA /HE ,
this substitution yields

FIG. 1. Mutual orientation of the external magnetic fieldH, magnetizations
M1 andM2 , and easy magnetization axesc1 andc2 .
-

F~w!52HEM02HAM0/22M0~HA
2/8HE!sin2~2w!.

~10!

The last term in Eq.~10! refers to the effective magneti
anisotropy of the film under study. It is periodic with respe
to w with a period ofp/2 @rather thanp, as is the case with
other orientations ofc1 andc2], and its effective field

HA
eff5HA

2/2HE ~11!

is HA /2HE times lower than the fieldFA determining the
momentm ~9!.

2. MAGNETIZATION CURVES

The existence of four roots of Eqs.~6! and ~7! for H
50 implies that the film under study can have a dom
structure with domains of four types. As will be shown late
however, the film can be transferred to a single-domain s
by magnetizing it to saturation along one of them vectors
~Fig. 2!. It is the processes of magnetization reversal in su
a single-domain film that we are going to consider in th
Section.

These processes are described by the solutions of
~6! and ~7! obtained forHÞ0. The form of these solutions
depends essentially on the orientation ofH with respect to
thec1 axis ~Fig. 1!. Figure 3 displays magnetization revers
curves corresponding to the angleswH5p/4 ~solid line! and
w52p/4 ~dashed line!. One immediately sees the followin
characteristic features in these curves:

1. The presence of self-crossing points 1 and 1’.
This implies the existence of two different states w

the samem(H)5M11M2 vectors. In one of them, theM1

andM2 vectors are oriented along the easy axes,M1ic1 and
M2ic2 , which corresponds to the minimum inFA ~3!, and in
the other, they are aligned with the hard-magnetization a
M1'c1 andM2'c2 , the situation corresponding to the max
mum inFA . In both cases, the magnetic anisotropy does
affect the magnitude of the momentm, and with respect to
the other two interactions,Fex ~2! and Fz ~4!, these two
orientations are completely equivalent~see Fig. 1 forwH

5p/4, w50, andu5p/2).
2. The presence of declining portions in fieldsH5H2

andH5H28 .

FIG. 2. Possible orientations of net magnetization vectorsm1 , m2 , m3 , and
m4 in zero field. Dashed lines depict the magnetization vectorsM1 andM2

which add to produce them15M11M2 vector.
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FIG. 3. Dependence of the magnetization projecti
on magnetic field on the field~the magnetization is
expressed in units of magnetic moment 2M 0, and
the field, in units ofHE) in the case where the field
orientationwH5p/4 and2p/4, and the anisotropy
parameterHA /HE50.6. The solid portion of the
curve relates to the field oriented at an anglewH

5p/4, and in the case ofwH52p/4 a dashed por-
tion appears provided sample magnetization sta
with fields H,H3.
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For uHu,uH2u5uH28u, there exist two stable configura
tions of vectorsM1 andM2 with respect toH ~Fig. 4!. In one
of them, the angle betweenM1 and its easy axisc1 is larger
than that betweenM1 and its hard axisc2 , i.e. (M1c1)
,(M1c2) and, similarly, (M2c2),(M2c1). When in this
state, the magnetic anisotropy favors an increase in the
jections ofM1 and M2 on theH field. In the second state
with (M1c1).(M1c2) and (M2c2).(M2c1), which lies
lower in energy than the first one, the magnetic anisotro
together with the exchange couplingFex ~2! impedes align-
ment of M1 and M2 with H. As a result, the total momen
m5uM11M2u in the first state turns out to be larger tha
that in the second one.

For H5uH2u, the first state with a higher energy los
stability, and the system jumps over into the second, lo
state with a smallerm5uM11M2u.

3. The presence of a branching point 3 correspondin
a second-order phase transition.

Point 3 is the merging point of the magnetization curv
of two different states, withm(0)↑↓H ~solid line in Fig. 3!
and with m(0)'H ~dashed line in Fig. 3!. In the course of
magnetization reversal from them(0)↑↓H state, theH field
changes the angle betweenM1 andM2 . In the second case
m(0)'H, magnetization reversal occurs in two stages. F
the magnetic moment turns in the (x,y) plane to become
aligned with theH field, while changing little in magnitude
~the dashed portion of the magnetization curve in Fig.!.
This process comes to an end atH5H3 @m(H3)iH#, after
which the system forgets its initial state, and further mag
tization occurs as in them(0)↑↓H case.

For H.0, the curves in Fig. 3 depict the magnetizati
of the various domains corresponding to the four solutions
Eqs. ~6! and ~7! ~for H50). The upper branch of the hys
teresis loop corresponds to magnetization of the dom
o-

y

r

to

s

t

-

f

s

with m(0)↑↑H, the lower one, to that of them↑↓H do-
mains, and the dashed curve, to them(0)'H domains. For
H.H2 only one curve is seen to be left, i.e. the film b
comes single domain~if it was a multidomain one forH
50).

Consider now the film magnetization reversal proces
corresponding to changes inmH (H) with decreasing fieldH.
If H is lowered starting fromH.H2 , the behavior of
mH (H) will follow that of the upper hysteresis-loop branc
in Fig. 3. Repeated magnetization~i.e. the variation of
mH (H) with increasingH) depends on the point on thi
branch from whichH will start to increase. If it does it from
a valueH,H252H2 , the magnetization reversal will fol
low the lower branch of the loop~triple arrow!. If this point
lies within H28,H,H38 , then up toH5H38 the quantity
mH (H) will follow the upper branch of the hysteresis loo
to transfer subsequently~after the H5H38 point! to the
lower branch by the dashed line~double arrow in Fig. 3!.

FIG. 4. Two possible configurations ofM1 and M2 vectors for fields
H,H2.
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Finally, if H is lowered starting from a valueH.H385
2H3 , mH (H) will remain on the upper branch of the loop
so that the magnetization reversal will avoid hystere
~single arrow!.

In conclusion to this Section, a note concerning the
pendence ofmH (H) on the angle between thec1 andc2 axes
is appropriate~Fig. 1!. As already mentioned, the features
the magnetization reversal curves discussed are maxim
for c1'c2 . As the angle betweenc1 andc2 decreases, point
1 and 2~1’ and 2’! on these curves approach one anot
and, hence, the jump inmH (H) occurring atH5H2 andH
5H28 decreases. Forc1ic2 , the three-layer film considere
here does not differ in magnetic properties from an easy-
antiferromagnet ifH lies in the film plane. If a film is mag-
netized normal to its surface, one has to take into accoun
demagnetizing field 4pM0 which was neglected in our ca
culations.

4. Magnetization curves in a rotating magnetic field.
We have presented above the results of calculation

the mH (H) quantities made for two orientations ofH (wH

56p/4). Because the magnetization reversal curves
tained for other values ofwH differ substantially, we ana
lyzed also the orientation dependences of two magnetic c
acteristics, namely, of the net film momentm5uM11M2u
and of its projectionmH on the magnetic field vector. It is
these characteristics that were chosen for the analysis
cause they are usually studied by various experimental m
ods. The quantitymH can be most conveniently determine
from magnetic measurements, whilem can be derived also
from magnetoresistance data.

The results of the calculations displayed graphically
Fig. 5 correspond to the ratioHA /HE50.6. Along the hori-
zontal axis is plotted the anglewH8 , which, in contrast towH ,
is reckoned from the equilibrium orientationm(0) rather
than from thec1 axis. The values of the fieldH for which the
angular dependencesm(H,wH8 ) andmH(H,wH8 ) were calcu-
lated are specified in the caption to Fig. 5. ForH/HE!1, we
havem(H,wH8 )>m(0) andmH(H,wH8 )}cos (wH8 ) ~in Fig. 5
this case is not presented!. As H increases, the minimum in
the mH(H,wH8 ) curve splits atwH8 5p into two minima, at
wH8 '2 andwH8 '4, and a maximum appears atwH8 'p ~Fig.
5!. As H increases still further, a similar maximum form
in the m(H,wH8 ) dependence as well. The behavior
mH(H,wH8 ) andm(H,wH8 ) undergoes a qualitative change
H5HA , where the minima atwH8 '2 and wH8 '4 are re-
placed by jumps corresponding to reorientation of them
5M11M2 vector to a new equilibrium state~Fig. 5b!. The
magnitude of these jumps,dm and dmH , depends on the
HA /HE ratio. In the case under study,HA /HE50.6, we ob-
tain dm'dmH'0.25 (2M0), where 2M0 is the magnetic
moment of a saturated film. This means that the magnet
sistance of a film exhibiting a giant magnetoresistanceDr
5r(0)2r(2HE) will undergo a substantial change

dr/Dr5dm/2M0'0.25. ~12!

However asHA /HE decreases, thedr/Dr ratio decreases
too. For instance, forHA /HE50.2 we obtaineddr/Dr
'0.1.
s
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he
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b-

r-
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h-
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For H.HA , the jumps inm and mH occurring atwH8
'2 and '4 are retained within the field intervalHA<H
<2HA while decreasing in magnitude. Finally, forH.HE

the m(H,wH8 ) and mH(H,wH8 ) dependences transform t
m(H,wH8 )'2M01kcos (wH8 ) and mH(H,wH8 )'2M0

1kHcos (wH8 ), with the coefficients of proportionalityk and
kH vanishing atH52HE .
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Surface magnetoelastic Love waves and nonuniform distributions of the magnetization and
elastic strains are investigated in a uniaxial ferromagnetic film on a massive nonmagnetic substrate
in a tangential external magnetic field. A new inhomogeneous phase is predicted having
spatial modulation of the order parameter, arising from magnetostrictive coupling of the
magnetization with lattice strains near the interface of the magnetoelastic and elastic
media. It is shown that, at some critical magnetic fieldHc , different from the orientational
transition field in an isolated sample, a magnetoelastic Love wave propagating parallel to the
magnetization vector in the film plane becomes unstable. The frequency and group velocity
of the wave vanish at wave numberk5kcÞ0 and the wave freezes, forming a domain structure
localized in the film and adjoining substrate. ©1999 American Institute of Physics.
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The magnetoelastic interaction plays an important role
the formation of the static and dynamic properties of m
netically ordered crystals. Besides the well-known a
widely used magnetoacoustic resonance, there is also
large effect of this interaction on quasistatic magnetizati
reversal processes, domain structure, the nonlinear dyna
of magnets, and so on.1,2 Although the magnetoelastic inte
action in magnetic crystals is relatively weak, under cert
conditions it leads to effects such as the anomalous decr
of the elastic moduli and change in the dispersion laws
volume and surface magnetoelastic waves near orientati
phase transitions.3–7 The velocity of a Rayleigh wave nea
the transition point decreases, and the penetration dept
the wave into the crystal increases.6 New types of waves
arise as a result of the magnetoelastic interaction. For
ample, a shear volume elastic wave in a ferromagnetic c
tal with magnetostriction and dipole interaction with certa
directions of the external magnetic field transforms into
surface wave.8 Surface Rayleigh elastic waves,9–11 Love
waves,12,13 and Stoneley waves14 can decay, because of th
coupling with the magnetic subsystem, by radiation of s
waves into the interior volume of the crystal. Recently, n
types of self-localized surface waves have been predicte
magnets.15 The existence of these waves is entirely due
the magnetoelastic interaction and the nonlinearity of
magnetic subsystem. The investigation of t
magnetoelastic-wave spectra makes it possible to determ
the type of soft mode by which a phase transition occurs.
example, in thin isolated magnetic films the flexuarl mode
the soft mode.16

In the present paper an example of the anomalous be
ior of magnetoelastic Love waves in a uniaxial magnetic fi
on a nonmagnetic substrate is studied. The inhomogen
magnetostrictional states of the system, which are form
because of the possibility of the energy of long-range fie
of magnetoelastic stresses decreasing as a result of s
localization near the film–substrate boundary at a depth
5991063-7834/99/41(4)/6/$15.00
n
-
d
he
-
ics

n
se
f
al

of

x-
s-

a

n

in
o
e

ne
or
s

v-

us
d
s
ess
of

the order of the period of the domain structure, are inve
gated.

1. FORMULATION OF THE PROBLEM. BASIC EQUATIONS

The appearance of a magnetostrictive superstructure
lows from the following simple considerations. If the ma
netoelastic interaction constants are small, then under ce
conditions the elastic strains and stresses in the system
be assumed to be small and the energyF of the system can
be written in the form

F5Fm1Fe1Fme5E dv~ f m1 f e1 f me!, ~1!

whereFm is the magnetic energy,Fe is the elastic energy o
the lattice,Fme is the magnetoelastic interaction energy, t
elastic energy densityf e is a positive-definite quadratic form

Fe>0, ~2!

and the magnetoelastic energy densityf me is linear in the
strainsuik .

In general, the energyF of the system in the metastab
states is minimum, so that the distribution of the magneti
tion M and elastic displacementsu in the structure satisfy the
equations

@M3Heff#50, dF/du5d~Fe1Fme!/du50, ~3!

whereHeff is the effective magnetic field

Heff52dF/dM52d~Fm1Fme!/dM . ~4!

Using the second equation from Eqs.~3! and taking account
of the uniformity of f e and f me with respect to the displace
ments, it is easy to obtain the relation

2Fe1Fme50, ~5!

whence, together with Eq.~2!, follow the conditions

Fe1Fme5Fme/2, Fme<0. ~6!
© 1999 American Institute of Physics
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The equal signs in Eqs.~2! and~6! hold only if there are no
elastic strains in the system. Hence it follows that, for
given magnetization distribution in the absence of exter
elastic stresses, the interaction of the magnetic and ela
subsystems can decrease the total energy of the system
second equation from the equations of state~3! makes it
possible in this case to express the displacement unique
terms of the magnetization and to switch to the effect
magnetic energy, which depends only on the magnetizat
The additional contribution from the elastic subsystem to
magnetic energy is negative and nonlocal even when a l
approximation is used for the elastic and magnetoelastic
ergy. If there are no strains and no dipole field in a homo
neous magnetic state~for example, in the film–substrate lay
ered system, where the massive substrate prev
deformation of the film!, the magnetoelastic contribution t
the energy can lead to instability of the homogeneous ph
and the appearance of domain structure. This is also pos
under conditions such that domains do not exist at all i
purely magnetic system.

As an example of such behavior of the system, we s
consider the orientational phase transition and the spec
of magnetoelastic excitations in the layered structure fe
magnetic film–nonmagnetic substrate. Let the magnet p
sess uniaxial magnetic symmetry, and let the symmetry
be the easy magnetization axis and oriented parallel to
film plane. It is assumed that the stresses due to the
match of the lattice constants of the magnetic material
substrate simply renormalize the anisotropy field and
elastic and magnetoelastic moduli. Moreover, let the s
strate be quite massive and its bottom side clamped. T
will allow us to assume in what follows the displacements
both direction perpendicular to the unperturbed film surfa
and in the film plane to be small. The system is placed i
tangential external magnetic field which is perpendicular
the anisotropy axis of the magnet. The geometry of the st
ture is presented in Fig. 1.

The energyF of the system is

F5Ffilm1Fsubs, ~7!

FIG. 1. Geometry of the layer-structure ferromagnetic film–nonmagn
substrate.
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where the energy of the filmFfilm has the form~1! with

Fm5E
Vf

dvH 2H–M2
1

2
HD•M2

b

2
Mz

2

1
a

2

]M

]xi
•

]M

]xi
J , ~8!

Fe5
1

2EVf

dvCi jkl
~ f ! ui j

~ f !ukl
~ f ! , ~9!

Fme5BE
Vf

dv@Mx
2uxx

~ f !1M y
2uyy

~ f !1Mz
2uzz

~ f !12~MxM yuzy
~ f !

1M yMzuyz
~ f !1MxMzuxz

~ f !!#, ~10!

and the energy of the substrateFsubs is clearly elastic

Fsubs5
1

2EVs

dvCi jkl
~s! ui j

~s!ukl
~s! . ~11!

Here H i nx is the external magnetic field,HD5¹F is the
dipole field, M is the magnetization,b.0 is the uniaxial
anisotropy constant,a is the inhomogeneous exchange co
stant,B is the magnetostriction constant of the ferromagne
film, Ci jkl

( f ) andCi jkl
(s) are the elastic moduli,uik

( f )5(]ui
( f )/]xk

1]uk
( f )/]xi)/2, uik

(s)5(]ui
(s)/]xk1]uk

(s)/]xk)/2 are strain ten-
sors, andv f andvs are the volumes of the magnetic film an
substrate, respectively. The elastic anharmonicities and n
linearity of the strain tensor are neglected, since they lea
a neglible renormalization of the elastic and magnetoela
moduli of the film and substrate.4 For simplicity, we shall
confine our attention to the isotropic approximation for t
magnetostriction energy of the film and substrate.

The dependence of the magnetizationM and elastic dis-
placementsu( f ,s) in the system on the timet is described by
the equations

]M

]t
52g@M3Heff#, r~ f ,s!

]2ui
~ f ,s!

]t2
5

]

]xk
S dF

ds ik
~ f ,s!D ,

~12!

whereg.0 is the gyromagnetic ratio andr ( f ) and r (s) are
the densities of the film and substrate, respectively.
h5H/M0 ,hD5HD /M0 ,m5M /M0 ,w5F/M0 , and v0

5gM0.
The potentialw of the dipole field and the normal com

ponent of the magnetic inductionby5hDy14pmy are con-
tinuous on the surfacesy50 andy5L of the magnetic film,
and the derivative]m/]y of the magnetization also vanishe
there. In addition, at the ferromagnet–vacuum bound
y5L

sxy
~ f !52C44uxy

~ f !1BM0
2mxmy50,

syy
~ f !5~C1122C44!~uxx

~ f !1uyy
~ f !1uzz

~ f !!12C44uyy
~ f !

1BM0
2my

250,

syz
~ f !52C44uyz

~ f !1BM0
2mymz50, ~13!

and at the ferromagnet–substrate boundaryy50

ic



th
st
n

ho

io

ti-
d

d
e
th
ia
a
ll.
ze

o-

lm

r
hall
m.
stic

eti-
ex-
t to

as
n

-

ient
tic

601Phys. Solid State 41 (4), April 1999 Yu. I. Bespyatykh and I. E. Dikshte n
sxy
~ f !52C44

~ f !uxy
~ f !1BM0

2mxmy

52C44
~s!uxy

~s!1BM0
2mxmy5sxy

~s! ,

syy
~ f !5~C11

~ f !22C44
~ f !!~uxx

~ f !1uyy
~ f !1uzz

~ f !!12C44
~ f !uyy

~ f !1BM0
2my

2

5~C11
~s!22C44

~s!!~uxx
~s!1uyy

~s!1uzz
~s!!12C44

~s!uyy
~s!

5syy
~s! ,

syz
~ f !52C44

~ f !uyz
~ f !1BM0

2mymz

52C44
~s!uyz

~s!1BM0
2mymz5syz

~s! , u~ f !5u~s!. ~14!

We shall analyze the character of the variation of
low-frequency region of the spectrum of the magnetoela
waves and of the ground state of the system as a functio
the external field.

2. SPECTRUM OF LOW-FREQUENCY MAGNETOELASTIC
EXCITATIONS AND THE LINE OF INSTABILITY OF
THE HOMOGENEOUS PHASES

First, we shall consider a state of the system that is
mogeneous in the coordinatesx and z. The magnetization
and elastic strains in the film and substrate can be funct
only of the coordinatey. Then we find from Eqs.~12!–~14!
the nonzero components of the strain tensor of the film

uxy
~ f !52~hme/2B!mxmy , uyy

~ f !52~hme/B!my
2 ,

uyz
~ f !52~hme/2B!mymz , ~15!

wherehne5B2M0
2/C44

( f ) . After these expressions are subs
tuted in Eqs.~9!–~10! the sum of the elastic energy an
magnetostriction energy becomes

Fe1Fme52
1

2
M0

2hmeSE
0

L

dyS 12
C11

~ f !2C44
~ f !

C11
~ f !

my
2D my

2 ,

~16!

whereS is the surface area of the structure in thexz plane.
According to relation~16!, the coupling of the magnetic an
elastic subsystems leads to an effective uniaxial magn
anisotropy of the easy-axis type with the axis oriented in
direction of the normal to the interface between the med
Since the magnetostriction constants in ferromagnets
small (hme!4p), the effective anisotropy constant is sma

We shall express the components of the normali
magnetizationm in terms of the polarq angle and the azi-
muthalc angle as

nx5cosq, my5sinq sinf, mz5sinq cosf. ~17!

In the new variables the total energy of the system is
e
ic
of

-

ns

tic
e
.
re

d

F5M0
2SE

0

L

dyH 2h cosq12p sin2q sin2f

2
b

2
sin2q cos2f1

a

2 F S dq

dy D 2

1sin2qS df

dy D 2G
2

hme

2 F11
~C44

~ f !2C11
~ f !

C11
~ f !

sin2q sin2fGsin2q sin2fJ .

~18!

Minimizing the energy~18! with respect toq and f and
solving the equation of state, we obtain the following hom
geneous phases of the system: a collinear phasem i H and
two angular phases with magnetization parallel to the fi
plane (f50)

q5q05H 0, h.b

cos21~h/b!, 0,h,b
U. ~19!

For all of these states there are no elastic strains.
To determine the region of stability of the collinea

phase relative to small magnetoelastic perturbations we s
find the spectrum of low-frequency excitations in the syste
First, we shall examine the propagation of magnetoela
waves in a direction parallel to the external field (kz50).
Since the domain walls formed in this case are not magn
cally charged and there is no dipole field in them, such
citations have the highest instability threshold with respec
the fieldH and the strongest magnetoelastic coupling.

Let the variable components of the magnetizationm̃ and
displacementsũ( f ) depend on the coordinates and time
exp@i(kxx1kyy2vt)#. Then the following relations betwee
the Fourier amplitudesm̃ and ũ( f ) ~the indicesk andv for
the amplitudes are dropped here and below! follow from the
equations of motion~12!:

w5
4p iky

k2
m̃y , ũz

~ f !5
ikxBM0

2m̃z

~C44
~ f !k22r~ f !v2!

,

m̃z5 iVm̃yH ak21h2b2
kx

2B2M0
2

~C44
~ f !k22r~ f !v2!

J 21

,

ũx
~ f !5

ikyBM0
2@C11

~ f !~ky
22kx

2!12C44
~ f !kx

22r~ f !v2#

~C11
~ f !k22r~ f !v2!~C44

~ f !k22r~ f !v2!
m̃y ,

ũy
~ f !5

ikxBM0
2@C11

~ f !~kx
22ky

2!12C44
~ f !ky

22r~ f !v2#

~C11
~ f !k22r~ f !v2!~C44

~ f !k22r~ f !v2!
m̃y ,

~20!

where k25kx
21ky

2 and V5v/v0. Substituting the expres
sions~20! into the second equation of the system~12!, elimi-
nating the denominator and equating to zero the coeffic
of m̃y , we obtain a dispersion relation for the magnetoelas
waves withk'nz in an infinite ferromagnetic film
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@~ak21h14pky
2/k2!~ak21h2b!2V2#

3~k2Sl
~ f !2

v2!~k2St
~ f !2

2v2!25hmeSt
~ f !2

$kx
2~ak2

1h14pky
2/k2!~k2Sl

~ f !2
2v2!~k2St

~ f !2
2v2!

1@~ak21h2b!~k2St
~ f !2

2v2!2hmekx
2St

~ f !2
#

3@~kx
22ky

2!2Sl
~ f !2

14kx
2ky

2St
~ f !2

2v2k2#%, ~21!

where Sl
( f )5(C11

( f )/r ( f ))1/2 and St
( f )5(C44

( f )/r ( f ))1/2 are the
phase velocities of the longitudinal and transverse ela
waves in the ferromagnet, respectively. At low frequenc
Eq. ~21! becomes

V2S k2St
~ f !2

1hme

v0
2

k2St
~ f !2

kx
2

k2
DRD 5DLDR , ~22!

DL5ak21h2b2hme

kx
2

k2
, ~23!

DR5H ak21h1
4pky

2

k2
2

hme

k4Sl
~ f !2 @~kx

22ky
2!2Sl

~ f !2

14kx
2ky

2St
~ f !2

#J k2St
~ f !2

. ~24!

At v50 the system of equations~12!–~14! separates into
two independent subsystems. The conditionD t50 is the
characteristic equation for magnetoelastic disturbances
polarizationm̃z , ũz

( f ), and the conditionDR50 is the char-
acteristic equation for magnetoelastic disturbances with
larizationm̃y ,ũx

( f ) ,ũy
( f ) , andw.

Let us examine in greater detail the spectrum of lo
frequency magnetoelastic excitations in the film–subst
system in the case that the uniaxial anisotropy of the m
netic film is quite largeb@4p. In external fieldsh2b
<hme!4p!b;h we obtain

uh̃Dyu54pky
2um̃yu/k2!hum̃yu,

uB~kxũy
~ f !1kyũx

~ f !!u;hmeum̃yu!hum̃yu. ~25!

In these approximations

m̃y>2 iVm̃z /h, ~26!

and therefore we can setw5ũx,y
( f ,s)50. Then the solution of

the equations of motion~12!, ~20!, ~21!, and~26! can satisfy
only the boundary conditions

]m̃z /]y50, ]ũz
~ f !/]y50 at y5L, ~27!

]m̃z /]y50, C44
~ f !]ũz

~ f !/]y5C44
~s!]ũz

~s!/]y,

ũz
~ f !5ũz

~s! at y50. ~28!

Its form is as follows:

m̃z5A@h1~y!1h2~y!#exp@ i ~kxx2vt !#,

ũz
~ f !5A@g1~y!1g2~y!#exp@ i ~kxx2vt !#,
ic
s

th

o-

-
te
g-

ũz
~s!5A@cot~q1L !1g3cot~q2L !#exp@q3y1 i ~kxx2vt !#,

~29!

where

h1,2~y!52 ig1,2~y!@2r~ f !v21C44
~ f !~kx

2

6q1,2
2 !#/~kxBM0

2!,

g15cos@q1~L2y!#/sin~q1L !,

g25g3cosh~q2~L2y!#/sinh~q2L !,

g35
q1

q2

St
~ f !2

~kx
21q1

2!2v2

St
~ f !2

~kx
22q2

2!2v2
,

q1,2
2 5@~Q1

2 14a21hmeC44
~ f !2

kx
2!1/26Q2#/~2C44

~ f !!7kx
2 ,

Q65r~ f !v26C44
~ f !@h~h2b!2V2#/~ah!,

q35~kx
22r~s!v2/C44

~s!!1/2.

Substituting the expressions~29! into Eqs.~27! and~28!, we
find the dispersion relation for magnetoelastic waves in
form

C44
~ f !

C44
~s! Fq1

q2
2g3S q2

q3
1

C44
~s!

C44
~ f !

cot~q2L !D G tan~q1L !51. ~30!

For simplicity, we shall assume that the densities a
elastic moduli of the film and substrate are identical (r ( f )

5r (s)5r,C11
( f )5C11

(s)5C11,C44
( f )5C44

(s)5C44
(s)5C44), and we

shall analyze the solutions of Eq.~30! for two limiting par-
ticular cases: thickL@L* [a(HE /Hme)

1/2 (HE5M0Aa/a
and Hme5hmeM0 are the exchange and magnetostricti
fields, respectively! and thinL!L* magnetic films.

For thick films L@L* and wave numberskx;kc

[@p/(2LL* )#1/2 the dispersion of the low-frequency Lov
waves can be described by

vm
2 5St

2$@~H2HA2Hme!/~Hme1L*
2
kx

2#kx
2

1~2m21!2p2/~4L2!%,

~m51,2,3, . . . !, ~31!

where HA5bM0 is the anisotropy field. Each new mod
~new surface Love wave! arises forq15(2m21)p/(2L).
The mode withm51 is soft. Using the condition

v50, ]v/]kx50, ~32!

we determine the critical field

Hc5HA1Hme22HEa2kc
2 ~33!

in which the collinear phase becomes unstable with resp
to small magnetoelastic disturbances, and the spatial sc
of the critical mode are determined by the equalities

dc52p/kc , kc5~p/2LL* !1/2,

q1>p/~2L !, q3>kc , q2>~2L* !21@kc . ~34!

As the film thickness increases, the critical fieldHc ap-
proachesHA1Hme, i.e. the film becomes essentially fre
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and the superstructure perioddc and the penetration depth o
the elastic stresses into the film and substrate increase.

For thin films L!L* and wave numberskx;kc

[L/(2D* 2) the dispersion relation for low-frequency Lov
waves has the form

v25St
2@H2HA1HEa2kx~kx22kc!#/

@HEa2~11St
2/Vs

2!#, ~35!

whereS15(C44/r)1/2 andVs5g(aM0H)1/2.
Using the condition~32! we find the values of the critica

field and parameters of the critical perturbation as

Hc5HA1HEa2ke
2 , ~36!

dc52p/kc54pL*
2
/L,

q1,25@L/~2L*
3
!#1/2@173L/~8L* !#. ~37!

As the film thickness decreases, the fieldHc approaches the
transition field from the collinear into the angular corn
phaseHA of the clamped sample, i.e. the substrate incre
ingly impedes the elastic strain of the film. The perioddc and
penetration depthq3

21;dc(2p) of the surface solution into
the substrate increase. The parameters of the magneto
tion superstructure in a two-dimensional ferromagnetic fi
on a thick substrate can be obtained from Eqs.~36! and~37!
by the substitutionL→a.

We note that relation~30! gives the exact values of th
critical field and parameters of the critical mode for a
value of the anisotropy constantb, since forv50 the vari-
ables in the system of equations~12!–~14! separate.

In the long-wavelength limit (ukxLu!1) the dispersion
of the Love waves is described by

v5Stukxu~12kx
2L2/2!. ~38!

Just as in the case of an isotropic nonmagnetic film,
penetration depth of a wave into the substrate isq3

21

;(kx
2L)21. The spectrum of magnetoelastic Love waves i

thin uniaxial ferromagnetic film on an elastic substrate in
external fieldH>Hc is displayed in Fig. 2.

FIG. 2. Qualitative form of the low-frequency region of the spectrum
magnetoelastic waves in a uniaxial ferromagnetic film on an elastic nonm
netic substrate forH>Hc . The dashed straight line corresponds to the v
ume shear mode.
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It follows from the dispersion relation~30! that an inho-
mogeneous magnetoelastic state does not arise in the lim
cases where the bottom side of the magnetic film is f
(C44

(s)50) and completely clamped (C44
(`)5`).

Static perturbations with components of the inhomog
neous magnetizationm̃y and displacementsũx and ũy are
stable, since they are related to the rotation of the magn
zation in the ‘‘hard’’ plane

For magnetoelastic waves propagating perpendicula
the external field, the variables of the system of equati
~12!–~14! separate. The surface mode with componentsũy

and ũz is not coupled with the magnetization and is of n
interest to us. It is easy to show that atH5Hc the frequency
of the low-frequency magnetoelastic Love wave with no
zero m̃y ,m̃z ,ũx , and w does not vanish. Specifically, fo
thick films its dispersion relation has the form

v2H 1

v0
2

1
1

k2St
2 F2DL1hmeS ak21h2b

ky
2

k2D G J 5DL ,

DL5~ak21h2b14p2hme!~ak21h!

2~4p2hme!b~ky
2/k2!,

ky5p/2L. ~39!

Stabilization of the Love wave is a consequence of an
crease in energy of the demagnetizing field.

To determine the stability region of the angular phas
~19! the complete linearized system of equations and bou
ary conditions~12!–~14! must be solved. However, it can b
proved that the magnetoelastic Love wave whose wave v
tor is parallel to the magnetization in the angular phase
nonzero inhomogenuous components of the magnetiza
and displacementsm̃x ,m̃z ,ũx , and ũz possesses the lowes
instability threshold. Just as the Love wave~29! and ~30!, it
does not produce a dipole field. The instability fieldHc8 of
the angular phase relative to the appearance of an inho
geneous state and the wave numberkc8 of the critical mode
are determined from the following relations: For thick ferr
magnetic films (L@L* )

Hc8
2>HA@HA2Hme12p2a2HE /~LL* b1/2!#,

kc8
2>p2/~LL* !, ~40!

and for thin ferromagnetic films (L!L* )

Hc8
2>HA~HA2p2HmeL

2/L*
2
!, kc8>2p2L/L*

2
. ~41!

As L→0, the instability field of the angular phase a
proaches the anisotropy fieldHA .

The general form of the phase diagram of a uniax
ferromagnetic film with magnetostriction on a semiinfini
nonmagnetic substrate is presented in the coordinates (L,H)
in Fig. 3. Qualitatively, it is similar to the phase diagram
an isolated uniaxial ferromagnetic film with easy axis p
pendicular to its extended surface, in the absence of ma
toelastic interactions.17–19 The domain phase has the lowe
energy in the entire range of fields and film thicknesses in
diagram to the left of the line of second-order phase tran
tions Hc(L) from the collinear to the domain phase, whi

f
g-
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the angular phases are metastable in the range from zero
to the instability lineHc8(L). The existence of domain struc
ture in a wide range of fields and film thicknesses is due
the infinite thickness of the substrate.

For finite substrate thicknessLs@L, the domain struc-
ture becomes energetically unfavorable when the dom
size D exceeds the substrate thickness (D.Ls). The sub-
strate thickness plays the role of the screening length of
field of the elastic strains, similarly to the London penet
tion depth of the field in a uniaxial ferromagnetic film with
superconducting coating.18,19As a result, the angular phase
absolutely stable in thin films, and a direct transition in t
field from the collinear to the angular phase is possible.

3. DISCUSSION AND CONCLUSIONS

It was shown that the magnetoelastic interaction does
reduce to renormalization of the anisotropy constants of
magnetic film. The long-range character of the magnetoe
tic stresses in the layered system ferromagnetic-fil
nonmagnetic-substrate in an external magnetic field lead
the appearance of magnetoelastic domains in external fi
close to the transition field of the collinear to the homog
neous angular phase transition.

The domain formation mechanism described above
be important even for magnetic materials with weak mag
tostriction. For iron-yttrium garnet at room temperatureM0

5140 G, a53.8310211 cm2, r55.17 g/cm3, C44;1012

dynes/cm3, BM0
2;107 ergs/cm3, whencehme;231023 and

FIG. 3. Phase diagram of a uniaxial ferromagnetic film on an elastic n
magnetic substrate: solid curve is the line of instability of the collin
phase, dashed curve represents instability line of the angular phase.
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L* ;1024 cm. Near the instability point of the collinea
phaseH5Hc, the domain sizeD/2;150mm for L;1025

cm andD/2;20mm for L;20mm. According to the experi-
mental data, the domain sizes in thick iron–yttrium garn
films on gallium-gadolinium garnet substrates in weak ta
gential external fields are of this order of magnitude. A
proximately the same values ofhme are obtained for lithium
ferrite and iron, For hexagonal cobalt they are an order
magnitude higher. Of course, such estimates for mater
with cubic and hexagonal symmetry are only qualitativ
Quantitative estimates require special analysis.

It can be concluded on the basis of the considerati
presented above that such inhomogeneous states can
occur in other materials where subsystems interact with
another, for example, in antiferromagnetic and supercond
ing films grown on a massive elastic substrate.
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The results of measuring the temperature and field dependences of the magnetization of a
RbDy~WO4)2 single crystal in the temperature range from 4.2 to 50 K and in magnetic fields up
to 1.6 T are presented. The energies of the exchange and dipole-dipole interactions are
estimated. The magnetic structure of the ground state is determined. ©1999 American Institute
of Physics.@S1063-7834~99!02304-7#
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Rubidium dysprosium tungstate RbDy~WO4)2 is a mem-
ber of the family of double tungstates containing alkali-me
~M! and rare-earth~R! cations M1R31(WO4)2 . We know of
only one publication devoted to the study of RbDy~WO4)2 .
An antiferromagnetic~AFM! phase transition with a Ne´el
temperatureTN50.818 K was established in it on the bas
of specific-heat measurements.1 The low symmetry of the
crystal environment of the Dy31 ion is responsible for the
fairly strong anisotropy of the magnetic properties of R
Dy~WO4)2 . Taking into account the low magnetic-orderin
temperature, we can theorize that the role of the dipo
dipole interactions will be very significant in establishing t
long-range order. Magnetic investigations of RbDy~WO4)2

are also prompted by a desire to establish the magnetic s
ture of the ground state.

This paper presents the results of measurements o
magnetization as a function of temperature and magn
field strength in a RbDy~WO4)2 single crystal.

1. SAMPLES AND EXPERIMENT

The outward appearance of the RbDy~WO4)2 crystal is
shown in Fig. 1. The crystallographic (a, b, andc) and fixed
magnetic (x, y, andz) axes are indicated in the figure.

Rubidium dysprosium tungstate crystals have a mo
clinic a-KY ~WO4)2 structure withC2h

6 symmetry.2,3 The
lattice parameters area58.14 Å, b510.45 Å, and
c57.57 Å with the monoclinic angleb594°. The Dy31 ion
has localC2 symmetry. The unit cell contains dysprosiu
ions in two chains parallel to thea axis. The chains are
shifted relative to each other by half a period along theb and
c axes.

The magnetic measurements of the RbDy~WO4)2 single
crystal were performed on a PAR Model 450 vibrati
sample magnetometer at temperatures between 4.2 and
and in magnetic fields up to 1.6 T. The direction of t
6051063-7834/99/41(4)/5/$15.00
l

-

c-
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ic
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K

applied field was chosen in theab, bc, and ac planes. The
dimensions of the samples were roughly 1.231.435 mm.
The samples were oriented along one of the crystallograp
directions.

2. EXPERIMENTAL RESULTS

The angular dependence of the magnetization of the
Dy~WO4)2 single crystal shows that only theb crystallo-
graphic axis coincides with one of the principal directions
the susceptibility tensor~they axis!. The other two directions
~the z and x axes! lie in the ac plane and deviate byw
512° from thec and a crystallographic axes, respective
~Fig. 1!.

The dependences of the magnetizationM on magnetic
field and temperature are shown in Figs. 2a and b. At 4.2
magnetic saturation is not achieved up toH51.6 T. As can
be seen from Fig. 2a, the difference in magnetization alo
the c andb directions in thebc plane is insignificant. Strong
magnetization anisotropy was observed in theac and ab
crystallographic planes. Plots of the temperature depende
of the magnetization along thez andx axes in theac plane
measured in a magnetic field are shown in Figs. 3a an
The functionM (T) depends on the orientation and streng
of the magnetic field. TheMx component of the magnetiza
tion is more than an order of magnitude smaller thanMz

~Fig. 3a!. As can be seen from the inset in Fig. 3a, the plot
1/M (T) has inflection points inflection near 6 and 16 K. Th
inflection points on theM (T) curves are less pronounce
The plots of 1/M (T) are linear with respect to temperatu
and have different slopes above and below the inflect
points.

Since the measurements were performed on long
samples with a small demagnetizing factor, the point of
tersection of the 1/Mi(T) curve with the temperature axi
specifies the Curie temperatureq i . It is presumed in analogy
© 1999 American Institute of Physics
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to KDy~WO4)2 ~Ref. 4! that the features found on th
1/M (T) curves of the RbDy~WO4)2 single crystal are each
due to a structural phase transition~SPT!.

It was found that the magnetic field strongly influenc
the 1/M (T) curve. This is naturally reflected in the value
the Curie temperatureq. This temperature is known to b
independent of the magnetic field strength. In the pres
case, the influence of the magnetic field on the 1/M (T) curve
and on the value ofq evidently reflects changes in the ele
tronic spectrum of the ground state of the Dy31 ions during
the structural phase transition in the magnetic field.

The susceptibility can be described in an approximat
by the Curie–Weiss law

Mi /H5x i5
Ci

T2q i
,

whereCi5NA(mBgi)
2S(S11)/3k, NA is Avogadro’s num-

ber,mB is the Bohr magneton,S is the effective spin, which
equals 1/2, andk is Boltzmann’s constant.

The parametersCi , q i , andgi for RbDy~WO4)2 were
calculated as a result of an analysis of the experimental
~Table I!. The temperature range in which the influence
excited levels can be neglected was considered in the an
sis. According to Table I, theg factors along the principa
crystallographic directions above and belowTspt1 differ less
than do the Curie temperaturesq2 andq1 , probably due to
changes in the exchange parameters accompanying the s
tural transitions.

The magnetic-field dependence of the Curie tempera
was also established. As the magnetic field becomes st
ger, the Curie temperatureq2 increases. The variation ofq2

is probably caused by the magnetostriction effects in
rare-earth magnet investigated.

Let us estimate the parameters of the exchange inte
tion along three different directions. The expression for
Curie temperatureqa in an arbitrary directiona has the
form

qa52
22S~S11!

3k
~Ja

01Ea
0 !, ~1!

FIG. 1. External appearance of the RbDy~WO4)2 crystal:a, b, c — crystal-
lographic axes;x, y, z — magnetic axes;b594° andw512°.
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where Ja
0/k5zJa /k, z56 is the number of nearest neigh

bors,Ja is the parameter of the exchange interaction betw
a pair of magnetic ions in thea direction, Ea

05La1 /k
1La2 /k is the contribution of the dipole-dipole interaction
and La1 /k is the contribution of the magnetic-dipole inte
action with a Lorentz sphere of radiusR5200 Å.

The lattice sumsLa1 have the following values:

La1 /k520.209K, Lb1 /k50.192K,

Lc1 /k51.47K~T.Tspt1!;

La1 /k520.128K, Lb1 /k50.138K,

Lc1 /k51.07K~T,Tspt1!.

Also, La2 is the contribution of the magnetic-dipole in
teraction associated with the Lorentz term and the demag
tizing field:

La2 /k5~24P/314PN!CaN , ~2!

whereCaN54(mBga)2/kabcandN50.079 is the demagne
tizing factor.

Performing the summation, we obtained the followin
values of the constants along the principal crystallograp
directions:

La2 /k520.335K, Lb2 /k522.67K,

Lc2 /k522.67K~T.Tspt1!;

La1 /k520.206K, Lb1 /k521.92K,

Lc1 /k521.95K~T,Tspt1!.

The total contributionEa
0 of the dipole-dipole interaction

to the magnitude ofqa has the form

Ea
0/k520.54K, Eb

0/k522.48K,

Ec
0/k521.2K~T.Tspt1!;

Ea
0/k520.33K, Eb

0/k521.78K,

Ec
0/k520.87K~T,Tspt1!.

Assuming that the exchange parameters for all the n
est neighbors are equal in magnitude, we calculated the
change parameterJa

0 on the basis of~1! and the experimenta
values ofqa . The results are listed in Table II.

It can be seen from the data presented that the contr
tion of the dipole-dipole interactions to the spin-spin intera
tions atT.Tspt1 is insignificant. AtT,Tspt1 the value of the
dipole-dipole energy is greatest along theb direction ~in the
direction perpendicular to the DyW2O8 planes! and smallest
along thea direction ~along the chains of Dy31 ions!. Al-
though exchange is largest along thea axis atT.Tspt1, its
role in the formation of the long-range order decreases
T,Tspt1, since the contribution of the dipole-dipole intera
tions becomes significant in that case.

It can be stated on the basis of the data in Table II t
exchange is essentially isotropic atT,Tspt1.

Let us now determine the magnetic structure of t
ground state in RbDy~WO4)2 at low temperature (T
,Tspt1). The ground-state energies of various magne
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FIG. 2. Field dependence of the magnetization as a function of the anglew between thec axis and the direction ofH in thebc plane~a! at T54.2 K for w50°
~1!, 45° ~2!, and 90°~3! and its temperature dependence~with a field inzxplane! for Hiz at 4.2 K~1!, 4.9 K ~2!, and 9.5 K~3! and forHix at 4.2 K~4! ~b!.
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structures of Bravais lattices with one magnetically act
ion were estimated by the method developed in Ref. 5.

The calculation was performed using the usual expr
sion for the dipole energy

Edip5(
i j

Fmi•mj

r i j
3

23
~mi•r i j !~mj•r i j !

r i j
5 G ,

wheremi is the magnetic moment, which can be stated
terms of the spin componentsSi

a by means of the relation
e

s-

n

mi
a5mbgaSi

a ~a5x,y,z!,

and r i j is the radius vector joining thei th and j th lattice
points.

The values of theg factors listed in Table I forT
,Tspt1 were used in the calculations.

The determination of the ground state calls for a sea
for the magnetic structure having the lowest energy for
magnetic momentmi in the field of surrounding magneti
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FIG. 3. Temperature dependences of the magnetization measured with a magnetic field of strengthH50.5 T oriented along thez ~1! andx ~2! axes~a! ~inset
— temperature dependence of the reciprocal of the magnetization along thez axis! and with magnetic fields of various strengths@H50.5 T ~1!, 1.0 T ~2!, and
1.5 T ~3!# oriented along thez axis ~b!.
ra

th

k-
in
-

g-

ag-
s

ti-
-
the
moments coupled by dipole-dipole and exchange inte
tions.

A numerical analysis of the lattice sums based on
theory in Ref. 5 was performed for a sphere of radiusR
5200 Å. It was found that an AFM structure with a chec
erboard array has the lowest energy. We have the follow
values of the energyEa

0 for three directions of the antiferro
magnetic vector:Ea

0524.1 K, Eb
0525.9 K, Ec

0525 K.
Thus, the magnetic structure of crystalline RbDy~WO4)2 has
c-

e

g

the form of a system of antiferromagnetically ordered ma
netic moments of Dy31 ions directed collinearly to theb
axis.

Thus, the temperature and field dependences of the m
netization of a RbDy~WO4)2 single crystal over broad range
of temperatures (T54.2250 K) and magnetic fields~up to
1.6 T! have been investigated in this work. Strong magne
zation anisotropy in theac and ab planes has been estab
lished. The magnetic axes have been determined using
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angular dependences ofM (H). The inflection points on the
1/M (T) curve are associated with the occurrence of t
structural phase transitions in the crystal investigated.
changes in the Curie temperature, as well as theg factors,

TABLE I. Curie temperatureq, g factor, and Curie constantC obtained
from the experimental data with application of a field along the princi
crystallographic directions.

Direction

Tspt2.T.Tspt1 T,Tspt1

q2 ,
K

C,
cm3/mole gi

q1 ,
K

C,
cm3/mole gi

Along thea axis
~ab plane! 22 1.5 4
Along thec axis
~bc plane! 24.7 19.4 14.4 21.7 14.1 12.3
Along theb axis
~bc plane! 24.3 19.3 14.4 21.5 14.1 12.2
Along thez axis
~ac plane! 24.7 20.6 14.8 20.7 13.4 11.9

TABLE II. Exchange interaction parameterJa along the principal crystal-
lographic directions.

2Ja
0/k 2Jb

0 2Jc
0

T.Tspt1 17.7 11.1 10.6
T,Tspt1 4.3 4.8 4.3
o
e

upon structural phase transition, points to a strong correla
between the magnetic properties and the crystal and e
tronic structures. The exchange and dipole-dipole ener
have been estimated. It has been shown that the exch
interactions between the Dy31 ions along the principal crys
tallographic directions are antiferromagnetic and essenti
isotropic. The dipole-dipole interactions along theb axis
make the largest contribution to the total energy of the s
interactions. The magnetic structure of the ground state
the RbDy~WO4)2 single crystal has been established on
basis of an analysis of experimental data and the result
calculations of the dipole-dipole interactions. It has the fo
of a system of antiferromagnetically ordered Dy31 ions with
an antiferromagnetic vector along theb axis.
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Synthesis and magnetic properties of Cu 3B2O6 single crystals

G. A. Petrakovski ,* K. A. Sablina, A. M. Vorotynov, O. A. Bayukov, A. F. Bovina,
and G. V. Bondarenko
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Institute of Physics, Polish Academy of Sciences, 02-668 Warsaw, Poland
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The temperature dependence of the magnetic susceptibility of Cu3B2O6 single crystals grown by
spontaneous crystallization from a melt consisting of a mixture of CuO and B2O3 and the
behavior of their magnetization are investigated in magnetic fields up to 55 kOe. A broad
susceptibility maximum is observed near 39 K, and a sharp drop in susceptibility is
observed atT,10 K. The paramagnetic Ne´el temperatures for all orientations of the magnetic
field in the crystal investigated are negative, attesting to the predominantly
antiferromagnetic character of the exchange interactions. The effective magnetic moment of the
Cu21 ion is anisotropic and lies in the range from 1.054mB to 1.545mB . The magnetization
depends linearly on magnetic field atT.10 K, whereas at temperatures below 10 K a discontinuity
is observed at fields of the order of 40 kOe. At room temperature, electron magnetic
resonance characterized by an almost isotropicg factor (g52.165) is detected at 36.22 GHz.
The exchange interactions in Cu3B2O6 are analyzed on the basis of the
Goodenough–Kanamori rules. The possibility of the establishment of a singlet magnetic state in
the crystal is analyzed. ©1999 American Institute of Physics.@S1063-7834~99!02404-1#
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The main reason for the great interest of researcher
oxide compounds of copper is the high-temperature su
conductivity observed in some of them. In particular, it
important to understand the mechanisms which shape
magnetic state, especially the singlet ground state, in s
compounds.1–3 For example, in crystalline CuGeO3 the
mechanism which shapes the singlet state is probably a
ciated with a spin-lattice interaction and competition b
tween exchange interactions, while in ladder systems it
purely quantum fluctuation effect.

This paper is the first to present the results of an exp
mental investigation of the magnetic susceptibility, magn
zation, and electron magnetic resonance of Cu3B2O6 single
crystals.

1. SYNTHESIS AND CRYSTAL STRUCTURE OF Cu 3B2O6

Single crystals of Cu3B2O6 were grown by spontaneou
crystallization from a solution in a melt on the basis of t
results of the physicochemical investigation of the tern
Li2O–CuO–B2O3 system in Ref. 4. The mixture of the star
ing materials CuO and B2O3 containing 70 mol % CuO and
30 mol % B2O3 was placed in a platinum crucible and heat
to 1200°C. Crystallization took place as the temperature
lowered at the rate of 2 deg/h to 900°C. The crystals w
extracted by mechanical means and had the form of obli
prisms of dark green color with dimensions up to 33333
mm3.

X-ray fluorescence analysis confirmed the chemical f
6101063-7834/99/41(4)/3/$15.00
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mula Cu3B2O6 and the absence of foreign phases. X-ray d
fraction analysis of the crystals obtained showed that t
belong to the triclinic system with space groupP1 and the
unit cell parametersa53.344 Å,b519.757 Å,c519.587 Å,
a588.91°,b570.05°, andg569.93°, in agreement with the
data in Ref. 5. It can be seen from the crystal structure sho
in Fig. 1 that the magnetic Cu21 ions are coordinated in
octahedral, square, and pyramidal environments of oxy
ions. The mean Cu–O distances within a layer in thebc
plane and between layers are equal to 1.95 and 2.90 Å
spectively, clearly suggesting a quasi-two-dimensional m
netic state. An analysis of the exchange interactions on
basis of the Goodenough–Kanamori rules6 shows that there
are two types of exchange interactions in the system: 1
antiferromagnetic Cu–O–Cuinteractions with an energy o
the order of 100 K and 90° ferromagnetic interactions w
an energy of the order of 10 K. The dominant type of e
change is antiferromagnetic according to the results of
magnetic-susceptibility measurements. The following fra
ments of Cu21 ions can be identified in the structure o
Cu3B2O6: chains of four copper ions in an octahedral oxyg
environment; chains of four copper ions, two of which ha
an octahedral environment while the other two have a squ
environment; pairs of copper ions, one of which has an
tahedral environment while the other has a pyramidal en
ronment; groups of copper ions in an octahedral envir
ment; and, finally, copper ions in a square environment.
of these groups of copper ions are coupled predominantly
© 1999 American Institute of Physics
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negative exchange interactions to form two-dimensional l
ers in thebc plane.

2. MAGNETIC PROPERTIES

The static magnetic properties of the crystals were inv
tigated on SQUID and vibrating sample magnetometers
fields up to 50 kOe at temperatures between 2 and 300
The results of the SQUID measurements of the tempera
dependence of the magnetic susceptibility determined in
arbitrary direction in thebc plane of the crystal in 6- and
20-kOe fields are shown in Fig. 2. The presence of a br
susceptibility maximum at a temperature of about 39 K,
sharp drop in susceptibility at temperatures below 10 K, a
the identity of the results of the measurements in 6- a
20-kOe fields are noteworthy. The high-temperature beh
ior of the susceptibility is described by the Curie–Weiss l
with the parametersQ52422 K andmeff51/06mB . Devia-
tions from the Curie–Weiss law are observed at temperat
below 150 K. The results of the magnetic-susceptibility m
surements performed on the vibrating sample magnetom
for two mutually perpendicular directions of the extern
magnetic field in thebc plane and in a direction perpendicu
lar to that plane are shown in Fig. 3. The measurements w
performed in a 14.14-kOe magnetic field. The asympto

FIG. 1. Crystal structure of Cu3B2O6.

FIG. 2. Temperature dependence of the magnetic susceptibility o
Cu3B2O6 single crystal measured in a SQUID magnetometer forHuu(bc):
1 — H56 kOe,2 — H520 kOe, solid curve — Eq.~1!
-
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Néel temperatures and effective magnetic moments co
sponding to these three orientations of the magnetic fi
have the following values:Q152335, Q252400, Q3

52691, mef151.054,mef251.247, andmef351.545mB . As
can be seen from Fig. 3, a low-temperature drop in the m
netic susceptibility is observed for all three orientations
the magnetic field. We note that fairly strong anisotropy
the susceptibility is observed in the (bc) plane of the crystal.
Just this anisotropy may be responsible for the differe
between the results of the magnetic-susceptibility meas
ments in Figs. 2 and 3. The sharp drop in the susceptibilitx
~Fig. 2! observed when the temperature was lowered be
10 K is described by the dependence

x5A1Bexp~2D/T! ~1!

with the parameters A52.6631026cm3/g, B51.4
31024cm3/g, andD533.3 K. Such a dependence is chara
teristic of systems having a singlet ground state separ
from the excited states by an energy gapD. Estimates show
that the residual low-temperature susceptibilityA can be at-
tributed to the Van Vleck paramagnetic contribution. T
singlet ground magnetic state can be either a result of a
lective phase transition~such as a spin-Peierls state! or a
state of cluster formations.7,8

FIG. 4. Field dependences of the magnetization of a Cu3B2O6 single crystal
~orientation of the field as in Fig. 2! at various temperatures:1, 2, 3, 4: — 5,
7, 9, and 12 K respectively. Inset — temperature dependence of the
corresponding to the discontinuity~see text!.

a

FIG. 3. Temperature dependence of the magnetic susceptibility o
Cu3B2O6 single crystal measured in a vibrating sample magnetometer1,
2 — magnetic field in two mutually perpendicular directions in thebc plane,
3 — H'(bc).



n
re
be

ur
el
po
t

th

ea
ag
in

ter-

he
bil-
era-
ex-

ure
und-
ergy
lish

stal

.
m

im.

-

e

612 Phys. Solid State 41 (4), April 1999 Petrakovski  et al.
The field dependences of the magnetization of Cu3B2O6

for the same orientation of the magnetic field as in Fig. 2 a
various temperatures are shown in Fig. 4. At temperatu
below 12 K the field dependence of the magnetization
comes nonlinear. The characteristic field corresponding
the magnetization discontinuity depends on temperat
This dependence is shown in the inset in Fig. 4; the fi
corresponding to the discontinuity was obtained by extra
lating the linear segments on the magnetization curves to
point where they intersect.

We also performed preliminary measurements of
electron magnetic resonance of a Cu3B2O6 single crystal at a
frequency of 36.22 GHz and a temperature of 300 K. M
surements performed for different orientations of the m
netic field showed that there is resonant absorption l

FIG. 5. Angular dependence of theg factor of the magnetic resonance lin
at room temperature for Cu3B2O6 , n536.22 GHz;a* — magnetic field
perpendicular to thebc plane of the crystal.
d
s
-

to
e.
d
-

he

e
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e,

whose position depends weakly on orientation and is de
mined by an almost isotropicg factor roughly equal to 2.165
~Fig. 5!.

Thus, the principal results of our investigation are t
discovery of a low-temperature drop in magnetic suscepti
ity, a nonlinear dependence of the magnetization at temp
tures below 10 K, and electron magnetic resonance. The
change interactions of the Cu12 ions in crystalline Cu3B2O6

are predominantly antiferromagnetic. The crystal struct
suggests an in-plane magnetic state with a probable gro
state singlet separated from the excited states by an en
gap. Additional experimental studies are needed to estab
a more detailed picture of the magnetic state of the cry
investigated.
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LATTICE DYNAMICS. PHASE TRANSITIONS

Nonequilibrium phase transition in quenched samples of Fe 0.1TiTe2

A. N. Titov* and T. B. Popova

Ural State University, 620083, Ekaterinburg, Russia

S. G. Titova

Institute of Metallurgy, Russian Academy of Sciences, Ural Branch, 620016 Ekaterinburg, Russia
~Submitted May 11, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 680–683~April 1999!

The influence of the heat treatment of Fe0.1TiTe2 samples on the appearance of thermally
induced ‘‘levitation’’ is investigated. It is postulated that this phenomenon is most probably caused
by undamped fluctuations of the electric charge on the surface of particles of the material.
© 1999 American Institute of Physics.@S1063-7834~99!02504-6#
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New intercalates based on the titanium dichalcogeni
MxTiX2 (M5Ag, Fe, Co;X5Se, Te! exhibit several un-
usual phase transitions, which are accompanied by a ch
in the conductivity type from metallic to thermall
activated.1–4 Special interest has been aroused by the disc
ery of thermally induced ‘‘levitation’’ in these materials5

which is observed as continuous motion~hopping, swinging,
rotation about an axis, and hovering without support on
ampul walls! of particles of these materials within an evac
ated ampul in the temperature range 1002500 °C. The mo-
tion of crystals upon phase transitions is not unique and
previously been observed in many materials~see, for ex-
ample, Ref. 6!. Such behavior has traditionally been attri
uted to sharp changes in the dimensions of the crystals u
a martensitic phase transition or a phase transformations
sociated with the Jahn–Teller effect. However, this expla
tion is not convincing in the case ofMxTiX2, since the mo-
tion of crystals of these materials is observed over a br
temperature range and is not restricted in time. Two poss
causes of ‘‘levitation’’ were suggested in Ref. 5: fluctuatio
of the dimensions of the crystals due to the formation a
dissociation of covalent Ti–M – Ti complexes or fluctuations
of the electrostatic surface charge due to a pyroelectric
fect. The hypothesis that there is a pyroelectric effect is
convincing because of the high conductivity of the materi
under consideration~12100 S/cm!. This paper is devoted to
an investigation of the typical ‘‘levitating’’ materia
Fe0.1TiTe2 for the purpose of obtaining additional informa
tion regarding this unusual phenomenon.

The samples of Fe0.1TiTe2 were prepared by the therma
intercalation of powered iron, produced by reducing iron c
bonyl in a hydrogen atmosphere, in TiTe2 preliminarily ob-
tained by ampul synthesis from the elements~Ti of 99.95%
purity and Te with a purity no less than 99.5%!. The TiTe2
synthesis temperature was 950 °C, while the intercala
temperature was 800 °C. The lower value of the intercala
temperature in comparison to the TiTe2 synthesis tempera
ture was used to prevent the mixing of titanium and ir
6131063-7834/99/41(4)/4/$15.00
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atoms, which has been observed, for example, for
FexTiSe2 system.7

The phase composition of the samples was monitored
x-ray diffraction analysis at room temperature~DRON-UM-1
diffractometer, CuKa radiation!. The temperature depen
dence of the crystal-lattice parameters was determined
samples quenched from the respective temperatures. Th
curacy of the determination of the unit-cell periods w
Da/a5331024 and Dc/c5531024, respectively. The
conductivitys was measured by a four-point probe on co
pressed samples of rectangular shape. The experimental
cedure was described in detail in Ref. 8.

The phase transitions were detected by differential th
mal analysis ~DTA! combined with thermogravimetric
analysis ~TG!. The measurements were performed on
Q-1500 derivatograph in a dynamic regime with a heat
rate of 5 K/min using powdered Fe0.1TiTe2 samples. Samples
weighing;1 g, which were single-phase according to x-r
diffraction analysis, were placed in special evacuated Py
ampuls of small dimensions fitting derivatograph arm. T
enabled us to avoid, not only oxidation of the samples in
but also variation of their composition during the expe
ments, as well as to perform all the derivatographic meas
ments for a given composition on the same samples an
avoid errors associated with the inaccuracy of determin
the composition when the influence of various heat tre
ments on the phase composition was investigated. To s
dardize the original state before rapid cooling, the sam
was heated to 550 °C, held at that temperature for abou
hour, and slowly cooled together with the furnace over
course of roughly 6 h. For rapid cooling, the ampul with t
sample was placed in a furnace heated to the respective
perature, held at that temperature for 10 min, and then w
drawn and forcibly cooled in a jet of air with sprayed dro
of water at the rate of;30 K/s.

The main experimental results are presented in F
1–4. It is clearly seen that the DTA curve of the samp
quenched from 350 °C exhibits an endothermic effect
© 1999 American Institute of Physics
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67°C, which is not observed following the other heat tre
ments~Fig. 1!. This effect can attest to a first-order pha
transition with a heat of 4.8 kJ/mol. The TG curve of th
sample exhibited a large spread of readings of the deriv
graph balance from the temperature of the endothermic e
up to 450°C~Fig. 2!. This instability of the TG signal was
not observed in samples rapidly cooled from other tempe
tures and was detected just for the case of quencing f
350°C. We believe that such anomalous behavior of the
signal can be produced only by the mobility of particles
the sample, since any movement of the lattice~even chaotic!
leads to variation of the moment of the force exerted by
sample on the derivatograph arm. Thus, the thermogravim

FIG. 1. Temperature dependences of the DTA signal for Fe0.1TiTe2 sub-
jected to various heat treatments:1 — slow cooling;2 — quenching from
600 °C; 3 — quenching from 550 °C;4 — quenching from 450 °C;
5 — quenching from 350°C;6 — holding at 350°C for a week followed by
rapid cooling by the standard method.

FIG. 2. Typical dependences of the readings of the derivatograph bal
~the TG signal! for ‘‘levitating’’ ~1! and ordinary~2! samples.
-

o-
ct

a-
m
G

e
t-

ric curve can be regarded as a record of the motion of p
ticles in a temperature range.

The dependence of the crystallographic parameters
the Fe0.1TiTe2 samples quenched from various temperatu
~Fig. 3! demonstrates the absence of appreciable change
the respective temperature range. Therefore, it seems m
justified to postulate that ‘‘levitation’’ is due to an electro
static process rather than an abrupt change in volume. To
this hypothesis, Fe0.1TiTe2 single crystals prepared in acco
dance with the method described in Ref. 5 were placed in
ampul, whose bottom was partially covered by a highly co
ductive tantalum foil. Upon heating, motion of the crysta
was observed only above the insulating surface of the am
while there was no motion above the conducting surfa
This allowed us to attribute the ‘‘levitation’’ to the interac
tion of fluctuations of the surface charge of the particles
the material with the induced charge of the dielectric su

ce

FIG. 3. Values of the crystallographic parameters of the hexago
Fe0.1TiTe2 lattice for quenched samples as a function of the tempera
before quenching.

FIG. 4. Unit-cell volume of Fe0.1TiTe2 calculated from values of the crys
tallographic parameters as a function of the temperature prior to quenc
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strate. To test this hypothesis, we measured the ele
charge on the~001! faces of an Fe0.1TiTe2 single crystal
during heating. For this purpose, the short-circuit curren
conductors connected to the various faces of the crystals
measured, and the potential of the faces was determine
rectly. The accuracies of the measurements were 1mA and 1
mV, respectively. Neither method detected the appearanc
a permanent surface charge.

The formation of macroscopic surface charges proba
requires the presence of ferroelectric domains, whose
structuring with variation of the temperature can lead to fl
tuations of the incompletely compensated charge. Such
explanation, however, can be reconciled with the fairly h
conductivity of Fe0.1TiTe2 ~Fig. 4! only under the additiona
assumption of high anisotropy of the electrical properties

The possibility of the appearance of a state with dom
fluctuations~switchings! was examined theoretically in a re
cent paper.9 It was shown therein that a similar situation c
be observed near the phase-transition point from the h
susceptibility phase to the distorted phase, which ha
double-well potential. A microscopic mixture of nuclei o
these phases has a triple-well potential.

The maintenance of the form of the x-ray diffractio
pattern after the samples are quenched points to the abs
of phases which appear or decay during quenching. It ca
theorized that such phases are present as fragments w
short correlation length and are consequently inaccessib
x-ray analysis. The decrease inc0 upon the intercalation o
iron in TiTe2 ~Ref. 10! and the simultaneous decrease
conductivity5 indicate that intercalation leads to the form
tion of covalent Ti–Fe–Ti centers, which tie the layers of t
matrix lattice together. This situation has been observed
many compounds of the typeMxTiX2 ~M5Ag, Ti, Fe, Co,
Ni; X5Se, Te!.10–12The thermally activated temperature d
pendence of the conductivity of a slowly cooled sample~Fig.
5! indicates that all the electrons introduced with iron a
localized at Ti–Fe–Ti centers. Taking into account that ir
exists in the divalent state in FexTiTe2 ~Ref. 10!, such a
center can be described as Ti31 – Fe21 – Ti31 in the approxi-
mation of ionic bonding. It can be theorized that these c
ters dissociate upon heating, releasing free electrons to
conduction band. The increase in conductivity with incre
ing temperature agrees well with this hypothesis. Howev
the lack of an increase inc0 and even some decrease in t
unit-cell volume upon heating provide evidence that dis
ciation takes place not according to the sche
Ti31 – Fe–Ti31→Ti41 – Fe–Ti4112e ~e is a free electron!,
but according to the scheme Ti31 – Fe–Ti31

→Ti31 – Fe–Ti4111e, which leads to maintenance of th
covalent bonds tying the layers of the matrix lattice togeth
A Ti31 – Fe–Ti31 ~‘‘2’’ ! center, like a Ti41 – Fe–Ti41 ~‘‘0’’ !
center, has a single-well potential, while a Ti31 – Fe–Ti41

~‘‘1’’ ! center has a double-well potential. Thus, a mixture
regions of the crystal lattice where centers of types ‘‘1’’ a
‘‘2’’ dominate can satisfy the conditions for the existence
domain fluctuations.9 Therefore, a center of type ‘‘1’’ has a
dipole moment oriented along a normal to the basal plan
the lattice. The cause of the association of centers in dom
may be minimization of the energy of the elastic lattice d
ric
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tortions associated with each type of center. The fact that
rapidly cooled samples have a higher conductivity compa
with the slowly cooled~equilibrium! sample can be evidenc
that rapid cooling fixes a state of the sample with a mixtu
of centers, leaving some of the electrons free. Dissociatio
the centers is probably associated with kinetic hindranc
and the achievement of an equilibrium state requires a l
time. In fact, samples held for a week at 350 °C exhibited
absence of ‘‘levitation’’~see Fig. 1!. It was shown in Ref. 9
that fluctuations can appear only in a very narrow range
values of the interaction parameters. Such conditions
probably created in part of a rapidly cooled sample a
result of the nonequilibrium process. The similarity of th
results of rapid cooling from all temperatures below 600
is indicated by the identical slope of the temperature dep
dences of the DTA signal, which attests to a similar value
the specific heat of these samples. Thus, a temperatur
350 °C, from which quenching leads to ‘‘levitation,’’ is no
characteristic; we were able to realize conditions for dom
fluctuations under this rapid-cooling regime.

Under all the types of heat treatment the characteri
feature of the DTA curves is the presence of an endother
effect at 440 °C, whose magnitude differs somewhat for d
ferent temperatures at the onset of rapid cooling and amo
to less than 1 J/g. The temperature of this effect is close
the melting point of tellurium, which can segregate as
impurity during heat treatment. Such a thermal effect can
caused by the presence of;5 wt. % tellurium. This impurity
was detected in the x-ray diffraction experiments, but in su
cases they revealed an increase in the unit-cell volume of
Fe0.1TiTe2 samples quenched from temperatures ab
440 °C, which attests to a possible connection between
endothermic effect and the phase transformation
Fe0.1TiTe2 itself.

In conclusion, we thank Kh. M. Bikkin and A. S

FIG. 5. Temperature dependence of the conductivity of Fe0.1TiTe2 for a
sample after various heat treatments:1 — quenching from 300 °C;2 —
quenching~dynamic regime! from 450 °C;3 —slow cooling. The direction
of the temperature variation is indicated by the arrows next to each cu
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The nature of the magnetic and structural phase transitions in the Heusler alloy Ni2MnGa is
studied by numerical calculations of the electronic structure, generalized susceptibility, and various
Fermi-surface cross sections. ©1999 American Institute of Physics.@S1063-7834~99!02604-0#
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1. Recent years have witnessed considerable intere
the Ni2MnGa alloy exhibiting a remarkable variety of pha
transformations under cooling and loading~magnetic order-
ing, phonon mode softening, transitions to incommensu
long-period structures, martensitic transformations etc.!.1–15

Phase transformations and pretransition states are res
sible for many of the unusual properties of this alloy,
particular, the shape-memory effect. It is essential that,
like other alloys with similar characteristics, the sha
memory in Ni2MnGa can be controlled by an external ma
netic field ~martensitic transformations take place in the f
romagnetic state!.2,7,12,13,15This and some other aspects gi
one grounds to classify Ni2MnGa among the very promising
so-called smart materials.16

The Ni2MnGa compound undergoes during cooling t
following sequence of phase transformations1,3,9,11,14

b →
380 K

bFM →
260 K

PM→
200 K

M,

where b is the high-temperature nonmagnetic phase w
cubic symmetry~the Heusler structure orL21), bFM is the
ferromagnetic phase with the same structure (L21), PM is
the premartensitic phase with a tripled period along the@110#
direction, and M is the martensitic tetragonal phase with
incommensurate lattice modulation along the same direct
The bFM→ PM transition consists actually in condensati
of transverse acoustic phonons TA2 @jj0# with j51/3 ~a
first-order, but very close to second-order transition!.8,9,11,14

It might seem that this condensation would create a ho
geneous strain in the original cubic lattice. At the same ti
the original Bragg reflections reveal neither splitting n
shear9,11,14 so that, on the whole, the PM phase rema
cubic.

Significantly, the ‘‘preparation’’ of the system for th
bFM→ PM transition starts not in the ferromagnetic pha
bFM but rather in the high-temperature nonmagneticb phase.
In the latter phase, the transverse phonon mode TA2 @jj0#
exhibits an anomaly atj'1/3 already forT>400 K, which
becomes a dip as the temperature is lowered.9,11 Ferromag-
netic ordering~the b→bFM transition! in no way stops the
process of dip formation in TA2 so that, atTI5260 K, as
already mentioned, phonons withq5p/a@1/3,1/3,1/3# con-
dense to initiate the transition frombFM to the tripled pre-
6171063-7834/99/41(4)/7/$15.00
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martensitic PM phase. It should be pointed out that besi
the short-wavelength TA2 phonons, the elastic modulu
C85(C112C12)/2, which is genetically connected with th
long-wavelength behavior of the same TA2 mode in the
long-wavelength limit, also shows an anomalous tempera
dependence. Moreover, theC44 and C11 moduli exhibit a
softening with decreasing temperature as well.

The martensite transformation PM→M (Tm'200 K!
consists both an appreciable tetragonal lattice distor
(a55.920 Å andc55.566 Å, c/a'0.94, Ref. 1! and of a

periodic shear of the~110! planes along@11̄0#. It had been

believed that the modulation period in the~110!@11̄0# system
is commensurate and equal to five~110! spacings~with no
shear at each fifth plane!.2–7,10 More precise measuremen
revealed, however, that the period is in actual fact inco
mensurate and is characterized by a wave vec
p/a @0.43,0.43,0#.11 We shall refer in what follows to this
martensitic structure as M~5! to indicate that the period of its
lattice modulation is approximately five interplanar di
tances.

The martensite transformation temperatureTm and the
structure of the martensitic phase are extremely sensitive
deviation of the alloy from stoichiometry. For instance, wh
excess Ga was substituted primarily for Ni in th
Ni47.6Mn25.7Ga26.7, theTm temperature could not be reache
by cooling down to 4.2 K.14 On the other hand, the
Ni52Mn25Ga23 alloy where, conversely, excess Ni was intr
duced in place of Ga, transforms not to M~5! but rather to a
bcc monoclinic structure witha56.14 Å, b55.78 Å, c
55.51 Å, and g590.5°.10 Similar to the PM and M~5!
phases, it is characterized by a transverse static-displace
wave of atoms having a wave vector normal to the~110!
plane. We shall refer subsequently to this structure as M~7!
because its wavelength is equal to seven distances betw
these planes.

Martensitic transformations in the alloy under study c
be driven not only by a change in temperature but by a lo
application aboveTm as well. For instance, compressio
along@100# initiates the PM→ M~5! transition; note that the
c axis in the M~5! martensitic structure is parallel to th
direction of compression, and the modulation vector, perp
dicular to it.3,6,10 @110# compression induces a sequence
transitions: PM→ M~5!→ M~7!→ T, where T is a tetrago-
© 1999 American Institute of Physics
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FIG. 1. Electron energy spectrum«l(k) and density of statesn(«) of the paramagneticb phase of Ni2MnGa. The electronic states providing a domina
contribution to the totaln(«) are identified.
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nal structure witha5b55.22 Å andc56.44 Å.4–7,10Unlike
M~5!, it exhibits a tetragonal ratioc/a larger than unity
(c/a51.234) and is not modulated. Tension along@100# ini-
tiates the same transformation sequence PM→ M~5!
→ M~7!→ T; but thec axis in M~5! is now perpendicular to
the direction of tension~in contrast to the@001# compres-
sion!, and the modulation vector has a projection on t
direction.4,10 In the M~7! structure, the largest parametera is
oriented along the tension axis, and the direction of the
tice modulation, similar to the case of M~5!, has a projection
on this axis. In nonstoichiometric alloys the stress-induc
phase transitions may follow another sequence.10

Because a lowering of temperature and applied lo
give rise to increasingly complex structures, it appears r
sonable to consider first the factors responsible for insta
ties in the most symmetric, high-temperature phasesb and
bFM . We are not aware of any similar attempts based onab
initio electronic structure calculations. At the same time i
a priori obvious that, for instance, transitions to long-peri
martensitic structures M~5! and M~7! cannot be accounte
for by a simple model of short-range forces and should
stead be related to long-range interaction, which depends
sentially on local geometry of the Fermi surface. It is th
situation that is observed in nonmagneticb alloys exhibiting
the shape-memory effect~TiNi, CuZn, Ni-Al etc.!, where the
formation of long-period lattices is unambiguously asso
ated with nesting parts of the Fermi surface.17–21It would be
reasonable to expect the same to apply to the Ni2MnGa al-
loy.

In this connection the objective of this work was to i
vestigate the driving force of the ferromagnetic ordering~i.e.
of the b→bFM transition! and to make a comprehensiv
analysis of the Fermi surface geometry in theb and bFM
s

t-

d

s
a-
i-

s

-
s-

-

phases, including a search for its superposing portions
pable of initiating transitions to the three-layer~PM!, five-
layer @M~5!#, and seven-layer@M~7!# structures. Self-
consistent calculations of the electron-energy spectr
«l(k), density of electronic statesn(«F), generalized elec-
tronic susceptibility

x~q!5
2V

~2p!3 E dk (
l,l8

f ~«l~k!!@12 f ~«l8~k1q!!#

«l8~k1q!2«l~k!
,

~1!

and of various Fermi surface cross sections in theb andbFM

phases were carried out. We used the full-potential sp
polarized LMTO method22 within the local-spin-density ap
proximation. The exchange correlation potential was of
Barth-Hedin type.23 The basis set included the 4s,4p, and 4d
Ga orbitals, while the strongly localized 3d orbitals of this
element were assigned to core states. The lattice param
chosen was 5.825 Å,1 and integration over occupied state
was performed by the tetrahedral method;24 the self-
consistent calculation of the spectrum«l(k) was performed
over 72 reference points in the irreducible part of the B
louin zone, and that ofx(q), over 490 points. The calcula
tion of x(q) included only the energy bands crossing t
Fermi level and governing the behavior of this quant
@bands 15 and 16 in the nonmagnetic phaseb, and bands 13
and 14 for the spin-up~1! states and 17,18,19 for the spin
down ~–! states in thebFM phase#. It should be pointed out
that, in the case of the ferromagnetic phasebFM, we calcu-
lated thex5x111x2 susceptibility determined by inter
and intra-band electronic transitions without spin revers
because it is its features that may indicate the possibility
charge-density wave and long-period structure formation



nt

619Phys. Solid State 41 (4), April 1999 O. I. Velikokhatny  and I. I. Naumov
FIG. 2. Electron energy spectrum«l(k) and density of statesn(«) of the ferromagneticb phase of Ni2MnGa. The electronic states providing a domina
contribution to the totaln(«) for both spin orientations are identified.
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of the appearance of anomalies in phonon frequency dis
sion curves25,26 ~within the ferromagnetic matrix!. As for the
x12 susceptibility associated with spin-flip transitions,
was of no interest to us here, because it is related to ex
tion of spin waves~magnons! with comparatively long
wavelengths.25,26

2. Figure 1 presents the electron energy spectrum«l(k)
and density of statesn(«) for the paramagneticb phase of
Ni2MnGa. Note the separation of thed band of the alloy into
two subbands, with the lower-energy one~lying ;0.6 Ry
below«F) related genetically to Ni, and the high-energy o
~in the region of«F), to Mn. An analysis shows that th
wave functions corresponding to the lower subband are fa
diffuse, i.e. are of the bonding nature. By contrast, the up
subband is characterized by strongly localized wave fu
tions of the antibonding type. The corresponding sharp p
in n(«) is at the«F level, andn(«F) assumes a very high
value of 175 states/Ry•cell ~44 states/Ry•atom!.

The valence band extends to;0.45 Ry~6.0 eV! below
the Fermi level. This value correlates well with the valenc
band widths measured in other manganese-based Heusl
loys, namely, Co2MnSn ~5 eV!, Cu2MnAl ~6 eV!, and
Pd2MnSn ~7 eV!.27

Ferromagnetic ordering affects the band structure
Ni2MnGa in the following way~compare Figs. 1 and 2!.
First, the sharp boundary dividing thed band into two sub-
bands disappears, which implies enhanced hybridization
the Ni and Mn 3d wave functions. Second, the density
states at Fermi leveln(«F) decreases~by about five times!!,
an effect caused by the Mnd states with oppositely oriente
spins which are widely spaced in the Fermi-level region.

The latter factor accounts also for the strong Mn ma
netic moment of;3.49mB . At the same time the magneti
moment at the Ni and Ga atoms is small, 0.33 a
20.05mB , respectively. This adds up to a moment of 4.
r-

a-

ly
er
-
k

-
al-

f

of

-

d

mB per cell, which is in excellent agreement with the expe
mental value1 of 4.17mB . The conclusion1 that the Ni mag-
netic moment does not apparently exceed 0.3mB is also in
accord with our calculations~as already mentioned, we ob
tained 0.33mB for the Ni moment!.

The change in the electronic structure of Ni2MnGa with
the onset of ferromagnetic order is the same as in pure
Co, and Ni.28 One has therefore grounds to maintain that
ferromagnetism of Ni2MnGa has the Stoner nature, i.e.
originates from exchange interaction between ba
electrons.25,26 Indeed, the Fermi level in nonmagnet
Ni2MnGa, as already mentioned, coincides with a sharp
strong DOS peak, and the Stoner parameter In(«F) (I is the
exchange interaction constant! should be large. We believe
that this parameter is large enough so that the Stoner c
rion for ferromagnetism, In(«F)>1,25 is upheld.

FIG. 3. Static generalized susceptibilityx(q) of the paramagneticb phase
calculated along the high-symmetry directions in the Brillouin zone of aB2
structure. Solid line — alonĝ110&, dashed line — alonĝ100&, dotted line
— along^111&.
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FIG. 4. Generalized susceptibilityx(q) and
the principal partial contributions calculate
along the ^110& direction in the Brillouin
zone of aB2 structure for~a! paramagnetic
b phase of Ni2MnGa and ~b! high-
temperatureb phase of AuCuZn2.
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In accordance with the picture of itinerant ferroma
netism for this alloy, magnetic interaction should produ
spin splitting of thed bands such that in the spin-down ban
the Fermi level lies in the region of comparatively sm
n(«) where it separates the bonding and antibonding sta
At the same time the spin-upd orbitals are nearly filled. In
these conditions, while the electron kinetic energy increa
the gain in the exchange energy compensates this effect c
pletely to make the ferromagnetic state preferable to
paramagnetic one.

By our calculations, the total energy of the ferroma
netic state is lower than that of the paramagnetic one
0.025 Ry/atom. Using the estimatekBTC'(EFM2EAFM), we
obtain TC5394 K, which exceeds nearly ten times the tr
transition temperature (TC;380 K!. The strong overestimat
of TC obtained within Stoner theory is quite typical,26 it is in
no way a consequence of a rough theoretical approach
rather indicates that this theory cannot be applied to desc
tion of high-temperature magnetic properties. Indeed,
Stoner theory all magnetic moments vanish above the C
temperatureTC . In actual fact, however, only the averag
magnetization of a system becomes zero aboveTC , while
localized spin moments and elementary excitations in
form of spin waves can exist.25,26 It is the inclusion of the
latter that can radically change the above estimate.

3. Figure 3 shows the static generalized susceptibility
the paramagnetic phaseb calculated along the high
symmetry directionŝ 100&, ^110&, and ^111& for the Bril-
louin zone of aB2 structure, which is twice that of anL21

structure; this is done for conveniency of comparison w
experiment, because it is for the wave vectors confin
within the first Brillouin zone of aB2 structure that the mea
surements of phonon frequenciesv2 of the Ni2MnGa alloy
were made.9,11 As seen from Fig. 3,x(q) displays maxima
along all the above directions for wave vectors;2/3qmax,
where qmax is the zone edge point. The double-hump
^111& curve centered about the midpoint is actually the res
of the above-mentioned artificial doubling of the Brillou
zone. An analysis shows that all 2/3qmax vectors can be iden
e
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tified with the corresponding superposing parts of the Fe
surface.

It appears essential that the localx(q) maximum in the
^110& direction coincides with the position of the anomaly
the TA2 @jj0# branch. This maximum is due to the 15→ 15
and 16→ 16 transitions between the superposing parts of
Fermi surface. This suggests that the anomaly in TA2 @jj0#
observed in the paramagneticb phase could be, at least pa
tially, of the Kohn nature.

It is of interest to compare the Ni2MnGa alloy under
study with the AuCuZn2 alloy, which likewise has a Heusle
structure, demonstrates also a TA2 @jj0# anomaly, and un-
dergoes a transition to the tripled (9R) structure.29 As evi-
dent from Figs. 4a and 4b, in these two systems thex(q)
curves themselves and their partial components exhib
similar behavior along thê110& direction. Indeed, the globa
maximum inx(q) corresponds in both cases toj52/3 ~in
the case of AuCuZn2, it is the only maximum altogether!. It
appears essential that, in contrast to AuCuZn2, in Ni2MnGa
the x(q) relation has also a local maximum atj51/3. As
already mentioned, it is for this wave vector that one o
serves a phonon anomaly in Ni2MnGa.9,11 At the same time
in AuCuZn2 the phonon anomaly is seen to exist atj52/3
rather than atj51/3,29 i.e. at a wave vector corresponding
the only maximum inx(q), and this is what suggests it
having the Kohn nature.

That the phonon anomaly in Ni2MnGa occurs at the lo-
cal rather than globalx(q) maximum suggests that the ele
tronic factor plays a secondary, yet quite substantial, par
its formation~unlike AuCuZn2, where it is dominant!. By the
theory of Gooding and Krumhansl,30 the dips in the
TA2 @jj0# curves in theb phases are accounted for by a
harmonic effects. Such dips form not for any wave vector
only for q52p/an @1,1,1#, where n is an integer ~for
Ni2MnGa,n56). Thus in Ni2MnGa the anharmonic and th
electronic factor can act in the same direction and prod
the anomaly observed atj51/3.

4. In the ferromagnetic phase, thex(q) susceptibility
(qi@110#) exhibits two fairly sharp peaks at the incomme
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surate vectors q1'p/a @0.42,0.42,0# and q2

'p/a@0.59,0.59,0#, to which the closest commensurate ve
tors arek15p/a @2/5,2/5,0# and k25p/a @4/7,4/7,0#, ac-
cordingly ~Fig. 5!. As seen from the figure, the maximum
x(q) at q5q1 derives from electronic transitions betwee
the spin-down states 13→14, 14→13, and 14→14. As for
the x(q) maximum atq5q2, it is due only to the 13→14
and 14→13 transitions. The 13→14 and 14→13 contribu-
tions atq5q1 andq5q2 are specific in that they are relate
to the nesting hole (13h) and electronic (14e) parts of the
Fermi surface separated by the above vectors~see Fig. 6a
and 4b!. Remarkably, the contribution tox(q) of the
14→14 intraband transitions is maximum also atq5q1, as a
result of which the total susceptibility for this wave vector
higher than that forq5q2. The specific feature of the
14→14 contribution atq5q1 is due to the flattened parts o
the Fermi surface in the 14th band, which is clearly se
from the Fermi-surface cross sections presented in Fig
and 6c. It appears remarkable that vectorq1 practically co-
incides with the wave vectorp/a @0.43,0.43,0# characteriz-
ing lattice modulation in the M~5! structure. One can thu
maintain that thebFM→ M~5! transition is of the Peierls
type, although it is possibly not accompanied by compl
softening of the phonon modes~in Ni2MnGa, the
TA2 @j,j,0# branch as a whole lies low!. In view of this, the
tetragonal distortion of the M~5! phase may be considered
resulting from lattice accommodation~secondary-order pa

FIG. 5. Generalized susceptibilityx(q) for the ferromagneticb phase of
Ni2MnGa calculated along thê100& direction ~upper curve!. Also shown
are the total contributions tox(q) due to spin-up transitions~dashed line!
and spin-down transitions~solid line!. The figures refer to the partial con
tributions due to transitions between spin-down states.
-

n
b

e

rameter! to the onset of atomic displacement waves throu

out the @110#@11̄1# system~the primary, true order param
eter!.

Furthermore, thex(q) peak atq5q2 indicates a ten-
dency to form within thebFM phase of a structure whos
period along@110# would exceed sevenfold the original on
It appears reasonable to identify this structure with the
perimentally observed M~7!. One does not observe her
however, a one-to-one correspondence with the M~5! case,
and the problem can be formulated as follows.

Atomic displacements in the M~5! and M~7! phases were
approximated in Refs. 4 and 10 by superposition of comm
surate sine waves whose amplitudes were chosen from
best-fit condition between the measured and calculated x
intensities. It was found that, in the M~5! case, the displace
ment of each~110!-type j th plane in the structure can be we
fitted by the expressionAsin (k1j)1Bsin (2k1j)1Csin (3k1j)
with A520.06, B50.002, C520.007, and
k15p/a @2/5,2/5,0#. BecauseuAu is substantially larger than
B and uCu, the displacements in a five-layer structure a
determined by a wave with a vector close toq1, which pro-
duces the maximum inx(q). For the M~7! seven-layer
phase, the situation is different. In this structure, the d
placement of thej th plane is well described by a sum
A sin@(k2/2) j #1B sin(k2j) with A50.083, B520.027, and
k25p/a @4/7,4/7,0#. Here likewiseA.uBu, and the leading
contribution is due not to the vectork2 but rather tok2/2, i.e.
to about one half the nesting vectorq2. This implies that, in
contrast to M~5!, in the M~7! structure the nesting propertie
of the Fermi surface are related to the lattice modulation i
more complex way.

In view of the specific features inx(q) the M~7! struc-
ture, as M~5!, should also be incommensurate. Experimen
papers consider it, however, as commensurate.4,10 In this
connection it appears appropriate to repeat that the M~5!
phase was also believed to be commensurate for a long t
and that only high-precision measurements revealed its
commensurate nature. We are of the opinion that the qu
tion of whether lattice modulations in the M~7! martensitic
structure are commensurate or not requires further exp
mental investigation.

The original feature inx(q) observed atj51/3 appar-
ently disappears under ferromagnetic ordering~Fig. 5!. Thus
no nesting-associated reasons for TA2 @jj0# softening for
this wave vector exist in thebFM phase any longer. Becaus
in actual fact, as already mentioned, the softening proc
does not stop, its driving forces are in no way related
nesting and/or flattened portions of the Fermi surface.
suggested above, they are apparently of an anharm
nature.30

5. Thus the transition from paramagnetic to ferroma
netic state in Ni2MnGa is most likely of the Stoner type an
is due to a very high density of states at the Fermi leve
the paramagnetic phase. This phase is characterized als
the existence of nesting portions in the Fermi surface, wh
are separated by vectorq5p/a @1/3,1/3,1/3#. Besides other
factors, these portions may also contribute to softening of
transverse acoustic branch TA2 @jj0# for the above vector
~by producing a Kohn-type anomaly!. The ferromagnetic
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FIG. 6. Portions of the Fermi surface cross sections drawn in the repeated-band diagram of the Ni2MnGa ferromagneticb phase for spin-down states.~a!
Section inkz50.5 plane;~b! kz50; ~c! kz1ky51. q1 andq2 are nesting vectors.
a
s

ag.
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phase is characterized by two sharp peaks inx(q) (qi@110#)
at q1'p/a @0.42,0.42,0# andq2'p/a @0.56,0.56,0# related
to Fermi surface nesting. While nesting of the first type m
give rise to the experimentally observed five-layer marten
tic structure M~5!, that of the second type could account~but
possibly with not as high a confidence! for the seven-layer
martensitic M~7!.
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Study of Mn 21 EPR spectra in the incommensurate phase of Rb 2ZnCl4
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An EPR study of Mn21 centers in the incommensurate phase of rubidium tetrachlorozincate
crystals is reported. It is shown that the temperature dependence of the high-field hyperfine line
groupMS53/2↔5/2 can be described in terms of a simple ‘‘local’’ model.1 The data
obtained support the nonclassical type of critical behavior in Rb2ZnCl4 crystals corresponding to
the three-dimensional Heisenberg model for a two-component order parameter. ©1999
American Institute of Physics.@S1063-7834~99!02704-5#
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Experimental methods capable of providing informati
on local properties of a crystal structure occupy a spe
place in studies of incommensurate~IC! modulated phases
In particular, the specifically inhomogeneous broadening
magnetic-resonance lines made it possible to confirm a
for a number of crystals, to establish the onset of an inco
mensurate modulation of the structure. It is known that,
low the transition pointTi from the high-temperature to th
IC phase, the loss of translational periodicity results in
transformation of single resonance lines into an inhomo
neously broadened spectrum bounded by singular peaks.
singular shape of the spectrum reflects the dependence o
resonance position on the incommensurate displacem
field U. As a reasonable approximation in the hig
temperature region of the IC phase may serve the o
harmonic model, by which structural distortions can be p
sented asU5rcosw(z), with the amplituder assumed to be
spatially independent, and the phasew, to depend linearly on
the coordinatez along the modulation axis,w5qiz1w0. In
this case the resonant fields nearTi can be expanded1

HR5H01aU1
1

2
bU21 . . .

5H01ADTb cosw1
1

2
BDT2b cos2w;

DT5~Ti2T!, r;DTb, A;a, B;b, ~1!

whereH0 corresponds to the resonance-line position in
high-temperature phase, and the expansion coefficients
pend on the localization of active centers in the unit cell a
on the magnetic field orientation relative to the crystal
graphic axes. This approach, first proposed by Blinc and
workers, explained the main features of magnetic resona
spectra in the IC phase and stimulated experimental rese
The results obtained could not, however, always be
scribed in terms of expansion~1!. A variety of considerations
were put forward for their interpretation. It was proposed
take into account ‘‘nonlocal effects,’’2 which can become
manifest if the distances to neighboring atoms making
dominant contribution to the crystal field at the active cen
are comparable to the wavelength of the structural mod
tion. The dephasing in atomic displacements in the act
center environment generated in this case requires ta
6241063-7834/99/41(4)/3/$15.00
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into account the symmetric and the antisymmetric harmo
of the modulation wave.2 In their analysis of NMR data, the
authors of Ref. 3 assumed the need to include higher-o
components in the Fourier expansion of the incommensu
displacement fieldU.

This work reports on a study of Mn21 EPR spectra of
Rb2ZnCl4 crystals, which undergo at transition atTi5303 K
from the paraelectric phase~space groupPnam) to an IC
phase modulated along thea axis4. The measurements wer
performed on an X-band radiospectrometer equipped wi
liquid-nitrogen cryostat. During spectrum recording, the te
perature was stabilized to better than 0.1 K.

The spectrum contained the high-field hyperfine sex
MS53/2↔5/2, which exhibits the highest sensitivity t
structural changes belowTi . At the same time the significan
resonance-line splitting in the IC phase permitted stud
only within a limited temperature interval adjoiningTi , be-
cause further cooling resulted in a superposition of neighb
ing hyperfine groups. The measurements were carried ou
an external magnetic fieldHia and forH deviating from the
a axis by 3.5 and 7° in the (ac) plane. It is known that above
Ti the Mn21 centers lie in the (ab) mirror plane, which is
locally disrupted in the IC phase. Hence in theHia orienta-
tion the coefficients of the linear term in expansion~1! van-
ish. If H does not lie in the (ab) plane, the parametersa and
A in Eq. ~1! are already nonzero and, in a first approxim
tion, are proportional to the sine of the doubled deflect
angle. Thus by varying properly theH deflection angle from
the a axis, one can change the relative magnitude of
coefficients of the linear and quadratic terms in expans
~1!, which permits one to verify the applicability of the mod
els proposed in Refs. 1–3.

The position of the resonance lines above the transi
point was determined by approximating the experimen
profile with a convolution of a Lorentzian with a Gaussia
Below Ti a single center was assumed to be described b
Lorentzian, whose position, according to Eq.~1!, depends on
the phase of the incommensurate displacement wave

E
0

2p

L$@H2HR~w!#/dH~w!%dw.

It should be noted that the dependence of the local widthdH
on phasew was also taken into account when describing
spectral shape in the IC phase.
© 1999 American Institute of Physics



ow

r

on

re

e
tie

e

ob-

in

reso-
ons

ow
ta-

-
en

fie
r

o

the

lari-

625Phys. Solid State 41 (4), April 1999 M. P. Trubitsyn
The temperature dependences of the position of the l
field hyperfine component (mJ55/2) for T.Ti , and of the
corresponding singularities forT,Ti , are shown in Fig. 1a
for the main orientationHia. One readily sees in the
paraphase a slight thermal drift (;20.11 mT/K! of the reso-
nance line, which belowTi5304.44 K splits into a singula
spectrum described by the quadratic term in expansion~1!.
The positions of the singularities are determined by the c
dition dHR /dw50 and, according to Eq.~1!, can be written

HQ15H0 , ~w56p/2!,

HQ25H01
1

2
BDT2b, ~w50,p!. ~2!

The position of the singularityHQ1 corresponds to the line
drift in the paraphase extrapolated to the IC phase, whe
the singular peakHQ2 shifts relative toH0 proportional to
the squared incommensurate-wave amplitude. The temp
ture dependence of the splitting between the singulari
which, according to Eq.~2!, is equal toDH5HQ22HQ1

5 1
2BDT2b, is shown in Fig. 1b on a log-log scale. On

readily sees that forTi2T>3.5 K the experimental points

FIG. 1. ~a! Temperature dependence of the resonance fields for the low-
componentmJ55/2 of the MS53/2↔5/2 hyperfine sextet measured fo
Hia. The dashed lines are plots of Eq.~2! with the parameters given in the
text. ~b! The splitting between the singularities plotted as a function
DT5Ti2T on a log-log scale.
-

-

as

ra-
s

can be fitted by a straight line with a slope 2b50.8060.01.
The dashed lines in Fig. 1a display calculated relations
tained using Eq.~2! with a parameterB1523.28 mT•K22b

(A150) and the above value of indexb. We see that the
experimental relations can be satisfactorily described
terms of the ‘‘local’’ expansion~1!. The deviations from the
theoretical curves seen to exist nearTi can be assigned6,7 to
fluctuation contributions.

Figure 2a presents temperature dependences of the
nance fields measured for the magnetic field orientati
/H,a53.5° andH'b. One of the singular peaks in the IC
phase is seen to split into two under cooling, and bel
T;297 K three singularities are observed. For this orien
tion, the linear term in Eq.~1! is no longer symmetry forbid-
den, and immediately belowTi it causes splitting of the reso
nance line into two singularities, whose positions are giv
by the following expressions

HL15H01ADTb1
1

2
BDT2b ~w50!,

HL25H02ADTb1
1

2
BDT2b ~w5p!. ~3a!

ld

f

FIG. 2. ~a! Temperature dependences of the resonance fields for
/H,a53.5° andH'b orientations. The dashed lines are plots of Eqs.~3a!
and~3b!. ~b! Temperature dependence of the distance between the singu
ties split by the linear term in expansion~1!.
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As the temperature decreases, the quadratic term (}DT2b)
grows faster than the linear one (}DTb) does, and at
T5Ti2(A/uBu)1/b, the singularityHL1 (B,0) or HL2 (B
.0) splits in two. The position of the third peak is temper
ture independent and can be written

HLQ5H02A2/~2B!, ~3b!

Figure 2b plots the distance between theHL1 and HL2 sin-
gularities split by the linear term as a function ofDT on a
log-log scale. The slope of this relation obtained by lea
squares fitting isb50.3560.01 within the total temperatur
range covered. The dashed lines in Fig. 2a are plots of E
~3a! and ~3b! calculated with the parametersA255.32
mT•K2b andB2523.62 mT•K22b.

As the deflection angle of fieldH from the a axis in-
creases to 7°~Fig. 3a!, the linear term in Eq.~1! becomes
dominant. In the temperature range covered, one obse
two singularities whose positions can be described by
~3a!. The index of the order parameter derived from the te
perature dependence of the singular splitting for the gi
orientation isb50.3460.01 ~Fig. 3b!. The dashed lines in
Fig. 3a are plots of Eqs.~3a! calculated with the parameter
A3510.86 mT•K2b andB3524.02 mT•K22b.

FIG. 3. ~a! Temperature dependences of the resonance fields for
/H,a57° andH'b orientations. The dashed lines are plots of Eq.~3a!. ~b!
Temperature dependence of the singular splitting plotted on a log-log s
-

t-

s.

es
q.
-
n

As seen from the above data, the temperature dep
dence of resonance fields for theMS53/2↔5/2 hyperfine
group in the high-temperature region of the IC phase
Rb2ZnCl4 crystals is satisfactorily described by expansi
~1! based on a simple local model.1 The behavior of the
high-field singularity when measured in the main orientatio
Hia ~Fig. 1a!, suggests that the ‘‘nonlocality’’ of interaction
may play a noticeable part at lower temperatures. It is kno
that the crystal field at Mn21 centers is dominated by the
nearest neighbors, namely, the Cl2 ions,5 which are sepa-
rated in phase by not more than;2° in the modulation wave
immediately belowTi ,4 and still less upon further cooling
Therefore the original physical meaning of the ‘‘nonloca
ity’’ of interaction2 no longer appears appropriate in the ca
under study. Superposition of rotational vibrations and tw
ing of the ZnCl4 tetrahedra in the incommensurate distorti
wave propagating through the crystal structure8 seems to be a
more likely reason for the appearance of the nonlocal te
in expansion~1!.

The magnitude of indexb obtained in tilted-field orien-
tations agrees to a fairly high accuracy with the theoreti
value of 0.35 from the three-dimensional two-compone
Heisenberg model9. The value of 2b obtained for the case o
quadratic coupling of resonance fields with the order para
eter (Hia in Fig. 1! exceeds the doubled values ofb derived
in measurements of the singular splitting induced by lin
coupling (/H,a53.5 and 7° in Figs. 2 and 3!. This discrep-
ancy may be due to secondary order parameters havin
pattern of critical behavior different from that of the prima
lattice distortion. Their contribution to singular splitting i
the case of quadratic coupling of resonance fields with
order parameter may affect the magnitude of the criti
indices.9–11 In accordance with the analysis made in Ref.
this manifestation of the secondary order parameters
vides supportive evidence for a nonclassical nature of
critical properties of rubidium tetrachlorozincate crystals a
puts an end to the earlier attempts12,13of describing the avail-
able experimental data, which were based on Landau the

1R. Blinc, Phys. Rep.79, 331 ~1981!.
2R. Blinc, J. Seliger, and S. Zˇ umer, J. Phys. C18, 2313~1985!.
3J. M. Perez-Mato, R. Walisch, and J. Petersson, Phys. Rev. B35, 6529
~1987!.

4K. Gesi and M. Iizumi, J. Phys. Soc. Jpn.46, 697 ~1979!.
5M. Pezeril, J. Emery, and J. C. Fayet, J. Plasma Phys.41, L-499 ~1980!.
6A. Kaziba, M. Pezeril, J. Emery, and J. C. Fayet, J. Plasma Phys.46,
L-387 ~1985!.

7M. P. Trubitsyn and V. V. Savchenko, Ferroelectrics134, 259 ~1992!.
8J. Emery, S. Hubert, and J. C. Fayet, J. Plasma Phys.45, L-693 ~1984!.
9R. A. Cowley and A. D. Bruce, J. Phys. C11, 3577~1978!.

10A. D. Bruce and R. A. Cowley,Structural Phase Transitions~Taylor &
Francis, London, 1981; Mir, Moscow, 1984!.

11R. Walisch, J. M. Perez-Mato, and J. Petersson, Phys. Rev. B40, 10747
~1989!.

12J. Petersson and E. Schneider, Ferroelectrics53, 297 ~1984!.
13J. J. L. Horikz, A. F. M. Arts, and H. W. de Wijn, Phys. Rev. B37, 7209

~1988!.
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Spontaneous graphitization and thermal disintegration of diamond at T>2000 K

V. D. Andreev* )
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~Submitted September 1, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 695–701~April 1999!

A theoretical description of the mechanism and kinetics of the graphitization of diamond taking
place with two sharply differing activation energies and accompanied by explosive
disintegration of the graphitized diamond crystals is obtained in the approximation of a model
interatomic interaction potential. ©1999 American Institute of Physics.
@S1063-7834~99!02804-X#
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It is known from experiments involving the heating
diamond to temperatures aboveT.2000 K in a vacuum or
an inert medium1–3 that the explosive disintegration an
spontaneous graphitization of diamond crystals take p
under such conditions. These purely outward manifestat
of the behavior of diamond are reflected quantitatively in
plotting of the specific heatcp(T), which begins to rise a
T.2000 K with a deviation from the ‘‘Debye’’ form.4–6 In
addition, the investigations of the graphitization of diamo
powders performed in Ref. 3 in the temperature ran
190022200 K showed that the Arrhenius plot~Fig. 1! in
lnCg vs T21 coordinates~Cg is the graphite content in th
sample after isochoric anneals of diamond forDt530 min!
exhibits two linear segments with different slopes, whi
correspond to the activation energiesEac15336621 kJ/mol
~at T,2000 K! andEac254268 kJ/mol ~at T.2000 K!.

Thus, it turns out that the activation energy for spon
neous graphitization accompanied by explosive thermal
integration is;42 kJ/mol and differs significantly from th
activation energy for graphitization according to a diffusi
mechanism, which is equal to;350 kJ/mol~Ref. 3!.

This raises the problem of the theoretical description
the graphitization kinetics of diamond for an unusual
quence of activation energiesEac1 andEac2 on the tempera-
ture scale: the graphitization process with the lower acti
tion energyEac2 begins and proceeds at higher temperatu
than the process with the higher valueEac1. It should be
noted here that kinetic reactions of this kind are known:
oxidation of diamond, which also takes place with two d
ferent activation energies, the smaller of which correspo
to higher temperatures, can serve as an experime
analog.2,3

1. INTERATOMIC INTERACTION POTENTIAL IN A DIAMOND
LATTICE

The model-potential method was found to be most pr
erable for the analysis and theoretical description of the th
modynamic behavior of diamond in the temperature ra
where the diamond-graphite phase transformation accom
nied by disintegration of the lattice takes place. The phy
comechanical properties of a diamond lattice with purely
valent interatomic bonds can be described to a fairly h
6271063-7834/99/41(4)/6/$15.00
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accuracy using the model potential of the interatomic int
actions between two nearest-neighbor carbon atoms7

U~r !5U0

nm

n2m F1

n S r 0

r D n

2
1

m S r 0

r D mG , ~1!

wheren54, m56, U052356.7 kJ/mol is the bond energ
determined from the experimental value of the diamond
tice energyElat52 1

2•4U05713.4 kJ/mol, andr 050.154 nm
is the equilibrium interatomic distance determined from t
experimental~x-ray diffraction! value of the lattice constan
for diamonda5 4/A3 r 050.3567 nm. The force of the inter
atomic interactions can be determined from the potential~1!
as

F~r !52dU/dr. ~2!

The correspondence of the potential~1! to the mechani-
cal properties of the diamond lattice was tested on the b
of experimental data on the bulk compressibility of diamon
using the parameters of the diamond lattice and replacing
interatomic distancesr in ~1!–~2! by the specific volume
V51/r ~herer is the density! so thatr 0 becomes the volume
V051/r050.28475 cm2/g (r053.51 cm3), we obtain~Fig.
2! the potentialU(V)

U~V!5U0

nm

n2m F2
1

m S V0

V D m/3

1
1

n S V0

V D n/3G , kJ/mol, ~3!

as well as the zero-temperature isothermp(V)
52U(V)/dV in the form

p~V!50.53
U0

V F S V0

V D 2

2S V0

V D 4/3G , GPa, ~4!

where 0.53 is a factor needed for the change in dimensi
From ~4! we find the bulk elastic modulus

K05V0 dp~V0!/dV. ~5!

A comparison of the data on the cold compression
diamond8–10 with the isotherm~4! is presented in Fig. 3. The
experimental value of the bulk elastic modulus determin
by the most accurate methods, i.e., using ultrasound, B
louin scattering, and Raman spectroscopy,10–13 is equal to
© 1999 American Institute of Physics
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K054422444 GPa for diamond. Accordingly, the value
K0 determined from the equation for the zero-temperat
isotherm~4! equalsK05443.01 GPa.

The good agreement between the calculation and the
perimental data permits the use of the potential~1! as a first
approximation for analyzing the behavior of carbon atoms
a diamond lattice with sufficient reliability without takin
into account many-particle interatomic interactions.

2. FORCE BARRIER TO OVERCOMING THE ‘‘ULTIMATE
STRENGTH’’ OF AN INTERATOMIC BOND DUE TO
INTERATOMIC INTERACTIONS, ENERGY, AND
TEMPERATURE IN A DIAMOND LATTICE

It follows from Eqs.~1!–~2! that the interatomic attrac
tive forceF(r ) reaches a maximumF(r bar)5Fmax, which is
called the ‘‘ultimate strength’’ of an interatomic bond, at

FIG. 1. Arrhenius plots for the graphitization rates of diamond with
activation energiesEac15336 kJ/mol~curve1! andEac2542 kJ/mol~curve
2!. Curve 3 was calculated using Eq.~13!. The experimental data wer
borrowed from Ref. 3.

FIG. 2. Plots ofU(V) andP(V) for diamond.
e

x-

n

certain distancer 5r bar.r 0 (r bar'1.2r 0 is the barrier dis-
tance!. In this case an interatomic bond is a special type
spring with ‘‘reversible’’ elasticity:14 as it is stretched, the
restoring forceF(r ) at first increases and then, after passi
through the barrierFmax, decreases despite further stretchi
~Fig. 4!.

This property of the bonds suggests that, in the c
under consideration, the atoms can be located in stable
unstable positions of dynamic~vibrational! equilibrium with
an identical restoring forceF,Fmax but different values of
the energy increment:DU1,DUbar and DU2.DUbar @here
the quantityDUbar5U(r bar)2U0 corresponds to the energ
increment when the force barrierFmax is achieved at the
distancer bar#. In the former case the dynamic equilibrium o
the system is stable~the restoring force increases when a
ditional energy is imparted to the system!, and in the latter
case it is unstable and leads to rupture of the bond: w

FIG. 3. Zero-temperature compression isotherm~curve 1! calculated from
Eq. ~4! in comparison to experimental data:2 — hydrostatic compression in
a high-pressure solid-alloy machine,83 — hydrostatic compression on a dia
mond anvil,104 — shock compression.9

FIG. 4. Covalent~for diamond! and van der Waals~for graphite! interaction
forces between carbon atoms.
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additional energy is imparted to the system, the deviation
the atoms from their equilibrium positions increases, and
restoring force decreases. The bond ruptures if the en
incrementDU in the system reaches a valueDU.U0, i.e.,
when an energyDQ5DU2E0 exceeding the bond dissocia
tion energyD0 is imparted to the system, i.e., under t
conditionDQ.D0.

The bond dissociation energy equals15 D052U02E0

'339.4 kJ/mol, whereU052356.7 kJ/mol, E05 9
8RuD

'17.3 kJ/mol is the energy of the zero-point vibrations
the diamond lattice, anduD51850 K is the Debye tempera
ture of diamond. The threshold value of the energy impar
to the system that suffices to overcome the ‘‘ultima
strength’’ of an interatomic bond equalsDUbar545 kJ/mol
~Fig. 2!.

If the energy imparted to the systemDU is thermal, i.e.,
if DU5DQ, then, according to the experimental data
Refs. 4–6 on the heat content of diamond, the thresh
valueDQbar will correspond to the temperature

Tbar52350 K, ~6!

in agreement with the experimental values of the tempera
T.2000 K for the onset of the spontaneous graphitizat
and explosive disintegration of diamond, which has the f
lowing values for diamonds with different defect densitie
;2100 K for crystals of ASM 28/20 synthetic diamon
powder,3 ;2200 K for crystals of technical-grade natur
diamond,1, and;2300 K for crystals of high-quality natura
diamond.16

3. RUPTURE OF INTERATOMIC BONDS IN A DIAMOND
LATTICE

In multiply bonded systems of atoms~chains, networks,
and lattices!, where the motion of a large number of atom
under the action of the imparted energy is stochastic, ra
than synchronized, the energy incrementDU is distributed
among alln bonds asDŪn51/n DU on the average. Then
the energy increment for each specific interatomic bond

DUn5Ūn6dUn , wheredUn is the fluctuational part of the
energy per bond. For the system as a whole(ndUn50.

The fluctuation of the energyDUn in the interatomic
bonds relative to the mean valueDŪn causes the maximum
deviationsr n of the atoms from one another for thenth bond
to also differ from one another by a certain amountdr n , i.e.,
r n5r n̄6dr n , wherer n̄ is the mean value of the maximum
deviation of the atoms from one another corresponding
DŪn . This, in turn, entails fluctuations of the attractive r
storing forcesFn corresponding to the maximum interatom
distancesr n , i.e.,

Fn5Fn̄6dFn . ~7!

If the energy increment in the lattice satisfies the con
tion DŪn!DUbar in the interatomic bonds, the condition fo
attractive interatomic forces will be satisfied at the small d
tancesr n!r bar:

Fn5Fn̄6dFn,Fmax, r 0,r n!r bar. ~8!
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This condition ensures preservation of the interatomic bo
in the lattice during anharmonic vibrations corresponding
the potential~1!.

If the energy increment distributed amongn bondsDŪn

reaches a valueDŪn'DUbar, thenFn̄'Fmax, and because
of the fluctuations~7! conditions can arise fori and j bonds
under which the attractive interatomic restoring forces
these bonds will have the following values as a conseque
of the ‘‘reversible’’ elasticity~Fig. 4!:

Fi5Fn̄1dFn~1dr n!,Fmax, r n.r bar, ~9!

F j5Fn̄1dFn~2dr n!,Fmax, r 0,r n,r bar. ~10!

In this case different relationships between the forcesFi

and F j can be realized, viz.,Fi5F j , Fi,F j , andFi.F j .
For two neighboring bonds, any of these relationships ch
acterizes an unstable state of the system as a whole and
to the same behavior pattern in those bonds: aj bond, which
is loaded by the forceF j (r j,r bar) tends to a more advan
tageous energy state, in whichDU j5Dr jF j tends to zero as
the deviation of the atoms from their equilibrium positio
decreases, i.e., asDr j→0. The forceFi (r i.r bar) of an i
bond will not oppose the shortening of the adjacentj bond,
since the corresponding increase in the length of thei bond
~by 1Dr i) caused by this shortening~by 2Dr j ) will de-
crease, rather than increase, the strain resistance force
cause of the ‘‘reversible’’ elasticity. As a result, the ener
of the i bond will increase by the quantityDUi , which is
equal to the energyDU j released when thej bond is un-
loaded.

It can be shown by direct calculations that similar u
loading will occur in all the interatomic bonds which are
the state of the force loading~10! and join atoms to one
another in bonded chains, networks, or lattices. The ene
DU j of each unloaded bond will be ‘‘transferred’’ to th
elongatingi bond and accumulate in the latter until the bo
energy U0 is overcome, i.e., until a state(1

nDU j.U0 is
reached, wheren< j is the number of unloaded bond
‘‘transferring’’ unloading energy to thei bond being broken.
For example, for a diamond lattice in a state in which t
energy DU is distributed between the bonds asDŪn

'DUbar545 kJ/mol, the barrier due to the bond ener
U05356.7 kJ/mol can be overcome when the disintegrat
process involvesU0 :DUbar>8 bonds, one of which is bro
ken, while the others are unloaded~transfer their elongation
energy to the bond being cleaved!.

If the number of bonds unloaded per bond ruptured
der the conditionDŪn'DUbar is much greater than eight
i.e., if N5n/8@1 and, therefore,(1

nDU j5NU0, then after
breaking thei bond the remainder (N21)U0@U0 of the
energy ‘‘transferred’’ is partially converted into the kinet
energy of the two atoms being detached from one anot
which transfer part of this energy in the form of an unloadi
wave to the neighboringj bonds (r j,r bar), thereby bringing
the latter into the state of thei bonds (r i.r bar), which are
predisposed to breaking. After this, the rupture of thei bonds
described above will be repeated in the form of
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chain reaction along a rupture line or plane until;N bonds
are broken at a rate not exceeding the propagation rat
elastic Rayleigh waves.

The number ofi bonds (r i.r bar), i.e., potentially broken
bonds in the lattice, and, therefore, the degree of destruc
of its integrity will clearly depend on the energy imparted
the latticeDU and on the magnitude of the local fluctuation
Therefore, the degree of disintegration can vary from
onset of the appearance of lattice defects in the form of
dividual broken bonds to the complete separation of the
tire crystal into individual fragments, which, in turn, wi
break into even smaller parts when additional energy is
parted to the system.

4. SPONTANEOUS GRAPHITIZATION MECHANISM IN
DIAMOND

In the picture of the rupture of interatomic bonds co
sidered above, the barrier due to the dissociation energyD0

can be overcome only whenr i→`, i.e., when the distance
between the atoms being detached from each other act
increases to macroscopic values. In a diamond lattice
process is accompanied by a transition of the carbon at
being separated from thesp3 state to thesp2 state with a
corresponding change in the type of bonding: from a pur
covalent 4s bond system to a (3s1p) bond system con-
taining a weak van der Waalsp bond in addition to the
strong covalent bonds.

Figures 4 and 5 show plots of the interatomic interact
potentials and forces for a covalent bond in diamond an
van der Waals bond in graphite. The latter corresponds
potential7 of the form

Up~r !52Ar261Cexp~2br !, ~11!

where A51499 kJ/mol•1026nm6, C533.4 kJ/mol, and
b50.7254 nm21.

It can be seen from Fig. 5 that the potential for covale
bonds~1! intersects the potential for van der Waals bon
~11! at the interatomic distancer 5r s→p'2.5r 0, at which it

FIG. 5. Potentials of covalent~for diamond! and van der Waals~for graph-
ite! bonds between carbon atoms.
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is energetically advantageous for the atoms moving apa
go over to the lower potential curve, i.e., to the potent
curve for van der Waals bonds.

On the plot of the interatomic forces~Fig. 4! this point
corresponds to a jump from the covalent bonding curve
the van der Waals force curve, i.e., the atom undergoe
transition at this point from an unstable state of ‘‘reversibl
elasticity relative to the equilibrium position at the pointr 0

5r 0
s50.154 nm to a state of ordinary elasticity~the increase

in bond length is accompanied by an increase in the stre
ing resistance force!, i.e., to a state of stable vibrations rel
tive to the new equilibrium position at the pointr 0

p50.335
nm.

The subsequent behavior of the bond being broken
determined by the difference between the energy stored
s bond when it is elongated byr s→p and the energy of ap
bond stretched to the same point. From~1! and ~11! we ob-
tain DUs(r s→p)5Us(r s→p)2U0

s>332 kJ/mol and
DUp(r s→p)5Up(r s→p)2U0

p>0.2 kJ/mol, where U0
s

2U052356.7 kJ/mol,U0
p>225.1 kJ/mol ~Ref. 7!, and

Us(r s→p)5Up(r s→p)'224.9 kJ/mol ~Fig. 5!. A sp3

→sp2 transformation of the excited state of the carbon
oms being separated, accompanied by emission of the ex
energy equal to the difference between the energies of th
states~;70 kJ/mol, Ref. 7!, takes place at this stage. Ther
fore, after an atom goes over to thep bond, its energy is
almost an order of magnitude larger than the dissocia
energy of that bond. After the ‘‘ultimate strength’’Fmax

p of
the van der Waalsp bond has been overcome at an inte
atomic distancer bar

p >0.52 nm ~Fig. 4!, this excess energy
leads to rupture of the bond, and the remainder of the ela
energy is transformed into kinetic energy, which, as w
shown above, is transferred to neighboring atoms.

The validity of the scheme just presented for the destr
tion of the 4s bond system of a diamond lattice, with
transition to the~3s1p! bond system of a graphite lattice,
quantitatively confirmed by the rupture of C–C single bon
in individual hydrocarbon molecules, in which the bonds b
tween the carbon atoms, as in the diamond lattice, are cre
by valence electrons occupying hybridsp3 orbitals:14 when
such a C–Cs bond is stretched~the original equilibrium
distance between the centers of carbon atoms is 0.154
which coincides with the interatomic distances in the d
mond lattice!, it ceases to bind the bonded atoms when
elongationDr 5r 2r 0 roughly reaches a value.0.3 nm.
This elongation corresponds to an interatomic distancr
'0.5 nm, which actually coincides with the value ofr bar

p

given above. In this case free radicals~i.e., ends of ruptured
bonds!, which can be detected by ESR, form. After as bond
is broken, the unpaired electron of each carbon atom pa
into a p orbital as a result of thesp3→sp2 transformation,
and the remaining electrons occupys orbitals, thereby form-
ing a ~3s1p! bond system.

Thus, the rupture of one bond in a diamond lattice an
sp3→sp2 transformation of the carbon atoms being d
tached from each other leads~Fig. 6! to the transformation of
an eight-atom group of a diamond lattice into two plan
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four-atom fragments of a graphite lattice located on oppo
cleavage surfaces.

The subsequent spreading of bond cleavage accom
nied by the transition of carbon atoms from thesp3 the sp2

state accounts for the experimentally observed spontan
graphitization process with the explosive disintegration
diamond crystals when they are heated toT.2000 K, as
well as the fact that fragments of the crystals broken up
such a process consist of diamond, whose surface is co
by graphite.

It is noteworthy that the mechanism of the phase tra
formation just described with alteration of the type of bon
ing @4s to ~3s1p! bonding#, which is accompanied by ex
plosive disintegration of the crystal, should be characteri
only of a lattice with purely covalent interatomic bonds. T
presence of an ionic component in the interatomic inter
tion, as, for example, in the BN lattice, causes overcoming
the ‘‘ultimate strength’’ of a covalent bond not to be acco
panied by spontaneous disintegration of the lattice, since
atoms are held by the remaining ionic component of
interatomic bond.

5. EQUATION FOR THE RATE OF SPONTANEOUS
GRAPHITIZATION

The essential coincidence between the theoretical qu
tities D0 , DQbar, andTbar and the experimental values of th
activation energies and the threshold temperature assoc
with the kinetics of the graphitization of diamond, provid
grounds to assume that experimental kinetic dependence
spontaneous graphitization can be explained theoretically
the basis of the mechanisms for the thermal disintegra
and spontaneous graphitization of diamond established in
preceding sections.

As we know, the Arrhenius equation for the rate of fo
mation of a new phase has the form

da/dt5A0exp~2Eac/RT!, ~12!

wherea is the concentration of the new phase;A0 is the rate
constant of the reaction, which, in a first approximation, d
pends on temperature and equals the maximum pos
value of the rate~12! of a reaction taking place according
a specific mechanism of interaction and reorganization of
atoms; Eac is the activation energy or the energy barr
which must be overcome for the reaction to occur accord
to ~12!; R is the universal gas constant;T is the temperature
and exp(2Eac/RT) is the Boltzmann factor, which reflect

FIG. 6. Scheme of the rupture andsp3→sp2 transformation of interatomic
bonds during spontaneous graphitization.
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the Maxwellian probability of overcoming the barrierEac as
a result of energy fluctuations at an assigned temperaturT.

Figure 7 presents experimental data on the graphitiza
of diamond3 and approximate plots of the reaction rates c
culated from Eq.~12! using the values ofEac1 andEac2. The
reaction rate constants fitted to the experimental data h
the values A01583108%/min51.333105 s21 and A02

534%/min55.731023 s21, i.e., they differ by approxi-
mately seven orders of magnitude. As we know, according
the theory of absolute reaction rates, the limiting value of
rate constant for most crystals is of the order ofA0'kT/h
'1013 s21 ~Ref. 15!.

It can easily be seen from Fig. 7 that Eq.~12! cannot be
used to explain why the smaller activation energyEac2 ‘‘trig-
gers’’ spontaneous graphitization only at a very high te
perature~.2000 K!, but does not ‘‘activate’’ this mechanism
at lower temperatures, while graphitization with the activ
tion energyEac1.Eac2 takes place in the temperature ran
below 2000 K, but does not take place at higher tempe
tures. Therefore, the cause of the phenomenon under co
eration should be sought only in the atomic mechanism
spontaneous graphitization, which has two barriers, viz.,
energy barrier due to bond dissociation energyD0 and the
force barrier due to the ‘‘ultimate strength’’ of the bon
Fmax, which activates the spontaneous graphitization mec
nism. As was shown above, the latter barrier correspond
a certain threshold energyDQbar and a certain temperatur
Tbar.

In the absence of the second barrier, the reaction kine
should be described by the Arrhenius equation~12! associ-
ated with the probability of overcoming the barrier due to t
dissociation energy, i.e.,Eac15D0. The introduction of the
probability of overcoming the second barrierEac25DQbar

into the rate equation is possible when the fluctuational
ture of the spontaneous graphitization mechanism is ta
into account. In fact, the interatomic bond length increm
Dr 5r 2r 0 can be mapped to the lattice energy increm
DU and, accordingly, to the temperature, i.e.,Dr⇔T. Then,

FIG. 7. Graphs of the graphitization rate of diamond calculated from
Arrhenius equation~12! for the activation energiesEac15336 kJ/mol~curve
1! and Eac2542 kJ/mol ~curve 2!. Curve 3 was calculated from Eq.~13!.
The experimental data were taken from Ref. 3.



f
lu

r-
,

e
ld
ur
io
ie

g
n
e

rv

th
A
tiv
in
e
t
en
f a

ha
tu
rip

e
ie

t-
te

om
s

er-
it is,

s

ci-

s
gy-
ond
two

e, in
rgy

ic
t to

gy-

an

rier

-

ann

dia-

er.

h.

632 Phys. Solid State 41 (4), April 1999 V. D. Andreev
fluctuations of an interatomic bond lengthr n5r n̄6dr n will
correspond to fluctuations of the local temperatureTn5T
6dTn of the respective bond, whereT is the mean value o
the temperature, which is equivalent to the parametric va
of the lattice temperature. Therefore, the temperatureT in the
Arrhenius kinetic equation~12! should be replaced by a ce
tain fluctuational valueT(W) of the local bond temperature
which is functionally dependent on the probabilityW of
overcoming the barrier due to the ‘‘ultimate strength’’ of th
bondFmax, i.e., on the probability of achieving the thresho
energyDQbar at an assigned value of the lattice temperat
T. In this case the Arrhenius equation for the graphitizat
process, which takes into account the two activation barr
Eac15D0 andEac25DQbar, should have the form

da/dt5A0exp@2D0 /RT~W!#. ~13!

The fluctuational temperatureT(W), which depends on
the parametric value of the lattice temperatureT and on the
Boltzmann probability factorW for overcoming the barrier
DQbar, will be defined as2

T~W!5T expF 3

8RT
~DH0~T!2uDQbar2DH0~T!u!G . ~14!

The solution of Eq.~13! using ~14! requires knowledge
of the heat-content function of diamondDH0(T)*0

Tcp dT.
Approximation of the experimental data4–6 by a tenth-degree
polynomial was employed in the present work.

Equation~13! was solved by a numerical method usin
the MATLAB 5.2 software for the value of the dissociatio
energy D05339.4 kJ/mol and for the values fitted to th
experimental data3 for the barrier (DQbar538.45 kJ/mol! and
the reaction rate constant (A051.553104%/min
52.58 s21).

The calculated results are presented in the form of cu
3 in Fig. 1 @in ln(da/dt) vs T21 coordinates# and in Fig. 7~in
da/dt vs T coordinates!, from which it is seen that Eq.~13!
correctly describes the character of the variation of
graphitization rate as a function of temperature.
T,1900 K, graphitization is essentially beyond the sensi
ity of the experimental method, and its rate begins to
crease only atT.1900 K. This increase continues until th
threshold temperatureTbar is achieved, after which the plo
of the graphitization rate has a discontinuity. If it is tak
into account that the solution was obtained on the basis o
interatomic interaction potential of the formU;r 242r 26,
which is known to incorporate a definite inaccuracy, and t
the spread of the experimental data upon high-tempera
graphitization amounts to 10–20%, the theoretical desc
tion of the graphitization process obtained using Eq.~13! can
be considered faithful to the real process to a high degre

Thus, spontaneous graphitization, which is accompan
by the explosive disintegration of a diamond crystal, is
process that takes place in accordance with Eq.~13! at tem-
peratures exceeding the threshold valueTbar, beyond the
‘‘accuracy limits’’ of interatomic bonds in the diamond la
tice. Since there is a force barrier in each interatomic in
action ~the ‘‘ultimate strength’’ of the bond!, which deter-
mines the threshold value of the energy needed to overc
this barrier DQbar⇔Tbar, the graphitization process take
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place, as it were, with two sharply different activation en
gies and corresponding reaction rate constants, although
in fact, described by Eq.~13! with a single rate constantA0

and dissociation energyD0 for the entire process, i.e., it i
described by a single~without matching! curve.

* !E-mail: andreyev@andr.kiev.ua
1!Unpublished data supplied to the author by Prof. A. V. Bochko~Institute

of Problems in Materials Science, Ukrainian National Academy of S
ences!.

2!The temperatureT(W) can be defined in the following manner. As wa
shown above, the rupture of a single bond according to the ‘‘ener
transfer’’ mechanism involves eight atoms: the two on the ends of the b
being cleaved and the three atoms bonded directly to each of the
preceding atoms, i.e., a standard eight-atom group of a diamond lattic
which the central bond is cleaved. The value of the threshold ene
DQbar5DUbar2E0 per atom corresponds to the energyDQbar/N0 ~hereN0

is Avogadro’s number!. When the three degrees of freedom of atom
motion are taken into account, the mean energy of an atom sufficien
overcome the force barrierFmax will be equal to 3DQbar/N0. To overcome
this barrier in one bond in an eight-atom group according to the ‘‘ener
transfer’’ mechanism, it is sufficient to impart the mean energyDQbar*
5

1
8(3DQbar/N0) to each atom of this group. The thermal energy of

atomDQ* ~after subtraction of the energy of the zero-point vibrationsE0)
in the eight-atom group under consideration at the temperatureT and zero
pressure will be specified by the enthalpyDH0(T)*0

Tcp dT as DQ*
5

1
8(3DH0(T)/N0). Then the energy for passage through one bar

DQbar at T in both the forward, high-temperature direction atDQ
,DQbar and in the reverse, low-temperature direction atDQ.DQbar will
be equal to the absolute value of the differenceDQbar* 2DQ* , i.e., the
activation energy of the spontaneous graphitization process atT will be
equal toEac* 3/8N0 uDQbar2DH0(T)u, and, therefore, the Boltzmann prob
ability factor for the activation energyEac* will have the form Cexp

(2Eac* /kT)Cexp(
3
8uDQbar2DH0(T)u/R). The normalization condition for

the expression obtained is elimination of the influence of the Boltzm
factor when DQbar50, i.e., C exp(2

3
8uDQbar2DH0(T)u/R)DQbar5051,

whence the value of the normalization factor will beC exp(
3
8DH0(T)/R).

Then the normalized Boltzmann factor will have the form

W5expF 3

8RT
~DH0~T!2uDQbar2DH0~T!u!G .
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Photoinduced phase transition in Ag 3AsS3 crystals
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It is shown that the illumination of samples leads to the appearance of anomalies in the
temperature dependences of the propagation velocity of longitudinal ultrasonic waves along the
principal crystallographic directions of proustite (Ag3AsS3) at T;150 K. The features
discovered are associated with a photoinduced phase transition caused by restructuring of the
cation sublattice of proustite. ©1999 American Institute of Physics.@S1063-7834~99!02904-4#
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The unique physical phenomena discovered in prous
crystals include a photoinduced phase transition, i.e., a p
transition which occurs at a definite temperature only in
presence of light. An hypothesis regarding the occurrenc
such a phase transition in Ag3AsS3 was first advanced in
Ref. 1 by Smolenski� et al., who concluded in their furthe
studies that a photoinduced phase transition takes plac
proustite atT;200 K.2–4 At the same time, other investiga
tors, using the same experimental methods, did not de
any signs of the occurrence of this phase transition.5,6 Thus,
the question of the occurrence and nature of the phot
duced phase transition in Ag3AsS3 remained open.

For this reason we decided to study thoroughly the te
perature dependences of the gap width (Eg) and the velocity
of longitudinal ultrasonic waves propagating along the pr
cipal crystallographic directions in proustite crystals. T
proposed investigative methods are known to be extrem
sensitive to the occurrence of phase transitions. In addit
the latter method permits the direct comparison of investi
tions of darkened and illuminated samples, i.e., provide
possibility, in principle, to ascertain whether a phase tran
tion is, in fact, photoinduced.

Oriented samples cut from synthetic proustite sin
crystals grown by the Bridgman–Stockbarger method w
investigated. TheX, Y, andZ axes were selected in the usu
manner for crystals of trigonal symmetry.1 The gap width
was determined by the method previously used to mea
Eg in an isomorphous analog of proustite, viz., crystalli
Ag3AsS3.7 The relative changes in the propagation veloc
of longitudinal ultrasonic waves atf 511 MHz were re-
corded using the method described in Ref. 8, and the erro
the determination ofDV/V did not exceed 0.01%. The mea
surements were performed in a dynamic regime, but
variation rate of the temperature did not exceed 1.5 K/m
The temperature was measured in the range 1002240 K us-
ing a copper-constantan thermocouple, one of whose ju
tions was fastened directly to the sample. The accurac
the temperature measurements was60.5 K. An LG-78
helium-neon laser served as the light source.

Figure 1 presents plots of the temperature dependenc
the gap width of proustite crystals for the cases of light p
6331063-7834/99/41(4)/3/$15.00
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larized parallel~curve1! and perpendicular~curve2! to theC
axis. As can be seen, clearly expressed discontinuities
observed on both plots atT;150 K, while ]Eg /]T under-
goes a jump characteristic of a second-order phase trans
@in the case ofEiC, D(]Eg /]T)54.131024 eV/K, and in
the case ofE'C, D(]Eg /]T)52.131024 eV/K#. The tem-
perature dependences of the relative change in velo
DV/V obtained for theZ, Y, andX directions are shown in
Figs. 2 and 3. In the case of the darkened samples the p
of DV/V5 f (T) coincide with the dependences previous
obtained in Ref. 9. When the samples are illuminat
anomalies are observed on the temperature dependenc
the velocity for all three directions atT;150 K ~see curves2
and5!, the most significant of them being the velocity jum
typical of a phase transition for piezoelectrically active ultr
sonic waves propagating along theC axis of the proustite
crystals. Thus, illumination of the samples leads to the
pearance of anomalies, providing evidence of the occurre
of a photoinduced phase transition in the proustite crysta

In the case of piezoelectrically active ultrasonic wav
propagating along theY andZ directions, the smoother varia
tion of DV/V with temperature for the illuminated samples
noteworthy. This is due apparently to the screening of
piezoelectric field by light-generated free charges. In fa
measurements of the conductivitys of the illuminated prous-
tite samples atT5100 K showed thatsy59.131022 S/m
andsz52.331023 S/m at 11 MHz. Thus, in the presence
light, the screening conditionvc.v (vc5s/««0 is the
Maxwell relaxation frequency, andv52p f is the circular
frequency of the ultrasonic waves! is satisfied for ultrasonic
waves propagating along theY direction and is not satisfied
for a Z-cut crystal. Therefore, atT5100 K it can be assumed
thatVy5V0(11K22

2 )1/2, whereV0 is the ultrasonic wave ve
locity along theY axis of the illuminated proustite crystal
andVy is the velocity in unilluminated crystals. This make
it possible to estimate the electromechanical coupling co
ficient K22 from the differenceDV/V for such samples~see
Fig. 3!. It follows from the calculations thatK2250.14 for
proustite atT5100 K. With consideration of the temperatu
difference, this value agrees fairly well with the valu
K2250.1020.11 determined by other independe
methods.10,11
© 1999 American Institute of Physics
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Several features of the anomalous behavior of the dep
dences investigated atT;150 K should be noted. It wa
discovered that the magnitude and character of the anom
detected depend on the history of the sample. For exam
Fig. 3 shows the temperature dependences of the ultras
wave velocity for aY-cut crystal from a freshly prepare
sample and for the same sample after two cooling-hea
cycles~curves2 and3!. As can be seen, the thermal cyclin
of the illuminated samples leads to smoothing of the origi
velocity jump to a ‘‘step,’’ which is faithfully reproduced in
repeated measurements.

In addition, it was discovered that proustite crystals ha
photostructural memory not only near the ferroelectric ph

FIG. 1. Temperature dependence of the gap width of proustite crystal
allowed direct transitions:1 — EiC, 2 — E'C.

FIG. 2. Temperature dependences of the propagation velocity of ultras
waves along theZ axis of a proustite crystal:1 — without illumination;2 —
with illumination; 3 — without illumination 1 h after heating with illumi-
nation.
n-

ies
le,
nic

g

l

e
e

transition (Tc528 K!, but also at higher temperatures. F
example, if the heating of a proustite sample from 100 to 3
K in the presence of laser illumination is followed 1 h later
by a repeated cooling-heating cycle for the same, but n
thoroughly darkened sample, the velocity jump atT;150 K
still appears, but it is appreciably smaller in magnitude~see
Fig. 1!. However, after the sample is stored for 24 h at roo
temperature, its properties are restored, and the usual
perature dependence of the ultrasonic wave velocity for da
ened samples is again observed. The effect observed is p
ably a manifestation of photostructural memory due to
appearance of a new system of defects under the actio
light, which differs from the system of defects appeari
during the thermal cycling of darkened samples.

Thus, the data obtained confirm the occurrence o
photoinduced phase transition in proustite crystals, but,
cording to our data, this phase transition occurs atT;150 K,
rather than at the temperature of 200 K previously cited
Ref. 1. In this context we recall that Smolenski� et al.1 reli-
ably detected splitting of anE mode when the temperatur
was raised toT;150 K, while the value of 200 K was es
tablished when the experimentally obtained dependen
were extrapolated to higher temperatures. The occurrenc
the phase transition specifically atT;150 K is also sup-
ported by the humps in the temperature dependences o
frequencies of acoustic phonons discovered at t
temperature,2 the anomalous behavior of the frequencies
the lines in the Raman spectrum,12 and the temperature
induced quenching of the residual conductivity.13 As for the
nature of the photoinduced phase transition, it is most pr
ably associated with disordering of the silver sublattic
Since the illumination of Ag3AsS3 crystals leads to disorder
ing of the Ag1 ions predominantly in the left-handed helic
(AgS)` chains, and a rise in temperature is accompanied
the disordering prim-arily of the right-handed helic
chains,14 the simultaneous action of light and heat can

or

ic

FIG. 3. Temperature dependence of the propagation velocity of ultras
waves along theY ~1–3! and X ~4, 5! axes of a proustite crystal:1 —
without illumination;2 — freshly prepared sample under illumination;3 —
third of continuous cycles with illumination;4 — without illumination;5 —
with illumination.
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accompanied by defect-formation processes associated
restructuring of the entire proustite cation sublattice.
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Effect of dissipation on the properties of surface polaritons in GaAs/AlGaAs
heterojunctions in a quantizing magnetic field

N. N. Beletski  and S. A. Borisenko
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A study is reported of nonradiative surface and bulk polaritons in GaAs/AlxGa12xAs real
heterojunctions under conditions favoring integer-quantum Hall effect~IQHE! and in the presence
of dissipation in a two-dimensional electron layer. The conditions of their existence, the
spectrum, and damping have been determined. It is shown that under IQHE conditions all aspects
of surface and bulk polaritons are quantized. It is found that, as the wave number is varied,
surface and bulk polaritons can transform continuously into one another. The possibilities of
experimental observation of nonradiative polaritons are discussed. ©1999 American
Institute of Physics.@S1063-7834~99!03004-X#
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1. Surface polaritons at the boundaries of tw
dimensional electron systems~2DES! acted upon by an ex
ternal magnetic field recently have been attracting consi
able attention.1–5 Of particular interest is the strong
magnetic-field case, where integer quantum Hall eff
~IQHE! occurs in 2D-electron systems.6,7 Under these condi-
tions, the high-frequency 2DES-conductivity tensor comp
nents are quantized, i.e. they change discontinuously w
varying magnetic field. This makes all characteristics of s
face polaritons quantized too. The properties of surface
laritons under IQHE conditions were studied for a sing6

and a double7 2DES. It was shown6,7 that the group velocity
of surface polaritons in the IQHE regime undergoes jum
proportional to the fine-structure constanta5e2/c\, where
e is the electronic charge,c is the velocity of light, and\
5h/2p (h is the Planck constant!.

At the same time, the properties of surface polarito
were studied in Ref. 6 under the assumption that the pl
occupied by the 2DES is embedded in a homogeneous
dium with permittivity «. In actual fact, the real structure o
the GaAs/AlxGa12xAs heterojunction simulated by a 2D
electron layer is more complex. Indeed, a doped AlxGa12xAs
layer has a finite thickness. As a result, the electrons ma
up a 2DES are sandwiched between GaAs~this layer forms
the substrate, and it may be considered infinitely thick! and
the AlxGa12xAs layer, which is in contact with vacuum~or
air!. Besides, it was pointed out8,9 that AlxGa12xAs and
GaAs have different dielectric permittivities, and their ra
was set to 0.95. The above factors can produce qualitati
new features in the propagation of surface polaritons alon
real GaAs/AlxGa12xAs heterojunction. Besides, under re
conditions one should take into account dissipation in
2DES. This dissipation can give rise not only to a quant
tive change in the surface-polariton spectrum, but also
appearance of new types of nonradiative polaritons~both
6361063-7834/99/41(4)/6/$15.00
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surface and bulk!, whose electromagnetic field dies out e
ponentially away from both interfaces of the AlxGa12xAs
layer.

This work studies nonradiative polaritons in re
GaAs/AlxGa12xAs heterojunctions in the IQHE regime. Th
effect of the AlxGa12xAs layer thickness and of the energ
dissipation in the 2DES on the conditions of existence, sp
trum, and damping of nonradiative polaritons were inves
gated. It is shown that besides the surface polaritons pin
to the GaAs-AlxGa12xAs interface there may exist anothe
type of surface polaritons, which are localized at t
Al xGa12xAs-vacuum/air interface~the Brewster modes!. It
was found that besides these two types of surface polarit
a GaAs/AlxGa12xAs heterojunction is capable of supportin
propagation of bulk polaritons of various orders, which ha
one or several energy-flow maxima in the AlxGa12xAs layer.
It is pointed out that in the IQHE conditions all character
tics of surface and bulk polaritons are quantized. It was
tablished that surface and bulk polaritons can transform
one another in a continuous manner with variation of
wave number.

2. Consider the structure shown in Fig. 1 as a mode
the GaAs/AlxGa12xAs heterojunction. It consists of two
semi-bounded media,1 (z.d) and3 (z,0), with dielectric
permittivities «1 and «3 , respectively. A semiconducto
layer with thicknessd ~medium2! and a dielectric permittiv-
ity «2 is sandwiched between these media. Let medium2 be
the AlxGa12xAs semiconductor, and medium3, the GaAs
semiconductor. These two semiconductors produce a
electron system at thez50 interface. The external quantiz
ing magnetic fieldB is directed along thez axis perpendicu-
lar to the 2DES. We assume the polaritons in this structur
be nonradiative, i.e. that their electromagnetic fields in me
1 and 3 decay exponentially with increasing distance fro
the interfaces of layer2 into either medium. Without loss o
© 1999 American Institute of Physics
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generality, we assume the nonradiative polaritons to pro
gate along thex axis. The dependence of all electromagne
fields on coordinatex and time t will be described by the
relation exp@i(kx2vt)#, wherek is the wave number, andv
is the wave frequency.

To derive the dispersion relation describing propagat
of nonradiative polaritons in a GaAs/AlxGa12xAs hetero-
junction, one has to take into account two types of waves,
and TM. This is due to the existence of a surface curren
the z50 2DES interface, which acts on both TE and T
waves.10 We assume further that at thez5d interface the
tangential components of the electric,E, and magnetic,H,
fields of nonradiative waves are continuous, while atz50
the tangential components of the magnetic field underg
discontinuity

Hx,2
~s!5Hx,3

~s!5
4p

c
~sxxEy

~s!2sxyEx
~s!!, ~1a!

Hy,2
~s!5Hy,3

~s!52
4p

c
~sxxEx

~s!1sxyEy
~s!!. ~1b!

Heres i j (v) are components of the 2DES conductivity te
sor, and the superscripts indicates that the electric and ma
netic fields in Eqs.~1a! and ~1b! are calculated at thez50
interface. We assume that the spatial dispersion of the 2D
conductivity tensor may be neglected, i.e. thatkl!1, where
l 5(c\/eB)1/2 is the magnetic length. Then the nonvanishi
2DES conductivity tensor components can be written6,7

sxx5
2e2

h

Ng

11g2
, ~2a!

sxy5
2e2

h

N

11g2
. ~2b!

In Equations~2a! and ~2b!, g5(n2 iv)/V, where V
5eB/mc is the electron cyclotron frequency,n is the
electron-momentum relaxation frequency, andN5p l 2n is

FIG. 1. Geometry of the GaAs/AlxGa12xAs heterojunction. Semibounde
medium1 is vacuum/air with dielectric permittivity«151, medium2 is an
Al xGa12xAs semiconductor slab with a thicknessd and dielectric permittiv-
ity «2512.0, and semibounded medium3 is GaAs semiconductor with di-
electric permittivity«3512.9.
a-
c

n

E
at

a

S

the Landau level filling factor, which takes on integer valu
(N51,2, . . . ) equal to the number of completely filled Lan
dau levels lying below the Fermi level (n is the electron
density in the 2DES!.6,7

Using the above boundary conditions, one readily fin
the following dispersion relation describing propagation
nonradiative polaritons in the heterojunction under study

A1A21~4psxy /c!2p2p3B1B250, ~3!

where

A15@p3«22p2«32~ i4pp2p3sxx /v!#~p2«12p1«2!

1exp~2p2d!@p3«21p2«31~ i4pp2p3sxx /v!#

3~p2«11p1«2!, ~4!

A25@p22p31~ i4pvsxx /c2!#~p22p1!2exp~2p2d!

3@p21p32~ i4pvsxx /c2!#~p21p1!, ~5!

B15p22p11exp~2p2d!~p21p1!, ~6!

B25p2«12p1«22exp~2p2d!~p1«21p2«1!. ~7!

Here the variables

pi5Ak22
v2

c2
« i , i 51,2,3 ~8!

represent transverse wave numbers describing distributio
the electromagnetic field of nonradiative polaritons along
z axis.

Because the polaritons are nonradiative, the follow
conditions should hold:

Rep1.0, Rep3.0. ~9!

If «25«3 , then, in the limit asd→`, the dispersion relation
~3! coincides with that for surface polaritons in a 2DES e
bedded in a homogeneous medium with permittivity«2 .6,7

3. Consider now the results of a numerical solution
dispersion relation~3! with inclusion of dissipation in the
2DES. We shall assume the wave numberk to be a real, and
the frequencyv5v81 iv9, a complex quantity. For conve
niency of the numerical solution of~3!, we introduce the
following dimensionless quantities:j85v8/V, j95v9/V,
z5ck/V, x5zV/c, d5dV/c, and G5n/V. All calcula-
tions were carried out for a GaAs/AlxGa12xAs heterojunc-
tion with «2512.0 and«3512.9. The AlxGa12xAs layer
~medium2! was assumed to be in contact with air/vacuu
with permittivity «151.0 ~medium1!.

Figure 2 presents aj8(z) spectrum and dampingj9(z)
for the d50.1 case calculated for three Landau level fillin
factorsN. Dashed line4 corresponds to the light line, and i
the absence of dissipation (G50) separates the regions o
radiative and nonradiative polaritons. Dispersion curv
1°–3° correspond to zero dissipation, and for the above v
ues ofN they start at the light line4.

As seen from Fig. 2, the presence of dissipation in
2DES broadens the existence region of nonradiative po
tons; indeed, they exist for all values ofz. To the right of
light line 4, the dispersion curves change little compared
the nondissipative case. In this region the electromagn
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FIG. 2. Spectrumj8(z) ~18–38! and dampingj9(z) ~19–39! of nonradiative polaritons in a GaAs/AlxGa12xAs heterojunction in the case ofd50.1 andG
50.1 calculated for variousN: 1 — 1, 2 — 5, 3 — 10. Dashed line4 is the light line for GaAs (j85z/A«3). Dashed lines1°–3° are dispersion curves for
the case of no dissipation present.
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field of nonradiative polaritons decays exponentially aw
from the 2DES interface (z50), which means that they ar
surface polaritons. As one approaches light line4, the dis-
persion curvesj8(z) deflect upward from their nondissipa
tive counterparts to continue nonmonotonically up to the
dinate axis (z50). It was already pointed out6,7 that near the
cyclotron resonance (j'1) the dispersion curves cros
roughly at the same point. Examining Fig. 2, it is seen t
taking into account dissipation in the 2DES gives rise to
appearance of two points of intersection of the dispers
curves, with one of them being to the left, and the other
the right of the light line4. Having crossed these points, th
dependence of the frequencyj8 of nonradiative polaritons on
N ~for a fixedz) reverses its nature. Indeed, to the left of t
first intersection of the dispersion curves the polariton f
quencyj8 increases withN, while, for wave numbersz be-
tween the two crossing points of the dispersion curves
decreases with increasingN. Finally, to the right of the sec
ond intersection point the wave frequencyj8 again grows
with increasingN. Note that, within the region of wave num
bersz lying to the left of the first dispersion-curve, crossin
the j8(z) curve gives a region where]j8/]z.0. The extent
of this region grows with increasingN. We believe that the
portion of the dispersion curve with]j8/]z.0 is associated
with generation of surface polaritons of the type of Brews
modes at thez5d interface. The possible formation of TM
type Brewster modes at the interface between two dissipa
media with positive real parts of the dielectric permittiviti
was pointed out earlier.2,4 Our case is specific in that th
surface polaritons of the Brewster-mode type have mi
y
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polarization, and their appearance at thez5d interface is due
to dissipation in the 2D electron system located at thez50
interface. As evident from Fig. 2, Brewster modes are g
erated at thez5d interface ifz'A«151.

Figure 3 shows the variation of the spectrumj8(z) and
of the dampingj9(z) of nonradiative polaritons withG. One
readily sees that the dispersion curvesj8(z) for small G
(G50.0120.03) have a spectrum endpointp3850 lying to
the left of light line5. At this point, the electromagnetic fiel
of nonradiative polaritons becomes delocalized and th
damping vanishes,j950. As G increases, and the endpoin
of the nonradiative polariton spectrum shifts to the left
reach the ordinate axisz50 for G50.05. Thez50 point
corresponds to surface oscillations of the electromagn
field which are circularly polarized in the 2DES plan
(Ex2 /Ey25 i , Hx2 /Hy25 i ), and whose frequency depend
on d.

Consider now the effect of the AlxGa12xAs layer thick-
ness on the spectrum and damping of nonradiative po
tons. Figure 4 presents the spectrumj8(z) and damping
j9(z) for various values ofd. Examining Fig. 4 we see tha
the dispersion curvesj8(z) can contain several regions wit
a positive derivative]j8/]z. For small values ofd (d
50.1), curve1’ has two such portions, with one of them
lying to the left of the light line 5, and the other, to the rig
of it. The first region is associated with the formation of t
Brewster mode at thez5d interface, and the second, wit
the creation of a surface polariton atz50. As d increases,
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FIG. 3. Spectrumj8(z) ~solid lines18–48! and dampingj9(z) ~dotted lines19–49! of nonradiative polaritons in a GaAs/AlxGa12xAs heterojunction in the
case ofd50.1 andN55 calculated for variousG: 1 — 0.01,2 — 0.03,3 — 0.05,4 — 0.1. Dashed line5 is the light line for GaAs (j85z/A«3).
d,

n

two regions with a positive derivative]j8/]z appear in the
dispersion curvesj8(z) to the left of the light line5 ~curves
2’ and 3’ in Fig. 4!. The first of them, as already mentione
originates from Brewster mode formation atz5d, and the
second, from the creation of a first-order bulk polarito
 .

The x component of the average energy fluxS(z)
5 (c/8p)Re@EH* # of this polariton has one maximum
within the AlxGa12xAs layer. Asd increases still more, a
third region with a positive derivative]j8/]z appears in the
dispersion curvej8(z) to the left of the light line5 ~disper-
FIG. 4. Spectrumj8(z) ~solid lines18–48! and dampingj9(z) ~dotted lines19–49! of nonradiative polaritons in a GaAs/AlxGa12xAs heterojunction in the
case ofG50.1 andN55 calculated for variousd: 1 — 0.1, 2 — 0.5, 3 — 1.0, 4 — 1.5. Dashed line 5 is the light line for GaAs (j85z/A«3).
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FIG. 5. Sx(x)/Sx(0) relations for the
case ofN55, G50.1, d51.5 calculated
for variousz: 1 — 0.5, 2 — 0.99,3 —
1.5, 4 — 3.0, 5 — 4.0.
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sion curve4’ !. This region can be assigned to the creation
a second-order bulk polariton, for which theSx(z) relation
has two maxima within the AlxGa12xAs layer.

Figure 5 displays theSx(x)/Sx(0) relation (x5zV/c is
a dimensionless coordinate in thez direction! for the case of
N55, G50.1, andd51.5 constructed for various values o
z. For small z (z50.5, curve 1! the Sx(x) distribution
through the layer thickness is practically uniform. Note th
the fraction of the energy flow propagated in medium1 in
the x direction is slightly larger than that in medium3. En-
ergy transport in medium1 increases substantially in th
vicinity of the z51 point. Curve2 in Fig. 5 refers toz
50.99, which corresponds to the first point of the maximu
in dispersion curve4 of Fig. 4.This case reflects Brewste
mode excitation at thez5d interface. Asz increases still
further, the fraction of the energy flux propagating in m
dium 1 in the x direction decreases, and that in th
Al xGa12xAs layer ~medium2!, increases. Forz51.5, non-
radiative polaritons have two maxima in theSx(x) relation
within the AlxGa12xAs layer~curve3!. This situation corre-
sponds to excitation of second-order bulk polaritons in
GaAs/AlxGa12xAs heterojunction. Further increase ofz re-
sults in a gradual transformation of the second-order b
polariton into a first-order bulk polariton (z53.0, curve4!.
This polariton produces only one maximum inSx(x) within
the AlxGa12xAs layer. Note that the formation of bulk po
laritons of the first and second order brings about the app
ance of local minima in thej9(z) relations~dashed curves
2’’– 4’’ in Fig. 4!. The reason for this lies in that the fractio
of the energy flow propagated by bulk polaritons in thex
direction within the AlxGa12xAs layer is larger than that a
its z50 interface, which dissipates the wave energy. Fina
if z is to the right of the light line (z54, curve5!, surface
polaritons producing a maximum in energy flow at thez
f

t

-

e

lk

r-

,

50 interface are created in the GaAs/AlxGa12xAs hetero-
junction. The damping of surface polaritons increases mo
tonically with z to approach its maximum valuej952G.

It is of interest to analyze the dependence of the f
quency and damping of surface electromagnetic oscillati
(z50) on the quantityd. Figure 6 shows thej8(d) and
j9(d) relations for the case ofz50, N55 and for different
values ofG. For d→0 we obtain a 2DES sandwiched b
tween media with dielectric permittivities«1 and «3 . As
follows from Eq. ~3!, j851, and j952G14aN/(A«1

1A«3). Becausej9 must be negative, surface electroma
netic oscillations can exist ifG.4aN/(A«11A«3). For fi-
nite d, thej8(d) andj9(d) relations are oscillating function
whose amplitude decreases with increasingd. Finally, for
d→` we come to a 2DES adjoining media with dielectr
permittivities«2 and«3 . For this case we havej851, j95
2G14aN/(A«21A«3). Because«2.«1 , the conditions of
excitation of surface electromagnetic oscillations in thed
→` case are less rigorous than those ford→0 ~for the same
value ofN). Thus if G lies within

4aN

A«11A«3

.G.
4aN

A«21A«3

, ~10!

there exists a critical value ofd below which surface elec
tromagnetic oscillations cannot be generated.

Thus various types of fast and slow nonradiative pola
tons can exist in GaAs/AlxGa12xAs heterojunctions. They
can be used for contactless probing of a heterojunct
namely, determination of the Landau-level filling factor,
the thickness of the AlxGa12xAs layer, and of the electron
momentum relaxation frequency. In view of the discontin
ous change in the parameters of nonradiative polaritons,
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FIG. 6. j8(d) andj9(d) relations~curves18–38 and19–39, respectively! for surface electromagnetic oscillations (z50) calculated for theN55 case and for
different values ofG: 1 — 0.05,2 — 0.1, 3 — 0.2.
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can be of interest for potential device applications in se
conductor nanoelectronics.

We note in conclusion that nonradiative polaritons
semiconductors can be studied by various experime
methods, including disrupted total internal reflection1,2 and
inelastic light scattering11. The latter method permits excita
tion of slow surface polaritons with wave numbersk;2
3105 cm21. For such values ofk the phase velocity of sur
face polaritons will be of the order of 0.01c.
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It is shown that soliton excitations of the peak, crater, and dark types, previously found by
authors only in one-dimensional crystals, exist in two- and three-dimensional crystal systems of
the superlattice type at Fermi resonance of modes of adjoining crystals. An analytical
solution for the central part of soliton envelopes is presented. A numerical calculation gives
results coinciding with the analytical solution in the central part of the solitons and demonstrates
the presence of oscillations of the envelopes on the wings of peak and crater solitons in two-
and three-dimensional crystals, which are not observed in one-dimensional crystals. ©1999
American Institute of Physics.@S1063-7834~99!03104-4#
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Experimental and theoretical investigations have b
conducted of nonlinear optical modes in organic superlatt
with programmed alternation of monolayers of organic m
ecules and new technologies have been developed for f
cating multilayer superlattices for nonlinear optic
devices,1–3 which may be used eventually to create an opti
computer. In Refs. 4–6 attention was focused on the imp
tant role of the Fermi resonance of optical modes in cont
ing crystal planes, under which the energy\vC of an exciton
in one of the planes is close to the total energy 2\vB of two
excitons in the neighboring plane. It was shown in Refs. 6
that, in such superlattice-type systems of the specific mi
BB1C, exciton excitations can propagate along the interf
~they are known as Fermi-resonance interface modes
FRIM’s!.6 These quantum and classical FRIM’s are resp
sible for the bistability7 and, possibly, the generation of no
linear soliton excitations, i.e., many-particle complexes
FRIM states.8–10 In addition, soliton solutions having smoot
monotonic envelopes of the familiar hyperbolic cosine ty
were obtained in Refs. 8–10 for model one-dimensio
crystal systems under the assumption of smoothness o
soliton envelopes, which makes it possible to use the co
sponding nonlinear second-order differential equations
was shown in our previous investigations11,12 of FRIM-type
soliton excitations in one-dimensional closed crystal cha
with increasing length that soliton excitations of the ty
which was previously found in Refs. 8–10 by solving t
corresponding nonlinear second-order differential equati
comprise a separate element of a whole class of soliton
citations, having different types of symmetric11 and
antisymmetric12 envelopes. It was shown in Refs. 11 and
that, in contrast to Refs. 8–10, the carrier frequency o
soliton is not a fixed quantity and can vary with a certa
threshold in response to a corresponding change in the e
lope. The results of Refs. 11 and 12 were subsequently u
in Refs. 13 and 14 in a more thorough investigation of so
tons of the various types found in Refs. 11 and 12 using
corresponding nonlinear second-order differential equatio
The heightened interest in the soliton excitations found
6421063-7834/99/41(4)/5/$15.00
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Refs. 11 and 12 calls for a more detailed study of the
excitations in real crystal systems that can be investiga
experimentally, i.e., on two-dimensional interfaces, in plan
superlattices,10, in three-dimensional crystals with Ferm
resonance of monomers,15 etc. We note that Fermi resonanc
can also have a significant influence on the spectra of op
and acoustic multiphonon modes in light metals such
beryllium.16

This paper examines FRIM-type nonlinear excitations
actual two-dimensional~2D! and three-dimensional~3D!
crystal systems. We shall consider, first, 2D systems con
ing of two monolayers of molecules of typesB and C in
contact in a superlattice at Fermi resonance of optical e
tations in these molecules or a topologically similar mon
layer of organic molecules, in each of which there is Fer
resonance of intramolecular optical modes and, second, c
tals of similar organic molecules. When the results of Re
11 and 12, which were obtained for 1D crystals, are dev
oped further, it will be shown that several types of solit
excitations having fundamentally different types of env
lopes also exist in 2D and crystal systems. Solitons of
so-called ‘‘peak’’ (p) type have a maximum at the center
the envelope and an ensuing decline of the envelope to
with increasing distance toward the soliton wings. Solito
of the ‘‘crater’’ (c) type have a relative minimum at th
center, then maxima on nearby lattice points, and a dec
of the envelope to zero with increasing distance from
soliton center. ‘‘Dark’’ (d) solitons have an absolute min
mum at the soliton center and an asymptotic increase w
oscillations as the final asymptotic limit is approached on
wings. In addition, a fine structure can be observed on
wings of solitons of thep and c types for 2D and 3D sys-
tems, in contrast to the solitons found in Refs. 11 and 12
1D systems. We note that the dependence of the envel
on the carrier frequency of the modes and the detuning fr
Fermi resonance were also investigated. The calculat
showed that as the carrier frequency approaches the ban
single-particle excitations and the detuning from Fermi re
nance decreases, the amplitude of the solitons decre
© 1999 American Institute of Physics
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their width increases, and a macroscopic description is p
sible with the use of the corresponding nonlinear seco
order differential equations. Such a description may be
great interest in connection with the appearance of sev
new studies in this area13,14 and the initial work on some
interesting experiments.

The HamiltonianH of a crystal system consisting of tw
contacting two-dimensional monolayers of molecules
typesB andC or a three-dimensional crystal of monomers
the form of molecules with Fermi resonance of intramole
lar modes has the form

H5HC1HB1H int , ~1!

whereHC and HB are the Hamiltonians of free excitons o
the C andB types:

HC5(
n

\vCcn
1cn1(

nm
Vnm

~c!cn
1cm ,

HB5(
n

\vBbn
1bn1(

nm
Vnm

~b!bn
1bm . ~2!

In ~2! n5(nx ,ny) for 2D systems, andn5(nx ,ny ,nz) for
systems;b1, c1, b, andc are the Bose exciton creation an
annihilation operators, andVnm

(c,b) are the matrix elements o
the intermolecular interaction operators, which specify
translational motion ofc and b excitons. The Hamiltonian
H int of the third-order anharmonicC1BB interaction in~1!,
which defines Fermi resonance, has the form

H int5G(
n

@~bn
1!2cn1cn

1~bn!2#, ~3!

whereG is a constant of that interaction. A detailed discu
sion of a Hamiltonian likeH int is given in Ref. 6.

The Heisenberg equations for the operatorsbn andcn

i\
dbn

dt
52@H,bn#, i\

dcn

dt
52@H,cn# ~4!

in the case of the interaction of nearest neighbors with c
sideration of~1!–~3! have the following form:

i\
dbn

dt
5\vBbn1VB(

l
bn1l12Gbn

1cn , ~5a!

i\
dcn

dt
5\vCcn1VC(

l
cn1l1Gbn

2 , ~5b!

Vnm
~b,c!5VB,Cdn,m1l . ~5c!

Nonlinear optical excitations with large occupation numb
upon strong laser pumping are usually described using a
siclassical approximation, within which all the operators
~5! are replaced by their mean values^bn&[Bn and ^cn&
[Cn , whereBn andCn are the amplitudes of the modes.6–12

We shall seek solutions of the system of equations forBn and
Cn corresponding to~5! with the time dependencesBn
5Bnexp„2 i (v/2)t… and Cn5Cnexp(2ivt) for the real am-
plitudesBn andCn , wherev is the carrier frequency. Whe
these time dependences are used, the system of equatio
Bn andCn has the form
s-
-
f
al
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-

e
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-

s
a-

for

\v

2
Bn5\vBBn1VB(

l
Bn1l12GBnCn , ~6a!

\v Cn5\vCCn1VC(
l

Cn1l1GBn
2 . ~6b!

It is not difficult to see that the solutions of the system
equations~6! Bn ,Cn depend on the parametersG and \ as
scaling factors; therefore, it is natural to introduce the qu
tities bn5(G/\)Bn and cn5(G/\)Cn , which have the di-
mensions of frequency. The system of equations correspo
ing to ~6! for these quantities has the form

v

2
bn5vBbn1

VB

\ (
l

bn1l12bncn , ~7a!

vcn5vCcn1
VC

\ (
l

cn1l1bn
2 . ~7b!

A soliton solution of the system of equations~5! with an
envelope of the familiar form, viz., an inverse hyperbo
cosine, was found analytically for a one-dimensional syst
in Refs. 8–10. Solitons of a localized type, i.e., ‘‘standing
solitons, with a zero velocity of the soliton maximum
(v50) and traveling solitons withvÞ0 were found. As a
consequence of thea priori assumed smoothness of the e
velopes and the proportionality of theB and C amplitudes,
the carrier frequencies and the soliton velocities turned ou
be fixed quantities specified by the parameters appearin
~1!–~3!. It will be shown below that several solitons of di
ferent types can propagate in the two- and three-dimensi
crystals considered. The localized ‘‘standing’’ solitons we
considered first.

The azimuthally and spherically symmetric soliton so
tions were investigated in the first stage. Accordingly, squ
and cubic clusters with a designated central lattice point
increasing odd integer numbers of lattice pointsN5N2 and
N5N3 for 2D and 3D systems, respectively, were system
cally considered. For 2D systemsN255,9,13,21, . . . , and
for 3D systemsN357,19,27, . . . , in accordance with the
algorithm for creating circles and spheres near the cen
lattice point with successively increasing radii. In this ca
the radial dependence of the amplitudes is fixed by the sin
index r according to the distance from the central latti
point. For 2D systems the numberingb0[b0,0, b1[b0,61

[b61,0, b2[b61,61 , b3[b62,0[b0,62 , b4[b62,61

[b61,62 was henceforth used in accordance with this pr
ciple. For systems the numberingb0[b0,0,0, b1[b61,0,0

[b0,61,0[b0,0,61 , b2[b0,61,61[b61,0,61[b61,61,0, etc.
was used. The corresponding radius vectors of these la
points arer 050, r 15a, r 25A2a, r 352a, . . . for a 2Dsys-
tem andr 050, r 15a, r 25A2a, r 35A3a, etc. for a system,
wherea is the lattice constant. The quantitiesr i can be re-
garded as the radii of the corresponding coordination circ
~2D! or spheres~3D!.

In order to single out the principal analytical features
the envelopes of the soliton excitations, let us consider a
system with the smallest possible number of lattice poi
N255. The equations~7! for bn andcn have the following
form:
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S v

2
2vBDb024

VB

\
b152b0c0 , ~v2vC!c024

VC

\
c15b0

2 ,

~8a!

S v

2
2vBDb12

VB

\
b052b1c1 , ~v2vC!c12

VC

\
c05b1

2 .

~8b!

This system of equations has exact analytical solutio
To simplify the analysis we setVA[VB[\V. Expressing
c5c(b) from the first equalities in~8a! and ~8b! as a func-
tion of b, after substitution into the second equalities in~8a!
and ~8b! we obtain two nonlinear coupled equations forb0

andb1

2b0
25~v2vC!S v

2
2vBD2V~v2vC!

4

x
24VS v

2
2vBD

14V2x, ~9a!

2b1
25~v2vC!S v

2
2vBD2V~v2vC!x24VS v

2
2vBD

14V2
1

x
, ~9b!

wherex[b0 /b1 is the ratio between the amplitudes. Aft
dividing ~9a! by ~9b!, for x we obtain the fourth-order equa
tion

V~v2vC!x42~v2vC24V!S v

2
2vBD x31~v2vC24V!

3S v

2
2vBD x24V~v2vC!50. ~10!

This equation has the exact analytical solutionsx5xi(v)
with a complex dependence ofxi(v). However, approximat-
ing solutions can be found for soliton solutions with stro
localization of the excitations. For peak solitons withx@1
only the first two terms in the equation must be taken i
account. As a result, forx5xp we obtain the following ex-
pression:

xp5

~v2vC24V!S v

2
2vBD

V~v2vC!
.1. ~11!

For a dark soliton withx!1, only the last two terms must b
taken into account in the equation, and, accordingly,
x5xd we obtain

xd5
4V~v2vC!

~v2vC24V!S v

2
2vBD ,1. ~12!

Finally, for solitons of the crater type withx'1 all the terms
must be taken into account, but an expansion in the sm
deviationd of the value ofx from unity can be written, where
x511d andd!1. As a result forx5xc we obtain the fol-
lowing relation
s.

o

r

ll

d5
3V~v2vC!

4V~v2vC!22~v2vC24V!S v

2
2vBD ,1,

xc511d. ~13!

The inequalities in the relations~11!–~13! define the region
for the existence of solitons and the corresponding thre
olds. The values ofb0 andb1 for solitons of all three types
are obtained from the relations~7! when the values ofxp ,
xd , andxc found by solving~9! are used. The calculation
analogous to~8!–~13! for a system with the minimal numbe
of lattice pointsN357 gives the same relations for ampl
tudes with small numerical corrections. As further calcu
tions showed, asN is increased, only growth of the wings o
these solitons with the base valuesb0 andb1 thus obtained
occurs. At the same time, it will be noted below that t
soliton wings in 2D and 3D systems exhibit some defin
nonmonotonicity with slow decay and local maxima, whi
is not observed for 1D solitons.11,12

The analytical calculations of the soliton envelopes
systems withN2.5 andN3.7 are fairly complicated; there
fore, numerical calculations of the solutions of the system
nonlinear equations forbn obtained from~7! after the substi-
tution of cn5cn(b$m%) as functions ofbn and the nearbybm
into ~7b! were performed for such systems on a Penti
computer. The equations themselves are not presented
because of the cumbersome nonlinear relationship betw
cn and differentbm . Parallel calculations were performed fo
1D, 2D, and 3D systems. In the 1D system correspondin
a one-dimensional cluster the calculations were performe
the 7th lattice point, which is at a distance of 7a from t
central lattice point, in the 2D system they were performed
the 8th coordination circle, and in the system they were p
formed to the 10th coordination sphere. Figures 1, 2, an
present only the central parts of the envelopes up ton54 for
the 1D system for purposes of comparison with the 2D a
3D systems. A different number of coordination spheres a
circles was used to trace the oscillations on the soliton wi
for different values ofr.

Figures 1, 2, and 3 present the results of calculations
the radial dependence of the envelopes ofbr for solitons of

FIG. 1. Radial dependences of the envelopes of peak solitons in 1D, 2D
3D crystal systems.
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the p ~peak! type ~Fig. 1!, c ~crater! type ~Fig. 2!, and d
~dark! type ~Fig. 3!. We note that the values of the radiusr
for systems of different dimensionality differ: in a 1D syste
r 5r i5 ia, in a 2D systemr 5r i j 5( i 21 j 2)1/2a, and in a sys-
tem r 5r i jk5( i 21 j 21k2)1/2a, where the indicesi, j, andk
label the lattice points in the crystal. Since for some of
dependences ofbr obtained the values of the function fo
different r in the range 0<r<7 differ by 5–10 order of
magnitude, for visual perception of the results the dep
dence of (br)

1/4 on r, which monotonically depictsbr with
relative raising of small values of the function and relati
lowering of large values of the function, is presented in Fi
1, 2, and 3. All the frequency characteristics were expres
in units of vC . The values of the parameters were chos
close to the real optical parametersVB /\vC5VC /\vC

50.01 andvB /vC50.4 used in Refs. 4 and 9–12. It wa
noted in Refs. 11 and 12 that the carrier frequencyv in 1D
systems has threshold values, above which solitons of a
ferent type appear. A similar situation is observed in 2D a
3D crystals. For the parameters used, the lowest thres
values of the carrier frequencyv5v0, at which d and c
solitons appear, correspond tov0 /vC>1.02 in the 1D sys-
tem, v0 /vC>1.14 in the 2D system, andv0 /vC>1.54 in
the 3D system. The valuev/vC51.7 was selected for a
simultaneous graphical representation of the 1D, 2D, and

FIG. 2. Radial dependences of the envelopes of crater solitons in 1D,
and 3D crystal systems.

FIG. 3. Radial dependences of the envelopes of dark solitons in 1D, 2D
3D crystal systems.
e
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systems. It can be seen in Fig. 1 that, unlike the envelope
the 1D system, the envelopes ofp solitons for the 2D and
systems exhibit local maxima and slowing of the decline
definite values ofr. These values ofr correspond to the
points on the crystallographic axes (i ,0) and (0,i ), wherei
52,3, . . . in the 2Dsystem. In the 3D system local maxim
are observed at the points (i , j ,0), (i ,0,j ), and (0,i , j ), where
i , j 52,3, . . . . Thevalues of the envelopes at the points (i ,0)
and (0,i ) of the 2D systembr5bi ,05b0,i and the values a
the points (i ,0,0), (0,i ,0), and (0,0,i ) of the 3D systembr

5bi005b0i05b00i are close to the envelope valuesbr5bi in
the 1D system. The envelope valuesbr5bi j 05bi0 j5b0i j in
the system are close to the valuesbr5bi j in the 2D system.
The latter are associated with the extremely small va
V/\vC50.01 for typical systems, the large difference b
tweenv and vC , and the large detuning from Fermi res
nancevC22vB ; however, at largeV, small differences be-
tweenv andvC , and small detunings from Fermi resonan
these values differ more significantly. The qualitative an
lytical calculations performed showed that the aforem
tioned local maxima and slowing of the decline on the en
lopes appear because, for example, in the 2D syste
molecule havingr 56 interacts with the molecule of th
lower coordination circle havingr 53 and, accordingly, its
amplitude is increased compared to the amplitude of the m
ecule havingr 55, which interacts with the molecule havin
r 54. Similar situations are observed in other cases in
and 3D crystals.

Figure 2, which plots the envelopes ofc solitons, reveals
that, atr 50, the values of the amplitudes at the center
the 1D, 2D, and 3D systems are related by the lawb0.b00

.b000 ~with the former numbering!. Beginning at the next
coordination circle or sphere withr 51, i.e., on the descend
ing portions of the plots ofbr , the behavior of the envelope
of c solitons have the same features as the envelopesp
solitons. However, the oscillations on the soliton wings ha
greater amplitudes than in Fig. 1.

Figure 3, which plots the envelopes ofd solitons, reveals
that, at r 50, the values of the envelopes increase in
orderb0,b00,b000, whereas atr 51 these values obey th
opposite relationshipb1.b10.b100. On the portion of the
dependence forr .1, the plots of the envelopes ofd solitons
have a minimum and then asymptotically approach a c
stant finite value. Thus, 2D and 3D systems obey the sa
law that was noted in a 1D system in Ref. 11.

We also note that the numerical values of the envelo
of p, c, andd solitons obtained in 2D system at the cent
point, and the first coordination circle, coincide to within
small error with the values obtained from the analytical
lations ~10!–~13!, simultaneously confirming the applicabi
ity of both the numerical programs used and the analyt
procedures for the corresponding expansions.

We note that the radial dependences ofbr give only a
rough visual picture of the actual structuring along the cr
tallographic directions in the naturally richer spatial depe
dence of the amplitudes of the modes in 2D and 3D cry
lattices. The already developed investigations of the a
muthal dependence of soliton envelopes13,14 and the experi-
mental studies that have been started in this area are o
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terest. In this paper attention was focused on peak, cra
and dark solitons. Similar investigations should be und
taken for solitons of the qualitatively different types th
were first explored in our previous studies.11,12

In conclusion, we express our sincere thanks to V.
Agranovich for some useful remarks.
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15V. M. Agranovich and I˘. Ĭ. Lalov, Usp. Fiz. Nauk146, 267 ~1985! @Sov.
Phys. Usp.28, 484 ~1985!#.

16O. A. Dubovski� and A. V. Orlov, Fiz. Tverd. Tela~St. Petersburg! 39,
542 ~1997! @Phys. Solid State39, 472 ~1997!#.

Translated by P. Shelnitz



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 4 APRIL 1999
Specific features in the temperature dependence of photoluminescence from CdTe/ZnTe
size-quantized islands and ultrathin quantum wells
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A study has been carried out of the temperature dependences of luminescence spectra on a large
number of CdTe/ZnTe structures differing in average thickness,^Lz&50.25– 4 monolayers
~ML !, and CdTe layer geometry~continuous, island type!. The influence of geometric features in
the structure of ultrathin layers on linewidth, the extent of lateral localization of excitons,
their binding energy, and exciton-phonon coupling is discussed. It is shown that in island structures
there is practically no lateral exciton migration. The exciton-phonon coupling constant in a
submonolayer structure has been determined,Gph553 meV, and it is shown that in structures with
larger average thicknessesGph is considerably smaller. Substantial lateral exciton migration
was observed to occur in a quantum well with^Lz&54 ML, and interaction with acoustic phonons
was found to play a noticeable part in transport processes. It has been established that the
depth of the exciton level in a quantum well and structural features of an ultrathin layer
significantly affect the temperature dependences of integrated photoluminescence intensity.
© 1999 American Institute of Physics.@S1063-7834~99!03204-9#
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1. Studies of structures containing submonolayers o
small number of monolayers of one semiconductor emb
ded in the matrix of another has recently been attracting
creasing interest.1–10 One succeeds in obtaining in this ca
perfect ultrathin quantum wells and quantum dots with
large number of semiconductors characterized by consi
able lattice mismatch. As shown earlier,2,3 such structures
grown by MBE on CdTe- and ZnTe-based compoun
whose lattice mismatch is 6%, have a high quantum yield
exciton emission at 5 K within a broad interval in the visible
~extending from the green to red wavelengths!, depending on
the actual thickness of the CdTe ultrathin layer. Our str
tures differed not only in average thickness but in geome
as well, namely, continuous or island type. In the latter ca
the structures represent actually an ensemble of quantum
lands lying in the same plane. This situation was of particu
interest for us, because, as shown by our calculations,
wave-function overlap of neighboring islands in the late
direction is small, permitting one to consider a set of islan
as a quasi-isolated quantum-dot ensemble.

Investigation of emission spectra of such structures
different temperatures is of interest from more than o
viewpoint. On the one hand, an analysis of the excit
emission line shape, linewidth and position makes it poss
in some cases to draw a conclusion concerning exci
phonon coupling, as well as on the presence or absenc
lateral migration. On the other hand, experimental relati
of the integrated photoluminescence intensity offer quite
quently a possibility to reveal the major mechanism resp
sible for the weakening of the emission with increasing te
perature.

Following preliminary information on the samples an
on the experimental techniques used, we are going to dis
6471063-7834/99/41(4)/7/$15.00
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in Section III the specific features of quantum-island stru
tures. The experimental results obtained from submonola
structures and structures with^Lz&>1 ML, and their discus-
sion are presented in Sections IV and V, respectively.

2. The structures under study were MBE grown
GaAs~001! substrates and represented;1 mm thick ZnTe
films, with CdTe ultrathin layers or submonolayers embe
ded in the latter at a distance of 50 nm from the surface;
average growth thickness^Lz&, the position of the excitonic
transitionEex, the depth of the level« ~relative to the free-
exciton position in ZnTe!, and the line FWHM,G, of these
embedded CdTe layers measured at 5 K are listed in Table I.
In structure W3, the CdTe ultrathin layers are separated
ZnTe layers 50 nm thick, and in W4 and W5, 10 nm thick.
the W1 structure, two submonolayers are separated b
5-ML thick ZnTe layer. High-resolution TEM images4

showed̂ Lz&,4-ML thick layers to represent actually a sy
tem of isolated CdTe islands. Their lateral dimensions do
exceed 3 and 6 nm, and thickness, 3 and 5 ML for lay
with an average thickness of 1 and 3 ML, respectively. Th
in-plane spacings are of the order of 10–20 nm. In the W
structure containinĝ Lz&54-ML CdTe formations the is-
lands coalesce to form a layer with varying local thicknes

Photoluminescence spectra were measured within a t
perature range from 5 to 150 K. An argon laser operating
single lines provided optical excitation~the exciting photon
energy in our experiments was 2.541 eV!. The spectra were
analyzed with a double-grating monochromator with a re
lution not worse than 0.01 nm. The PM tube output was
into a narrow-band amplifier with a lock-in detector. Th
experiment was computer controlled and processed in C
MAC format. The luminescence studied at different tempe
tures included measurement of the linewidthG(T), line shift
© 1999 American Institute of Physics
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D(T), and integrated photoluminescence intensityI (T).
3. Prior to considering the experimental results, consi

some features of the energy spectra of excitons and the
tern of their spatial localization, which are determined by
small thickness of the CdTe layers and their geometry.
major interest are the island structures, because, as this
be shown below, the exciton wave functions may exh
appreciable lateral localization in this case. As a result, a
of islands may be considered as a quasi-isolated ensemb
quantum dots. Besides, for some island dimensions the e
ton binding energyEB may become higher than that in th
case of continuous layers, with a corresponding weaken
of exciton coupling with optic phonons, which accounts f
the intrinsic level broadening with increasing temperature

We start the consideration of the above problems wit
discussion of the band model of the CdTe/ZnTe structu
Specifically, the potential jump in the valence band is dom
nated here by the strains generated by the lattice mism
between the two materials. If they are disregarded, the
called chemical potential jump in the valence band, acco
ing to both theoretical calculations and experiments,11 is
small and is not over 10% of the band offsetDEg between
the materials of the heteropair. Thus the main part ofDEg ~if
one neglects the strains,DEg'0.8 eV! falls on the conduc-
tion band, which accounts for a large potential wellDEc for
electrons. It is the quantization of the light particle that e
plains the extremely broad spectral range of emission li
observed2–4 in our structures.

The above features in the CdTe/ZnTe band diagram s
gest that the energy spectrum of excitons and their local
tion in island structures should be determined primarily
electrons. Therefore we shall start with the calculatio
technique used and the results bearing on the energy
wave functions of electrons in the cylindrical-island mod
setting aside for a while the discussion of excitonic effec

Because the thickness of an islandLz is considerably
smaller than its lateral dimension, the Schro¨dinger equation
can be solved approximately. We write the electron wa
function in the formc(x,y,z)5c1(z)c2(x,y), as this was
done, for instance, in Ref. 12. This reduces the problem
solving a one-dimensional Schro¨dinger equation for a squar
quantum well of thicknessLz having a potentialU(z)

TABLE I. Luminescence line characteristics of the CdTe/ZnTe structu
for T55 K.

Average CdTe
layer thickness, ML
~sample! Line position, eV Level depth, meV G, meV

0.25 ~W1! 2.3425 38.5 3.0
1 ~W4! 2.3095 71.5 11.5
1.2 ~W3! 2.2680 113.0 15.5
1.6 ~W3! 2.2325 148.5 21.5
2 ~W3! 2.1715 209.5 26.0
2 ~W2! 2.1700 211.0 23.0
3 ~W4! 2.1230 258.0 25.0
2 ~W5! 2.1115 269.5 37.0
3 ~W5! 1.9675 413.5 26.0
4 ~W4! 1.9220 459.0 22.5
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5DEcu(uzu2Lz/2), and a two-dimensional equation with
potential U(r)5@DEc2Ee(Lz)#u(r2R), where z and r
are, respectively, the coordinates normal to the island pl
and the distances reckoned from the center of a cylindr
island of radiusR, u(x) is the Heaviside function, and
Ee(Lz) is the electron energy, which is the solution of th
one-dimensional problem and is reckoned from the bott
of the one-dimensional well. The islands will be consider
isolated, and the validity of this assumption will be borne o
by the subsequent analysis.

The one-dimensional problem is specific in that the w
layer thickness is small, which makes the envelope met
inapplicable. It turned out, however, that this approximati
gives good agreement with both experiment and theoret
calculations made within the empirical tight-binding metho
The relevant points were already discussed by us befor2,3

The theoretical works analyzed in these papers can
complemented by a recent publication13 where a study of an
InAs monolayer in GaAs also revealed a close similarity b
tween the results obtained by the two above-mentio
methods for excitons consisting of an electron and a he
hole, and a difference for thee- lh exciton. Note that the
emission measured in our structures is due to excitons of
first type.2–4 Calculations made using well-known relations14

show that the exciton transition energiesEex(Lz), as well as
Ee(Lz), decrease approximately linearly with increasi
thickness within the intervalLz51 – 4 ML with close values
of dEex /dLz and dEe /dLz , which were found to be abou
100 meV/ML.

The contribution due to lateral quantization is foun
from the solution of the two-dimensional Schro¨dinger equa-
tion, which for the ground state can be written

F d2

dr2 1
1

r

d

dr
1

2me*

\2 ~E2U~r!!Gc2~r!50, ~1!

whereU(r)5Uru(r2R), Ur5Ur(Lz) is the potential well
depth, and

c2~r!55 c1J0~k1r! r,R, k15A2me* E

\2 ,

c2J1~k2r! r.R, k25A2me* ~Ur2E!

\2

.

~2!

The condition of continuity ofc2 andc28 at r5R yields an
equation for the lateral quantization energyE

k2J0~k1R!K1~k2R!5k1J1~k1R!K0~k2R!, ~3!

whereJ0 andJ1 are Bessel functions of the first kind, andK0

andK1 are the modified Hankel functions.
Because the depth of a two-dimensional wellUr(Lz)

5@DEc2Ee(Lz)#'0.1n20.05 eV ~wheren51,...,4 for Lz

51,...,4 ML, respectively! is quite large, the contribution o
lateral quantization for small island radii turns out to be su
stantial. Figure 1a presents numerical results characteri
the effect of the lateral dimensions of a cylindrical island
electron energy. One immediately sees that the electron
ergy ~in the figure it is normalized to the well depth! can
differ appreciably from that in the planar-well case f

s



n

e
es
o
i

is
t

e

lo
io

s
e
t

ee
s
-

b-
hat,
ipa-
ns

in
of
of

e
oth
en-
the
et-
line-
h

are
te
hat

t
ave
rs.
of

l 1

teral
tes
me
a

llest
re
for
s
e

at

ation
s;
ap-
it is
low
ing,

sic

n-

fo

2

80
4

649Phys. Solid State 41 (4), April 1999 Za tsev et al.
R/aB.0.3, which corresponds to real island dimensio
(aB , the exciton Bohr radius in ZnTe, is 5 nm!, with the
difference increasing with thicknessLz . Table II lists
electron-hole transition energies calculated for CdTe lay
with ^Lz&51 – 2 ML. The calculations used the island siz
determined by electron microscopy. Shown for comparis
are the results of a planar-layer model calculation, which
real conditions would correspond to continuous layers~quan-
tum wells! with thickness fluctuations whose lateral size
much less than the exciton Bohr radius. One sees that
calculations made within the cylindrical island model agr
much better with experimental data.

Figure 1b presents data characterizing wave-function
calization inside an island. The degree of lateral localizat
b52p* uc2(r)u2u(R2r)rdr increases withLz and re-
mains appreciable for allLz and realR. The latter suggests
that the islands may be considered isolated. An upper e
mate of the overlap integrals, made with account of the r
island sizes and separations, shows that corrections to
electron energies due to wave-function overlap are ind
small. Because of the spread in exciton energies, whose
tistics remain unknown, it would be difficult to make a rig

FIG. 1. ~a! Lateral quantization energy~normalized to well depthUr! and
~b! extent of lateral localization plotted as functions of island radius
island thicknessLz(ML): 1—2, 2—3, 3—4.

TABLE II. Calculated positions of electron-hole transitions~without includ-
ing of the exciton binding energy! for CdTe layers of average thickness 1–
ML.

Average layer thickness, ML 1.0 1.2 1.6 2.0

Level position in cylindrical island model, eV 2.329 2.299 2.238 2.1
Level position in planar layer model, eV 2.349 2.332 2.291 2.2
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orous evaluation of the exciton tunneling-transition pro
abilities between islands. There are grounds to believe t
because such calculations must take into account partic
tion of acoustical phonons, the probability of transitio
should be small compared to that of recombination.

As already mentioned, in view of the specific features
the CdTe/ZnTe band model, the qualitative conclusions
the effect of small island size on the energy and degree
localization are valid for excitons as well. It should b
pointed out that, as the spatial size of the exciton in b
lateral and perpendicular direction decreases, its binding
ergy increases. This should result, first, in an increase of
inhomogeneous linewidth caused by fluctuations in geom
ric size and, second, in a decrease of the homogeneous
width, which is due to interaction with optic phonons at hig
temperatures. This interaction takes place ifEB exceeds the
optic-phonon energy\vLO .15 For planar CdTe layers in
ZnTe, EB can be derived by variational calculations.16 For
CdTe thicknessesLz51 – 4 ML we obtain 13<EB(Lz)
<23 meV. In the case of islands, numerical calculations
fairly time consuming, and it will be dealt with in a separa
publication. Here we shall use qualitative conclusions t
can be drawn from the calculations made17 for cylindrical
GaAs/Ga12xAl xAs islands. As far as we know, this is a
present the only work where the exciton energy and w
function were calculated for finite electron and hole barrie
Extrapolation of the results obtained in Ref. 17 to the case
CdTe islands in ZnTe suggests that within the interva
<Lz<4 ML the exciton binding energyEB may exceedEB

in ZnTe by more than a factor three. Because\vLO

526 meV, the inequalityEB.\vLO will hold, and exciton-
phonon coupling may weaken.

As for the inhomogeneous linewidthG inh , its substantial
decrease with a decrease of both the thickness and la
size of islands allows a qualitative interpretation if one no
the corresponding increase of the exciton to island volu
ratio. As a result, fluctuations in island size will result in
smaller difference between exciton energies. The sma
value ofG inh of 3.1 meV was observed in the W1 structu
containing CdTe submonolayers. The results obtained
this structure will be presented below first of all. It wa
found that on the whole they differ qualitatively from thos
relating to structures containing CdTe layers withLz

.1 ML.
4. The emission line in W1 is due to excitons localized

islands in two closely lying submonolayers.2,3 An analysis of
its temperature dependence reveals an appreciable vari
of the line width G and of its shape at high temperature
indeed,G increases by more than a factor of three and
proaches a Lorentzian shape while at low temperatures
closer to a Gaussian. This suggests that the linewidth at
temperatures is determined by inhomogeneous broaden
while at high temperatures it is dominated by the intrin
exciton-level broadening.18 The most significant interaction
producing exciton energy-level broadening in II-VI semico
ductors is the Fro¨hlich coupling with optic phonons. In this
case theG(T) relation for quantum wells can be written18
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G~T!5G inh1
Gph

expS \vLO

kT D21

, ~4!

whereGph is the exciton-phonon coupling constant,\vLO is
the optic-phonon energy, andk is the Boltzmann constant
The theoretical relation~4! providing the best fit to experi
mental data is shown in Fig. 2 by a solid line. The para
eters used in the least-squares fitting wereGph and \vLO ,
with G inh5G(5 K)53.1 meV ~the linewidth remains con
stant up to 40 K!. The constantsGph and\vLO obtained in
this way are 53 and 26 meV, respectively. The energy of
optic phonon is in a very good agreement with that of the
phonon in the ZnTe barrier. A similar situation is observed
the case of InAs submonolayers in GaAs.8 This observation,
first, serves as an additional argument for an adequate
scription of experimental data in our work by Eq.~4!. Sec-
ond, it apparently suggests that because of the very s
thickness of CdTe islands~one ML! the largest part of the
exciton is localized~in thez direction! in the ZnTe barrier. In
this case one may expect that the temperature-induced
of exciton levels,D(T), should be close to the variation o
the gap,DEg(T), in ZnTe. Indeed, as seen from Fig. 3, th
experimental relationD(T) reproduces very well the cours
of DEg(T) in the barrier.19 As for the exciton-phonon cou
pling constant, its value exceeds by a factor 1.8 that ofGph

for free excitons in ZnTe, 30 meV.15 Because the exciton
binding energy in this system is close toEB in ZnTe ~13
meV!, the increase ofGph compared to this quantity for fre

FIG. 2. G(T) relation for theW1 structure: circles—experimental dat
solid line—fitting against Eq.~4!.

FIG. 3. Shift of the luminescence line maximum with temperature,D(T), in
the W1 structure: circles—experimental data, solid line—plot ofDEg(T)
for ZnTe.
-

e

e-

all

ift

exciton in ZnTe may argue for lateral exciton localizatio
This is suggested also by the absence of a Stokes shift
tween the emission and reflectance spectra.2,3

Figure 4 plots the temperature dependence of integra
luminescence-line intensity of submonolayers. ForT
.40 K, one observes a noticeable weakening of emiss
whose intensity at 150 K is more than two orders of mag
tude weaker than that at 5 K. The mechanisms of quench
~weakening! of photoluminescence in quantum wells w
studied in a number of works.20–22It was shown that in mos
cases the major mechanism is thermal emission of the c
ers localized in quantum wells into the barrier. There
however, no consensus at present concerning the relation
tween the so-called activation energyEa characterizing this
emission and the depth of the electron and hole levels«e

and «h , in a well. In most cases it was found thatEa'«e

1«h .20 Some authors suggest, however, thatEa

5min(«e,«h),
21 or Ea5(«e1«h)/2 ~Ref. 22!. It appeared of

interest to study the mechanisms responsible for the wea
ing of photoluminescence in systems representing
quantum-dot ensemble and to establish, in particular, wh
of the above relations betweenEa , «e , and«h is valid. In-
vestigation of the temperature dependences of integr
photoluminescence-line intensities shows quite often t
one can separate two portions differing substantially in
luminescence quenching rates at low and high temperatu
which are usually characterized by two different activati
energies of nonradiative processes23–25 with the following
relation

I ~T!

I ~0!
5

1

11A1 expS 2
E1

kTD1A2 expS 2
E2

kTD , ~5!

whereE1 and E2 are activation energies, and the consta
A1 andA2 characterize the ratio of nonradiative to radiati
recombination rates. As a rule, the larger activation ene
E2 relating to the high-temperature emission-intensity d
cline can be shown to have a certain physical meaning
was found that, for our system,E2 ~41 meV! agrees closely
with the difference in energies~39 meV! between the free
exciton in the barrier and the excitons localized in Cd
submonolayers. Therefore the emission quenching can

FIG. 4. Temperature dependence of integrated luminescence line inte
for the W1 structure@log(I (T)/I (5)) vs 1/T#: circles—experimental data
solid line—fitting against Eq.~5!.
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caused by thermal ejection of excitons localized in Cd
islands to free-exciton states in ZnTe. As forE1 ~17 meV!, it
can be noted that it is close to the exciton binding energy
the given submonolayer structure.

5. Let us turn now to the results obtained for structu
with CdTe layer thicknesses above 1 ML. They differ ess
tially from W1 in that the linewidth here is in most cas
~with the exception of̂ Lz&54 ML! practically temperature
independent. Figure 5 illustratesG(T) measurements mad
on CdTe layers of differing thicknesses. In contrast to W
the inhomogeneous contribution toG, while remaining
mostly practically constant, is dominant at all temperatur
This conclusion was drawn from an analysis of the li
shapes made by approximating them with the Voigt profil26

~a Gaussian folded with a Lorentzian!. It was found that the
content of the Lorentzian component does not exceed 10%
the total linewidth for all samples and throughout the te
perature range covered. Estimates of the exciton-pho
coupling constant show that it does not exceed 20 meV,
that in some cases it may be considerably smaller.

Note that the linewidth in systems with ultrathin InA
layers in GaAs was found in some studies to become
rower with increasing temperature.27,28 This observation is
believed to indicate the onset of lateral migration with
creasing temperature, a process by which excitons interac
with phonons transfer from states with a lower localizati
energy to deeper states. This results in a temperature-ind
shift of the radiation maximum, which is sharper compar
to the case of the well and barrier materials. We did
observe this phenomenon in our systems. The line shiftD(T)
was in all cases smaller thanDEg(T) in ZnTe and ap-
proachedDEg(T) in CdTe as the exciton level in the we
became deeper. These observations, combined with the
sence of any temperature dependence of the inhomogen
width ~Figure 5!, can be explained by assuming that in stru
tures with thicker CdTe islands, as in submonolayer isla
~the W1 structure!, excitons are laterally localized and, a
cordingly, do not migrate. In contrast to W1, however, t
size of excitons both in the island plane and in the perp
dicular direction is, in accordance with the above, subst
tially smaller. As already mentioned, this results not only
large inhomogeneous linewidths but also in smaller op
phonon coupling constantsGph, which account for the intrin-

FIG. 5. G(T) relation for some quantum-island systems:1—1.2 ML (W3),
2—1.6 ML (W3), 3—2 ML (W2), 4—3 ML (W5), 5—2 ML (W5).
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sic mechanism of broadening at higher temperatures.
note in connection with this that, as shown by an experim
tal study,15 in Zn12xCdxSe/ZnSe quantum wells theGph con-
stant becomes smaller forEB.\vLO than those measured i
conventional bulk ZnSe, whereEB,\vLO .

G(T) was observed to increase only for a 4-ML thic
CdTe layer~Fig. 6!. In contrast to the previous case, th
situation is typical and was noted in many systems. It sho
be pointed out, however, that, unlike the W1 structure,
inhomogeneous contribution is dominant here for all te
peratures. An unambiguous analysis of the line profile is d
ficult to make in this case, however, because a contribu
of the oxygen-impurity-bound exciton complexes29 appears
at high temperatures on the long-wavelength side of the l
To understand the nature of the increase ofG(T), measure-
ments of the temperature dependences of emission sp
were carried out under quasi-resonant excitation with

FIG. 7. Photoluminescence spectra for a 4-ML thick quantum well (W4)
obtained under quasi-resonance excitation by a He-Ne laser at diffe
temperatures. The dashed lines show the features associated with the
face ~19 meV! and localized~25 meV! phonons. Shown with dots is the
interference laser line.

FIG. 6. G(T) relation for a 4-ML thick CdTe layer (W4).
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TABLE III. Activation energiesE1 , E2 and constantsA1 and A2 characterizing luminescence quenching
CdTe/ZnTe structures.

Structure~Sample! A1 E1 , meV A2 E2 , meV A2 /A1
I (5 K)

I (150 K)

0.25 MC ~W1! 10 17 2.33103 41 230 145
1.2 MC ~W3! 20 10 3.23104 47 1600 1400
1.6 MC ~W3! 14 10 1.23104 45 860 420
2 MC ~W3! 4 7 3.63103 43 900 140
2 MC ~W2! 2 5 3.53103 44 1850 180
3 MC ~W4! 11 13 2.23104 58 1950 250
2 MC ~W5! 32 24 1.93104 75 600 60
3 MC ~W5! 16 25 83104 100 5000 26
4 MC ~W4! 7 14 23103 60 280 24
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He-Ne laser (l5632.8 nm), whose photon energy is cons
erably smaller than the band gap in ZnTe and is only 35 m
distant from the maximum of the emission line atT55 K.
The spectra in Fig. 7 suggest several conclusions. First,
citons can be generated fairly efficiently in an ultrathin qua
tum well by photons having energy in the ZnTe transmiss
region ~the luminescence intensity differs by not more th
an order of magnitude from that in the case of barrier ex
tation!. Second, relaxation of the excitons created by
He-Ne laser involves participation of an interface (\v1

519 meV) and a localized (\v2525 meV) phonon, which
are due to the presence of a CdTe layer. Note that sim
phonons were observed earlier in a study30 of relaxation ki-
netics in a 4.3-ML thick CdTe quantum well in ZnTe. Th
first of the above observations implies the existence o
sufficiently high density of excitonic states which do n
contribute to emission at 5 K. Note that this situation is ty
cal of quantum wells with thickness fluctuations. In this ca
the maximum in the absorption spectrum shifts shortward
the emission maximum.31 Excitons with higher energiesEex

possess a higher mobility in the lateral direction and, hen
are capable of relaxing to states with lower energies by e
ting phonons. Excitons generated by a He-Ne laser e
phonons\v1 or \v2 and, because of this process being fa
cannot emit photons. The subsequent relaxation occurs
slower process involving emission of acoustic phonons,
probability increasing with temperature. Processes involv
absorption of acoustical phonons should be present too,
will increase the population of higher-energy exciton
states, and this is what accounts for the spectral broade
and, accordingly, the increase ofG(T). Finally, the increased
probability of the above processes provides explanation
the disappearance from the spectrum with increasing t
perature of the features indicated in Fig. 7 by dashed line
should be stressed that the population redistribution of e
tonic states with different energies is associated with lat
transport.

Table III presents the results illustrating the weaken
of integrated photoluminescence intensity,I (5)/I (150), in
different structures. These quantities are arranged in the
der of decreasing emission photon energy. As the exc
level in the well becomes deeper, the drop in the emiss
intensity is seen to decrease substantially~by about 60
times!. The experimentalI (T)/I (5) relations are well fitted
-
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in all cases by Eq.~5!. In monolayer structures, however, th
largest of the activation energies (E2) does not correlate with
the exciton level depth; indeed,E2 varies from 40 to 100
meV, and«, from 110 to 460 meV. A similar situation wa
observed in many quantum-well structures.28,32,33The lumi-
nescence quenching is usually assigned in these cases t
existence of a nonradiative channel associated with a de
which is located either in the well or near the interface se
rating the barrier from the well. We have at present no id
of the nature of this defect in our structures.

We note in connection with the data in Table III that th
E1 andE2 constants and the ratioA2 /A1 have close values in
the W1 structure~for all three lines! and in W2. This sug-
gests that the nonradiative processes resulting in photolu
nescence quenching are similar. A comment concerning
data on theW5 structure where the activation energiesE1

andE2 are maximum appears appropriate here: the emis
lines of CdTe layers with an average thickness of 2 an
ML lie about 100 meV deeper compared to other CdTe l
ers with the samêLz&. At the same time the inhomogeneou
linewidths in this structure are markedly larger. This diffe
ence from the other structures is apparently due to the Z
surface being misoriented relative to the~001! direction4 in
W5. It was pointed out1 that the fluctuations in geometrica
size may be larger in this case. Therefore the anoma
values of the energiesE1 andE2 in this structure may indi-
cate that the fluctuations in the structure~geometrical and,
accordingly, in energy! affect noticeably the temperature d
pendences.
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~Les Éditions de Physique, Les Ulis, 1988!.
15N. T. Pelekanos, J. Ding, M. Hagerott, A. V. Nurmikko, H. Luo

N. Samarth, and J. K. Furdyna, Phys. Rev. B45, 6037~1992!.
16Y. X. Liu, Y. Rajakarunanayake, and T. C. McGill, J. Cryst. Growth117,

742 ~1992!.
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A study is reported of the structure of photoreflectance~PR! spectra in the vicinity of theE0

transition from thin (d51 – 5mm) n-GaAs andn-InP films (n51016– 1017cm23) grown
epitaxially on Si~001! substrates. A quantitative analysis of the spectra involving multi-
component fitting shows that the electronic optical transition from the$3/2;61/2%
subband provides a dominant contribution to the intermediate-field electromodulation component
in both systems. The splitting observed in the GaAS/Si PR spectra near the main peak are
accounted for not by the strain-induced valence-band splitting but rather by a spectral superposition
of the intermediate-field component due to the$3/2;61/2% subband with a low-energy
excitonic component. The analytically established transition energyE0

3/2;61/2 is used to calculate
biaxial strains in epitaxial films. ©1999 American Institute of Physics.
@S1063-7834~99!03304-3#
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Heteroepitaxial growth of III–V semiconductor films o
silicon substrates has recently been attracting consider
interest, because it offers a possibility of monolithic integ
tion of optoelectronic elements in Si-based integrated circ
and devices.1,2 Reducing residual strains in the epilayer to
minimum is a major problem in heteroepitaxial growth tec
nologies.

Strains in GaAs/Si and InP/Si epitaxial layers may ar
~a! from a film and substrate lattice mismatc
@aSi50.5431 nm,aGaAs50.5653 nm,aInP50.5869 nm~Ref.
3!# and ~b! as a result of different thermal expansion coe
cients@aSi52.6031026 K21, aGaAs55.9031026 K21, a InP

54.7531026 K21 ~Ref. 3!#. The stresses in epitaxial laye
induced in GaAs/Si and InP/Si systems by lattice misma
should be compressive. At the growth temperature, howe
it can be relieved completely by creating dislocations at
interface.4,5 When cooling a sample from the growth to roo
temperature, the difference between the expansion co
cients generates expansion stresses in epitaxial layers.4 It was
reported, however, that the strains determined experim
tally at room temperature are substantially smaller than th
predicted theoretically.4,6 It was conjectured4,6 that tensile
strains in films are also relieved above a certain critical te
peratureTc through generation of dislocations, and that on
at Tc does this process become inoperative.

The problem of high-precision determination of strai
in thin epitaxial films within a broad temperature range s
cannot be regarded as solved. One of the methods use
6541063-7834/99/41(4)/6/$15.00
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study strains in semiconductors, with the highest accurac
broad temperature range, is optical modulation photorefl
tance spectroscopy, based on measuring the strain-ind
change in the energy of electronic optical transitions.7 It of-
fers also such advantages as a high spectral resolut
(;1 meV) within a broad temperature interval, a possibil
of studying thin layers with thicknessesd>100 nm, a high
surface resolution (;20320mm), and a possibility of depth
scanning. Despite all these merits, only a few publicatio
report using of PR spectroscopy to determine residual str
in III-V/Si heterostructures.8–12

This work reports room-temperature photoreflectan
measurements made on InP/Si and GaAs/Si samples
epilayer thicknesses varying from 1 to 5mm. The experi-
mental spectra are analyzed in terms of a model taking
account the change in the energy of electronic optical tr
sitions from the$3/2;61/2% and $3/2;63/2% valence sub-
bands, as well as the presence of low-energy spec
features.12 The results obtained show the spectral contrib
tion due to the$3/2;61/2% subband to be dominant, whil
the weaker$3/2;63/2% component provides only an insig
nificant contribution to the resultantE0 PR spectrum. Thus in
order to determine residual stresses from measured PR s
tra one should use theE02E0

3/2;61/2 energy shift relative to
theE0 transition energy in the bulk material. The stressess i

thus obtained are compared with the available data4,6,9,12,13

on GaAs/Si and InP/Si.
© 1999 American Institute of Physics
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1. EXPERIMENTAL SETUP AND SAMPLES

Measurements of PR spectra were carried out in
1.35–1.65-eV energy region using a He-Ne laserl
5632.8 nm) in air in an experimental arrangement which
similar in design and principle of operation to the instr
ments described in the literature.14 The light-probed area on
the sample was varied from 1003100mm to 1000
31000mm. Increasing the spot area did not change
shape of the spectrum, which indicates a high uniformity
the samples. The modulation frequency was varied from
to 1000 Hz. The laser excitation density was;1 W/cm2,
which provided a surface electric-field modulation levelj
.0.2.15 Additional possibilities for analyzing spectral lin
shape were provided by a two-channel phase-sensitive
plifier with a preset phase, which permitted one to chan
both the PR spectral component phase-locked to the re
ence signal~the so-called fast PR response! and the compo-
nent shifted by 90° with respect to the reference signal~the
so-called slow PR response!.16

The studies were performed on GaAs/Si and InP
samples grown by metalorganic vapor-phase epitaxy.2,5 The
samples consisted of a thick Si~001! substrate, a thin III–V
buffer layer~20 nm thick for GaAs and 80 nm for InP!, and
a thick ~1–5 mm!, GaAs or InP, main epitaxial layer. Th
buffer layers were grown for 20 min at a substrate tempe
ture of 400 °C, and the main layers, for 120 min at a s
strate temperature of 700 °C for GaAs and 640 °C for In
The material used to grow the films was nominally undop
but diffusion of Si atoms from the substrate results in fi
doping at a leveln51016– 1017cm23.17

PR measurements were also carried out
n-GaAs/n1-GaAs andn-InP/n1-InP reference homoepi
taxial samples with carrier concentrationsn51016–
1017cm23, n1'1018cm23, and epilayer thicknessesd52 –
5 mm.

2. THEORETICAL BASIS FOR E0 PR SPECTRUM
SIMULATION

The main modulation mechanism responsible for the
signal is the periodic variation of the surface electric fie
which originates from nonequilibrium carriers generated
periodic illumination of the semiconductor surface by las
photons having an energy exceeding the gap width. Elec
field modulation produces electromodulation spectral co
ponents in the region of direct transitions through the Fra
Keldysh effect. These components can be observed ex
mentally only in the region of direct electronic optic
transitions.

Because the valence band of the GaAs and InP semi
ductors is degenerate at theG~0,0,0! point, their electro-
modulation spectrum at theE0 transition is a superposition
of two spectral components with identical transition energ
e
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5a$3/2;63/2%3S DR
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E

0
$3/2;63/2%

$3/2;63/2%

1a$3/2;61/2%

3S DR

R D
E

0
$3/2;61/2%

$3/2;61/2%

, ~1!

where E05E0
$3/2;63/2%5E0

$3/2;61/2% is the subband transition
energy, and the coefficientsa$3/2;63/2% anda$3/2;61/2% are am-
plitude factors or coefficients of the corresponding comp
nents. The amplitude factors depend on the transition ma
element and carrier effective mass in the subbands.18

The electromodulation components can have
intermediate- or a low-field line shape. The intermedia
field electromodulation structure near theE0 transition ex-
hibits a main peak lying in the electronic transition regi
and high-energy damping Franz-Keldysh oscillations, wh
period depends on the surface electric field and is uniqu
determined by the electro-optic energy and the level of s
face electric field modulation.19 In the low-field case, the line
shape is interpreted as the third derivative of unmodula
reflectance spectrum and represents the so-called reson
structure with two extrema of opposite sign.20 What spec-
trum, intermediate or low field, will be observed, is dete
mined by the ratio of electro-optic energy

\V5S e2F2\2

8m i
D 1/3

, ~2!

where e is the electronic charge,F is the surface electric
field, \ is the Planck constant, andm i is the reduced effective
electron-hole mass along the direction of the electric field
a phenomenological parameter~or broadening energy! G,
which is due to the finite carrier lifetime and may also ser
as a criterion of structural quality of a sample. From t
phenomenological standpoint, for medium doping levels
the n-GaAs and n-InP substrates (n'1016cm23) the
electro-optic energy is, as a rule, larger than the broaden
energy, which for such samples is of the order of 5–10 m
and in these conditions intermediate-field components
come observable.15,19

The electromodulation intermediate-field compone
can be considered within a generalized multilayer lami
model12,21,22~MLM !, which describes the formation of elec
tromodulation signal in terms of the Franz-Keldysh effe
with inclusion of electric-field inhomogeneities in the spa
charge region. The simulation parameters are the electr
optical transition energyEt , the surface electric fieldF, the
depth of the space charge regiondF , the broadening energy
G, and the surface electric-field modulationj (0,j,1).
When simulating the electromodulation spectrum of a se
conductor in the region of degenerate transitions, each of
spectral components is treated within the MLM model, af
which the resultant spectral line shape is constructed in
cordance with Eq.~1! with due account of the amplitud
factors. In the case of bulk GaAs and InP samples, the
plitude factors for the$3/2;63/2% subband exceed the corre
sponding values for the$3/2;61/2% subband ~experi-
ment21,23,24 gives a$3/2;63/2% /a$3/2;61/2%'2 for GaAs and
a$3/2;63/2% /a$3/2;61/2%'3 for InP!. One should not also over
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look the fact that, because of the difference between the
duced effective hole masses in the subbands,me2h$3/2;63/2%

and me2h$3/2;61/2% and, hence, the electro-optic energies
the subbands differ somewhat, which, in its turn, gives rise
a difference between the Franz-Keldysh oscillation peri
for intermediate-field subband components. Figure 1 pres
a model spectrum for GaAs calculated using the ML
model.

Biaxial strain in the@100# and @010# directions lowers
the zincblende structure symmetry to tetragonal.25,26 Lattice
strain lifts valence-band degeneracy at theG~0,0,0! point.
The energies of the electronic optical transitions can be
culated from the following expressions

E0
$3/2;63/2%5E01F 2a

C1112C12
2

b

C112C12
Gs i , ~3!

E0
$3/2;61/2%5E01F 2a

C1112C12
1

b

C112C12
Gs i , ~4!

where s i.0 for tensile stress ands i,0 for compressive
stress,a is the hydrostatic deformation potential,b is the
shear deformation potential, andC11 andC12 are the elastic
constants. Tensile stress shifts both transitions toward lo
energies with respect to theE0 transition in unstressed ma
terial. The energy shift of the transition from th
$3/2;61/2% subband is stronger than that from the$3/2;

FIG. 1. ~a! Model intermediate-field PR spectrum for GaAs and~b,c! sub-
band components. The parameters used in the MLM calculati
E051.425 eV, F533106 V/m, dF5300 nm, G57 meV, j51,
a$3/2;63/2% /a$3/2;61/2%52.
e-

r
o
s
ts

l-

er

63/2% subband. We chose for the calculations the followi
values of the parameters:C1151.1831011Pa ~GaAs!, C11

51.0231011Pa ~InP!, C1250.5431011Pa ~GaAs!, C12

50.5831011Pa ~InP!, a529.8 eV ~GaAs!, a528.0 eV
~InP!, b522.0 eV ~GaAs!, b521.55 eV ~InP!, E0

51.425 eV~GaAs!, E051.343 eV~InP!.3,27

Strain should also affect the electromodulation spectr
of GaAs and InP in changing the relative magnitude of a
plitude factors due to the variation of effective masses in
subbands.7,25

The difference between the transition energiesE0
$3/2;63/2%

andE0
$3/2;61/2% results in an energy shift of the electromod

lation components from the valence subbands with respe
one another. If the amplitude factors of the components
comparable, and the energy splitting is small (;10 meV),
one can expect the appearance near the main peak in
electromodulation spectrum of peak structures, or so-ca
splitting features, which indicate the existence of closely
ing electronic transitions~Fig. 2!. In these conditions the
peak positions can be interpreted, in a first approximation
energy positions of the corresponding transitions.8,12

Although the above model is sufficient for description
electromodulation spectra, experimentalE0 photoreflectance
spectra obtained at room temperature on the GaAs and
semiconductor compounds contain, as a rule, not only
electromodulationE0 component but also a superimpos
low-energy component, which is assigned to excitonic tr
sitions and can be well fitted by the Aspnes relation with
parametern52.15,16,19,23The need of incorporating the low
energy PR components into the model is supported by b
the results of our analysis the spectral structures in the c

s:

FIG. 2. ~a! Model intermediate-field PR spectrum for biaxially stress
GaAs and~b,c! subband components. The parameters used in the calc
tions: s i53.93108 Pa, E0

$3/2;63/2%51.409 eV, E0
$3/2;61/2%51.385 eV, F53

3106 V/m, dF5300 nm, G57 meV, j51, a$3/2;63/2% /a$3/2;61/2%51. The
splitting structure near the main peak indicates valence-band splitting a
G point.
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of GaAs and InP,15,19 and similar spectral studies by oth
authors.14,22–24,28

Thus a realistic physico-mathematical model applica
to analysis of experimental PR spectra from the GaAs
InP semiconductors should contain a mathematical form
ism for simulating the electromodulation and exciton
components.15,16,23Simulation of spectra from strained ep
taxial GaAs and InP layers should include two electromo
lation E0 components and two excitonic componen
with different transition energies,E0

$3/2;63/2%ÞE0
$3/2;61/2% ,

Eexc
$3/2;63/2%ÞEexc

$3/2;61/2% , and different amplitude factors
which correspond to optical transitions from the two su
bands.

3. PHOTOREFLECTANCE MEASUREMENTS: RESULTS AND
DISCUSSION

Figure 3 displaysE0 PR spectra obtained from GaA
GaAs homoepitaxial and GaAs/Si heteroepitaxial sample

PR spectra obtained from homoepitaxial samples in
region of the main peak exhibit different line shapes p
duced by superposition of a low- and an intermediate-fi
component. In all spectra, however, the main peak occu
about the same position near the transition energy for b
unstrained material,E051.425 eV~Ref. 3! ~see Refs. 15, 16
23 for a detailed analysis of spectral line shapes in GaA!.

Intermediate-field PR spectra can be measured also
heterostructural samples~see Fig. 3!. These spectra ar
shifted relative to those obtained on homoepitaxial samp

FIG. 3. Comparison of typical experimentalE0 PR spectra obtained from
GaAs/GaAs homoepitaxial samples~above! and GaAs/Si heteroepitaxia
samples~below!. The spectra from the two structures are clearly seen
have common features.
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toward lower energies, which indicates a decrease in
transition energies for all their spectral components. T
low-energy shift of the spectra implies the existence o
residual tensile stress in the films. An estimate of the car
concentration in the layer based on the Franz-Keldysh os
lation period and made under the assumption that the Fe
level on GaAs surface lies near midgap yieldsn'5
31016cm23. At the high-energy shoulder of the main spe
tral peak one observes features in the form of peak struct
or inflections. Such PR spectra were attributed8 to a super-
position of two intermediate-field components from t
$3/2;61/2% and $3/2;63/2% subbands, with the main pea
itself assigned to the transition from the$3/2;61/2% sub-
band, and the shoulder peaks, to that from the$3/2;63/2%
subband~the so-called splitting structure!. We are going to
show, however, that this interpretation should be recon
ered, because a purely formal comparison of the spec
structures obtained on homo- and heteroepitaxial sam
shows that the ‘‘shoulder’’ structures are observed also in
spectra from homoepitaxial GaAs films~Fig. 3!.

To reveal the strain-induced nature of these structu
the experimental PR spectra were treated within the ab
multicomponent model. The fitting was done with tw
intermediate-field and two excitonic components with va
able transition energies and amplitude factors. The result
the fitting ~see Fig. 4 and Table I! show that experimenta
spectra can be approximated by one excitonic and
intermediate-field component, and that their superposit
provides an excellent fit to experimental line shape throu
out the spectral region covered. Thus our analysis expla
the appearance of a high-energy shoulder or of splitt
structures in experimental spectra as due to superposition
of two intermediate-field components as this was assume
Ref. 8 but rather of one intermediate-field and one excito

o

FIG. 4. Fitting of a typical PR spectrum from GaAs/Si.1—experimental PR
spectrum~solid line! and its fitting~dashed line!. 2,3—spectral components
isolated in the analysis.2—excitonic component: Eexc51.403 eV,
G518 meV. 3—intermediate-field component:E0

$3/2;61/2%51.406 eV,
F59.253106 V/m, G514 meV.
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TABLE I. Parameters of intermediate-field PR spectra and calculated residual stresses.

Sample

Intermediate-field electromodulation component

Residual stress
s i , 108 Pa

Excitonic component

E0
unstr. or

E0
$3/2;61/2% , eV

Broadening energy
G, meV

Shift
E02E0

$3/2;61/2% , meV
Transition energy

Eexc, eV G, meV

GaAs/GaAs 1.42560.002 0.1 - - 1.42060.002 11.461.1
GaAs/Si 1.40360.003 16.967.8 2262 1.8860.16 1.40060.003 17.762.5
InP/InP 1.34360.002 2.5 - - - -
InP/Si 1.33560.003 8.262.3 863 0.7460.27 - -
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component. In accordance with the positions of these sp
tral components and the results obtained in earlier works8,12

they should be assigned to transitions from the$3/2;61/2%
subband, although the absence of noticeable spectral co
butions of the$3/2;63/2% subband in the spectrum appea
somewhat strange, because, while the model predicts a
crease of the amplitude factor for the$3/2;63/2% subband, it
should remain comparable in order of magnitude to that
the $3/2;61/2% subband.7,25

As already mentioned, our present interpretation
strain-induced PR spectra from the GaAs/Si system is
variance with the assumption8 that the spectrum is formed b
superposition of two intermediate-field electromodulati
components. None of our attempts to obtain a good fit us
two intermediate-field components has, however, met w
success. Moreover, a formal identification of the energy
sition of the ‘‘shoulder’’ peak with theE0

$3/2;63/2% transition
energy yields overestimated residual strains, exactly w
was obtained in Ref. 8.

Based on the above quantitative analysis of experime
spectra, one can maintain that the residual stresses in ep
ial layers can be derived only from the established chang
the E0 transition energy for the$3/2;61/2% subband,
namely,E02E0

$3/2;61/2% . For the averageE0 transition en-
ergy in bulk GaAs we usedE051.425 eV.3 As follows from
our quantitative analysis of spectra from GaAs/Si heteroe
taxial samples, the values of theE0 transition energy ob-
tained on the samples studied crowd, irrespective of
GaAs layer thickness, aroundE0

$3/2;61/2%51.403 eV. Using
the difference between the above-mentioned values to ca
late the stresses by means of Eq.~4! yields s i5(1.88
60.16)3108 Pa. This value is in a good agreement with t
residual stresses derived4,6,13 by other means.

PR intermediate-field spectra were also measured on
InP/Si heterostructures. A typical experimental spectrum
presented in Fig. 5. The main spectral peak is seen to lie
1.335 eV and not to exhibit any features. Because
E01D0 transition in InP is close in energy to theE0 transi-
tion, it becomes superposed in the high-energy part of theE0

spectrum on theE01D0 PR spectrum. A comparison ofE0

spectra from InP/Si with PR spectra obtained on homoe
taxial InP/InP samples also shows them to have comm
features, although the former are shifted to lower energie

The experimental PR spectra from InP/Si samples w
analyzed by the procedure applied to GaAs/Si spectra. Fig
5 illustrates a typical result of such an analysis. We read
see that anE0 spectrum can be fitted satisfactorily using on
c-
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one intermediate-field component, which, in accordance w
the calculated position of the transition and with our previo
results,12 should be assigned to a transition from the$3/2;
61/2% subband. No trace of a low-energy excitonic comp
nent was found in the spectrum.

The fit yielded the transition energiesE0
$3/2;61/2% , which

can be used to estimate the residual stresses in InP la
~Table I!. A quantitative analysis shows that, similar to th
GaAs/Si samples, theE0

$3/2;61/2% transition energies concen
trate around the valueE0

$3/2;61/2%51.335 eV, irrespective of
the thickness of the epitaxial layer. The reference transit
energyE051.343 eV for an unstrained homoepitaxial In
InP sample was derived from a quantitative analysis of
spectra and is in agreement with available24 data.

The residual tensile stress in the layer,s i5(0.74
60.27)3108 Pa, was extracted from the differenc
E02E0

$3/2;61/2% . This value accords with the relatively low
residual layer stresses expected4,12 for InP/Si.

The shift in transition energyE01D0 was used also in
Ref. 12 to estimate the residual stresses in the InP layer.
values obtained are of the same order of magnitude.

Thus we have studied the structure of strain-inducedE0

PR spectra from the GaAs/Si and InP/Si semiconductor s
tems. The spectra were analyzed within a theoreti
mathematical model taking into account their multicomp
nent nature.

While the results of the analysis of the spectral structu
observed in the GaAs/Si system support the expected
sponse of the spectrum consisting of its low-energy shift,
interpretation of the splitting structures near the main pe

FIG. 5. Fitting of a typical PR spectrum from InP/Si.1—experimental PR
spectrum, 2—intermediate-field component isolated in the analys
E0

$3/2;61/2%51.335 eV,F52.93106 V/m, G58 meV.
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which was used in Ref. 8 and was expected from mo
calculations, as a superposition of two intermediate-fi
electromodulation components from valence subbands,
not confirmed by our analysis. Despite the relatively lar
residual strain in the GaAs epitaxial layer and, as a con
quence, the substantial splitting at theG point, the spectral
contribution from the$3/2;63/2% subband was not observe
in the spectra because of a strong decrease of the ampl
factor, and the high-energy shoulder peak can be accou
for by superposition of an intermediate-field electromodu
tion component from the$3/2;61/2% subband on the low-
energy excitonic component from the same subband. T
biaxial tensile stress makes the$3/2;61/2% components
dominant in the GaAsE0 PR spectra, and the stress itself c
be derived from the strain-induced shiftE02E0

$3/2;61/2% .
A similar procedure was employed to analyze InP/SiE0

PR spectra. The electromodulation intermediate-field com
nent from the$3/2;61/2% subband was found to be domina
here too. No noticeable low-energy excitonic component w
revealed in the spectra. To derive residual stresses from
spectra, one should use the strain-induced energy shift o
transition from the$3/2;61/2% subband.

To conclude, the multicomponent theoreticomath
matical spectral fitting developed15,16,19to study experimen-
tal spectral structures has been demonstrated to be a re
procedure for analysis of spectra not only from unstrain
materials but in a more complex case as well, namely, fr
biaxially strained GaAs and InP epitaxial layers.
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A study has been made of the field-emission characteristics of cerium and BaO films on W
within a broad range of field-emission currents and fields. An anomalous broadening of the spectra
and a deviation of Fowler-Nordheim characteristics from linearity have been revealed for
high ~above 109 A/m2) field-emission current densities. The dependence of this anomalous
behavior of field-emission characteristics on the work function and topography of the
surface has been investigated. Possible reasons for the observed phenomena are discussed.
© 1999 American Institute of Physics.@S1063-7834~99!03404-8#
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The sharpness, high brightness, and small width of
emitted electron-energy spectra make field-emission c
odes superior to other types of electron sources designe
use in high-resolution electron microprobe analyzers. T
spatial resolution of instruments of this type is limited by t
minimum size of the visible source, which, in its turn,
determined by the spread in electron velocities. To attain
highest-possible brightness, the field-emission cathode is
erated usually at close to limiting current densitiesj and,
accordingly, at high electric fieldsF. Drawing large cathode
currents broadens the field-emission spectra compare
those expected by the Young model.1 At the same time only
a few studies deal with the broadening of the energy spe
of electrons emitted in high electric fields,2–4 and the ob-
served phenomenon is still awaiting interpretation.

The present work reports a study of field-electron ene
spectra and of the Fowler-Nordheim~F–N! characteristics
made within a broad range of anode potentials on emit
which are radically different from those investigated earli
The objects chosen for the study were W–Ce and W–B
emitting systems. By properly controlling the process of a
sorption, one could obtain emitters having different wo
functions and differing topographies~smooth or made up o
three-dimensional adsorbate agglomerates!, thus permitting
investigation of spectral dynamics for three-dimensional p
jections and objects with substantially different work fun
tions.

1. EXPERIMENTAL METHOD

The study was performed in a high-vacuum fie
emission projector with a high-resolution (;30 meV) energy
analyzer.5 The temperature of the tip could be varied with
a broad range. It could be heated by passing current thro
the arm to which it was attached, or cooled by introduc
liquid nitrogen into the holder on which the cathode asse
bly was mounted. Thermocouple measurements showed
the tip in this instrument could be cooled down to 120
The technique used to obtain BaO coatings of differing str
tures is described in detail elsewhere.6 Films of cerium were
prepared by depositing it on the tip maintained at tempe
6601063-7834/99/41(4)/4/$15.00
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tures>750 K. These conditions were shown7 to favor ob-
taining smooth~uniform in thickness! films. The thickness of
a layer was assumed to be proportional to its deposition ti
The amount of the adsorbate at which the W–Ce work fu
tion was minimum was identified with monolayer coverag
In this work both submonolayer and multilayer films we
investigated. The work functionw of the smooth Ce films on
W was determined by two methods, namely, from the cha
in the slope of the F-N characteristic during deposition a
by a combined analysis of the slopes of the F-N characte
tic and of the low-energy tail in the field-emission electr
spectrum, an approach described in detail in Ref. 7. T
values ofw and of the field geometry factorb for a sub-
monolayer and a multilayer Ce film on W~111! are listed in
Table I. The formation conditions of three-dimensional C
agglomerates are specified in Ref. 7.

The current densityj was derived from the ratio of the
current through the probe aperture in the analyzer to the
fective areaA of the probed surface. The value ofA deter-
mined from experimentalI –V curves and the F-N equatio
for the corresponding local values ofw andF remained prac-
tically constant during adsorption~see Table I!.

2. EXPERIMENTAL RESULTS

Figures 1 and 2 display theI –V characteristics and en
ergy spectra of the electrons field emitted from the film s
tem under study. Measurements showed that theI –V curves
and the general pattern of the electron spectra~their shape
and energy position! are satisfactorily described within
broad range of field-emission currents by Young’s equat
for metals, by which the energy distribution of field-emitte
electrons can be written1

j 08~«!}@11exp~«/kT!#21 exp~STED«!, ~1!

whereSTED is the slope of the low-energy tail of the spe
trum drawn in the lnj0vs«5E2EF coordinates,E is the total
electron energy,EF is the Fermi energy, andT is the tem-
perature of the emitting surface. For densitiesj .109 A/m2,
however, one observed an anomalous~compared to predic-
tions by Young’s theory! broadening of the spectra, whic
© 1999 American Institute of Physics
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involved primarily the steepest high-energy slopes in
spectra. This effect is particularly well seen when compar
the high-energy slopes of curves3 and4 to those of curves1
and2 ~Figs. 2 and 3! obtained at low current densities.

If one presents the experimental results on a sem
scale~Fig. 3!, the high-energy portions~curves3 and 4 in
Fig. 4! can be fitted nearEF , in the first approximation, to an
exponential, and their slope characterized by a quantityST .
Applying now Young’s relation, one can readily show th
the electron gas temperature at the time of emission ca
expressed through the slopes of the high-energy (ST) and
low-energy (STED) portions of the spectra as follows

kT~eV!5~ uSTu1STED!21.

The temperatureT can be estimated in this way only pro
vided Young’s relation is valid; it was derived, howeve
under the assumptions which are mathematically justi
solely within the temperature interval where the dimensi
less form factorp5kTSTED<0.7.8,9

Attempts at estimating the tip surface temperature fr
experimental spectra using the above analysis of Youn
relation yield effective temperaturesTeff which exceed the
initial temperature~before the onset of emission! by hun-
dreds of K. For example, for curve4 in Fig. 1 corresponding
to a current density of 63109 A/m2 one findsTeff5900 K.

Figure 5 presents the values ofj andF corresponding to
an increase of FWHM,G, of the field-electron energy spec
trum by about 25% compared to the one expected fr
Young’s model for various values ofw. We readily see that
as the work function decreases, the anomalous broadenin

FIG. 1. I –V curves for smooth Ce films on W~111!. 1—clean W~111!,
T5300 K; 2—W~111!1Ce, 0.2 ML, T5300 K; 3—W~111!1Ce, 6 ML,
T5300 K; 4—W~111!1Ce, 6 ML, T5120 K.

TABLE I. Probed emitter area A, work function, and field geometric fac
b for various emitting systems.

Object of microprobe study A, Å w, eV b•1026 m21

~111!W 4400 4.45 0.34
(111)W1Ce, 4100 3.30 0.34
0.2 ML
(111)W1Ce, 4700 2.6 0.34
6.0 ML
e
g

g

t
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spectra becomes manifest at progressively lowerj . The
change in spectral shape in high electric fields is accom
nied by a deviation of theI –V characteristics from linearity
~curves2–4 in Fig. 1!. The onset of a noticeable (;20%)
I –V deviation from linearity also turned out to be depende
on the emitter work function~Fig. 5!.

FIG. 2. Energy spectra of field-emitted electrons from a W~111!1Ce ~0.2
ML ! system. The curves are shifted above each other to make the plots
revealing. The spectra were obtained atT5300 K. The position ofEF is
identified by a vertical line. The lower scale relates to experimental va
of the bias potentialUb at the emitter. The upper scale refers to energies
the solid reckoned from the Fermi level,F31028 (Vm21): 1—20.5,
2—27.4;3—31.0;4—32.6.

FIG. 3. Energy spectra of field-emitted electrons from a W~111!1Ce ~6
ML ! system,T5120 K. The energy scale directly relates only to curve
the other curves are shifted along the energy scale, and each is related
corresponding Fermi-level positionF31028 (Vm21): 1—13.5, 2—15.1;
3—17.3;4—19.1.
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3. DISCUSSION OF EXPERIMENTAL RESULTS

The anomalous broadening of the energy spectra ca
caused by thermal effects in the tip associated with h
emission currents, or by the space charge of the field-em
electrons.

Studies9–15 of the processes involved in the energy r
lease inside the tip suggest that, if the current is uniform
distributed over the surface of the emitter, any substan
heating of the latter is possible only for current densities
the limit of steady-state operation, i.e.'1011A/m2. It would
thus seem that thermal effects should be disregarded in
ing to interpret the data obtained. Note, however, that
analysis of thermal processes occurring inside the em
was carried out under the assumption that the emissio
distributed uniformly over the surface. In actual fact, as
result of nonuniformities in the work function and surfa
microprojections, the field-emission current density can v
considerably over the tip surface, enabling strong overh
ing of some of its parts. This work permitted discriminatio
of electron fluxes from various parts of the tip with hig
spatial resolution~down to 50 Å!. While the temperatures o
a probed area derived by assuming that the heating is
only to the field-emission current itself may appear too h
~hundreds of K!, one should not disregard the possibility
temperature variations under emission in high electric fie
without performing a special analysis for a nonuniform s
face. Besides, when attempting a theoretical evaluation
heat liberation in small objects one should exercise cau
in dealing with the basic physical constants characteristic
massive samples.

The influence on emission spectra of the processes
curring in the space charge produced by a high-density fi
emitted flux has presently become a subject of a compre
sive analysis.16–20 Although these studies of the associat
phenomena differ somewhat in approach, the prevailing c

FIG. 4. Energy spectra of field-emitted electrons from a W~111!1Ce ~0.2
ML ! system drawn on a semilog scale. The spectra are normalized.
curves are numbered in accordance with Fig. 2.
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clusion is that space charge plays a dominant part in fi
emission in high electric fields. The significance of the
fects connected with the electron interaction in the flow b
tween the tip and the first anode is also supported by som
the results in the present investigation on the dependenc
spectral broadening on the work function and surface str
ture. In the case of emitters with a lower work function, t
broadening manifests itself at lower values ofF ~Fig. 5!,
which can be attributed to the fact that the space cha
densities between the tip and the anode needed to initiate
broadening are attained at lower fields. Besides, in the c
of three-dimensional cerium projections with the diamet
at the base varying typically from 30 to 500 Å,21 the anoma-
lous broadening of spectra was observed to set in at cur
densities exceeding by a few times those observed w
smooth films with the same work function, which also can
assigned to the effect of space charge on the energy spec
of field-emitted electrons.

Based on the well-known experimental studies,22 one
would expect strong influence of space-charge effects foj
and F larger by far than those at which an anomalous
crease ofG and the deviations of the F–N characteristi
from linearity were observed in this work. The disagreem
with the results cited in Ref. 22~Fig. 5! can be associated
however, with different methods used to determine the c
rent density. In Ref. 22, the current densitiesj were derived
by dividing the total current from the tip by the total emittin
area, an unjustifiedly straightforward approach. By contra
in this work one measured directly local values ofj , which,

he

FIG. 5. Current densitiesj and electric fieldsF corresponding to the onse
of anomalous behavior of the field-emission characteristics plotted vs
face work function.1—the data of this work for W–Ce and W–BaO sys
tems (w51.8 eV) corresponding to the conditionDG/G525% and
D j / j 520%; 2—calculation19 for D j / j 550%; 3—experimental estimates22

for the onset of nonlinearity in theI –V characteristics.
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as was found, may exceed considerably the surface-aver
estimates. On the other hand, the values ofj and F corre-
sponding to the onset of anomalies inG and the F–N char-
acteristics are close to the ones calculated19 under the as-
sumption of the dominant role of space charge effects.

Summing up, the above does not give grounds for giv
preference to either mechanism of anomalous chang
field-emission characteristics in high electric fields. The
perimental data obtained should prove useful in construc
adequate theoretical models.

The author owes sincere thanks to V. A. Ivanov for a
sistance in the experiments.
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Decay kinetics of the delayed annihilation fluorescence of aromatic molecules
in Langmuir–Blodgett films
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Karaganda State University, 470074 Karaganda, Kazakhstan
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Triplet states of aromatic molecules of the anthracene type in Langmuir–Blodgett films are
investigated. It is established that the principal channel for the relaxation ofT1 states is
bimolecular triplet-triplet annihilation. The observed nonexponential decay kinetics of
delayed annihilation fluorescence is discussed within the formal-kinetic and percolation models.
© 1999 American Institute of Physics.@S1063-7834~99!03504-2#
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Multimolecular Langmuir–Blodgett~LB! films are an
example of artificially organized molecular systems, wh
are formed by means of the successive transfer of mono
ers of organic molecules from a water surface to a so
substrate. One characteristic feature of LB films is their
rected molecular orientation and strictly fixed thickness. O
ing to their structural features, LB films have several spec
properties, which distinguish them from bulk media.1

The investigation of the spectral-luminescence prop
ties of LB films of aromatic molecules has been the sub
of several papers.2–7 It was shown that aromatic molecules
both a pure form and in mixtures with molecules of fa
acids form stable monolayers on a water surface and ca
transferred intact to a solid substrate. When the concentra
of the luminophor in the monolayer was varied, the fluor
cence of monomers and excimers was observed.3,5,7 The
spectral-kinetic properties of LB films of anthracene deriv
tives were studied in Ref. 2, and it was shown that the str
ture and position of the electronic spectra of LB films a
similar to the spectra of anthracene crystals. Neverthel
the scientific literature on LB films includes virtually no pu
lications devoted to the study of the properties of trip
states, which play a significant role in the conversion of el
tron excitation energy in molecular systems.

One of the effective channels for the deactivation of tr
let states is the bimolecular annihilation of triplet molecul
as a result of which one of the molecules passes into
ground S0 state, while the other passes into an excitedS1

state. Triplet-triplet annihilation~TTA! is accompanied by
delayed fluorescence~DF!, whose spectrum coincides wit
the spectrum of ordinary fluorescence and whose duratio
determined by the lifetime of the triplet molecules. Becau
of the small spatial scale of the exchange interaction un
lying TTA, the decay kinetics of annihilation delayed flu
rescence depend strongly on the structure of the med
While the rate of the pair annihilation of triplets in homog
neous liquid solutions and molecular crystals is determi
by the diffusion of the reactants and the migration of
exciton,8,9 the efficiency of TTA in solid-state systems ha
ing an irregular structure depends on the nature of the di
6641063-7834/99/41(4)/4/$15.00
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bution of the molecules and specific details of th
interaction.10

The present work was devoted to investigate of the pr
erties of the delayed annihilation fluorescence of arom
molecules in LB films, since it can be expected that n
aspects of TTA may become evident in such structures.

1. EXPERIMENTAL METHOD

Zone-purified molecules of anthracene, 1,
benzanthracene~1,2-BA!, pyrene, and 3,4-benzpyrene~3,4-
BP! were chosen as objects of investigation. In pure for
the molecules investigated do not form stable monolayers
the water/air interface, since they do not have surface pr
erties. Therefore, mixtures of these molecules with ste
acid were used. The compounds were dissolved separate
chloroform and then mixed in various luminophor:stea
acid mole ratios~1:1, 3:1, and 1:50!. A similar method was
used in Refs. 6 and 7. Multimolecular layers were obtain
on a nonluminescent quartz substrate using an autom
Langmuir apparatus. Thep-A isotherm~the dependence o
the surface pressure on the area per molecule! was recorded
for each mixture of a luminophor and stearic acid before
material was deposited on the substrate. The optimum p
sure for transferring the monolayer to the substrate was
termined from the linear portion of thep-A isotherm, which
corresponds to the state of maximum possible packing of
molecules. The time for reaching of this phase state of
monolayer was determined using a Wilhelmy balance. Af
this the monolayers were successively transferred to aZ-type
solid substrate.

The p-A isotherms obtained for the mixtures of ea
luminophor with stearic acid were used to calculate the a
per molecule in the solid condensed phase (Amol). The re-
sults of the calculations ofAmol for the various luminophors
are listed in Table I. In all cases the area per molecule
proaches the valueAmol520.5 Å2 for stearic acid as the con
centration of stearic acid in the mixed monolayers is
creased.

Based on the data obtained it can be presumed that
luminophor molecules are inserted between stearic acid m
ecules. In such a case a significant increase in the conce
© 1999 American Institute of Physics
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tion of luminophor molecules leads to instability of th
mixed monolayer. The optimum ratio between the lumin
phor and stearic acid is 3:1, at which a sufficiently stro
monolayer forms. It can be transferred to the substrate,
the solid films obtained exhibit appreciable luminescence

The spectral-kinetic natures of the samples were m
sured by an automated system with detection in the pho
counting mode.11 The samples were placed in a vacuu
pumped optical cryostat for performing experiments ove
broad temperature range. Photoexcitation was effected by
output of a nitrogen laser (l5337.2 nm, the energy in a
pulse was 3 mJ, and the pulse duration wast510 ns!. To
eliminate the ordinary fluorescence signal, a mechanical p
tographic shutter or electronic ‘‘triggering’’ by the photo
multiplier was employed. The time from the arrival of a las
pulse to the beginning of a measurement was 150ms in the
former case and 10ms in the latter case. At least 5000 a
quisitions were carried out to obtain signals of a satisfact
level. A computer was used to control the apparatus, ac
mulate the signals, and further process them.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the absorption~1! and fluorescence~2!
spectra of 1,2-BA in an LB film. The spectra obtained a
red-shifted relative to their spectra in an ethanol solution
more closely approximate the spectra of the crystal. A si
lar picture was observed for the other luminophors. Pyr
and 3,4-BP molecules exhibited excimer fluorescence al
with fluorescence of the monomers. The spectra of the
films of anthracene are consistent with the data in Ref. 2

Let us consider the results of measurements of the lo
lived luminescence in the example of the LB films of 1,
BA. When an LB film was excited by the output of a nitro

TABLE I. Dependence of the area per molecule on the luminophor:ste
acid ratio.

Amol , Å2

Luminophor 1:50 1:1 3:1 5:1 7:1

Anthracene 19.25 16.5 7.5 4 –
1,2-BA 17.6 12.6 7.85 – –
Pyrene – 12.4 8.45 5.5 4.3
3,4-BP – – 8.60 – –

FIG. 1. Absorption~1! and florescence~2! spectra of LB of 1,2-BA.
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gen laser atT577 K, delayed fluorescence was observed.
spectrum coincides with the spectrum of the ordinary flu
rescence of the same film. Excimer delayed fluorescence
also observed along with the monomer fluorescence for
pyrene and 3,4-BP films. No appreciable luminescence
detected in the region of the phosphorescence spectra o
luminophors for any of the samples.

The form of the kinetic decay curve of the delayed flu
rescence of an LB film of 1,2-Ba atT577 K is shown in Fig.
2. The decay curves for LB films of the other luminopho
are not presented here, since similar data were obtained
can be seen from the figure, nonexponential decay of
delayed fluorescence is observed in the general case. E
nential decay was observed at timest.5.0 ms. The lifetimes
of the triplet states (tT) and the rate constants of first-ord
decay (k1) calculated from the exponential part of the dec
curve are presented in Table II.

Along with the formal-kinetic model which describes th
laws of the pair annihilation of triplet excitons in molecul
crystals,12 there are static annihilation models for solid is
tropic solutions,13,14according to which the observed none
ponential DF kinetics are due to the dependence of the
of TTA on the distance between the reactants. In the cas
inhomogeneous media, such as mixed crystals, polymers
rous glasses, etc., percolation theory has proved to be e
tive for describing the kinetics of annihilation delaye
fluorescence.15,16

ic

FIG. 2. Decay kinetics of the delayed annihilation fluorescence of an
film of 1,2-BA.

TABLE II. Values of the parameters characterizing the delayed fluoresce
of LB films of aromatic molecules.

k1, tT , n @T0#•10214, kann, h
Luminophor s21 ms (I DF;t2n) cm23 s21cm3

Anthracene 62.5 16 1.5 3.2 531029 1.01
1,2-BA 55.0 18 1.1 5.2 5310211 0.60
Pyrene 22.7 44 1.7 1.0 931028 0.59
3,4-BP 37.0 27 1.3 4.0 1.5310210 0.94
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The DF decay curves obtained were analyzed accord
to these models of TTA. The initial portion of the curv
(t,100ms! is approximated well by a power function of th
form I DF;t2n. The values ofn are listed in Table II. A
decrease in the energy of the laser pulse led to transforma
of the power law into an exponential dependence. When
energy of the exciting pulse was varied from 3 to 0.12 m
the half-life of the luminescence increased from 230 to 4
ms.

The analysis performed on the initial nonexponen
portions of the kinetic curves showed that they are descri
more closely by the formal-kinetic model of TTA in homo
geneous systems, according to which the deactivation of
lets is described by the kinetic equation9

2
d@T#

dt
5k1@T#1kann@T#2, ~1!

and the DF intensity is specified by the expression

I DF5S k1
2

kann
D H S 11

k1

kann@T0# Dexp~k1t !21J 22

, ~2!

wherek1 and kann are the rate constants of monomolecu
decay and TTA, respectively, and@T0# is the initial triplet
concentration.

Figure 3 compares the initial portion of the experimen
DF decay curve~curve 1! of a 1,2-BA LB film with the
theoretical curve~2! calculated from Eq.~2!. When the cal-
culated curve was constructed, the approximate value of
initial triplet concentration (@T0#) was estimated with con
sideration of the energy in the laser pulse, the absorp
coefficient of the sample at a wavelength of 337.2 nm, a
the quantum efficiency of the luminophor in the triplet sta
The values of the pair annihilation rate constantkann ~Table
II ! of the triplet molecules at which the best agreement
tween the experimental and calculated curves was obse
are qualitatively consistent with the values of the rate c
stant of the bimolecular annihilation of triplet excitons
molecular crystals.12

FIG. 3. Comparison of an experimental DF decay curve~1! with the theo-
retical curve~2! calculated within the kinetic model.
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Thus, the spectral-luminescence data obtained for
films of the molecules investigated demonstrate their simi
ity to the analogous characteristics for molecular crysta
The decay kinetics of delayed annihilation fluorescence
the initial decay times are described satisfactorily by
formal-kinetic model of the annihilation of triplet excitons i
molecular crystals. At the same time, while the DF kine
decay curve can be fully described within the exciton
model, in the case of LB films the experimental data ag
poorly with the calculated curve~curve 2 in Fig. 3! at
t.100ms.

In Refs. 15–17 a percolation model constructed in
fractal approximation was used to account for the laws g
erning the decay kinetics of long-lived luminescence in
homogeneous systems. The main difference between the
colation model and the classical formal-kinetic model
annihilation is confined to the time dependence of the an
hilation rate constant. According to this model, the equat
describing the deactivation of triplets has the form16

2
d@T#

dt
5k1@T#1kannt

2h@T#2, ~3!

and the DF intensity is specified by the expression

I DF;kannt
2h@T#2. ~4!

The parameterh characterizes the degree of local inh
mogeneity of the mediumds

h512ds/2, 0<h<1. ~5!

For a strict fractal mediumds51.33 andh50.35.
The DF kinetic curves were analyzed within the perc

lation model on the assumption that microscopically inhom
geneous regions can exist in the structure of LB films alo
with the crystalline regions. Figure 4 shows the result
treating the long-term part of the kinetic curve for 1,2-B
according to the relation~4!. It was assumed here that th
concentration of triplets varies only slightly during the me

FIG. 4. Description of the kinetics of delayed fluorescence by the perc
tion model att.100ms.
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surement time. The values ofh determined in this way for
other luminophors are presented in Table II. The values oh
obtained lie in the theoretical limit.

Thus, an analysis of the experimentally obtained de
curves showed that the kinetics of the delayed fluoresce
of aromatic molecules in LB films are described satisfac
rily by the formal-kinetic model for homogeneous media
the initial period after excitation and are consistent with
percolation model in the later stages of decay (t.1 ms!.

Generalizing the results obtained, we can conclude
the deactivation of triplet states occurs in Langmu
Blodgett films of aromatic molecules mainly as a result
biexcitonic annihilation. The kinetics of the initial stage
DF decay probably reflects the existence of crystalline
gions having an ordered arrangement of the luminophor m
ecules, for which the luminescence kinetics are descri
satisfactorily within the formal-kinetic excitonic model. I
addition, the films contain percolation clusters, in which t
migration of excitation energy also takes place. The ‘‘fra
tal’’ luminescence, which is clouded by the ‘‘crystalline
luminescence on the initial portion of the kinetic curve,
displayed more clearly at later decay times.

* !E-mail: nibraev@ism.kargu.krg.kz
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The structure of diamond nanoclusters
A. E. Aleksenski , M. V. Ba dakova, A. Ya. Vul’, and V. I. Siklitski 

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted September 7, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 740–743~April 1999!

A model describing the structure of diamond nanoclusters produced by explosive shocks is
proposed. The model is based on experimental data obtained from x-ray diffraction and small-
angle x-ray scattering. This model considers the diamond nanocluster as a crystalline
diamond core coated by a carbon shell having a fractal structure. The shell structure depends
both on the cooling kinetics of the detonation products and on the method used to extract
from them the diamond fraction. ©1999 American Institute of Physics.
@S1063-7834~99!03604-7#
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The diamond cores in ultradisperse diamond~UDD!
clusters obtained by detonation synthesis were found to
43 Å in size, with a small amount of an amorphous pha
with sp2 andsp3 hybridized bonds present on their surfac1

It was shown that UDD clusters are fractal objects, and
variation of the fractal dimension during isothermal ann
was studied in an inert ambient.2

This work reports an investigation of the structure o
UDD cluster determined by x-ray diffraction and small-ang
x-ray scattering measurements made on UDD samples
lowing consecutive removal of the cluster shell sheets b
high-activity oxidizer.

1. SAMPLES AND EXPERIMENTAL METHOD

The studies were carried out on UDD samples extrac
from the carbonaceous residues formed by detonation of
plosives containing excess carbon as described in Refs.
The UDD samples were obtained by the so-called ‘‘dr
synthesis,4 where the detonation products are cooled by
gas; in this case the content of the diamond phase in
detonation-produced carbon does not exceed, as a rule
wt. %.

The diamond phase was extracted by treating
explosion-produced carbon with nitric acid in an autocla
The amount of the nondiamond phase removed was g
erned by the temperature of the treatment. After the reac
had come to an end and the material had been taken o
the autoclave, it was washed with distilled water until p
57 was reached. The UDD samples prepared in this w
were identical in all parameters, except the amount of
amorphous phase coating the diamond core. The sample
the highest degree of cleaning was obtained by treating
carbon material with ozone. The parameters of the oxida
processes are listed in Table I.

The fractal structure of the nanoclusters was studied
traditional way5 by measuring the dependence of the sm
angle x-ray scattering intensityI on wave vectorq within the
6681063-7834/99/41(4)/4/$15.00
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interval 0.036,q,0.8 Å21, which corresponds to scatterin
angles 0.5,2QBr,10°. The scattering intensity was me
sured inQ, 2Q geometry on a Dmax-B/RC Rigaku Cor di
fractometer in a single-crystal arrangement. Cu radiationl
51.5418 Å) was used. X-ray diffraction measurements w
simultaneous with the small-angle scattering studies on
same samples within a broad range of angles. The data
treated as described in Ref. 2.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The experimental x-ray diffraction and scattering curv
are displayed in Figs. 1 and 2. The broad symmetric diffr
tion maxima observed for all samples at the ang
2QBr543.9 and 75.3° correspond to the~111! and ~220!
reflections from a diamond-type lattice. The halfwidths
the maxima correspond to diffraction from spherical partic
having coherent scattering regions about 40 Å in size.

Curve 1 in Fig. 1 ~the starting sample of explosion
produced carbon before the oxidizing treatment! also con-
tains a broad diffraction maximum at 2QBr'26°, which can
be assigned to reflection from the~0002! planes of a
graphite-type lattice. The halfwidth of the maximum is a
propriate for scattering from spherical particles not over
Å in size. The integrated-intensity ratio of the diamon
~111!, to graphite,~0002!, maxima for this sample isI D /I G

55/8, which agrees with the expected amount of the d
mond fraction of 35%. One can see also narrow maxi
corresponding to diffraction from large inclusions of the iro
oxide Fe3O4 ~identified with an asterisk in Fig. 1!. At small
angles (2QBr,10°) a characteristic increase of scattered
diation intensity is observed.

In the first stage of oxidation, iron oxide impurities a
removed from the detonation-produced carbon~curve 2 in
Fig. 1!. A clearly pronounced asymmetry appears in the d
fraction maxima at 2QBr'26 and 75.5°, and the maxim
acquire a sawtooth shape typical of diffraction from a tw
dimensional grating.6 The ratio of the integrated intensitie
© 1999 American Institute of Physics
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TABLE I. The conditions used for UDD extraction from detonation-produced carbon and scatterer param

Sample No.
Etchant and etch temperature

T (°C) DimensionD and type of fractal Scatterer size

1 2.51, Surf. 52
2 HNO3, 50%, 180 °C 2.21, Surf. >60
3 HNO3, 50%, 190 °C 2.93, Surf. >60
4 HNO3, 50% 200 °C 2.85, Surf. >90
5 HNO3, 50% 230 °C 2.34, Surf. .90
6 HNO3, 70% 250 °C 2.92, Surf. 45
7 HNO3, 50% 240– 260 °C 2.97, Vol. 52
8 ozone flow 2.93, Vol. 32

Note.The scatterer type, fractal dimension, and size~the first three rows of columns 3 and 4! derived fromI (q)
relations were obtained by averaging the scattering intensities from graphite nanostructures of differen
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of the diamond and graphite maxima changes toward
creasing diamond fraction. The ratioI D /I G53/1 corresponds
approximately to 75 wt. % of the diamond phase in th
sample.

The experimental curves obtained on samples subje
to more thorough cleaning exhibit qualitative chang
~curves3 and4 in Fig. 2!, namely, the diffraction maximum
corresponding to the graphite phase vanishes, and dif
scattering ~a halo! becomes evident at 2QBr'17°. The
small-angle x-ray scattering pattern also undergoes a q
tative change, so that when plotted on a log-log scale
relations can be well fitted by a power-law function with
the 0.2,q,0.8 Å21 interval ~see Fig. 2!.

FIG. 1. Diffraction patterns of UDD samples differing in the extent
cleaning. The etching parameters are specified in Table I~the sample num-
bers coincide with the numbers of the entries!. The asterisk identifies the
Fe3O4 diffraction maxima.
-

ed
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e

Still deeper cleaning results in a practically comple
disappearance of the halo~curve 5!, and a clearly defined
maximum appears at small scattering angles~curve8!.

Our analysis of the diffraction and scattering curves w
be based on a model1,2 in which a UDD cluster consists of a
diamond core inside an amorphous carbon shell havin
complex structure, and depends on data on the fractal dim
sion and characteristic size of the scatterer. These param
determined by the method described in Ref. 2 are prese
in Table I.

Obviously enough, the scatterer left after the deep
cleaning stage~ozone treatment! is the diamond core. Tha
the scatterer size is 32 Å, which is less than the typical

FIG. 2. Small-angle-scattering curves for UDD samples obtained by c
secutive oxidation. The oxidation parameters are specified in Table I~the
sample numbers coincide with the numbers of the entries!.
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mension of the coherent-scattering region,1,7 implies that the
diamond core was partially etched off. This conclusion
buttressed also by the broadening of the~111!, ~220!, and
~311! diamond reflections. The core fractal dimension
found to beD52.93, which corresponds to a mass~volume!
fractal. The weak-intensity halo originates from scattering
an elementary structural block with a characteristic s
;2.5 Å. The difference of the fractal dimension fro
D53 ~a smooth ball! indicates a weakly pronounced surfa
relief. Similar parameters are observed also when oxidiz
the amorphous phase in a flow of nitric acid
T;240– 260 °C~curve 7!. A weak difference is observe
only in the size of the scatterer, i.e. the UDD cluster core

In an earlier stage of cleaning~curve6! the scatterer size
is L545 Å, which corresponds to the diamond core acting
a coherent scatterer, and the surface exhibits a sharper
~the halo at 17° is brighter!. We associate the observed ha
with scattering from the carbon sheets in the onion-l
structure. There is more than one argument for this con
ture. First, the halo can be attributed due to scattering fr
structural elements 2.46 and 2.84 Å in size~which corre-
sponds to the wave vectorsq51.28 and 1.11 Å21, respec-
tively!. The break in the small-angle scattering curves
q'0.55 Å21 indicates the existence of larger characteris
sizes as well. The ‘‘aromatic’’ cluster8 whose structure is
shown in Fig. 3b has such characteristic dimensions. Sec
the fractal dimensionD'3 evidenced by curves6 and 7
argues for the scatterer being a smooth-surface fractal
nally, the shell thickness, as shown earlier,2 does not exceed
5 Å, which corresponds to the observed difference betw
the scatterer diameters determined for samples6 and7. This
size is characteristic of the thickness of the onion-like carb
shell enveloping the core in the initial stages of the diamo
graphite transition during UDD annealing.9,10 The absence o
the halo and of a break in curve5 for samples studied in
earlier stages of cleaning, combined with a substanti
sharper relief (D52.34), may be assigned to interferen
from individual structural elements distributed random
over the surface of the onion-like UDD-cluster shell.

That the halo and the break in the small-angle scatte
curves of samples in earlier stages of cleaning~curves3 and
4! are observed atq'1.2 and 0.5 Å21 suggests that the
structural element of the scatterer did not change and
remains an aromatic cluster. At the same time the chang
the fractal from the mass to surface type with increas
fractal dimension and, simultaneously, increasing scatt
size (L>90 Å) indicates that the scatterer is a diamond s
rounded by an onion-like shell, with sets of equidistant na
sized graphite platelets distributed randomly on its surfa
By this model, the decrease of fractal dimension fro
D52.93 to 2.85, with the etching temperature increas
from 190 to 200 °C, is associated with the formation
channels between these platelet sets~through oxidation of
weakly coupled hydrocarbon chains!.

The above interpretation of the oxidation process is s
ported indirectly by the fact that curve2 obtained at lower
oxidation temperatures exhibits diffraction from graph
particles which do not possess three-dimensional symme
Such diffraction was observed by us earlier1 when annealing
s
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UDD clusters in an argon ambient at about 1400 K. T
structures responsible for such diffraction were described
considerable detail in Ref. 11. They represent a set of e
distant nanosized graphite-like platelets. These graphite-
platelets exhibit structural perfection in two directions in
plane, show only a weak trend to parallel stacking, and
should be stressed, do not exhibit three-dimensional crys
lographic order. Clearly enough, the absence of thr
dimensional crystallographic order with, at the same time
high perfection of the structure as a whole can be achieve
formation of closed and quasiclosed structures. It is th
structures that were called the onion-like carbon form.12

The change in the shape and the shift of the grap
diffraction maximum in curve 2 compared to the origin
sample~curve 1!, where the fraction of bulk graphite par
ticles is substantially larger, is thus associated with
change of three-dimensional diffraction from bulk graph
to a two-dimensional one from quasiclosed onion-like str
tures. Note that the presence in the detonation-produced
bon of graphite particles with a low degree of thre
dimensional order along the~001! direction was pointed ou
in Ref. 9, where it was shown that UDD particles in th
carbon are 70–100 Å in size, whereas the graphite-like

FIG. 3. ~a! Model structure of detonation-produced carbon and~b! structure
of the aromatic cluster.1—diamond core of UDD cluster,2—onion-like
carbon shell, 3—nanosized graphite platelets,4—graphite particles,
5—metal-oxide inclusions. The UDD cluster obtained by oxidation of de
nation carbon~sample6! is made up of a diamond core~1! and an onion-like
shell.
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clusions, are not over 15 Å. These observations are in a g
agreement with the size of the scatterers measured by us
the oxidation treatment and, therefore, they were used
drawing the schematic structure of the UDD cluster in Fig

Thus consecutive removal of UDD sheets permitted
to construct a model of the UDD cluster structure~Fig. 3!. It
can be maintained that the carbon produced in detona
represents a diamond core coated by an onion-like car
shell, on which graphite inclusions are distributed. The va
ous impurities and hydrocarbons are located on this shell
are present in the carbon phase. Etching the nondiam
phase away removes consecutively the bulk graphite ph
and the impurities; cuts channels dissecting the shell m
up of disordered graphite-like quasiclosed sheets, and
moves the stacks of the nanosized carbon platelets forme
this way; and, finally, smoothens the surface relief in the
stage by dislodging the onion-like sheets down to the d
mond core. Note that depending on the actual exten
cleaning~50 or 70% HNO3) one can either etch off the nano
sized graphite-like platelets from the surface of a clos
onion-like shell~sample7! or destroy the closed shell alto
gether~sample6!.

It becomes clear now that the difference between
UDD obtained in dry and aqueous synthesis2 consists in dif-
ferent thicknesses of the onion-like shell. Indeed, because
detonation carbon produced in dry synthesis passes th
gion of kinetic instability of diamond at a lower rate, th
thickness of the closed onion-like shell will be larger th
that in the process involving water. For equal extents
cleaning used to extract the diamond phase from the det
od
fter
in
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tion carbon the UDD samples produced in the dry and aq
ous synthesis will differ naturally only in scatterer size,
observation made by us earlier.2
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The relationship between the interatomic distances and crystal dimensions in dispersed carbon is
studied by x-ray structure analysis and by performing model calculations. It is established
that the interatomic distances in dispersed carbon are determined by the dimensions of the crystals
along the crystallographica axis (La). Small crystal dimensions dictate smaller interatomic
distances than in graphite; an increase in the crystal dimensions leads to a corresponding increase
in this parameter. The interatomic distances in dispersed carbon depend on the degree in
covalency of the bonding, which is a function ofLa . © 1999 American Institute of Physics.
@S1063-7834~99!03704-1#
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The conversion of amorphous carbon into graphite d
ing high-temperature treatment has some significant spe
features. The crystals formed in the amorphous matrix ha
turbostratic structure, which differs from the graph
structure.1,2 The principal parameters of the structure of su
crystals are the interlayer distancesd002 and d110 and the
dimensions of the coherent scattering regions in the di
tions of the crystallographica and c axes, i.e.,La and Lc ,
respectively. For graphited00250.3354 andd11050.1232
nm, and for the turbostratic structured002P@0.337,
0.360 nm# and d110P@0.1215, 0.1230 nm#. According to
Bragg, Lachter, and Aladekomo,3–5 the differences in the
interlayer distances can be attributed to the presence of
eral metastable phases with structures similar to hexag
graphite, but with different crystal-lattice parameters. In th
opinion, the differences between the interlayer distance
such phases and the values characteristic of graphite
caused by the presence of different types of interlayer car
atoms.6 However, it has been shown in several studies t
the variation of the interlayer distanced002 is governed by
the small dimensions of the crystals.7,8 The correctness o
such an approach to the interpretation of the transforma
of disordered carbons into graphite is confirmed by the
perimentally detected relationship between the interlayer
tances and the dimensions of the coherent scatte
regions.9 In the present work an attempt was made to exa
ine the reasons for the deviation ofd110 from the graphite
values on a similar basis. The purpose of the work was
investigate the relationship between the crystal dimens
and the interatomic distances in dispersed carbon.

1. SAMPLES AND INVESTIGATIVE METHODS

Petroleum cokes with various initial concentrations
structural impurities and additions were taken as samples
the investigation~see the caption to Fig. 1!. The samples
were calcined in an argon atmosphere in the tempera
range 160022500 °C. The heat treatment was carried out
6721063-7834/99/41(4)/4/$15.00
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a Tammann furnace. The heating rate was 300 °C per h
and the time of isothermal holding at the final temperat
was 3 h.

The x-ray structure investigations were performed on
DRON-3 x-ray diffractometer (CuKa and Co Ka radia-
tion!. The profiles of the 110 diffraction maxima were r
corded on a chart with a rotation rate of the goniometer eq
to 1/8 of a degree per minute. The interlayer distances w
determined from the center of gravity of the diffraction line
and the mean dimensions of the coherent scattering reg
were determined from the integrated linewidth. Silicon c
bide served as a reference.

2. RESULTS OF THE EXPERIMENTAL INVESTIGATIONS

The results of the experimental investigations are p
sented in Fig. 1. It was found that the interlayer distanced110

and, consequently, the interatomic distances (RC2C5d110/
cos 30°) in carbonaceous materials depend on the mea
mensions of the coherent scattering regionsLa . Regardless
of the content of structural impurities in the samples and
technology used to synthesize them, all the experime
points lie on a single curve~Fig. 1!. Small crystal dimensions
dictate smaller values of the interlayer separations in co
parison to graphite. AsLa increases, the value ofd110 in-
creases, tending to the value characteristic of graphite.

3. RELATIONSHIP BETWEEN THE DEGREE OF COVALENCY
OF THE BONDING AND THE DIMENSIONS OF THE
LAYERS

Let us consider the reasons for the difference betw
the interatomic distances in dispersed carbonaceous ma
als and the value characteristic of graphite. The literat
presents data on the difference between the interatomic
tances in various polymorphous modifications of carbon a
organic molecules.10 For example, for diamondRC2C

50.154 nm, for graphiteRC2C50.1422 nm, and in the ben
zene and ethylene molecules the interatomic distances
equal to 0.139 and 0.133 nm, respectively. The difference
the interatomic distances are attributed to differences in
© 1999 American Institute of Physics
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degree of covalency in the bonding.10 The degree of cova
lency is introduced as the parameterx, which is equal to the
ratio of the maximum possible number of covalent bon
formed in the material to the number of bonds actua
formed ~thus, for diamondx51, for graphitex51.333, for
benzenex51.5, and for ethylenex52). The interatomic
distances for intermediate values ofx can be found using the
interpolation polynomial

RC2C5A1Bx1Cx21Dx3. ~1!

In the present work the values of the coefficientsA, B, C, and
D were found from the four pairs of values (RC2C , x) just
presented using the least-squares method.

Let us determine whether the degree of covalency in
bonding depends on the dimensions of the crystals. Let
crystals of the carbonaceous materials be stacks of circ
layers, in which the carbon atoms are joined by coval
bonds, and the bonding between the layers is effected by
der Waals interactions~Fig. 2!.

Let us find the degree of covalency of the bonding in
individual crystal. We assume that the layers comprisin
tiny crystal are equivalent, so that the value ofx for the
crystal is identical to the value ofx for an individual layer.
The maximum number of bonds in an individual layer equ
4n ~wheren is the number of atoms in the layer!. Two bonds
actually form for each edge atom (m is the number of edge
atoms!, and three bonds form for the internal atoms in ea
layer; therefore,

x54n/~3n2m!. ~2!

The ratio between the number of edge atoms and
number of internal atoms depends on the dimensions of
layer La . Let us find howx and, thus, the interatomic dis
tances vary as a function ofLa . This can be done by per
forming model calculations.

4. MODEL CALCULATION

The model calculations were performed for perfect c
cular layers, i.e., layers whose edge atoms are joined to

FIG. 1. Variation of the mean interatomic distancesRC2C as a function of
the mean dimensions of the coherent scattering regions in the directio
the crystallographica axis (La) for cokes containing 0.64 wt. % S~1!, 0.64
wt. % S10.2 wt. % Fe2O3 ~2!, 2.5 wt. % S~3!, and less than 0.2 wt. %
impurities ~4!. The interatomic distance characteristic of graphite~0.1422
nm! is indicated.
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layer by two covalent bonds and which contain no vacanc
Layers in which there were edge atoms joined to the layer
one covalent bond were not considered. Since it was
known a priori whether the position of the origin of coord
nates relative to the layers influences the results, two ca
were studied. In model1 it was assumed that the center
the layer is located at the midpoint of an interatomic bo
~Fig. 3a!, and in model2 it was assumed that it coincide
with the center of a hexagon~Fig. 3b!. The choice of only

of

FIG. 2. Diagram of an individual crystal of a carbonaceous material~a! and
schematic representation of an individual layer~b!.

FIG. 3. Diagram of the assignment of graphite-like layers:a ~model1! —
for a layer diameterLa50.75 nm,n516 atoms in a layer,m510 edge
atoms;b ~model2! — for a layer diameterLa50.9 nm, n524 atoms in a
layer, andm512 atoms.
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perfect layers stipulated discrete variation of the layer dim
sions. In model1 the layers had diameters equal to 0.6, 0.
0.95, etc. up to 3.32 nm. In model2 the dimensions of the
layers were 0.3, 0.9, 1.2, etc. up to 8.2 nm. Model1 has a
geometric constraint, i.e., perfect layers with a diameter
ceeding 3.32 nm could not be found. Model2 does not have
such a constraint.

The degree of covalency in the bonding@Eq. ~2!# was
calculated for the layers thus assigned, and then Eq.~1! was
used to find the corresponding interatomic distances.
data obtained were used to construct a plot of the dep
dence ofRC2C on the dimensions of the crystalLa ~Fig. 4!.
The points for models1 and2 lie on a single curve, i.e., the
result does not depend on the choice of the origin of coo
nates relative to the layer. The calculated dependence is
curately interpolated by the equation

RC2C5a21/~bLa1c!, ~3!

where a50.1422 nm, b5203.93 nm22, and c
531.44 nm21 ~the coefficients were found by the leas
squares method!.

The ranges of changes inLa for calculated and experi
mental dependences do not coincide~Figs. 1 and 4!; there-
fore, the calculated dependence must be extrapolated in
cordance with Eq.~3! to compare them. The course of th
dependences is identical, but the experimental points
higher than the calculated ones~Fig. 5!. This is probably due
to the considerable errors in the experimental determina
of the dimensions of the coherent scattering regions and
deviation of the shape of real crystals from cylindrical. T
standard x-ray structure methods for determining the dim
sions of coherent scattering regions from the shape of
diffraction lines presume constancy of the interplanar d
tances in all crystals of a material as a starting assump
~only sign-alternating microstrains are allowed!.11 As was
shown above, in carbonaceous materials the interplanar
tances are a function of the dimensions of the crystals; th
fore, the result obtained by conventional methods can
regarded only as a rough first approximation.

FIG. 4. Model dependence of the interatomic distancesRC2C on the crystal
dimensionsLa : 1 — model 1; 2 — model 2. The interatomic distance
characteristic of graphite~0.1422 nm! is indicated.
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5. DISCUSSION

Thus, the experimental data and the results of mo
calculations show that the small crystal dimensions in
direction of the crystallographica axis specify a value of the
interatomic distance that is smaller than in graphite. An
crease in dimensions stimulates an increase in the in
atomic distances to values characteristic of the grap
structure. The reason for this phenomenon is the variatio
the degree of covalency in the bonding in crystals as a fu
tion of their size. The results obtained, along with the pre
ously established dependences ofd002 on La ~Refs. 7 and 8!
allow us to regard the formation of polycrystalline graph
from amorphous and ultradisperse carbonaceous materia
growth of the crystal dimensions, which causes the trans
mation of the structure of turbostratic carbon into graph
Such an approach is more correct than treating the forma
of graphite as successive phase transitions through a seri
metastable states,3–5 since it enables us to explain the expe
mentally observed dependences of the interlayer distance
carbonaceous materials on the dimensions of the cohe
scattering regions. On the basis of successive phase tr
tions it is impossible to explain why the formation of grap
ite is possible in some cokes and anthracites at 1
21700 °C,12,13while graphite does not form in carbon fibe
even after thermal treatment at 2500 °C.14 The reason is tha
in some materials there are possibilities for the therma
activated growth of crystals and the removal of structura
incorporated impurities with the resultant formation
graphite in them. In other materials the growth of crystals
impeded, and their structural parameters remain differ
from those of graphite.

The presence of crystals of different size~and, conse-
quently, with different interatomic distances! in carbon-
aceous materials causes asymmetry and significant broa
ing of the x-ray diffraction peaks. The mathematic
treatment of such profiles should be reduced to an anal
that yields the size distribution function of the crystals, rath
than to a separation into components belonging to differ
metastable phases.4 Separation into components is justifie
only if the size distribution function of the crystals is bimo
dal, and the ratio between large crystals having a grap

FIG. 5. Dependences of the interatomic distancesRC2C on the crystal di-
mensionsLa : 1 — experimental;2 — model. The interatomic distance
characteristic of graphite~0.1422 nm! is indicated.
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structure and small crystals with a turbostratic structure m
be estimated.12

Thus, the results of this study allow us to draw the f
lowing conclusions.

1! The interatomic distances in dispersed carbon are
portional to the crystal dimensions along the crystallograp
a axis. When the dimensions of the crystals are small,
interatomic distances are smaller than in graphite. T
growth of crystals leads to an increase in the distances
tween atoms to the value characteristic of graphite.

2! The value of the interatomic distances in dispers
carbon is determined by the degree of covalency of the bo
ing. The degree of covalency of the bonding in carbonace
crystals is a function of their dimensionsLa .
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Copper-oxygen substructures in carbon allotropes „graphite and fullerites …

V. F. Masterov,* A. V. Prikhod’ko, T. R. Stepanova, A. A. Shaklanov, and O. I. Kon’kov
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A comparative study of crystalline graphite and copper-doped fullerite membranes is reported. It
is assumed that C60 clusters form complexes with oxygen and copper similar to those
known to exist in graphite. Above room temperature, these complexes, first, change the symmetry
of the fullerite lattice and, second, are responsible for the nonmonotonic temperature
dependence of the electrical resistance. ©1999 American Institute of Physics.
@S1063-7834~99!03804-6#
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The experimental observation1 that oxygen desorption
results in an increase in resistance of powder sample
graphite and C60 fullerite argues for the electrical activity o
the molecular oxygen sorbed on the grain surface, which
affect the electron density at grain boundaries and change
conditions of current percolation through surface barriers

It was assumed that near room temperature graphite-
fullerite-based powder structures would exhibit percolat
conduction over an infinite cluster. As the temperature
increased, the bonds coupling molecular oxygen to the g
boundaries start to break until, at the critical temperatureTc,
the endless conducting cluster is destroyed, which result
a growth of resistance and a change in the shape of theI–V
characteristics. The close values of the temperature perc
tion thresholds for both allotropic forms of carbon may
due to close binding energies of oxygen molecules to
graphite and fullerite grain boundaries. In fullerites, oxyg
is bound to the hexagons of the C60 molecule.2 At the same
time such carbon hexagons are the main building blo
forming the graphite planes. Obviously enough, oxygen m
ecules penetrate into coarse-grained graphite or lo
~weakly pressed! fullerite practically throughout the volum
of the sample, so that an increase in temperature brings a
only desorption of oxygen. This effect manifests itself in
smooth increase of resistance.

Besides intercalated oxygen, other atoms, for instan
copper can exist on the hexagons.3 In these conditions, two-
dimensional CuO layers form between the graphite lay
and fullerenes transform possibly into CuO-coat
hyperclusters.4 This work reports on a comparative study
the conductivity and structure of crystalline graphite inter
lated by copper and oxygen, as well as of polycrystall
copper-containing fullerite samples5.

1. SAMPLES AND TECHNIQUES

We used as samples copper-intercalated highly-orien
pyrolytic graphite ~HOPG!,3 as well as copper-containin
polycrystalline fullerite (C60/C70):Cu, prepared by modified
sublimation5 of the pristine fullerite powder in a small the
mal chamber. Intercalation of HOPG samples with cop
was achieved by keeping them for 20 min in 9.99%-pu
6761063-7834/99/41(4)/3/$15.00
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molten copper atT51473 K in a vacuum not worse tha
1023 Torr. Mass spectrometric analysis of the pristine fu
lerite powder revealed C60 ~67%!, C70 ~28%!, and C76,78,84

~2%! ~the powder was prepared and certified within the St
Program ‘‘Fullerenes and Atomic Clusters’’!. Copper was
added to the starting powder in the 1:1 ratio. Mass spec
metric measurements yielded about 1023% for the copper
content in the graphite and fullerite samples. The sam
resistanceR was derived from measurements of nanoseco
range incident (Ui) and reflected (Ur) voltage pulses, where
heating of the samples during measurements is insignifica6

For sufficiently large sample resistances (R/r>102, wherer
is the coaxial-line wave impedance!, we limited ourselves to
a qualitative estimation of the behavior ofR by analyzing
ns-range transient processes. It was taken into account
the rise time of the pulse reflected from a sample is equ
lent to the time constant.6

The sample resistance was calculated fromR5r(Ui

1Ur)/(Ui2Ur), where U5Ui1Ur is the voltage across
the sample, andI 5(Ui2Ur)/r.

The change in the pulse leading-edge slope was fo
from the voltageU f;1/R at a preset point of the leadin
edge~0.45 ns!. The pulse leading edge was 0.5-ns long. T
measurements were carried out in a vacuum of 1023 Torr
within the temperature interval of 290–400 K.

X-ray characterization of the samples was performed
a Geigerflec instrument with CuKa radiation.

2. RESULTS AND DISCUSSION

Figure 1 sums up the results of studying of the effect
intercalated oxygen on the resistance of copper-contain
samples of crystalline graphite~Fig. 1a! and of fullerite
samples~Fig. 1b!. The resistance of the starting HOP
samples increases with temperature above 330 K, and
temperatureTc05360 K ~curve1 in Fig. 1a! practically co-
incides with the temperature at which oxygen desorpt
from powder graphite is completed.1 At the same time for
~HOPG!:Cu samples the valueTc15306 K coincides with
the position of the desorption peak~305–310 K! character-
istic of finely-dispersed dense material. We observed a
another feature, the appearance of a second desorption
© 1999 American Institute of Physics
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677Phys. Solid State 41 (4), April 1999 Masterov et al.
peratureTc25312 K. Hence desorption proceeds in tw
stages. The first stage relates to crystalline graphite, and
second, to the copper-containing graphite. Figure 2 show
R(U) dependence indicating a change in the resistanc
HOPG and HOPG~Cu! samples as the critical temperatur
Tc are reached. The variation of theI–V curves atTc is
displayed in Fig. 3 in the form of anIr vs U plot.

The (C60/C70):Cu samples also exhibit an abrupt chan
in the slope of the reflected-pulse leading edge (U f) at about
310 K ~curve 2 in Fig. 1b!. A comparison of the curves in
Fig. 1a and 1b suggests a correlation between the begin
of oxygen desorption in a given sample and that in copp
containing graphite atTc25312 K. In starting samples
(C60/C70) one observes an increase in resistance at 320

FIG. 1. R(T) dependence for~a! HOPG~Cu! and~b! (C60/C70):Cu samples.
Curves1 relate to the starting samples:~a! HOPG and~b! C60/C70 .

FIG. 2. R(U) dependence for HOPG~1 — T05297 K, 2 — Tc0

5360 K) and HOPG~Cu! ~3 — Tc15306 K and4 — Tc25312 K).
he
an
of

ng
r-

K,

which we assign to a sharp increase in surface resistanc
the frequency of 1 GHz in crystalline graphite.3

We carried out a comparative analysis of the x-ray d
fraction patterns of the pristine C60/C70 and (C60/C70):Cu
fullerite samples, as well as of those of HOPG a
HOPG~Cu! ~Fig. 4!. As seen from Fig. 4a, the fullerite
samples are polycrystalline without any indication of t
presence of an amorphous phase, and the lattice type is i
cases fcc. X-ray diffractograms show the C60/C70 lattice to
be primarily fcc witha514.308 Å. For (C60/C70):Cu one

FIG. 3. Ir5 f (U) plot for HOPG~1 — T0 , 2 — Tc) and HOPG~Cu! ~3 —
T0 , 4 — Tc15306 K and5 — Tc25312 K).

FIG. 4. ~a! X-ray diffractogram for C60 /C70 fullerite samples. The inse
shows the change in x-ray reflections at 2u5262298 for 1 — C60/C70 and
2 — (C60/C70):Cu. ~b! X-ray diffractogram for HOPG:Cu samples.
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observes a splitting of the x-ray reflections corresponding
a structure with the parametersa514.42 and 14.47 Å~see
inset to Fig. 4a!. The splitting implies the appearance
tetragonality, i.e. the onset of a transition from fcc to
lower-symmetry structure. The starting HOPG graphite i
2H-polytype single crystal with the~0002! and ~0004! lines
andd000451.681 Å ~the lattice parameterc56.725 Å). The
structure of the copper-containing graphite is likewise
2H polytype, but besides the~0002! and ~0004! lines one
observes also a~0001! line and a narrow reflection a
2u537.5° (d1n52.371 Å), which does not belong t
any known graphite polytype~Fig. 4b!. The lattice para-
meter of the copper-containing graphited000451.680 Å
(c56.720 Å). The decrease of the lattice parameter
copper-containing samples is accompanied by a decrea
the coherent-scattering regions in size. This implies str
relaxation in the sample, which is accompanied by diffus
of copper atoms in the crystal. This possibly accounts for
regular pattern of the copper impurity distribution and, a
cordingly, for the appearance of the~0001! peak. Besides
part of the copper atoms react with oxygen dissolved
graphite to form composite complexes with the graphite
tice atoms. Interaction of these complexes with lattice
fects accounts for the substructural reflection with a period
2.371 Å.

One can thus conjecture that, first, copper and oxy
form composite complexes with the graphite lattice and, s
ond, that C60 molecules form complexes with oxygen an
copper, which are apparently similar to those existing
graphite. Above room temperature, these complexes cha
the fullerite lattice symmetry and are also responsible for
desorption features of oxygen trapped in the course
sample preparation. It is known that the carbon hexago
network may be pictured as an aromatic macromolecule.7 In
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this macromolecule, the network edges, or the regions
atomic disorder, form C2OH-type bonds which can attac
copper and oxygen atoms. Incorporation of such oxyg
complexes into the hexagonal network changes the b
structure of the crystal and distorts the electron density
the neighboring carbon atoms, which may account for s
cific features in the behavior of sample conductivity not on
at high but at low temperatures as well.
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