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#### Abstract

The problem of the cosmological constant and vacuum energy is usually thought of as the subject of general relativity. However, vacuum energy is important for the Universe even in the absence of gravity, i.e., in the case when Newton's constant $G$ is exactly zero, $G=0$. We discuss the response of the vacuum energy to the perturbations of the quantum vacuum in special relativity and find that, as in general relativity, the vacuum energy density is on the order of the energy density of matter. In general relativity, the dependence of the vacuum energy on the equation of state of matter does not contain $G$ and thus is valid in the limit $G \longrightarrow 0$. However, the result obtained for the vacuum energy in a world without gravity, i.e., when $G=0$ exactly, is different. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 03.30.+p; 98.80.Jk

The problem of vacuum energy appears to be more general than the cosmological constant problem, which arises in general relativity [1]. Earlier, we discussed vacuum energy and its relation to the cosmological constant considering general relativity as an effective theory $[2,3]$. We found that the energy of the equilibrium vacuum state at zero temperature is zero due to the general thermodynamic Gibbs-Duhem relation applied to the vacuum as a medium. The nonzero value of the vacuum energy, or more exactly the gravitating part of the vacuum energy, comes from perturbations of the vacuum state. In typical situations, the perturbations of the vacuum are caused by gravitating matter, and thus the induced vacuum energy density must be on the order of the energy density of matter, which results in a cosmological constant consistent with observations [4].

Now we extend the discussion of vacuum energy to the case of special relativity, i.e., to a Universe without gravity. Although in a world without gravity the cosmological constant is absent, the vacuum energy still plays an important role in the structure of the Universe. We find how the vacuum energy responds to matter in special relativity and how this allows us to stabilize a static special-relativity Universe filled with matter having an arbitrary equation of state.

The cosmological term in the action for general relativity is

$$
\begin{equation*}
S_{\Lambda}=-\int d^{4} x \sqrt{-g} \rho^{\mathrm{vac}} \tag{1}
\end{equation*}
$$

[^0]The corresponding stress-energy tensor of the vacuum is obtained by variation of the action over the metric tensor $\mathrm{g}^{\mu \nu}$,

$$
\begin{equation*}
T_{\mu \nu}^{\mathrm{vac}}=\rho^{\mathrm{vac}} u_{\mu} u_{\nu}+P^{\mathrm{vac}}\left(u_{\mu} u_{v}-g_{\mu \nu}\right)=\rho^{\mathrm{vac}} g_{\mu \nu} \tag{2}
\end{equation*}
$$

Here, $\rho^{\mathrm{vac}}$ is the vacuum energy density and $u^{\mu}$ is the 4 -velocity of the vacuum. Since the equation of state for the vacuum is

$$
\begin{equation*}
P^{\mathrm{vac}}=-\rho^{\mathrm{vac}} \tag{3}
\end{equation*}
$$

the energy-momentum tensor does not depend on the 4 -velocity $u^{\mu}$ and thus is the same in any coordinate system.

Equation (2) with equation of state (3) is valid for the vacuum in special relativity too, i.e., in the absence of the dynamical field $g^{\mu \nu}$. These equations are obtained by the conventional procedure used in quantum field theory, when one introduces a fictitious field, such as fictitious gauge fields or a fictitious metric, and calculates the response of the vacuum to these fields. Moreover, the equation of state $P^{\mathrm{vac}}=-\rho^{\mathrm{vac}}$ is even more general, since it is valid even in the nonrelativistic theories, where the role of quantum vacuum is played by the ground state of the quantum condensed matter. This equation of state comes from the general thermodynamic Gibbs-Duhem relation applied to the homogeneous ground state of condensed matter (see, e.g., [3]).

Let us consider the Universe in special relativity (i.e., in the absence of gravity, $G=0$ ), which is filled with nongravitating homogeneous matter-a perfect cosmic fluid-and discuss how the vacuum responds to
the matter and stabilizes this Universe. The energymomentum tensor of matter is

$$
\begin{equation*}
T_{\mu v}^{M}=\rho^{M} v_{\mu} v_{v}+P^{M}\left(v_{\mu} v_{v}-g_{\mu v}\right) \tag{4}
\end{equation*}
$$

where $\tau^{\mu}$ is the 4 -velocity of matter and $\rho^{\mathrm{M}}$ and $P^{\mathrm{M}}$ are energy density and pressure of matter in the comoving frame.

In the general coordinate frame, the energy and momentum density of matter are

$$
\begin{equation*}
\tilde{\rho}^{M}=\frac{\rho^{M}+\frac{v^{2}}{c^{2}} P^{M}}{1-\frac{v^{2}}{c^{2}}}, \quad \mathbf{p}^{M}=\frac{\mathbf{v}}{c^{2}} \frac{\rho^{M}+P^{M}}{1-\frac{v^{2}}{c^{2}}} \tag{5}
\end{equation*}
$$

The obvious consequence of Eq. (5) is that the energy and the momentum of matter do not satisfy the relativistic relation between the energy and momentum

$$
\begin{equation*}
\mathbf{P}=E \frac{\mathbf{v}}{c^{2}} \tag{6}
\end{equation*}
$$

The reason for this is related to the external forces acting on matter, which violate the Lorentz invariance, since they establish a preferred reference frame in which these forces are isotropic. These forces are presented in Eq. (5) through the pressure $P^{\mathrm{M}}$ of matter, which is supported by the external pressure (see Section 14 of [5]).

If the Universe is completely isolated from the "environment," the external pressure is absent, $P^{M}=$ $P_{\text {external }}=0$, and Lorentz-invariant equation (6) is restored. But the typical matter considered in cosmology, such as a relativistic plasma, does not exist at zero pressure as an equilibrium state, except for the extreme limiting case of cold matter. Thus, in special relativity, the Universe must either be empty or contain matter that can exist in equilibrium at zero pressure (the matter in a cold liquid state, for example).

The vacuum gives an alternative scenario for an equilibrium static Universe with matter to exist in special relativity. The equilibrium state is achieved when the pressure of the cosmological matter is compensated by the partial pressure of the vacuum, so that the external pressure goes to zero,

$$
\begin{equation*}
P_{\text {external }}=P^{\mathrm{vac}}+P^{M}=0 \tag{7}
\end{equation*}
$$

and the Universe (matter + vacuum) can be in equilibrium without external environment. For this equilibrium Universe, Eq. (6) for the energy and momentum of the whole Universe is also restored.

Using equation of state (3) and the equilibrium condition (7), one obtains the density of the vacuum energy induced by matter with pressure $P^{M}$ in the equilibrium Universe:

$$
\begin{equation*}
\rho^{\mathrm{vac}}=P^{M} \tag{8}
\end{equation*}
$$

Since the vacuum momentum is zero,

$$
\begin{equation*}
\mathbf{p}^{\mathrm{vac}}=0 \tag{9}
\end{equation*}
$$

the total energy density and momentum density of the system (matter + vacuum) become

$$
\begin{gather*}
\rho_{\text {total }}=\tilde{\rho}^{M}+\rho^{\mathrm{vac}}=\frac{\rho^{M}+\rho^{\mathrm{vac}}}{1-\frac{v^{2}}{c^{2}}} \\
\mathbf{p}_{\text {total }}=\mathbf{p}^{M}+\mathbf{p}^{\mathrm{vac}}=\frac{\mathbf{v}}{c^{2}} \frac{\rho^{M}+\rho^{\mathrm{vac}}}{1-\frac{v^{2}}{c^{2}}} \tag{10}
\end{gather*}
$$

They satisfy the relativistic equation (6), and the corresponding density of the rest mass of the system is

$$
\begin{equation*}
\rho_{\text {total }}=\frac{m_{\text {rest }} c^{2}}{\sqrt{1-\frac{v^{2}}{c^{2}}}}, \quad m_{\text {rest }}=\frac{\rho^{M}+\rho^{\mathrm{vac}}}{c^{2} \sqrt{1-\frac{v^{2}}{c^{2}}}} . \tag{11}
\end{equation*}
$$

The extra factor $\sqrt{1-v^{2} / c^{2}}$ in the denominator of the rest mass is cancelled by the relativistic transformation of the volume: the volume $V$ in the frame of measurement and the volume $V_{\text {comoving }}$ in the comoving frame are related as $d V=d V_{\text {comoving }} \sqrt{1-v^{2} / c^{2}}$, so that the total rest energy of the system is

$$
\begin{equation*}
M_{\mathrm{rest}}=\int d V \frac{\rho^{M}+\rho^{\mathrm{vac}}}{\sqrt{1-\frac{v^{2}}{c^{2}}}}=V_{0}\left(\rho^{M}+\rho^{\mathrm{vac}}\right) \tag{12}
\end{equation*}
$$

Thus, the whole world represents a relativistic object whose rest mass is the sum of the rest energies of the matter and quantum vacuum. The energy density of the quantum vacuum induced by the nongravitating $(G=0)$ matter is completely determined by the equilibrium condition (7) and equation of state for matter $P^{M}=$ $w^{M} \rho^{M}$ :

$$
\begin{equation*}
\rho_{G=0}^{\mathrm{vac}}=w^{M} \rho^{M} . \tag{13}
\end{equation*}
$$

We can compare the vacuum energy (13) in the Universe in special relativity, i.e., when $G=0$, with the vacuum energy in Universes in general relativity, i.e., when $G \neq 0$. For the Einstein static closed Universe [3, 6], the vacuum energy induced by the gravitating matter is

$$
\begin{equation*}
\rho_{\text {Einstein }}^{\mathrm{vac}}=\frac{1}{2}\left(1+3 w^{M}\right) \rho^{M}, \tag{14}
\end{equation*}
$$

and for the Gödel steady-state rotating Universe [3, 7], it is

$$
\begin{equation*}
\rho_{\mathrm{Goodel}}^{\mathrm{vac}}=-\frac{1}{2}\left(1-w^{M}\right) \rho^{M} . \tag{15}
\end{equation*}
$$

In all three Universes, the density of the vacuum energy induced by matter is proportional to the energy density of matter. Equations (14) and (15) for worlds with gravity do not depend on Newton's constant $G$ and thus are valid in the limit $G \longrightarrow 0$. But they do not coincide with Eq. (13) for a world without gravity, i.e., when $G$ is exactly zero. While in special relativity the vacuum response to matter is determined by the condition of zero external pressure, $P_{\text {external }}=0$, in the case of gravitating matter the condition of gravineutrality is added [3]. The pressure and energy of the gravitational field contribute to both conditions even in the limit $G \longrightarrow 0$. These contributions come from the space curvature in the Einstein Universe and from the local rotational metric in the Gödel Universe.

As distinct from static gravitating Universes, which experience different types of gravitational instabilities, in special relativity a Universe with matter is stable if the quantum vacuum itself is the stable object. In the latter case, small perturbations of the vacuum state, caused by cold or hot matter, do not destabilize the system. This fact is well known for the condensed-matter analogues of the Universe-quantum liquids, where the role of the quantum vacuum is played by the superfluid condensate and the role of the relativistic matter is played by "relativistic" quasiparticles, with $c$ being the maximum attainable speed for low-energy quasiparticles. Examples are provided by Bose superfluid ${ }^{4} \mathrm{He}$ and Fermi superfluid ${ }^{3} \mathrm{He}-\mathrm{A}$. Both quantum liquids are stable at $T=0$ and $P=0$, and their stability is not violated by the massless "relativistic" quasiparticles that appear at $T \neq 0$ forming the analogue of matter in these toy Universes. For both liquids, equation (13) is valid with the "relativistic" equation of state $w^{\mathrm{M}}=1 / 3$ if the liquids are isolated from the environment [2]. Although in both quantum liquids there are low-frequency collective modes corresponding to the dynamics of the effective metric, this effective gravity does not obey the general covariance and is not Newtonian at large distances. As a result, the effective gravity in these liquids does not modify special-relativity equation (13).

For such condensed matter systems, the relativistic equations (10) obtained for the energy and momentum of a Universe in special relativity are also applicable, but with one reservation. As distinct from its specialrelativity counterpart, the quantum vacuum (condensate) in condensed matter does not obey the effective Lorentz invariance obeyed by the excitations of the condensate-quasiparticles. In particular, the momentum density of the quantum condensate is nonzero. As distinct from Eq. (9), the superfluid condensate moving with the so-called superfluid velocity $\mathbf{u}_{\mathrm{s}}$ carries the momentum density $\mathbf{p}^{\text {vac }}=m n \mathbf{u}_{s}$, where $m$ is the mass of particles making up the condensate (atoms of liquid) and $n$ is their number density. As a result, for quantum liquids, the relativistic equations are valid only in the reference frame moving with the condensate. Full correspondence between the quantum vacuum and a superfluid condensate could occur only for such hypothetical condensates whose "atoms" are massless, $m=0$. However, the difference between the relativistic quantum vacuum and nonrelativistic quantum condensate does not change the conclusion that the vacuum response stabilizes a nongravitating Universe.
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#### Abstract

The maximal Lyapunov characteristic exponent of chaotic motion was calculated as a function of the system energy by numerical integration of the Hénon-Heiles problem. Contrary to the conclusions of Benettin et al. [4], this dependence is not exponential but is close to a power law. As to the energy dependence of dynamic entropy, it is close to an exponential law, in agreement with [4]. © 2003 MAIK "Nauka/Interperiodica".
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The Hénon-Heiles problem traditionally attracts the attention of researchers, because it uncovered a chaotic type of behavior in Hamiltonian mechanics [1]. The Hamiltonian of the problem has the form [1-3]

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+q_{1}^{2}+q_{2}^{2}\right)+q_{1}^{2} q_{2}-\frac{1}{3} q_{2}^{3}, \tag{1}
\end{equation*}
$$

where $q_{1}$ and $q_{2}$ are the coordinates and $p_{1}$ and $p_{2}$ are the conjugate momenta.

Hénon and Heiles [1] numerically integrated a system described by Hamiltonian (1) to construct the Poincaré section in its phase space and reveal the regions of chaotic motion. The chaos regions expand with increasing energy and, for the energy $E \equiv H=1 / 6$, almost the whole phase space accessible to the motion is filled by the chaotic component [1].

A qualitative character of the motion (regular/chaotic) can be determined by calculating the Lyapunov characteristic exponents (LCEs; see, e.g., [2]). LCE characterizes the mean velocity of the exponential divergence of close trajectories in the phase space. If the LCE is zero, the motion is regular, and if it is nonzero, the motion is chaotic. In the case of a Hamiltonian system with $N$ degrees of freedom, the trajectory is characterized by $N$ pairs of exponents; in each pair, the exponents are equal in magnitude but have opposite signs. To determine the character of motion, it suffices to calculate the maximal LCE (MLCE). The motion of the system is unpredictable on the time interval given by a value reciprocal of the MLCE.

Benettin et al. have constructed the MLCE as a function of the energy $E$ of the system with Hamiltonian (1) (Fig. 7 in [4]). Analyzing this dependence, Benettin et al. concluded that it obeyed an exponential law. This widely known result is included in the Lichtenberg and Liberman's monograph devoted to nonlinear and chaotic dynamics (Fig. 5.8 in [2]).

It should be noted that this result was obtained from rather limited numerical data. Benettin et al. con-
structed 28 points in the curve for the entire energy range studied. According to the estimates presented below, a time interval of $t=2 \times 10^{4}$ time units, where the authors of [4] carried out integration at each point for the system with Hamiltonian (1), is insufficient for obtaining proper asymptotic values for MLCE. In this work, we construct the curve with a considerably higher (more than a hundred times) energy resolution. The corresponding MLCEs are determined for a substantially longer time intervals, up to $t=10^{7}$. The use of such times allows the resulting MLCEs to be verified much more reliably.

In calculating the MLCE, we used two methods: the method of "shadow trajectory" (used also in [4]) and the so-called HQR method.

The essence of the first method is as follows (for details, see, e.g., $[2,4,5])$. Let us take two close phase trajectories, "reference" and "shadow," which are separated at zero time by $d_{0}$. The approximation to MLCE at a time interval of $n$ steps is calculated by the formula

$$
\begin{equation*}
L_{n}=\frac{1}{n \Delta t} \sum_{i=1}^{n} \ln \frac{d_{i}}{d_{i-1}}, \tag{2}
\end{equation*}
$$

where $d_{i}$ is the distance between the reference and shadow trajectories at the $i$ th step and $\Delta t$ is the time step. When calculating, it is necessary to periodically renormalize the distance between the reference and shadow trajectories, in order that it be relatively small.

We take the initial values of three variables to be the same for all energies: $q_{1}=0, q_{2}=-0.15$, and $p_{2}=0$. The value of $p_{1}$ for a given energy $E$ is determined from Eq. (1). As in [1, 4], we set $p_{1} \geq 0$. The shadow trajectory is initially displaced by $d_{0}=10^{-7}$ along the $q_{2}$ variable from the reference trajectory. The iteration step is $\Delta t=0.1$. The magnitude of the vector of displacement from the reference to the shadow trajectory is renormalized at each iteration. Energy is varied from 0.0841 to 0.1666 (i.e., up to the limiting value $E=1 / 6$ ) with a step
of $2 \times 10^{-5}$. Below the chosen minimal $E$ value, the chaotic region becomes too narrow to be detected; the maximal value is chosen from the consideration that, at higher energies, the motion ceases to be oscillatory. The equations of motion were solved using the DormanPrince integrator [6] implementing the eighth-order Runge-Kutta method.

The MLCE was calculated four times for the same set of initial data and the time intervals $t=10^{4}, 10^{5}, 10^{6}$, and $10^{7}$. Due to the increase in $t$, the chaotic and regular orbits can be separated, so that one can assure whether the computation time is sufficient for determining the exact MLCE values or not: the current MLCE value must flatten out and not change with increasing computation time. Our numerical simulation indicates that the flattening time is $t=10^{5}-10^{7}$. This time increases with a decrease in energy (Fig. 1).

The $\log -\log$ plot of the calculated MLCE $L$ against energy $E$, as obtained for the maximal integration time $t=10^{7}$, is shown in Fig. 2. The graph of a power law $L \propto E^{\alpha}$ approximating the uppermost data at the section where the observed dependence is linear is also shown (in logarithmic coordinates, it is a straight $\operatorname{line} \log L=$ $\alpha \log E+\beta$ ). The choice of the section and the "uppermost" curve were guides to the eye and, hence, are approximate. For $t=10^{4}, 10^{5}, 10^{6}$, and $10^{7}$, we found $\alpha=2.7,3.0,3.4$, and 3.6 and $\beta=1.26,1.46,1.78$, and 1.95 , respectively. The approximation was made for the uppermost (rather than average) values, because the socalled "stickness effect" strongly influences the observed dependence. Chaotic motion in Hamiltonian dynamics is characterized by Hamiltonian intermittence [7]: a trajectory may adhere for a long time to the boundaries of the chaotic region, where the motion is close to regular. In this case, the local LCEs are small, rendering the estimates of the resulting LCEs incorrect [7]. In Fig. 2, the stickness effect shows as downward spikes in the curve. A fine structure is also seen in the curve. It is caused by the absorption of the chaotic layers of marginal resonances by the main chaotic region as the energy increases.

The approximate exponential function $L=$ $0.0034 \exp (22 E)$ of Benettin et al. [4] is also drawn in Fig. 2. One can see that it satisfactorily describes the real dependence only at high energies.

We also calculated the MLCE by the HQR method suggested by von Bremen et al. [8]. This method allows the calculation of the entire LCE spectrum. It is based on the QR expansion of the tangential mapping matrix using the Hausholder transformation (this is reflected in the name of the method). The base algorithms were implemented in [9]. We use a modernized algorithm [10] that differs from [9] in that the tangential mapping matrix is calculated by the joint integration of the initial system and the system of variational equations.

With the Hénon-Heiles system, the second element of the Lyapunov spectrum must be zero, because the


Fig. 1. Time dependence of the current MLCE value for system (1) at various energies; $\log E=(a)-1.025$, (b) -0.975 , $(c)-0.925,(d)-0.875,(e)-0.825$, and $(f)-0.780$.


Fig. 2. Energy dependence of MLCE. The solid line is the power-law approximation, and the dashed line is the function of Benettin et al. [4].
system has two degrees of freedom and is autonomous. As the computation time increases, the MLCE vs. energy curve stabilizes, whereas the curve for the energy dependence of the second element (nearly a horizontal line) moves down and tends asymptotically to the zero level. The energy dependence of the LCE obtained by the HQR method for the maximal integration time $t=10^{7}$ is shown in Fig. 3. The initial conditions are the same as used above in the calculations by the shadow trajectory method. As in Fig. 2, the powerlaw approximation is also shown in Fig. 3. For $t=10^{4}$, $10^{5}, 10^{6}$, and $10^{7}$, one has $\alpha=2.75,3.1,3.5$, and 3.6 and $\beta=1.32,1.55,1.88$, and 1.90 , respectively.


Fig. 3. Energy dependence of the LCE spectrum. A powerlaw approximation to the MLCE is shown.

The $\alpha$ and $\beta$ dependences on the integration time are shown in Fig. 4 for both computational methods. The HQR data distinctly demonstrate the flattening out at large integration times. For the shadow-trajectory data, this tendency is less pronounced. However, the HQR method is, undoubtedly, more accurate. For this reason, the values $\alpha=3.6$ and $\beta=1.9$ can be considered accurate to 0.1 .

Let us consider whether the character of the MLCE vs. energy dependence changes upon the generalization of Hamiltonian (1). The general system with the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+q_{1}^{2}+q_{2}^{2}\right)+\varepsilon q_{1}^{2} q_{2}-\frac{1}{3} q_{2}^{3} \tag{3}
\end{equation*}
$$

coincides with the Hénon-Heiles system (1) at $\varepsilon=1$, and it is close to the integrable system at the $\varepsilon$ values close to zero [3]. Figure 5 presents the shadow-trajectory $\left(t=10^{6}\right)$ MLCE energy dependence for $\varepsilon=0.5,0.8$, and 1.0. One can see from the figure that, as $\varepsilon$ decreases, the curve moves down in parallel to itself. Hence, the character of the dependence is retained and expressed as a power law $\log L=\alpha \log E+\beta$ with the same coefficient $\alpha=3.4$. One can assume that, as $t$ increases, the ultimate $\alpha$ value would be 3.6 , as in the case of Hamiltonian (1). The parameter $\beta$ for the curves in Fig. 5 is equal to 1.78, 1.45, and 1.18.

Apart from the LCE, the relative measure $\mu$ of a chaotic component in the phase space, when determined, is an important characteristic of the chaotic motion. Hénon and Heiles [1] calculated the relative area $\tilde{\mu}=$ $1-\mu$ occupied by the regular trajectories of a system with Hamiltonian (1) at the $\left(q_{2}, p_{2}\right)$ surface of section for $q_{1}=0$ and a fixed $E$ (for a given $E, p_{1}$ can be found from Eq. (1); only the values $p_{1} \geq 0$ are used). The resulting energy dependence of this area is presented in


Fig. 4. The calculated $\alpha$ and $\beta$ values as functions of the integration time. Crosses are for the shadow-trajectory method, and circles are for the HQR method.

Fig. 7 in [1]. This graph has received wide acceptance and, in particular, is presented in [11]. As for the energy dependence of the MLCE [4], it was constructed using rather limited numerical data. In this work, we use three independent methods for calculating $\mu$.

The first one was proposed by Hénon and Heiles in [1]. The essence of this method is as follows. On the surface of a certain phase-space section, the initial values of the variables $\left(q_{2}, p_{2}\right)$ are fixed, whereupon the equations of motion are integrated for two close (reference and shadow) trajectories. The separation between them is calculated at the final point of integration. If the initial data correspond to the chaotic component, the separation between the reference and shadow trajectories increases exponentially with time. No exponential


Fig. 5. Energy dependence of MLCE for a system with generalized Hamiltonian (3); $\varepsilon=$ (crosses) 0.5 , (circles) 0.8 , and (points) 1 .
increase occurs for the regular trajectory. Therefore, one can distinguish between the chaotic and regular trajectories. The initial data grid is specified, and then the relative measure of the chaotic region is determined from the relative number of the chaotic trajectories on the grid.

The initial conditions are taken as follows: $q_{1}=0$ and $q_{2}$ and $p_{2}$ are specified on a uniform rectangular $\operatorname{grid} q_{2} \in[-0.6,1.1]$ and $p_{2} \in[-0.7,0.7] ; p_{1}$ is determined by Eq. (1) for given $q_{1}, q_{2}, p_{2}$, and $E$. As in the case of MLCE, the shadow trajectory is shifted by $10^{-7}$ along the $q_{2}$ coordinate from the reference trajectory. To separate the chaotic and regular trajectories, the distribution of distances between the final phase-trajectory points is constructed. The separation criterion is determined from the analysis of mode distribution. A similar procedure, although for the MLCE, was applied in [5]. The relative area $\mu$ occupied by the chaotic component in the section is determined from the formula $\mu=n_{c h} / n$, where $n_{c h}$ is the number of grid points corresponding to the chaotic trajectories and $n$ is the number of all grid points accessible to the motion.

The second method is different from the first one in that not the final distances between the trajectories but the MLCEs are calculated on the same initial data grid. The MLCEs are calculated by the shadow-trajectory method. The MLCE distribution is constructed first. The chaotic and regular trajectories are separated as a result of the mode analysis of MLCE distribution (for details, see [5]), and the value $\mu=n_{c h} / n$ is calculated.

The third method is a "single trajectory" method. The surface of the phase-space section is divided into identical rectangular meshes. Then the initial data for a chaotic trajectory are specified at the section and the trajectory is integrated over a sufficiently long time interval. When integrating, the number of grid meshes intersected by the trajectory is tallied. The ratio of the number of these meshes to their total amount in the region accessible to motion gives the relative area of chaotic component. This method was first applied by B.V. Chirikov [12] in the analysis of the phase space of standard mapping.

The calculations by the first, second, and third methods were carried out on grids containing, respectively, $200 \times 200,50 \times 50$, and $400 \times 400$ meshes; the trajectories were integrated, respectively, on the time intervals $t=10^{3}, t=10^{4}$, and $t=10^{8}$. In the latter case, there was a single trajectory, whereas in the first two cases the number of trajectories was equal to the number of grid meshes.

The areas $\tilde{\mu}$ calculated for the regular component by the three methods are shown in Fig. 6. One can see that the Hénon-Heiles method overestimates $\tilde{\mu}$ as compared to the MLCE distribution analysis and the single-trajectory method. The data obtained by the third method seem to be most accurate, because this method allows the finest phase-space subdivision. The energy


Fig. 6. Relative measure of the phase-space regular component of system (1) as a function of energy. The points correspond to the calculations by the first method, the circles are for the second method, and the crosses are for the third method. The data from [1] are drawn as triangles, and the linear approximation [4] to these data is shown by the dashed line.


Fig. 7. Relative measure of the phase-space chaotic component of system (1) as a function of energy.
dependence obtained by this method for the relative measure of the chaotic component is presented in Fig. 7.

In Fig. 6, the data from [1] are additionally presented together with the linear approximating function $\tilde{\mu}=1-17.6(E-0.11)$ used, on the basis of these data, by Benettin et al. [4] in their calculations for $0.11<E$ $<1 / 6$. These data strongly deviate from the real $\tilde{\mu}$ values (sometimes more than twofold).

Using the available numerical data on the MLCE and on the relative area of chaotic component, we can


Fig. 8. Energy dependence of the dynamic entropy of system (1). Exponential approximation. The Benettin et al. dependence [4] is also shown (dashed line).
calculate the energy dependence of the dynamic entropy of the system. This dependence was obtained by Benettin et al. in [4]. According to [4], the dynamic entropy is calculated by the formula $h=L \mu$.

To calculate the dynamic entropy, we used the MLCE values calculated by the shadow-trajectory method with the maximal integration time interval $t=$ $10^{7}$ (the result virtually does not change for the HQR data). The values used for $\mu$ were obtained by the sin-gle-trajectory method, because they are most reliable. The resulting dependence and its exponential approximation $h=h_{0}+A \exp (k E)$, with $h_{0}=-0.046 \pm 0.003, A=$ $0.0067 \pm 0.0008$, and $k=19.36 \pm 0.66$, is shown in Fig. 8. The parameters are given with their standard errors. The obtained dependence is also approximated well by the function $h=A E^{k} /\left(B^{k}+E^{k}\right)$, with $A=0.190 \pm$ $0.006, B=0.157 \pm 0.001$, and $k=7.97 \pm 0.15$. The proximity of $k$ to an integer number is noteworthy; i.e., we deal, in fact, with a rational function. The correlation coefficient is $R \approx 0.998$ for the exponential approximation and $R \approx 0.999$ is for the approximation by a rational function. In Fig. 8, the Benettin et al. [4] function $h=$ $0.060(E-0.11) \exp (22 E)$ is additionally presented for $0.11<E<1 / 6$. One can see that it describes the real dependence only at high $E$ values.

In summary, the analysis of the energy dependence constructed for the MLCE of the Hénon-Heiles prob-
lem by two (shadow-trajectory and HQR) methods has shown that this dependence is not exponential and is close to a power law with an exponent of $\approx 3.6$. For the generalized Hamiltonian (3) with $\varepsilon=0.5,0.8$, and 1.0 , the dependences also obey a power law with nearly the same exponent. The energy dependence constructed in this work for the measure of chaotic component by three independent methods also refines, to a large degree, the hitherto accepted positions; the difference with the previous estimates of $\mu$ reaches $100 \%$ or greater. This dependence has discontinuities and is not described by a simple approximating function. Although the energy dependence of dynamic entropy, in agreement with [4], can be described by the exponential function, it can also be well and even better described by a rational function.

We are grateful to V.V. Kouprianov for discussions and consultations. This work was supported by the Russian Foundation for Basic Research, project no. 03-0217356.
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#### Abstract

We present analytical and numerical studies of a new electron plasma wave interaction mechanism, which reveals trapping of Langmuir waves in ion holes associated with nonisothermal ion distribution functions. This Langmuir ion hole interaction is a unique kinetic phenomenon governed by two second nonlinear differential equations in which the Langmuir wave electric field and ion hole potential are coupled in a complex fashion. Numerical analyses of our nonlinearly coupled differential equations exhibit trapping of localized Langmuir wave envelops in the ion hole, which is either standing or moving with sub- or super ion thermal speed. The resulting ambipolar potential of the ion hole is essentially negative, giving rise to bipolar slow electric fields. The present investigation thus offers a new Langmuir wave contraction scenario that has not been rigorously explored in plasma physics. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: $52.35 . \mathrm{Hr}$

More than three decades ago, Hasegawa [1], Karpman [2, 3], and Zakharov [4] presented an elegant description of strong electromagnetic and Langmuir wave turbulence in which high-frequency photons and plasmons interact nonlinearly with low-frequency ionacoustic waves via the ponderomotive force arising due to the spatial gradient of the high-frequency wave intensity. This nonlinear interaction is typically described by the two-fluid and Poisson-Maxwell equations, and the governing equations admit the localization of photon and plasmon wave packets, leading to the formation of envelope light and Langmuir wave solitons (also called cavitons) [5-8]. The latter are composed of electron/ion density depression, which traps photon and Langmuir wave envelops. Moreover, Yan'kov [9] studied the response of kinetic untrapped ions in the Langmuir envelope soliton theory and predicted the formation of sub ion thermal small-amplitude negative potential wells in plasmas. On the other hand, Mokhov and Chukbar [10] found a Langmuir envelope soliton accompanied by a small-amplitude negative potential well created by a localized Langmuir wave electric field in a quasineutral plasma with nonisothermal ions whose temperature is much smaller than the electron thermal temperature. In two and three dimensions, one encounters photon self-focusing, Langmuir wave collapse [4, 11]. The formation of cavitons has been observed in the ionosphere [12], as well as in several laboratory experiments [13-15].

In this letter, we present for the first time a new Langmuir turbulent state in the presence of ion phasespace vortices [16-19] that are associated with density holes and bipolar electric fields in collisionless plasmas. Ion phase-space vortices are natural products of

[^1]ion-beam driven two-stream instabilities, and they play a very important role in laboratory experiments [2022], as well as in the near-Earth plasma environment [23-25]. They are described by a wide class of Bern-stein-Greene-Kruskal solutions to the Vlasov-Poisson equations. In the following, we show that nonlinearly coupled Langmuir waves and fully nonlinear ions holes admit a new class of solutions. Specifically, we demonstrate the existence of standing and sub ion thermal ion holes that trap Langmuir wave envelopes.

We consider an unmagnetized electron-ion plasma in the presence of Langmuir waves and large-amplitude ion holes. At equilibrium, we have $n_{e 0}=n_{i 0}=n_{0}$, where $n_{j 0}$ is the unperturbed number density of the particle species $j$ ( $j$ equals $e$ for electrons and $i$ for ions). The Langmuir wave frequency is $\omega=\left(\omega_{p e}^{2}+3 k^{2} V_{T_{e}}^{2}\right)^{1 / 2}$, where $\omega_{p e}=\left(4 \pi n_{e} e^{2} / m_{e}\right)^{1 / 2}$ is the electron plasma frequency, $n_{e}$ is the number density of electrons, $e$ is the magnitude of the electron charge, $m_{e}$ is the electron mass, $k$ is the wavenumber, $V_{T e}=\left(T_{e} / m_{e}\right)^{1 / 2}$ is the electron thermal speed, and $T_{e}$ is the electron temperature. Large-amplitude Langmuir waves interacting nonlinearly with ion holes generate a Langmuir wave envelope whose electric field $E$ evolves slowly (in comparison with the electron plasma wave period) according to the nonlinear Schrödinger equation

$$
\begin{gather*}
2 i \omega_{p}\left(\frac{\partial}{\partial t}+v_{g} \frac{\partial}{\partial x}\right) E+3 V_{T_{e}}^{2} \frac{\partial^{2} E}{d x^{2}}  \tag{1}\\
+\omega_{p}^{2}\left(1-\frac{n_{e}}{n_{0}}\right) E=0,
\end{gather*}
$$

where $\omega_{p}=\left(4 \pi n_{0} e^{2} / m_{e}\right)^{1 / 2}$ is the unperturbed electron plasma frequency and $v_{g}=3 k V_{T e}^{2} / \omega_{p}$ is the group velocity of the Langmuir waves. We note that (1) is derived by combining the electron continuity and momentum equations, as well as by using Poisson's equation with fixed ions, and by retaining the arbitrarily large electron number density variation $n_{e}$ associated with ion holes in the presence of the Langmuir wave ponderomotive force. Assuming that the phase speed of ion holes is much smaller than the electron thermal speed, we readily obtain from the inertialess electron equation of motion the electron number density in the presence of the ponderomotive force of Langmuir waves. The result is

$$
\begin{equation*}
n_{e}=n_{0} \exp \left[\tau\left(\phi-W^{2}\right)\right], \tag{2}
\end{equation*}
$$

where $\tau=T_{e} / T_{i}, T_{i}$ is the ion temperature, $\phi=e \varphi / T_{i}$, $W^{2}=|E|^{2} / 16 \pi n_{0} T_{i}$, and $\varphi$ is the electrostatic potential of the ion hole. We note that the $W$ term in Eq. (2) comes from the averaging of the nonlinear term $m_{e} \mathbf{v}_{h e} \cdot \nabla \mathbf{v}_{h e}$ over the Langmuir wave period $2 \pi / \omega_{p e}$, where $\mathbf{v}_{h e} \approx$ $-\hat{\mathbf{x}} i e E / m_{e} \omega_{p e}$ is the electron quiver velocity in the Langmuir wave electric field.

If the potential has a maximum $\phi_{\text {max }}>0$, then there exist in general trapped ions where $\phi<\phi_{\text {max }}$, while at the point where $\phi=\phi_{\text {max }}$ there are no trapped ions. Similar to Schamel [16], we chose at this point a displaced Maxwellian distribution for the free ions. The ion distribution function associated with ion holes can then be obtained by solving the ion Vlasov equation for free and trapped ions, which have speeds larger and smaller than $\left[2\left(\phi_{\max }-\phi\right)\right]^{1 / 2}$, respectively. The electric potential will turn out to be essentially negative, with only a small-amplitude positive maximum $\phi_{\text {max }}$ compared to the large-amplitude negative potential well with a minimum at $\phi_{\text {min }} \equiv-\psi$. Thus, the potential is restricted by $-\psi \leq \phi \leq \phi_{\max }$, where $\psi$ plays the role of the amplitude. Integrating the sum of the free and trapped ion distribution functions over velocity space, we obtain the ion number density [17]

$$
\begin{gather*}
n_{i}=n_{0} b \exp \left(-\frac{M^{2}}{2}\right)\left[I\left(\phi_{\max }-\phi\right)+K\left(\frac{M^{2}}{2}, \phi_{\max }-\phi\right)\right.  \tag{3}\\
\left.\left.+\frac{2}{\sqrt{\pi|\alpha|}} W_{D}\left(\sqrt{\alpha\left(\phi-\phi_{\max }\right.}\right)\right)\right]
\end{gather*}
$$

where $M=V / V_{T i}$ is the Mach number, $V$ is the ion hole speed, $V_{T i}=\left(T_{i} / m_{i}\right)^{1 / 2}$ is the ion thermal speed, $m_{i}$ is the ion mass, and $\alpha$ is a (negative) parameter which determines the number of trapped ions. The normalization constant $b$ is chosen so that when $\phi=0$, the total density of ions is $n_{0}$. Furthermore, we have denoted [17] $I(x)=\exp (x)[1-\operatorname{erf}(\sqrt{x})], K(x, y)=$
$(2 / \sqrt{\pi}) \int_{0}^{\pi / 2} \sqrt{x} \cos \theta \exp \left(-y \tan ^{2} \phi+x \cos ^{2} \theta\right) \operatorname{erf}(\sqrt{x} \cos \theta) d \theta$, and the Dawson integral $W_{D}(x)=\exp \left(-x^{2}\right) \int_{0}^{x} \exp \left(t^{2}\right) d t$. A plateau in the resonant region is given by $\alpha=0$, and $\alpha<0$ corresponds to a vortexlike excavated trapped ion distribution. For positive $\alpha$, we use [26] $W_{D}(i x)=$ $i(\sqrt{\pi} / 2) \exp \left(x^{2}\right) \operatorname{erf}(x)($ where $i=\sqrt{-1})$ and replace the term $(2 / \sqrt{\pi|\alpha|}) W_{D}\left[\sqrt{\alpha\left(\phi-\phi_{\max }\right)}\right]$ in Eq. (3) with $(1 / \sqrt{\alpha}) \exp \left[-\alpha\left(\phi-\phi_{\max }\right)\right] \operatorname{erf}\left[\sqrt{-\alpha\left(\phi-\phi_{\max }\right)}\right]$; we note especially that $M=0, \alpha=1$ leads to a Boltzmann distribution $n_{i}=n_{0} \exp (-\phi)$ for the ion density. The Langmuir wave ponderomotive force acting on ions is weaker by the electron to ion mass ratio in comparison with that acting on electrons, and, therefore, it is ignored in Eq. (3). The electron ponderomotive force is transmitted to ions via the ambipolar potential $\phi$, which is determined from Poisson's equation

$$
\begin{equation*}
\tau \lambda_{D e}^{2} \frac{\partial^{2} \phi}{\partial x^{2}}=\frac{n_{e}}{n_{0}}-\frac{n_{i}}{n_{0}}, \tag{4}
\end{equation*}
$$

where $\lambda_{D e}=\left(T_{e} / 4 \pi n_{0} e^{2}\right)^{1 / 2}$ is the electron Debye length.
We are interested in quasi-steady-state solutions of Eqs. (1)-(4), which are fully nonlinear. We insert $E(x$, $t)=W(\xi) \exp \{i[X(x)+T(t)]\}$ and $\phi(x)=\phi(\xi)$, where $\xi=$ $x-V t$ and $W(x), X(x), T(x)$ are assumed to be real, into Eqs. (1)-(4) and obtain the coupled set of the nonlinear equations

$$
\begin{equation*}
3 \frac{\partial^{2} W}{\partial \xi^{2}}-(\lambda-1) W-W \exp \left[\tau\left(\phi-W^{2}\right)\right]=0 \tag{5}
\end{equation*}
$$

and

$$
\begin{gather*}
\tau \frac{\partial^{2} \phi}{\partial \xi^{2}}-\left(\exp \left[\tau\left(\phi-W^{2}\right)\right]+b \exp \left(-\frac{M^{2}}{2}\right)\right) \\
\times\left[I \left(-\left(\phi-\phi_{\max }\right)+K\left(\frac{M^{2}}{2},-\left(\phi-\phi_{\max }\right)\right)\right.\right.  \tag{6}\\
\left.\quad+\frac{2}{\sqrt{\pi|\alpha|}} W_{D}\left(\sqrt{\alpha\left(\phi-\phi_{\max }\right)}\right)\right]=0
\end{gather*}
$$

where $\xi$ is normalized by $\lambda_{D e}$ and $\lambda=2 \omega_{p}^{-1}(d T / d t)-$ $3 k^{2} \lambda_{D e}^{2}\left(1-V^{2} / v_{g}^{2}\right)$ represents a nonlinear frequency shift. The system of Eqs. (5) and (6) admits the first integral in the form of a Hamiltonian

$$
H(W, \phi, \lambda, M)=3\left(\frac{\partial W}{\partial \xi}\right)^{2}-\frac{\tau}{2}\left(\frac{\partial \phi}{\partial \xi}\right)^{2}
$$

$$
\begin{align*}
& -(\lambda-1) W^{2}+\frac{1}{\tau}\left\{\exp \left[\tau\left(\phi-W^{2}\right)\right]-1\right\} \\
& \quad+b \exp \left(-\frac{M^{2}}{2}\right)\left[P\left(\phi_{\max }-\phi, \alpha\right)\right.  \tag{7}\\
& \left.\quad+h\left(\frac{M^{2}}{2}, 0, \phi_{\max }-\phi\right)-1\right] H_{0}=0
\end{align*}
$$

where in the unperturbed state $(|\xi|=\infty)$ we have used the boundary conditions $W=0, \phi=0, \partial W / \partial \xi=0$, $\partial \phi / \partial \xi=0$. The constant $H_{0}$ is chosen so that $H=0$ at $|\xi|=\infty$. The auxiliary functions are defined as $P(x y)=$ $I(x)+2 \sqrt{x / \pi}\left(1-y^{-1}\right)+(2 / y \sqrt{\pi|y|}) W_{D}(\sqrt{-x y})$ and $h(x, a, b)=\int_{a}^{b} K(x, y) d y$.

Because we are interested in symmetric solutions defined by $W(\xi)=W(-\xi)$ and $\phi(\xi)=\phi(-\xi)$, the appropriate boundary conditions at $\xi=0$ are $W=W_{0}, \phi=-\psi$, $\partial W / \partial \xi=0$, and $\partial \phi / \partial \xi=0$. Hence, from Eq. (7) we have

$$
\begin{align*}
& (\lambda-1) W_{0}^{2}-\frac{1}{\tau}\left\{\exp \left[\tau\left(-\psi-W_{0}^{2}\right)-1\right]\right\} \\
& \quad-b \exp \left(-\frac{M^{2}}{2}\right)\left[P\left(\phi_{\max }+\psi, \alpha\right)\right.  \tag{8}\\
& \left.+h\left(\frac{M^{2}}{2}, 0, \phi_{\max }+\psi\right)-1\right]-H_{0}=0
\end{align*}
$$

which shows how the maximum values of $W_{0}$ and $\psi$ are related to $M, \phi_{\max }$, and $\lambda$ for given values of $\tau$ and $\alpha$. A practical application of the Hamiltonian (7) is to check the correctness of any numerical scheme used to solve Eqs. (5) and (6), while Eq. (8) depicts the parameter regimes for the existence of trapped plasmons in ion holes.

In the absence of the Langmuir waves, ion holes are governed by the energy integral [27]

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial \phi}{\partial \xi}\right)^{2}+\Psi(\phi, M)=0 \tag{9}
\end{equation*}
$$

where the Sagdeev potential for our purposes with $\phi_{\max }=0$ is [17]

$$
\begin{align*}
& \Psi(\phi, M)=-\frac{1}{\tau}\left\{\frac{1}{\tau}\{\exp [\tau \phi]-1\}+\exp \left(-\frac{M^{2}}{2}\right)\right.  \tag{10}\\
& \left.\quad \times\left[P(-\phi, \alpha)+h\left(\frac{M^{2}}{2}, 0,-\phi\right)-1\right]\right\}
\end{align*}
$$

Equation (9), which is obtained from Eq. (7) in the limit of vanishing Langmuir wave electric fields, determines the profile of ion holes. The latter exist provided that $\Psi(\phi)$ is negative between zero and $\pm \phi_{0}$. Multivalued solutions of $\Psi(0)$ are ensured provided that $\partial^{2} \Psi / \partial^{2} \phi=$


Fig. 1. Ion holes without Langmuir waves $(W=0)$ for different Mach numbers $M$ with $\tau=0.1$ and $\alpha=-1.0$.

0 , while at $\phi=\phi_{0}\left(-\phi_{0}\right)$, we must have $\partial \Psi / \partial \phi>0(<0)$. The condition $\Psi\left(\phi_{0}, M\right)=0$ gives a relation between $\phi_{0}$ and $M$ for given values of $\alpha$ and $\tau$. It turns out that ion holes without Langmuir waves have only a negative potential, as presumed earlier.

We have carried out numerical studies of the equations governing ion holes with and without Langmuir waves for $\tau=0.1$ and $\alpha=-1.0$. First, we consider smallamplitude Langmuir waves which are not strong enough to modify the ion hole but which can be linearly trapped in the density well of the hole. Accordingly, for $W^{2} \ll 1$, Eq. (5) turns into a linear eigenvalue problem of the form $3\left(d^{2} W / d \xi^{2}\right)+[1-\exp (\phi)-\lambda] W=0$, with the eigenvalue $\lambda$ and the corresponding eigenfunction $W$, and where $\phi$ is obtained by assuming $W=0$ in the solution of Eq. (6) (see the numerical solution of Eq. (6) in the form of ion density profiles and the associated ambipolar potentials, respectively, in the upper and lower panels of Fig. 1). The eigenvalue problem will have a continuous spectrum for $\lambda<0$, corresponding to "free particles" (in the language of quantum mechanics), and a point spectrum for $\lambda>0$, corresponding to "trapped particles." We have numerically investigated the cases corresponding to four different Mach numbers displayed in Fig. 1 and found the corresponding positive eigenvalues listed in the second column of the table below, where each eigenvalue $\lambda$ is associated with a bell-shaped eigenfunction $W$. Only one positive eigenvalue was found for each case, and thus these cases only admit the ground states for waves to be linearly trapped.

Next, we studied the presence of finite-amplitude Langmuir waves in the ion hole, in which the fully nonlinear system of equations (5) and (6) has to be solved numerically. The numerical solutions reveal that the ion hole deepened and widened, allowing the eigenvalue $\lambda$ to be larger. We investigated the special case with a nonlinear shift of 0.1 of $\lambda$ as listed in the fourth column

## Table

| Small amplitude problem |  | Finite amplitude problem |  |
| :---: | :---: | :---: | :---: |
| $M$ | $\lambda$ | $M$ | $\lambda$ |
| 1.4 | 0.0013 | 1.4 | 0.1013 |
| 0.9 | 0.0463 | 0.9 | 0.1463 |
| 0.7 | 0.0772 | 0.7 | 0.1772 |
| 0.0 | 0.1906 | 0.0 | 0.2906 |

in the table above and found solutions for all cases except for $M=1.4$; the numerical solutions are depicted in Fig. 2. We can see from Figs. 1 and 2 that the presence of trapped finite-amplitude Langmuir waves makes the ion density depletion both deeper and wider, and the same holds for the ambipolar potential well. The deepening of the ambipolar negative potential well is a feature closely related to the strongly nonisothermal trapped ion distribution function. For this case, the electrostatic potential had small-amplitude maxima $\phi_{\max }$ on the order of $\approx 10^{-3}$ on each side of the ion hole; this maximum of the potential increased with increasing $M$.

In order to investigate the conditions for existence of ion holes in the presence of strong Langmuir fields, we numerically solved Eq. (8) for $\psi$ as a function of $M$ (see Fig. 3). We used the same parameters $\tau=0.1$ and $\alpha=$ -1.0 as above. Here, we assumed the Langmuir field to


Fig. 2. Ion holes in the presence of Langmuir waves for different Mach numbers $M$ with $\tau=0.1$ and $\alpha=-1.0$.
be given as an external parameter (say, $W_{0}=0.8$ ) and with a nonlinear shift that follows $\lambda(M)=0.3-0.14 M$, as obtained approximately from the table above. This slightly overestimates the Langmuir field $W_{0}$ for small $M$ and slightly underestimates the field for the highest $M$ (see the upper panel in Fig. 2). We assumed a maximum potential of $\phi_{\max }=0.003$. We found that, for this set of parameters, the solution had an upper bound $M=$ 1.25 for the existence of localized solutions, which is clearly smaller than the existence in the absence of the Langmuir fields. In a more exact mapping of the existence of ion holes, one needs more carefully to explore the relationships between different parameters in Eq. (8), possibly by solving system of equations (5) and (6) for different cases. Furthermore, the stability of the time-dependent system is not explored here but could be studied by direct simulations of the Vlasov-Poisson system.

It should be stressed that the properties of the present Langmuir envelope solitons significantly differ from those based on Zakharov's model [4], which utilizes the fluid ion response for driven (by the Langmuir wave ponderomotive force) ion-acoustic perturbations and yields subsonic density depression accompanied by a positive localized ambipolar potential structure. Furthermore, consideration of a Boltzmann ion density distribution, viz. $n_{i}=n_{0} \exp (-\phi)$, would correspond to the case $M=0$ and $\alpha=1$ in Eq. (6). Here, as shown in Fig. 4, we have a localized Langmuir wave electric field envelope trapped in a standing ion density cavity. The corresponding slow ambipolar potential is positive and localized.

In the numerical solutions of Eqs. (5) and (6), the second derivatives were approximated by a secondorder centered difference scheme [28], and the values of $W$ and $\phi$ were set to zero at the boundaries of the computational domain at $\xi= \pm 40$. The resulting nonlinear system of equations was solved iteratively. We used 2000 sampling points to resolve the solution.

In summary, we have presented the first analytical and numerical studies of a novel nonlinear plasma state in which the Langmuir waves interact with fully nonlinear ion holes. It is found that Langmuir waves have a dramatic effect on the ion hole in that the formation of envelope Langmuir solitons (Langmuir waves trapped in an ion hole) becomes an eigenvalue problem, and only discrete eigenstates are allowed. Self-trapped Langmuir waves in an ion hole are found to be either standing or moving with sub- or super ion thermal speed. An ion cavity loaded with Langmuir waves is typically wider and is accompanied by a negative localized ambipolar potential. Physically, the broadening of the ion hole and the enhancement of negative ambipolar potential occur because the ponderomotive force of the Langmuir waves locally expels electrons, which pull ions along to maintain the local charge neutrality. The deficit of ions in plasmas, in turn, produces more negative potential within the ion hole that is now widened


Fig. 3. Numerical solutions of Eq. (8), depicting $\psi\left(=-\phi_{\text {min }}\right)$ vs. $M$ for (dashed line) $W_{0}=0.0$ and (solid line) $W_{0}=0.8$, with $\lambda=0.1$ and $\alpha=-1.0$. We see that the ion hole loaded with the Langmuir wave electric fields has an upper bound on the Mach number, which is smaller than that without the Langmuir wave fields.


Fig. 4. A Langmuir caviton with a Boltzmann ion distribution for $M=0, \lambda=0.1, \tau=0.1$, and $\alpha=1.0$.
and enlarged to trap the localized Langmuir wave electric field envelope. Hence, the properties of the ion holes in the presence of Langmuir waves are significantly different from ion holes without the Langmuir waves, or cavitons involving the fluid [2,3] or a Boltzmann ion response. In conclusion, we stress that the present localized structures are outside the realm of the two-fluid model, as they involve a trapped ion vortex state, which can be dealt with within the framework of a kinetic description only. We have thus solved one of
the fundamental problems of nonlinear plasma physics, which has potential applications in space and laboratory plasmas that are driven by electron and ion beams.
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#### Abstract

The effect of ultrastrong magnetic fields generated in a relativistic-intensity subpicosecond laser plasma on the acceleration of fast electrons was studied. It is shown that resonance electrons can continuously accumulate energy from the circularly polarized laser field in the presence of a longitudinal magnetic field. For the linear polarization and a transverse magnetic field, energy accumulation has a pulse-periodic character, and the electron trajectories correspond to electron rotation in the Larmor orbit in a quasi-stationary magnetic field, while the energy strongly oscillates. In both cases, electron energy may attain values higher than 100 MeV for intensities of $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: $52.38 . \mathrm{Kd}$; $52.27 . \mathrm{Ny}$

In the interaction of subpicosecond laser petawatt pulses with solid targets, a high-energy component with an energy of up to $\sim 100 \mathrm{MeV}$ was observed in the spectrum of electrons generated at laser intensities higher than $10^{20} \mathrm{~W} / \mathrm{cm}^{2}[1,2]$. The possibility of accelerating electrons in the laser electromagnetic field to energies exceeding, by an order of magnitude, their oscillation energy was confirmed by the numerical PIC calculations [2]. Mechanisms such as electron acceleration in the wake-wave field and electron betatron resonance in a quasistatic electric and magnetic fields of a plasma channel are also discussed (see, e.g., review [3]).

It is shown in this work that electrons can be accelerated by a laser wave to energies higher than 100 MeV in a subpicosecond laser plasma under conditions where the electron cyclotron frequency

$$
\begin{equation*}
\omega_{c}=e_{0} B_{s} / m c \tag{1}
\end{equation*}
$$

in a quasistatic magnetic field $B_{s}$ is on the order of the laser frequency $\omega$. The scale of the required magnetic fields is given by

$$
B_{0}=m c \omega / e_{0},
$$

because

$$
\omega_{c} / \omega=B_{s} / B_{0} .
$$

For the laser wavelength $\lambda=1.05 \mu \mathrm{~m}$, one has $B_{0}=$ 107 MG. Magnetic fields in the range $340-460$ MG have already been observed in the dense plasma region in the course of interaction of a laser pulse of a duration of $0.7-1 \mathrm{ps}$ and intensity $I \approx 10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ with a solid target [4].

Our analysis is based on the equations of motion for an electron in a laser field and a constant magnetic field, because electron collisions can be neglected at relativistic energies. Circularly and linearly polarized laser waves are considered. The direction of the magnetic field corresponds to different mechanisms of its generation.

1. Autoresonance in a circularly polarized laser field. Magnetic-field generation by the interaction of a subpicosecond circularly polarized laser pulse of relativistic intensity with dense-plasma electrons was considered theoretically in [5] for the electron below-critical density. It follows from [5] that, if a laser pulse of relativistic intensity $I \geq 10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ propagates in the self-channeling regime with electron expulsion from the channel, a uniform magnetic field with an induction of higher than 100 MG is generated in the central region of the beam. For right-hand polarization of the laser wave, the direction of a quasistatic magnetic field coincides with the direction of its wave vector.

The covariant equation of motion for an electron in the channel has the form

$$
\begin{equation*}
m \frac{d u^{\mu}}{d \tau}=\frac{e}{c} F^{\mu \mathrm{v}} u_{\mathrm{v}} . \tag{2}
\end{equation*}
$$

Here, $u^{\mu}$ is the 4 -velocity and $\tau$ is the "intrinsic" time ( $e=-e_{0}$ is the electron charge). The electromagnetic field tensor is

$$
\begin{gather*}
F^{\mu v}=B_{s}\left(e_{2}^{\mu} e_{1}^{v}-e_{1}^{\mu} e_{2}^{v}\right) \\
-\frac{m c^{2}}{e} \xi\left(f_{1}^{\mu v} \cos \varphi+f_{2}^{\mu v} \sin \varphi\right) \tag{3}
\end{gather*}
$$



Fig. 1. Energy of a resonance electron in the circularly polarized laser wave with an intensity of $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ in a longitudinal magnetic field.
where $\varphi=k^{\mu} x_{\mu}$ is the wave phase, $k^{\mu}=(\omega / c) n^{\mu}$ is the wave 4 -vector, and $f_{s}^{\mu \nu}=k^{\mu} e_{s}^{v}-e_{s}^{\mu} k^{\nu}\left(e_{\alpha}^{\mu}=\left(0, \mathbf{i}_{\alpha}\right)\right.$, $n^{\mu}=\left(1, \mathbf{i}_{3}\right)$ are linearly independent 4 -vectors and $\mathbf{i}_{\alpha}$ are three-dimensional unit vectors of the coordinate system). The tensor $F^{\mu \nu}$ corresponds to a constant magnetic field $\mathbf{B}_{s}=B_{s} \mathbf{i}_{3}$ and the electromagnetic wave with right-hand circular polarization

$$
\begin{gather*}
\mathbf{E}_{l}=\frac{m c \omega_{2}}{e} \xi\left[\mathbf{i}_{1} \cos \omega(t-z / c)+\mathbf{i}_{2} \sin \omega(t-z / c)\right]  \tag{4}\\
\mathbf{B}_{l}=\left[\mathbf{i}_{3} \times \mathbf{E}_{l}\right]
\end{gather*}
$$

Equation (2) has the integral of motion $d \varphi / d \tau=$ const, which relates the electron energy $E=m c^{2} \gamma$ to the electron longitudinal momentum $p_{z}$ :

$$
\begin{equation*}
d p_{z}=d E / c \tag{5}
\end{equation*}
$$

Using this integral, Eq. (2) can be solved analytically [6]. From the solution, it follows that the energy of electrons, whose initial velocity satisfies the cyclotron autoresonance condition

$$
\begin{equation*}
\gamma_{0}\left(1-\frac{v_{0 z}}{c}\right)=\frac{\omega_{c}}{\omega} \tag{6}
\end{equation*}
$$

increases with time $t$. This can be expressed in the parametric form as

$$
\begin{equation*}
\gamma=\gamma_{0}+k \tau^{2}, \quad t=\gamma_{0} \tau+\frac{k \tau^{3}}{3} \tag{7}
\end{equation*}
$$

The coefficient $k$ depends on the ratio $\omega_{c} / \omega$ and laser intensity $I$ :

$$
\begin{equation*}
k=\frac{\omega \omega_{c} \xi^{2}}{2}=\frac{2 \pi e^{2}}{m^{2} c^{3}} \frac{\omega_{c}}{\omega} I \tag{8}
\end{equation*}
$$

The dependence (7) can be approximated by the expression

$$
\begin{equation*}
\gamma=\left(9 k t^{2}\right)^{1 / 3}-\gamma_{0} \tag{9}
\end{equation*}
$$

for $I>10^{19} \mathrm{~W} / \mathrm{cm}^{2}, t>100 \mathrm{fs}$, and initial electron energy $E_{0}=m c^{2} \gamma_{0}<5 \mathrm{MeV}$. This leads to the scaling law $E \propto I^{1 / 3}$.

The dependence $E(t)$ (7) for an initially nonrelativistic electron, $\omega_{c}=\omega$, and $I=10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ is shown in Fig. 1. In estimates, we assume that the acceleration time is determined by the diffraction length $L_{z} \approx \pi r_{0}^{2} / \lambda$. For the focal radius $r_{0} \approx 5 \mu \mathrm{~m}$ and wavelength $\lambda=1 \mu \mathrm{~m}$ [4], one has $L_{z} \approx 80 \mu \mathrm{~m}$. In the self-channeling regime, this value can be an order of magnitude larger. The electron trajectory in the relativistic regime is determined from the equations

$$
\begin{gather*}
\frac{d x}{d \tau}=c \xi \omega \tau \cos \omega \tau, \quad \frac{d y}{d \tau}=c \xi \omega \tau \sin \omega \tau  \tag{10}\\
\frac{d z}{d \tau}=\frac{c}{2} \xi^{2} \omega^{2} \tau^{2}
\end{gather*}
$$

From Eqs. (7) and (10) it follows that the electron acquires an energy of 175 MeV during 260 fs on the length $L_{z}$. The transverse radius of the orbit does not exceed $6 \mu \mathrm{~m}$, which corresponds to the focus size.

As the electron energy increases in the electric field of the laser wave, the longitudinal electron momentum (5) increases due to the action of the wave magnetic field. Since $p_{z}=E_{V_{z}} / c^{2}$, the time dependence of the longitudinal velocity is given by the expression

$$
v_{z}=c\left(1-m c^{2} / E(t)\right)
$$

For the intensity considered, an electron acquires relativistic energy in a time interval shorter than the period of laser radiation and moves in the longitudinal direction with a velocity close to the velocity of light. It follows from Eqs. (10) that the electron leaves the acceleration region at an angle

$$
v=2 / \xi \omega \tau \approx 8 \times 10^{-2} \mathrm{rad}
$$

to the axis of the laser beam.
It is of interest to estimate the synchrotron radiation loss for the accelerated ultrarelativistic electron moving in an ultrastrong magnetic field. The radiation energy-loss rate for a charged particle is given by the formula [7]

$$
P=-\frac{2 e^{2}}{3 c^{3}}\left(\frac{d u}{d \tau}\right)^{2}
$$

With allowance for the $\tau$ dependence of the 4 -velocity (7) and (10), one gets

$$
P=\frac{2 e^{2} \xi^{2} \omega^{2}}{3 c}\left(1+\omega^{2} \tau^{2}\right)
$$

It follows that the integrated losses during the acceleration time are $\sim 1 \mathrm{keV}$. The ratio of the lost and acquired power increases with time but is still rather small:

$$
\frac{P}{(d E / d t)} \approx 2 \times 10^{-5}
$$

justifying the neglect of the radiation reaction force in equation of motion (2).
2. Electron acceleration by a linearly polarized laser wave in the presence of a transverse magnetic field. Among the possible mechanisms of generating quasistatic magnetic fields by the interaction of an ultrastrong subpicosecond laser pulse with a solid target, there is a Weibel instability that appears due to the anisotropic velocity distribution of photoelectrons formed upon the over-barrier ionization of atomic ions [8]. According to [8], the magnetic field in the dense plasma region rapidly increases to reach $B_{s} \approx 70 \mathrm{MG}$ in a time on the order of the laser period for a linearly polarized laser radiation at a wavelength of $1 \mu \mathrm{~m}$ with an intensity of $10^{19} \mathrm{~W} / \mathrm{cm}^{2}$. The resulting quasistatic magnetic field is parallel to the magnetic field of the laser wave.

In this case, the electromagnetic field tensor has the form

$$
F^{\mu \nu}=B_{s}\left(e_{1}^{\mu} e_{3}^{v}-e_{3}^{\mu} e_{1}^{\nu}\right)-\frac{m c^{2}}{e} \xi f_{1}^{\mu v} \cos \varphi .
$$

It corresponds to a constant magnetic field $\mathbf{B}_{s}=B_{s} \mathbf{i}_{2}$ and a linearly polarized electromagnetic wave

$$
\mathbf{E}_{l}=\frac{m c \omega}{e} \xi \mathbf{i}_{1} \cos \varphi, \quad \mathbf{B}_{l}=\frac{m c \omega}{e} \xi \mathbf{i}_{2} \cos \varphi .
$$

The solution to equation of motion (2) can be represented in the form of a combination of the linearly independent 4-vectors

$$
u^{\mu}=u_{1} e_{1}^{\mu}+u_{2} e_{2}^{\mu}+l_{3} n^{\mu}+l_{4} \bar{n}^{\mu}
$$

where $\bar{n}^{\mu}=\left(1,-\mathbf{i}_{3}\right)$. The resulting nonlinear system of differential equations is

$$
\begin{gather*}
\frac{d u_{1}}{d \tau}=-\Omega l_{3}+\Omega l_{4}+2 \omega \xi l_{4} \cos \varphi, \\
\frac{d l_{4}}{d \tau}=-\frac{\Omega}{2} u_{1}, \quad \frac{d \varphi}{d \tau}=\frac{2 \omega}{c} l_{4}, \quad \frac{d t}{d \tau}=\frac{1}{c}\left(l_{3}+l_{4}\right),  \tag{11}\\
4 l_{3} l_{4}=c^{2}+u_{1}^{2}+u_{2}^{2}, \quad \Omega=\frac{e B_{s}}{m c} .
\end{gather*}
$$

In this case, $d u_{2} / d t=0$; i.e., the electron motion along the magnetic field proceeds with a constant velocity and does not affect the motion in the perpendicular plane. In the limiting cases $\Omega=0$ and $\xi=0$, the system of Eqs. (11) gives the proper analytic expressions for the electron motions in the field of a linearly polarized wave and in a uniform magnetic field, respectively.


Fig. 2. (a) Electron kinetic energy and (b) trajectory in a linearly polarized laser wave with $\Omega=\omega$ and an intensity of $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ in a transverse magnetic field.

In the general case, this system of equations can be solved only numerically. In the calculations, the energy $K(t)=m c^{2}(d t / d \tau-1)$ acquired by an electron during a laser pulse of duration 1 ps was determined. It was assumed for definiteness that the initial electron velocity was zero and that the laser wavelength was $\lambda=$ $1.05 \mu \mathrm{~m}$. The solution showed strong oscillations (Fig. 2a), and its validity was checked by comparison with the solutions by three methods: the Bulirsch-Stoer method for smooth solutions, the variable-step RungeKutta method, and the Stiff method for rigid systems.

It is seen from Fig. 2a that an electron undergoes impulsive transitions between "levels" with certain mean energies. Analysis of the time dependence of the electron velocity for relativistic intensities and different values of $\Omega$ indicates that this mean energy corresponds to the electron motion in a constant magnetic field $B_{s}$ in a circular orbit with the relativistic Larmor frequency $|\Omega| / \gamma$ and velocity close to $c$. The energy oscillations reach a minimum when the electron velocity is in opposition to the wave vector, because the phase of the electromagnetic wave in the electron trajectory changes most rapidly in this case. When the electron velocity is
aligned with the wave vector, the phase changes relatively slowly. If, simultaneously, the electron is brought into the acceleration phase where the projections of its velocity onto the longitudinal and transverse directions are aligned with the corresponding projections of electromagnetic force, it acquires a portion of energy and moves to a new circular orbit with large radius (Fig. 2b). In the general case, an electron can acquire or lose a considerable portion of energy, on the order of several tens of MeV , in a time interval shorter than the Larmor period. During the time of quasistationary phase, an electron can either acquire or lose almost the same energy portions, so that its energy changes only slightly.

Interestingly, the electron trajectory is determined by the constant magnetic field, although it is an order of magnitude lower than the electric field of the laser wave. According to [9], this occurs if the condition $B_{s} \gamma^{2} \gg E_{l}$ is fulfilled for the relativistic electron energies. The perturbative analysis of the electron acceleration mechanism at nonrelativistic intensities in a transverse magnetic field is presented in works [9] and [10]. According to the classification of the latter work, the impulsive electron-energy changes correspond to the scattering from the resonance.

The above mechanism accounts for the electron acceleration in the case where $\Omega$ deviates appreciably from $\omega$. For instance, if $\Omega=0.05 \omega$ and intensity $I=$ $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$, the electron energy attains 170 MeV in 350 fs . The corresponding transverse size of the acceleration region is $8 \mu \mathrm{~m}$, and the longitudinal size is $100 \mu \mathrm{~m}$. If $\Omega=\omega$ and the wave magnetic field is aligned with the constant magnetic field at zero time, the electron energy reaches $\sim 105 \mathrm{MeV}$ in $\sim 530$ fs (Fig. 2a). It is only required that the focus diameter exceed the diameter $(33 \mu \mathrm{~m})$ of the preceding orbit. The oscillations of electron energy and the dependence of their dynamics on the initial conditions provide continuous energies, with which electrons leave the focal region.

In summary, ultrastrong magnetic fields generated in dense laser plasma at relativistic intensities have a
deciding action on the trajectory of an accelerated electron. In a circularly polarized laser field and in a longitudinal magnetic field, resonance electrons can continuously accumulate energy. If the resonance electrons uniformly occupy the focal region, more than $50 \%$ of them accumulate an energy higher than 100 MeV at an intensity of $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ and move forward at an angle less than 0.1 rad . For the linear polarization and transverse magnetic field, energy is acquired in the impulseperiodic character. The mean electron trajectory corresponds to the rotation in the Larmor orbit in a quasistationary magnetic field, and energy strongly oscillates. For the indicated intensity, the upper bound for the electron spectrum can also exceed 100 MeV .

We are grateful to V.P. Kraĭnov for discussions.
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#### Abstract

The intriguing problem of the "missing" MHD integrals of motion is solved in this paper; i.e., analogues of the Ertel, helicity, and vorticity invariants are obtained. The two latter have been discussed earlier in the literature only for specific cases, and the Ertel invariant is presented for the first time. The set of ideal MHD invariants obtained appears to be complete: to each hydrodynamic invariant corresponds its MHD generalization. These additional invariants are found by means of the fluid velocity decomposition based on its representation in terms of generalized potentials. This representation follows from the discussed variational principle in Hamiltonian (canonical) variables, and it naturally decomposes the velocity field into the sum of "hydrodynamic" and "magnetic" parts. The "missing" local invariants are expressed in terms of the "hydrodynamic" part of the velocity and therefore depend on the (nonunique) velocity decomposition; i.e., they are gauge-dependent. Nevertheless, the corresponding conserved integral quantities can be made decomposition-independent by the appropriate choice of the initial conditions for the generalized potentials. It is also shown that the Weber transformation of MHD equations (partial integration of the MHD equations) leads to the velocity representation coinciding with that following from the variational principle with constraints. The necessity of exploiting the complete form of the velocity representation in order to deal with general-type MHD flows (nonbarotropic, rotational, and with all possible types of breaks as well) in terms of single-valued potentials is also under discussion. The new basic invariants found allow one to widen the set of the local invariants on the basis of the well-known recursion procedure. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 47.65.+a; 47.10.+g

The fact that in dissipation-free hydrodynamics there exist vorticity, helicity, and Ertel invariants makes it evident that corresponding analogues have to exist for the ideal MHD as well. But in spite of the fact that for the dissipation-free MHD flows there exist additional topological invariants, namely, magnetic helicity and cross-helicity, introduced by Moffatt [1], the analogues of the vorticity and helicity invariants have not yet been discussed with the necessary completeness (cf., for instance, the recent review [2]). Related quantities were mentioned for the specific cases of symmetric flows in [3-5], while the vorticity and helicity invariants for incompressible flows were obtained in [6, 7]. A complete discussion of the generalized vorticity and helicity invariants for the compressible MHD flows without any restrictions relating to the flow symmetry and an introduction of the generalized Ertel invariant will be presented below (see also [8]). Note here that these generalized invariants cannot be expressed in terms of the conventional Euler variables (the velocity, pressure, entropy, magnetic field, etc.)-their definition involves the specific decomposition of the velocity, which is natural in terms of the Weber transformation (or in terms

[^2]of the Clebsch representation) and involves subsidiary fields. Suppose this fact was the main obstacle in their derivation. The necessary subsidiary fields are related to the specific symmetry of the MHD equations. This symmetry is naturally expressed in terms of the Lagrange variables labeling the fluid particles: the corresponding symmetry group consists in relabeling (cf. [2] and references therein). In the Hamiltonian approach, these Lagrange labels are generalized coordinates, and the velocity field is expressed in terms of their gradients multiplied by conjugate momenta constituting a Clebsch-type representation (cf. [9] and $[2,10])$.

For the MHD case, the velocity representation includes an additional term proportional to the magnetic field originally introduced in [11]. Below, we use a representation that decomposes the velocity field into two parts, say, a "hydrodynamic" one, which coincides with the velocity representation for the hydrodynamics, and a "magnetic" part (the latter vanishes identically for zero magnetic field). The generalized integrals of motion are then expressed using the hydrodynamic part of the velocity representation. Such decomposition of the velocity is not unique, and the corresponding inte-
grals of motion undergo some changes caused by the change in the generalized potentials (gauge transformations). We show that such changes can be eliminated by an appropriate choice of the initial conditions for the generalized potentials.

As it may seem, the velocity representation following from the variational principle is somewhat artificial; we prove its equivalence to that obtained from the generalization of the Weber transformation (cf. [12, 13]) for the compressible nonbarotropic MHD flows (for the incompressible flows, this was done in [6]; for the barotropic case, see [14]).

Based on the additional invariants found, it is possible to derive a wide set of new invariants resulting from the recursion relations (cf. [15, 16]; see also [2, 10]). These sets of invariants are briefly discussed in the paper as well.

Let us start with the MHD equations in the Hamiltonian form. The dissipation-free MHD flows can be described in terms of the canonical variables (cf., for instance, [2]). Here we need the more complete set of the canonical variables enabling one to describe gen-eral-type flows. An example of such an approach, allowing us to deal with discontinuous motion as well, is presented in [8, 17]. For our case, the appropriate Hamiltonian density $\mathscr{H}$ can be chosen in the form

$$
\begin{gather*}
\mathscr{H}(\mathscr{P}, 2, \nabla 2) \\
=\frac{\rho \mathbf{v}^{2}}{2}+\rho \varepsilon+\frac{(\operatorname{curl} \mathbf{A})^{2}}{8 \pi}+(\mathbf{M} \cdot \nabla \Lambda), \tag{1}
\end{gather*}
$$

where $\rho, \varepsilon$, and $s$ denote density, internal energy, and entropy, respectively; $\mathbf{A}$ is the vector potential; and $\mathbf{H}=\operatorname{curl} \mathbf{A} .{ }^{1}$ The velocity field $\mathbf{v}$ is expressed in terms of the generalized coordinates, $\mathscr{2}=(Q, \mathbf{M})$, and conjugate momenta, $\mathscr{P}=(P, \mathbf{A})$

$$
\begin{gather*}
Q=(\varphi, \boldsymbol{\mu}, s), \quad P=(\rho, \lambda, \sigma)  \tag{2}\\
\mathbf{v}=\mathbf{v}(\mathscr{P}, \mathscr{2}) \equiv \mathbf{v}_{h}+\mathbf{v}_{M} \\
\mathbf{v}_{h}=-\rho^{-1} P \nabla Q, \quad \mathbf{v}_{M}=-\rho^{-1}[\mathbf{H} \times \mathbf{M}] . \tag{3}
\end{gather*}
$$

Here, subindexes $h$ and $M$ correspond to the "hydrodynamic" and "magnetic" parts of the velocity field. The hydrodynamic part, $\mathbf{v}_{h}$, corresponds to the generalized Clebsch representation for the conventional hydrodynamics (compare, for instance, papers [17-19]), and the magnetic part, $\mathbf{v}_{M}$, coincides with the conventional MHD term if we replace the divergence-free field $\mathbf{M}$ by curlS. The latter was first introduced by Zakharov and Kuznetsov (cf. [11]).

[^3]The set of canonical equations

$$
\begin{equation*}
\dot{\mathscr{Q}}=\delta \mathscr{H} / \delta \mathscr{P}, \quad \dot{\mathscr{P}}=-\delta \mathscr{H} / \delta 2, \tag{4}
\end{equation*}
$$

or, in explicit form,

$$
\begin{gather*}
\dot{\rho}+\operatorname{div}(\rho \mathbf{v})=0, \quad D \varphi=w-v^{2} / 2  \tag{5}\\
D \boldsymbol{\mu}=0, \quad \dot{\lambda}_{m}+\operatorname{div}\left(\lambda_{m} \mathbf{v}\right)=0  \tag{6}\\
D s=0, \quad \dot{\sigma}+\operatorname{div}(\sigma \mathbf{v})=-\rho T  \tag{7}\\
\dot{\mathbf{A}}=[\mathbf{v} \times \operatorname{curl} \mathbf{A}]-\nabla \Lambda \\
\dot{\mathbf{M}}=\frac{\operatorname{curl} \mathbf{H}}{4 \pi}+\operatorname{curl}[\mathbf{v} \times \mathbf{M}] \tag{8}
\end{gather*}
$$

includes mass conservation, entropy transport, and magnetic field dynamic equations. Here, $w$ and $T$ are the enthalpy and temperature, dot denotes time derivative, and $D \equiv \partial_{t}+(\mathbf{v} \cdot \nabla)$ is the substantial (material) derivative.

From the velocity representation (Eq. (3) and Eqs. (5)-(8)), it strictly follows that the velocity field satisfies the Euler equation with the magnetic force taken into account,

$$
\begin{equation*}
\rho D \mathbf{v}=-\nabla p+(4 \pi)^{-1}[\operatorname{curl} \mathbf{H} \times \mathbf{H}] \tag{9}
\end{equation*}
$$

where $p$ is the fluid pressure.
Note here that variation of the action

$$
\begin{equation*}
\mathscr{A}=\int d t \int d \mathbf{r}\left(\mathscr{P} \partial_{t} \mathscr{2}-\mathscr{H}\right) \tag{10}
\end{equation*}
$$

with respect to $\Lambda$ leads to the divergence-free condition for the subsidiary field $\mathbf{M}, \operatorname{div} \mathbf{M}=0$. This is consistent with the equation of motion for $\mathbf{M}$, which leads to $\partial_{t}(\operatorname{div} \mathbf{M})=0$. Therefore, supposing that $\operatorname{div} \mathbf{M}=0$ holds for some initial moment, we arrive at the conclusion that this is valid for an arbitrary moment. On the other hand, putting $\Lambda \equiv 0$ in the action leads to vanishing of the $\Lambda$ term in the vector potential equation of motion, making it gauge-dependent. It proves convenient to deal with $\Lambda \neq 0$, which makes it possible to use different gauge conditions for the vector potential.

We do not include the subsidiary field $\Lambda$ into the set of the canonical variables but suppose it to be an independent variable in the variational principle with the action defined by Eq. (10), dealing with the extended Hamiltonian description (cf. [20]). Alternatively, one can include it into the set of generalized coordinates. Denoting corresponding conjugate momentum $\pi_{\Lambda}$ and adding to the Hamiltonian density (Eq. (1)), the term $\pi_{\Lambda} v$ results in $\dot{\pi}_{\Lambda}=-\delta \mathscr{H} / \delta \Lambda=-\operatorname{div} \mathbf{M}, \dot{\Lambda}=\delta \mathscr{H} / \delta \pi_{\Lambda}=$ $v$. The subsidiary function $v$ can be expressed in terms of other variables as $v=\partial_{t} \Delta^{-1}([\mathbf{v} \times \mathbf{H}]-\dot{\mathbf{A}})+v_{0}$, where $\Delta$ denotes the Laplace operator and $\mathrm{v}_{0}$ is an arbitrary solution of the Laplace equation. $\pi_{\Lambda}$ is a linear function of $t, \pi_{\Lambda}=\pi_{\Lambda}\left(t_{0}\right)-\left(t-t_{0}\right) \operatorname{div} \mathbf{M}$, as follows from (8). Putting $\pi_{\Lambda}\left(t_{0}\right)$ and $\operatorname{div} \mathbf{M}(t) \equiv \operatorname{div} \mathbf{M}\left(t_{0}\right)=0$, we arrive at the
specific case with the a posteriori zero-valued $\pi_{\Lambda}$. Note also that for $\mathbf{M}\left(t_{0}\right)=0$, some generalized invariants become gauge-independent (see below).

The canonical description introduced for MHD is equivalent (obviously, up to the gauge transformations of the subsidiary fields) to the conventional description. This fact strictly follows from the generalization of the Weber transformation. The latter consists in partial integration of the Euler equation. Suppose that the fluid particles are labeled by Lagrange markers $\mathbf{a}=\left(a_{1}, a_{2}\right.$, $a_{3}$ ). Then the label of the particle passing through point $\mathbf{r}=\left(x_{1}, x_{2}, x_{3}\right)$ at time $t$ is

$$
\begin{equation*}
\mathbf{a}=\mathbf{a}(\mathbf{r}, t), \text { and, consequenty, } D \mathbf{a}=0 . \tag{11}
\end{equation*}
$$

The particle paths and velocities are given by the inverse function

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}(\mathbf{a}, t), \quad \mathbf{v}=D \mathbf{r}(\mathbf{a}, t)=\partial \mathbf{r} /\left.\partial t\right|_{\mathbf{a}=\text { const }} . \tag{12}
\end{equation*}
$$

Representing the equation of motion in the form

$$
\begin{align*}
& D v_{k}=-\frac{\partial w}{\partial x_{k}}+T \frac{\partial s}{\partial x_{k}}+[\mathbf{J} \times \mathbf{h}]_{k},  \tag{13}\\
& \mathbf{h} \equiv \frac{\mathbf{H}}{\rho}, \quad \mathbf{J}=\frac{\text { curl } \mathbf{H}}{4 \pi},
\end{align*}
$$

multiplying it by $d x_{k} / d a_{i}$, and performing simple transformations, we have

$$
\begin{equation*}
D\left(v_{k} \frac{\partial x_{k}}{\partial a_{i}}\right)=\frac{\partial}{\partial a_{i}}\left(v^{2} / 2-w\right)+T \frac{\partial s}{\partial a_{i}}+[\mathbf{J} \times \mathbf{h}]_{k} \frac{\partial x_{k}}{\partial a_{i}} . \tag{14}
\end{equation*}
$$

Introducing subsidiary fields $\varphi, \sigma$, and $\mathbf{M}$ governed by equations (compare second equations in (5), (7), (8))

$$
\begin{gather*}
D \varphi=w-\frac{v^{2}}{2}, \quad D\left(\frac{\sigma}{\rho}\right)=-T,  \tag{15}\\
\dot{\mathbf{M}}=\operatorname{curl}[\mathbf{v} \times \mathbf{M}]+\mathbf{J}
\end{gather*}
$$

we can represent the right-hand side of Eq. (14) as the sum of the substantial derivatives in accordance with identities:

$$
\begin{gathered}
T \frac{\partial s}{\partial a_{i}}=-D\left(\frac{\partial s}{\partial a_{i}} \frac{\sigma}{\rho}\right), \\
\frac{\partial}{\partial a_{i}}\left(w-\frac{v^{2}}{2}\right)=D\left(\frac{\partial \varphi}{\partial a_{i}}\right), \\
{[\mathbf{J} \times \mathbf{h}]_{k} \partial x_{k} / \partial a_{i}=D\left([\mathbf{M} \times \mathbf{h}]_{k} \partial x_{k} / \partial a_{i}\right)}
\end{gathered}
$$

which makes it possible to integrate the Euler equation (14):

$$
\begin{gather*}
-v_{k} \frac{\partial x_{k}}{\partial a_{i}}=\frac{\partial \varphi}{\partial a_{i}}+\frac{\partial s}{\partial a_{i}} \frac{\sigma}{\rho}+[\mathbf{h} \times \mathbf{M}]_{k} \frac{\partial x_{k}}{\partial a_{i}}+b_{i},  \tag{16}\\
D \mathbf{b}=0 .
\end{gather*}
$$

Multiplying this relation by $\partial a_{i} / \partial x_{j}$ allows one to revert from Lagrangian, (a, $t$ ), to the Eulerian, $(\mathbf{r}, t)$, variables,

$$
\begin{equation*}
\mathbf{v}=-\nabla \varphi-b_{k} \nabla a_{k}-\frac{\sigma}{\rho} \nabla s-[\mathbf{h} \times \mathbf{M}] . \tag{17}
\end{equation*}
$$

The velocity representation following from the Weber transformation obviously coincides with the above-introduced generalized Clebsch representation if one identifies $\mathbf{b}$ with $\lambda / \rho$ and $\mathbf{a}$ with $\boldsymbol{\mu}$. This proves the above-mentioned equivalence between description of the general-type magnetohydrodynamic flows in terms of canonical variables introduced and the conventional description in Lagrange or Euler variables. Moreover, this indicates that the velocity representation of the form of Eq. (3) is the basic one. The possible reductions based upon the Darboux (in other words, Pfaff's) theorem lead to the restrictions for the motion or, otherwise, involve non-single-valued functions (cf. [2]).

The decomposition of the velocity in the "hydrodynamic" and "magnetic" parts allows one to obtain "missing" MHD invariants. Namely, strict but rather cumbersome calculations show that the generalized vorticity

$$
\begin{equation*}
\boldsymbol{\omega}_{h} \equiv \operatorname{curl}_{\boldsymbol{v}} \tag{18}
\end{equation*}
$$

satisfies equation

$$
\begin{equation*}
\dot{\boldsymbol{\omega}}_{h}=[\Delta \rho \times \nabla p] / \rho^{2}+\operatorname{curl}\left[\mathbf{v} \times \boldsymbol{\omega}_{h}\right] . \tag{19}
\end{equation*}
$$

For the barotropic flows, $\boldsymbol{\omega}_{h} / \rho$ becomes a frozen-in field,

$$
\begin{equation*}
D\left(\frac{\boldsymbol{\omega}_{h}}{\rho}\right)=\left(\frac{\boldsymbol{\omega}_{h}}{\rho} \cdot \nabla\right) \mathbf{v} \text { for } p=p(\rho) \tag{20}
\end{equation*}
$$

presenting a clear generalization of the hydrodynamic vorticity for the MHD case. Note that the quantity $\omega / \rho$, $\boldsymbol{\omega} \equiv \operatorname{curlv}$, is not a frozen field due to the nonpotential character of the Lorentz force.

Starting with Eq. (19), one can prove the generalization of the Thompson theorem: circulation $\Gamma$ of $\mathbf{v}_{h}$ over the closed substantial contour $\mathscr{C}$ lying on the entropyconstant surface is the integral of motion

$$
\begin{equation*}
D \Gamma \equiv D \oint_{\mathscr{C}}\left(\mathbf{v}_{h} \cdot d \mathbf{l}\right)=0 \text { for }\left.s\right|_{\mathscr{C}}=\text { const. } \tag{21}
\end{equation*}
$$

Analogously, the pseudoscalar $h_{H} \equiv\left(\mathbf{v}_{h} \cdot \boldsymbol{\omega}_{h}\right)$ (generalized helicity) is conserved for the barotropic flows

$$
\begin{gather*}
\dot{h}_{H}+\operatorname{div} \mathbf{q}_{H}=0, \quad h_{H}=\left(\mathbf{v}_{h} \cdot \boldsymbol{\omega}_{h}\right), \\
\mathbf{q}_{H}=h_{H} \mathbf{v}+\left(\chi-v^{2} / 2\right) \boldsymbol{\omega}_{h}, \quad \chi \equiv \int d p / \rho . \tag{22}
\end{gather*}
$$

The corresponding integral-conserved quantity $\mathscr{\Phi}_{H}$ can be obtained by integration of $h_{H}$ over substantial volume $\tilde{V}$ such that on its boundary the normal component of the generalized vorticity vanishes, $\omega_{h n}=0$ (note that it is sufficient to require fulfillment of the latter condi-
tion for the initial moment only due to the frozen-in character of $\boldsymbol{\omega}_{h} / \rho$ ),

$$
\begin{equation*}
D \mathscr{I}_{H}=0 \text { for }\left.\left(\boldsymbol{\omega}_{h} \cdot \mathbf{n}\right)\right|_{\partial \tilde{V}}=0, \quad \mathscr{I}_{H} \equiv \int_{\tilde{V}} d \mathbf{r} h_{H} \tag{23}
\end{equation*}
$$

For the incompressible case, the generalized vorticity and helicity were introduced earlier in the paper [6].

The generalization of the Ertel invariant is represented by the quantity $\alpha_{E}=\left(\boldsymbol{\omega}_{h} \cdot \nabla s\right) / \rho$ following from the conventional hydrodynamics expression by substitution $\boldsymbol{\omega}_{h}=\operatorname{curl} \mathbf{v}_{h}$ instead of $\boldsymbol{\omega}=\operatorname{curl} \mathbf{v}$,

$$
\begin{equation*}
D \alpha_{E}=0 \tag{24}
\end{equation*}
$$

without any restrictions concerning the flow. Integration of $h_{E}=\rho \alpha_{E}$ over the substantial volume yields the following conserved integral:

$$
\begin{equation*}
\mathscr{I}_{E}=\int_{\tilde{V}} d \mathbf{r} h_{E}, \quad D \mathscr{I}_{E}=0 \tag{25}
\end{equation*}
$$

$\mathscr{I}_{E}$ in its structure is not gauge-invariant, in contrast to the hydrodynamic case. Let us examine its change under gauge transformation $\mathbf{v}_{h} \longrightarrow \mathbf{v}_{h}^{\prime}, \mathbf{v}_{M} \longrightarrow \mathbf{v}_{M}^{\prime}$ with $\mathbf{v}_{h}^{\prime}+\mathbf{v}_{M}^{\prime}=\mathbf{v}_{h}+\mathbf{v}_{M}$. Then

$$
\begin{equation*}
\mathscr{I}_{E}^{\prime}-\mathscr{I}_{E}=-\int_{\partial \tilde{V}} d \Sigma\left(\mathbf{n} \cdot\left[\nabla s \times\left(\mathbf{v}_{M}^{\prime}-\mathbf{v}_{M}\right)\right]\right) \tag{26}
\end{equation*}
$$

Now we can proceed in two ways. First, making use of the identity $[\nabla s \times \mathbf{X}]=\operatorname{curl}(s \mathbf{X})-s \cdot \operatorname{curl} \mathbf{X}$ and taking into account that the integral of the first term vanishes (which is trivial for a closed boundary $\partial \tilde{V}$ and assumes the necessary decreasing of the integrand for the infinite volume $\tilde{V}$ ), we have

$$
\begin{equation*}
\mathscr{I}_{E}^{\prime}-\mathscr{I}_{E}=\int_{\partial \tilde{V}} d \Sigma\left(\mathbf{n} \cdot\left(\boldsymbol{\omega}_{M}^{\prime}-\boldsymbol{\omega}_{M}\right)\right) s \tag{27}
\end{equation*}
$$

From representation (26), it immediately follows that the integral Ertel invariant becomes gauge-independent for the substantial volume $\tilde{V}$ chosen in such a way that its boundary coincides with the entropy-constant surface, $\left.s\right|_{\partial \tilde{V}}=$ const.

The second way is as follows. Substituting into Eq. (26) $\mathbf{v}_{M}^{\prime}-\mathbf{v}_{M}=-\left[\mathbf{h} \times\left(\mathbf{M}^{\prime}-\mathbf{M}\right)\right]$, we obtain

$$
\begin{equation*}
\mathscr{I}_{E}^{\prime}-\mathscr{I}_{E}=\int_{\partial \tilde{V}} d \Sigma\left(\mathbf{n} \cdot\left[\nabla s \times\left[\mathbf{h} \times\left(\mathbf{M}^{\prime}-\mathbf{M}\right)\right]\right]\right) \tag{28}
\end{equation*}
$$

Inasmuch as both $\mathbf{M}^{\prime}$ and $\mathbf{M}$ satisfy the second equation in (8), their difference, $\overline{\mathbf{M}}=\mathbf{M}^{\prime}-\mathbf{M}$, is governed by the corresponding homogeneous equation $\partial_{t} \overline{\mathbf{M}}=\operatorname{curl}[\mathbf{v} \times$ $\overline{\mathbf{M}}]$, i.e., $\overline{\mathbf{m}}=\overline{\mathbf{M}} / \rho$ is a frozen-in field. From this property, it follows that the vector quantity $\mathbf{W} \equiv[\nabla s \times[\mathbf{h} \times$
$\overline{\mathbf{m}}$ ]] entering the integrand is a frozen-in field (this can be proved by strict calculations and also follows from the recursion relations between different types of invariants; see, for instance, [2, 10] and Eqs. (31), (32) below). Therefore, if we restrict ourselves to zero initial condition for the field $\mathbf{M}, \mathbf{M}_{t=t_{0}}=0$, the initial value of $\mathbf{W}$ becomes zero, and, consequently, the initial value of its normal component on the surface of the substantial volume $\partial \tilde{V}$ is zero. But the normal component of the frozen-in field is invariant of the motion. Thus, we arrive at the conclusion that condition $(\mathbf{n} \cdot \mathbf{W})=0$ holds true for an arbitrary moment, and $\mathscr{I}_{E}$ becomes gaugeinvariant if we imply zero initial conditions for the subsidiary field $\mathbf{M}$. Note that this choice does not impose any constraint on the motion.

There are also other possibilities to make $\mathscr{I}_{E}$ gaugeindependent. For instance, we can restrict ourselves to a subset of the initial conditions for $\mathbf{M}$ such that $\mathbf{M}_{t=t_{0}}=f \mathbf{H}_{t=t_{0}}$, where $f$ is an arbitrary function. (Then $\operatorname{div} \mathbf{M}=\operatorname{div} \mathbf{M}_{t=t_{0}}=\left(\nabla f \cdot \mathbf{H}_{t=t_{0}}\right)$ and, for the particular choice of $f$ such that $\left(\mathbf{H}_{t=t_{0}} \cdot \nabla f\right)=0$, we have $\operatorname{div} \mathbf{M}=$ 0.) For these initial conditions, $\mathbf{M}$ and $\mathbf{M}^{\prime}$ are collinear to $\mathbf{H}$ at the initial moment, and therefore the initial value of $(\mathbf{n} \cdot \mathbf{W})$ is zero, and, consequently, it is zero for all moments. Thus, we can make the conclusion that the gauge dependence of the Ertel invariant can be partly eliminated by appropriate choice of the initial conditions or substantial volumes.

The performed analysis of the additional MHD integrals of motion makes it quite evident that, along with the well-known MHD integrals of motion (cf. [2]), they form the basis of the MHD local invariants. Starting with these invariants, one can obtain a wide set of invariants by means of recursion relations between different types of invariants. Recall that for hydrody-namic-type systems there exist four types of local invariants. By definition they obey the following equations:

$$
\begin{gather*}
D \alpha=0, \quad D \mathbf{I}=0, \quad D \mathbf{J}-(\mathbf{J} \cdot \nabla) \mathbf{v}=0  \tag{29}\\
D \mathbf{L}+(\mathbf{L} \cdot \nabla) \mathbf{v}+[(\mathbf{L} \times \operatorname{curl} \mathbf{v}]=0 \tag{30}
\end{gather*}
$$

Here, $\alpha$ and $\mathbf{I}$ represent the scalar and vector Lagrange invariants, $\mathbf{J}$ is frozen-in field, and $\mathbf{L}$ presents Lambtype momentum invariant (cf. [16]). The main representative of the fourth-type invariants is the fluid density $\rho$; all other $\rho$-type invariants can be obtained by multiplying the local Lagrange invariants by $\rho$. The recursion relations

$$
\begin{gather*}
\mathbf{L}^{\prime}=\nabla \alpha, \quad \alpha^{\prime}=(\mathbf{J} \cdot \mathbf{L})  \tag{31}\\
\mathbf{J}^{\prime}=\left[\mathbf{L} \times \mathbf{L}^{\prime}\right] / \rho, \quad \mathbf{L}^{\prime}=\rho\left[\mathbf{J} \times \mathbf{J}^{\prime}\right] \tag{32}
\end{gather*}
$$

allow one to construct new invariants in terms of the initial ones. The procedure is somewhat different for the general-type motion and barotropic (or isentropic)
flows. Let us consider the general case. The basic set of invariants can be chosen as

$$
\begin{equation*}
s, \alpha_{E}, \mathbf{h}=\mathbf{H} / \rho \tag{33}
\end{equation*}
$$

Applying recursion relations, we first obtain new L-type invariants, $\mathbf{L}_{s}=\nabla s, \mathbf{L}_{E}=\nabla \alpha_{E}$. These invariants allow us to get new $\alpha$-type,

$$
\begin{equation*}
\alpha_{P}=(\mathbf{h} \cdot \nabla) s, \quad \alpha_{E}^{(1)}=(\mathbf{h} \cdot \nabla) \alpha_{E} \tag{34}
\end{equation*}
$$

and $\mathbf{J}$-type, $\mathbf{J}^{\prime}=\left[\nabla s \times \nabla \alpha_{E}\right] / \rho$, invariants. The first invariant in Eq. (34) was obtained in [21]. It is evident that invariants $\alpha_{P}$ and $\alpha_{E}$ are members of the infinite sets of (monomial) invariants

$$
\begin{equation*}
\alpha_{P}^{(m)}=\mathscr{D}^{m} s, \quad \alpha_{E}^{(m)}=\mathscr{D}^{m} \alpha_{E}, \quad m=0,1, \ldots \tag{35}
\end{equation*}
$$

where $\mathscr{D}=(\mathbf{h} \cdot \nabla)$. The first set was discussed in [2], and the second is the new one together with the generalized Ertel invariant $\alpha_{E}$. The more general set of the scalar invariants can be represented by expression $\alpha_{f}=$ $f\left(\left\{\alpha_{P}^{(m)}\right\},\left\{\alpha_{E}^{(m)}\right\}\right)$, where $f$ is an arbitrary function. Note that the set $\left\{\alpha_{f}\right\}$ is closed relative to the operation $\mathscr{D}$.

We can proceed further constructing new scalar invariants by applying operation $\mathscr{D}_{1}=\left(\mathbf{J}^{\prime} \cdot \nabla\right)$ to the scalar invariants obtained at the previous step and obtaining new $\mathbf{L}$ - and J-type invariants. The problems relating to the complete set of the local invariants, their gauge invariance, and specific types of flows will be discussed further.

The results obtained can be summarized as follows. First, the variant of introducing the canonical description of the MHD flows by means of the variational principle is presented. It is shown that in order to describe general-type MHD flows it is necessary to use in the generalized Clebsch-type representation for the fluid velocity field the vector Clebsch variables (the Lagrange markers and conjugate momenta) along with the entropy term (compare papers [18, 19] describing hydrodynamic case) and the conventional magnetic term. This complete representation allows one to deal with general-type MHD flows, including all types of breaks (see [17]). Second, the generalization of the Weber transformation for the MHD flows is performed. Third, the equivalence between the velocity representations, following, respectively, from the Weber transformation, and that introduced by means of the variational principle is proved. Fourth, the generalized Ertel invariant for MHD flows is found. Fifth, the generalized vorticity and helicity invariants for the compressible barotropic MHD flows are obtained. Sixth, the relations between the local and integral invariants are discussed along with the gauge dependence of the latter. Seventh, as a consequence of the completeness of the represen-
tation proposed, we arrive at the correct limit transition from the MHD to the conventional hydrodynamic flows. The results obtained allow one to deal with complicated MHD problems by means of the Hamiltonian variables. The use of such an approach was demonstrated for the specific case of incompressible flows in the series of papers devoted to the nonlinear stability criteria.
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#### Abstract

Oscillations of the magnetoresistance commensurate with the spatial modulation period of the growth surfaces were observed in selectively doped GaAs quantum wells with $\mathrm{AlAs} / \mathrm{GaAs}$ superlattice barriers grown by molecular beam epitaxy. The experimental data obtained are explained by the lateral potential modulation of the twodimensional electron gas in narrow GaAs quantum wells with corrugated heteroboundaries and agree with the two-dimensional distribution of the local capacitance in such structures. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 73.63.Hs; 73.21.Fg

Numerous experimental studies showed that heteroboundaries in semiconductor structures grown by molecular beam epitaxy (MBE) are not perfectly planar. To some extent, irregularity (corrugation) of heteroboundaries is present in any real MBE structure. Of the number of possible reasons leading to the irregularity of heteroboundaries, the two most important ones should be singled out: the roughness of the initial substrate surfaces [1] and the self-organization of the mounded surface in the growth process [2]. In this work, it is shown that the mounding behavior of the growth surfaces arising in the MBE process leads to the appearance of a long-range scattering potential in selectively doped structures.

The structures under study were selectively GaAsdoped quantum wells 10 nm thick with AlAs/GaAs superlattice barriers [3, 4] grown by MBE on $\mathrm{GaAs}(100)$ substrates. The misorientation angle of the substrates did not exceed $0.02^{\circ}$. The surface morphology of the prepared structures was studied using atomic force microscopy (AFM). Magnetotransport experiments were carried out at a temperature of 4.2 K in magnetic fields up to 2 T on $L$-shaped Hall-effect bridges, in which the measuring current flowed along the [110] and [1 10 ] directions.

Studies of the relief using AFM showed an anisotropic character of the surface morphology on all grown structures. A decrease in the $\mathrm{As}_{4}$ flow led to an increase in the height of the spatial modulation and the degree of anisotropy of the growth surfaces, all other factors being the same [1]. A characteristic AFM image of the surface relief of a structure grown at a minimum $\mathrm{As}_{4}$
flow required for the maintenance of the As-stabilized surface superstructure is shown in Fig. 1a. The results of a correlation analysis of this surface are presented in Fig. 1b. The anisotropy and periodic character of the surface morphology are clearly seen in the figure. The mobility of the two-dimensional electron gas (2DEG) in this structure at $T=4.2 \mathrm{~K}$ for the concentration $n_{s}=$ $1.7 \times 10^{12} \mathrm{~cm}^{-2}$ was $\mu_{x x}=170 \times 10^{3} \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ in the [110] direction and $\mu_{y y}=280 \times 10^{3} \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ in the [110] direction. That is the mean free path by the momentum in the [110] direction $l_{p x x} \sim 2.5 \mu \mathrm{~m}$ exceeded the spatial modulation period of the growth surfaces $d_{x x} \sim 0.8 \mu \mathrm{~m}$ in the same direction.

The dependences $\rho_{x x}(B)$ and $\rho_{y y}(B)$ are presented in Fig. 2a for the measuring current flowing along the [110] and [1 $1 \overline{1} 0$ ] directions, respectively. A difference is observed in the $\rho_{x x}(B)$ and $\rho_{y y}(B)$ values due to the anisotropy of the morphology of heteroboundaries, which is typical of such systems [5, 6]. A maximum appears in the $\rho_{x x}(B)$ dependence at $B=B_{\max }$, which points to one-dimensional periodic potential modulation of the 2DEG [7]. This assumption is fully confirmed by the fact that commensurate oscillations are observed in the magnetoresistance (MR) in the vicinity of $B=B_{\max }$ (Fig. 2b). These oscillations arise in the onedimensional periodic potential when the conditions $R_{c}=(n+1 / 4) a_{x x}$ are fulfilled, where $R_{c}=\left(2 m E_{F}\right)^{1 / 2}(\mathrm{eV})^{-1}$ is the classical radius of the cyclotron orbit, $E_{F}$ is the 2DEG Fermi energy, $a_{x x}$ is the potential modulation period, and $n$ is a positive integer [8]. An analysis of the position of maxima in the magnetic field showed that


Fig. 1. (a) Two-dimensional AFM image of the surface relief of a "corrugated" MBE structure. The arrow indicates the [1 $\overline{1} 0$ ] direction. (b) Autocorrelation functions of the relief in the [110] and [ $1 \overline{1} 0$ ] directions.
these are due to the potential modulation of the 2DEG with a period $a_{x x} \sim 0.8 \mu \mathrm{~m}$, which coincides, to the accuracy of measurements, with the spatial modulation period of the heteroboundaries in the [110] direction determined by AFM.

This experimental fact allows the conclusion to be drawn that the nonplanarity of the growth surfaces is the reason for the lateral potential modulation of the 2DEG in selectively GaAs-doped quantum wells. The magnitude of the potential modulation of the 2DEG calculated by the equation $V_{0}=B_{\max } a_{x x}\left(E_{F} / 2 \pi^{2} m\right)^{1 / 2}$ from the work [9] make up $10-15 \mathrm{meV}$ for $E_{F} \sim$ 60 meV . The theoretical dependence of the 2DEG MR in the one-dimensional periodic potential [8] with the modulation amplitude $V_{0}=10 \mathrm{meV}$ and the period $a_{x x}=$


Fig. 2. (a) Longitudinal 2DEG MR in the [110] and [1 10 ] directions ( $\rho_{x x}$ and $\rho_{y y}$, respectively) at $T=4.2 \mathrm{~K}$ for the concentration $n_{s}=1.7 \times 10^{12} \mathrm{~cm}^{-2}$. (b) (1) Theoretical dependence of the 2DEG MR for the concentration $n_{s}=1.7 \times$ $10^{12} \mathrm{~cm}^{-2}$ and the mobility $\mu_{x x}=170 \times 10^{3} \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ in a one-dimensional potential with the period $a_{x x}=0.8 \mu \mathrm{~m}$ and the amplitude $V_{0}=10 \mathrm{meV}$. (2) The longitudinal MR in the [110] direction with the subtracted monotonic component.
$0.8 \mu \mathrm{~m}$ is represented by curve 1 in Fig. 2b. As is evident in the figure, the amplitude of the commensurate oscillations observed in this work is significantly smaller than the theoretical value. We relate this experimental result to the fact that the potential modulation of the 2DEG in the studied GaAs quantum wells with


Fig. 3. (a) Local capacitance distribution over the surface of a corrugated MBE structure. The arrow indicates the [1 10 ] direction. (b) Autocorrelation functions of the local capacitance distribution in the [110] and [1 10 ] directions.
corrugated heteroboundaries is not strictly periodic and one-dimensional [10].

The above interpretation of the experimental data is also in qualitative agreement with the two-dimensional distribution of the local capacitance in the studied structures (Fig. 3a). The local capacitance was measured using a SOLVER P47-H NT-MDT atomic force microscope operating in the noncontact mode using a double-pass procedure that takes into account the effect of the surface relief on the measured local capacitance. In this case, the surface topography is measured during the first passage of the probe (Fig. 1a), and the capacitance signal is measured during the second passage (Fig. 3a) when the probe moves above the surface along the already measured trajectory. The use of this procedure allows one to assume that the surface inhomoge-
neity of the 2DEG concentration is the main reason for the variation of the local capacitance. The results of the correlation analysis of the two-dimensional image of the local capacitance are given in Fig. 3b. The identity of the autocorrelation functions of the height and capacitance distributions (Fig. 1b and Fig. 3b) is an additional argument that corroborates the conclusion that the lateral potential modulation of the 2 DEG in narrow GaAs quantum wells is caused by the morphology of the growth surfaces.

We believe that the variation of the width of the GaAs quantum well along nonplanar heteroboundaries is one of the most probable reasons leading to the lateral modulation of the 2DEG potential in the MBE structures under study [11, 12]. It should be noted that the nonplanarity of the growth surfaces in selectively doped MBE structures will lead not only to the variation of the distance between the quantum-well heteroboundaries but also to the variation of the spacer thickness and to nonuniform incorporation of the dopant. That is, in the general case, there are several mechanisms of the generation of the long-range scattering potential in MBE structures with self-organized corrugated heteroboundaries. Without going into the analysis of particular mechanisms leading to the lateral potential modulation of the 2DEG in GaAs quantum wells, the following inferences about the character of the long-range scattering potential in such structures can be made based on a comparison of the relief of the growth surfaces, the local-capacitance distribution, and magnetotransport measurements.

The long-range scattering potential caused by the nonplanarity of the growth surfaces in MBE structures grown on $\mathrm{GaAs}(100)$ substrates is anisotropic. The amplitude and the two-dimensional form of the longrange scattering potential in GaAs quantum wells with AlAs/GaAs superlattice barriers depend on the growth conditions. In conditionally "smooth" structures, it has no clearly defined period and is manifested only in the anisotropy of the 2DEG conductivity [5]. MR anisotropy was observed in all the samples studied in this work and was smaller in the structures with a smaller height of the relief of the growth surfaces, all other factors being the same. In well-defined "corrugated" MBE structures, the long-range scattering potential is quasiperiodic and leads not only to the conductivity anisotropy but also to commensurate MR oscillations.

Thus, the 2DEG MR in narrow GaAs quantum wells with AlAs/GaAs superlattice barriers exhibits oscillations commensurate with the spatial modulation period of the growth surfaces. The experimental data obtained are explained by the lateral potential modulation of the 2DEG in narrow GaAs quantum wells with self-organized nonplanar heteroboundaries. These data point to the importance of the spatial modulation of the growth surfaces in the appearance of the long-range scattering potential in selectively doped MBE structures.
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#### Abstract

Tunneling measurements have been carried out on slightly overdoped $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+x}$ single crystals below and above the critical temperature by break-junctions and in-plane point-contacts. An anomaly was found in the tunneling $I(V)$ characteristics. Analysis of the data shows that the anomaly is caused by the superconducting condensate. In the extracted $I(V)$ characteristics of the condensate, the constant asymptotics points to the presence of one-dimensionality in Bi2212. The anomaly found here puts additional constraints on the final theory of high- $T_{c}$ superconductivity. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 74.50.+r; 74.72.Hs; 74.25.-q

Soon after the discovery of superconductivity (SC) in cuprates [1], it became clear that the concept of the Fermi liquid is not applicable to cuprates: the normalstate properties of cuprates are markedly different from those of conventional metals [2]. The pseudogap, which manifests itself in electronic excitation spectra of cuprates above the critical temperature $T_{c}$, is one of the main features of high $-T_{c}$ SCs. There is a consensus on the doping dependence of the pseudogap in hole-doped cuprates: the magnitude of the pseudogap decreases as the hole concentration increases. Angle-resolved photoemission spectroscopy (ARPES) measurements performed in $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+x}(\mathrm{Bi} 2212)$ show that the ARPES spectra consist of two independent contribu-tions-from the pseudogap (hump) and the SC condensate (quasiparticle peak) [3]. As the temperature decreases, the quasiparticle peak appears in the spectra slightly above $T_{c}$ on one side of the hump, meaning that the pseudogap and the SC gap coexist below $T_{c}$ in Bi2212.

In addition to their peculiar normal-state properties, a number of experiments show that some SC properties of cuprates deviate from the predictions of BCS theory for conventional SCs [2]. For example, the BCS isotope effect is almost absent in optimally doped cuprates. As another example, let us compare tunneling data obtained in cuprates and theoretical predictions for conventional SCs. Figure 1 shows a theoretical $I(V)$ curve for classical SCs (Fig. 6 in [4]) and a tunneling $I(V)$ characteristic obtained in an underdoped Bi2212 single crystal (Fig. 1 in [5]). In the tunneling regime, depending on the normal resistance of a junction, the theoretical $I(V)$ curve at high positive (low negative) bias lies somewhat below (above) the normal-state curve, as shown in Fig. 1a. In conventional SCs, the so-

[^4]called Blonder-Tinkham-Klapwijk (BTK) predictions are verified by tunneling experiments. In cuprates, as one can see in Fig. 1b, the BTK theory is violated: the $I(V)$ curve at high positive (low negative) bias passes not below (above) the line which is parallel to the $I(V)$ curve at high bias but far above (below) the line. This anomaly cannot be explained by the $d$-wave symmetry of the order parameter. This question, for the first time, was raised elsewhere [6]. This finding is the main motivation of the present work.

The data shown in Fig. 1b are obtained in an underdoped Bi2212 single crystal in a SC-insulator-SC (SIS) tunneling junction. If the anomaly is an intrinsic feature of SC in Bi2212, it has to be present in tunneling spectra in the overdoped region of Bi2212 as well. Second, if it is not a SIS-junction effect, it must also manifest itself in SC-insulator-normal metal (SIN)


Fig. 1. (a) Theoretical tunneling $I(V)$ characteristic at $T=0$ for a SIN junction of a SC with the isotropic energy gap [4]. The line is the normal-state curve. (b) Measured $I(V)$ curve in a SIS junction of an underdoped Bi2212 single crystal with $T_{c}=83 \mathrm{~K}$, obtained at $T=4.2 \mathrm{~K}$ [5]. The line is parallel to the $I(V)$ curve at high bias, and the arrows show the offset from the line.
junctions. Third, the line in Fig. 1b is not the normalstate curve; therefore, it is necessary to obtain tunneling spectra in the normal state. Finally, knowing the nor-mal-state curves, one can estimate the contribution in tunneling spectra from the SC condensate. This work deals with the questions raised above. Tunneling measurements presented in this paper have been performed on overdoped Bi2212 single crystals below and above $T_{c}$ by break-junctions and in-plane point-contacts, which reveal that the anomaly found in the tunneling $I(V)$ characteristics originates from the SC condensate. In the extracted $I(V)$ characteristics of the SC condensate, the constant asymptotics points to the presence of one-dimensionality in Bi2212. The anomaly found here puts additional constraints on the final theory of SC in cuprates.

It is important to note that the anomaly in tunneling $I(V)$ curves was already discussed in [6]; however, in [6], the anomaly was inferred from abnormal-looking tunneling characteristics. In this work, we show that this anomaly is intrinsically present in any $I(V)$ curve obtained below $T_{c}$ in Bi2212. Also, the $I(V)$ characteristics measured above $T_{c}$ were not considered in [6].

The overdoped Bi 2212 single crystals were grown using the self-flux method as described elsewhere [7]. The $T_{c}$ value was determined by the four-contact method. The transition width is less than 1 K . Experimental details of the measurement setup can be found elsewhere [7]. In short, many break-junctions were prepared by gluing a sample with epoxy on a flexible insulating substrate and then were broken in the $a b$-plane by bending the substrate with a differential screw at low temperature in a He ambient. The electrical contacts (typically with a resistance of a few ohms) are made by attaching gold wires to a crystal with silver paint. The $I(V)$ and $d I(V) / d V$ characteristics are determined by the four-terminal method by using the standard lock-in modulation technique. In in-plane SIN tunneling junctions, Pt-Ir wires sharpened mechanically were used as normal tips.

Figure 2a shows SIS tunneling spectra obtained by a break-junction at $T=8.5 \mathrm{~K}$ in an overdoped Bi2212 single crystal with critical temperature $T_{c}=88 \mathrm{~K}$. The conductance $d I(V) / d V$ exhibits typical features of SISjunction conductance data in Bi2212: well-defined quasiparticle peaks, a zero-bias peak due to the Josephson current, dips and humps outside the gap structure. As the main result, the $I(V)$ characteristic in Fig. 2a is similar to the $I(V)$ curve shown in Fig. 1b. The gap magnitude $\Delta$, however, is smaller in the overdoped region. Figure 2 b shows a set of tunneling $I(V)$ characteristics obtained in different overdoped Bi2212 single crystals with $T_{c}=87-89 \mathrm{~K}$. Comparing Figs. 1b, 2a, and 2b, it is evident that the anomaly is present not only in the underdoped region of Bi2212 but in the overdoped region as well.

Figure 2c depicts tunneling spectra which are similar to those in Fig. 2a but obtained in a SIN junction.


Fig. 2. (a) Tunneling $I(V)$ and $d I(V) / d V$ characteristics obtained at $T=8.5 \mathrm{~K}$ in a SIS junction of an overdoped Bi2212 single crystal with $T_{c}=88 \mathrm{~K}$. (b) Set of $I(V)$ curves obtained at $T=5-14 \mathrm{~K}$ in different overdoped Bi2212 single crystals with $T_{c}=87-89 \mathrm{~K}$. The curves are offset for clarity. (c) $I(V)$ and $d I(V) / d V$ characteristics obtained at $T=9 \mathrm{~K}$ in a SIN junction of an overdoped Bi2212 single crystal with $T_{c}=87.5 \mathrm{~K}$. In all plots, the lines are parallel to the $I(V)$ curves at high bias. The label of the horizontal axis in plot (a) is the same as in plot (c).

Because of the SIN junction, the quasiparticle peaks in the conductance shown in Fig. 2c appear at a bias twice as small as the peak bias in Fig. 2a. The $I(V)$ curve in Fig. 2c clearly indicates that the observed anomaly is not a SIS-junction effect but an intrinsic feature of tunneling $I(V)$ characteristics obtained in Bi2212.

The next question that we discuss is how to obtain tunneling $I(V)$ characteristics in the normal state. There are at least three different solutions. The first two consist in applying a magnetic field below $T_{c}$, while the third solution is to measure $I(V)$ above $T_{c}$. In the first case, a magnetic field with a magnitude larger than the upper critical magnetic field $H_{c 2}$ in Bi2212 renders the whole sample normal. In the second case, by applying a magnetic field with a magnitude larger than the lower critical field $H_{c 1}$, vortices will enter the sample. In the latter case, the normal-state characteristics can be obtained inside vortex cores. Because $H_{c 2}$ in Bi2212 is very large, the first solution cannot be realized in laboratory conditions. The second solution seems to be suitable; however, tunneling spectra obtained inside vortex cores have subgap structures which are usually interpreted as a manifestation of bound states [8]. Moreover, technically, it is not easy to realize such measurements. So, we are left with the straightforward solution: to measure $I(V)$ characteristics somewhat above $T_{c}$. The main disadvantage of measurements performed above $T_{c}$ is the presence of substantial thermal fluctuations.


Fig. 3. (a) $I(V)$ and $d I(V) / d V$ characteristics obtained at $T=$ 119 K in the same SIS junction as those in Fig. 2a. (b) Set of $I(V)$ curves obtained at $T=115-125 \mathrm{~K}$ in different overdoped Bi2212 single crystals with $T_{c}=87-89 \mathrm{~K}$. The curves are offset for clarity. (c) $I(V)$ and $d I(V) / d V$ characteristics obtained at $T=117 \mathrm{~K}$ in the same SIN junction as those in Fig. 2c. In all plots, the lines are parallel to the $I(V)$ curves at high bias. The label of the horizontal axis in plot (a) is the same as in plot (c).

Figure 3a depicts tunneling spectra obtained at $T=$ 119 K in the same Bi 2212 single crystal as those in Fig. 2a. Figure 3b presents a set of $I(V)$ curves measured at $T=115-125 \mathrm{~K}$ in different overdoped Bi2212 single crystals. The data in Figs. 3a and 3b are obtained in SIS junctions. Figure 3c shows tunneling data obtained in a SIN junction at $T=117 \mathrm{~K}$ in the same Bi2212 single crystal as those in Fig. 2c. The temperatures between 115 and 125 K presented in Fig. 3 were not chosen by accident: in slightly overdoped Bi2212, the onset of SC occurs at 110-116 K [7]. This temperature range is above the onset of SC in our Bi2212 samples and, as a consequence, the data in Figs. 3a-3c mainly provide the contribution from the normal-state pseudogap.

Considering the $I(V)$ characteristics shown in Fig. 3, one can see that, at high positive (low negative) bias, they pass somewhat below (above) the line which is parallel to the $I(V)$ curves at high bias. Thus, the anomaly in the $I(V)$ characteristics found below $T_{c}$ vanishes somewhat above $T_{c}$. Then, it is obvious that the anomaly in the $I(V)$ curves originates from the SC condensate. In Fig. 3, one can see that a straight line can be used as a first approximation for a normal-state $I(V)$ curve, for example, in Fig. 1b. In the $I(V)$ curves measured above $T_{c}$, a small "negative" offset from straight lines is caused by the pseudogap: measurements performed in underdoped Bi2212 show that this offset is larger than that in Fig. 3. Thus, it scales with the magnitude of the pseudogap.

We turn now to the last question raised above. From the tunneling characteristics obtained deep below $T_{c}$ and somewhat above $T_{c}$, by taking the difference between the spectra, one can estimate a contribution in the tunneling spectra from the SC condensate. This is equivalent to the procedure usually used in neutron scattering measurements. In our case, however, this procedure only leads to an estimation of the contribution, because by subtracting the spectra we assume that the pseudogap crosses $T_{c}$ without modification. This is not obvious, particularly at low bias [9].

In order to compare two sets of tunneling spectra, they have to be normalized. The conductance curves can be easily normalized at high bias. How to normalize the corresponding $I(V)$ curves is not a trivial question. The conductance curves at high bias, thus, far away from the gap structure, are almost constant. Consequently, in a SIS junction, by normalizing two conductance curves at high bias, the equation $(d I(V) / d V)_{1, \text { norm }} \simeq$ $(d I(V) / d V)_{2 \text {, norm }}$ holds at bias $|V| \gg 2 \Delta / e$, where $e$ is the electron charge. By integrating the equation, we have $I(V)_{1, \text { norm }} \simeq I(V)_{2, \text { norm }}+C$, where $C$ is a constant, meaning that the corresponding $I(V)_{i, \text { notm }}$ curves are parallel to each other at high bias.

In Fig. 4a, the two $I(V)$ characteristics from Figs. 2a and 3a were normalized as described in the previous paragraph: the normal-state $I(V)$ curve is normalized by its value at maximum positive bias, and the $I(V)$ curve from Fig. 2a is adjusted to be parallel at high bias to the normalized normal-state curve. Figure 4b depicts their difference as well as the difference between their normalized conductances. The same procedure has been performed for the tunneling spectra obtained in a SIN junction, which are shown in Figs. 2c and 3c. The differences are depicted in Fig. 4d. The conductances in Figs. 4b and 4d are presented as examples; however, they are not the primary focus of the study: we exclusively discuss the $I(V)$ characteristics. The $I(V)$ data shown in Fig. 1b, which are obtained in an underdoped Bi2212 single crystal, went through the same normalization procedure, and the result is presented in Fig. 4c. In the latter case, the straight line shown in Fig. 1b was used as a normal-state curve. The $I(V)$ characteristics shown in Fig. 2b and their corresponding normal-state curves were normalized in the same manner, and the obtained differences are presented in Fig. 4e.

Analyzing the $I(V)$ characteristics shown in Figs. $4 \mathrm{~b}-4 \mathrm{e}$, which, in the first approximation, represent the contribution from the SC condensate, it is easy to observe the general trends of the curves. First, at high bias, the curves reach a plateau value. Second, at the gap bias, the curves rise/fall sharply. Last, at low bias, the curves go to zero. In Figs. 4b-4e, the negative slope of the curves at low bias, implying a negative differential resistance, is an artifact. This artifact is simply a consequence of the rough estimation used here [9]. Tout ensemble, Fig. 4f depicts an idealized $I(V)$ characteristic summarizing the observed tendencies. The first


Fig. 4. (a) Two normalized $I(V)$ characteristics from Figs. 2a and 3a, obtained in the same Bi2212 single crystal ( $T_{c}=88 \mathrm{~K}$ ) at different temperatures. The normalization procedure: the normal-state curve is normalized by its value at maximum positive bias, and the other curve is adjusted to be parallel at high bias to the normalized normal-state curve. (b) Difference between the two $I(V)$ curves presented in plot (a), and the difference between their normalized conductances shown in Figs. 2a and 3a. (c) Difference between the $I(V)$ curve and the line shown in Fig. 1b, which were normalized before subtraction as those in plot (a). The straight line is used as an estimate of the normal-state curve. (d) Difference between the two $I(V)$ curves from Figs. 2c and 3c, normalized before subtraction as those in plot (a), and the difference between their normalized conductances. The data are obtained in a SIN junction. (e) Differences between $I(V)$ characteristics shown in Fig. 2b and their corresponding normal-state curves, normalized before subtraction as those in plot (a). (f) Idealized $I(V)$ characteristic of SC condensate in a SIN junction, and its first derivative. The curves are normalized by their maximum values. In plots (b) and (d), the gray boxes cover the parts of the conductances that are below zero and have no physical meaning. In plots (b)-(e), the current difference is presented in percent.
derivative of the $I(V)$ characteristic is also shown in Fig. 4f. The constant asymptotics of the $I(V)$ characteristic are the fingerprints of the presence of one-dimensionality in the system [6]. In Figs. 4b-4e, one can see that the contribution from the SC condensate in these $I(V)$ characteristics at high bias is $25-55 \%$ above the contribution from the pseudogap. It is important to note that the asymptotics of some $I(V)$ curves obtained in Bi2212 below $T_{c}$ look similar to those in Fig. 1a; however, the anomaly discussed here always appears in the difference obtained between two normalized $I(V)$ curves measured below and above $T_{c}$ in one sample.

As shown elsewhere [6], the $I(V)$ characteristic in Fig. 4 f can be fitted by the hyperbolic function $f(V)=$ $A\left(\tanh \left[(e V-\Delta) / e V_{0}\right]+\tanh \left[(e V+\Delta) / e V_{0}\right]\right)$, where $e$ is the electron charge, $V$ is the bias, $\Delta$ is the maximum SC gap, and $A$ and $V_{0}$ are constants. The conductance $d I(V) / d V$ curve can be well fitted by the derivative $\left[f(V)^{\prime}\right]=A_{1}\left(\operatorname{sech}^{2}\left[(e V-\Delta) / e V_{0}\right]+\left(\operatorname{sech}^{2}\left[(e V+\Delta) / e V_{0}\right]\right)\right.$. The hyperbolic tanh and sech ${ }^{2}$ fits are in good agreement with predictions of the bisoliton model [10], which is based on the nonlinear Schrödinger equation. The bisoliton theory utilizes the concept of bisolitonselectron (or hole) pairs coupled in a singlet state due to local deformation of the lattice [10].

Finally, it is worth mentioning that the anomaly found here is also present in an $I(V)$ characteristic obtained in optimally doped $\mathrm{YBa}_{2} \mathrm{C}_{3} \mathrm{O}_{6.95}$ [11]. It is interesting that the anomaly is also present in the $I(V)$ characteristics measured in some nonsuperconducting materials-in the stripe-ordered perovskite $\mathrm{La}_{1.4} \mathrm{Sr}_{1.6} \mathrm{Mn}_{2} \mathrm{O}_{7}$ [12] and in quasi-one-dimensional charge-density-wave conductor $\mathrm{NbSe}_{3}$ [13] (in $\mathrm{NbSe}_{3}$, the anomaly is at zero bias). However, this issue is already beyond the scope of this study and will be discussed elsewhere.

In summary, tunneling measurements have been carried out on slightly overdoped $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+x}$ single crystals below and above $T_{c}$ by break-junctions and point-contacts. An anomaly was found in the tunneling $I(V)$ characteristics. Analysis of the data shows that the anomaly is caused by the superconducting condensate. The constant asymptotics of the $I(V)$ characteristic of the condensate, shown in Fig. 4f, are the fingerprints of the presence of one-dimensionality in Bi2212 [6]. The anomaly found here puts additional constraints on the final theory of high- $T_{c}$ superconductivity.

I thank N. Miyakawa for sending the data from [5], Yu.I. Latyshev for sending unpublished data related to [13], and V.Z. Kresin for comments on the manuscript.
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#### Abstract

We consider the behavior of quasiparticles in the superconducting state of high- $T_{c}$ metals within the framework of the theory of the superconducting state based on the fermion condensation quantum phase transition. We show that the behavior coincides with the behavior of Bogoliubov quasiparticles, whereas the maximum value of the superconducting gap and other exotic properties are determined by the presence of the fermion condensate. If at low temperatures the normal state is recovered by the application of a magnetic field suppressing the superconductivity, the induced state can be viewed as a Landau-Fermi liquid. These observations are in good agreement with recent experimental facts. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 74.20.-z; 74.25.Fy; 74.72.-h

The Landau-Fermi liquid (LFL) theory explains the major part of the low-temperature properties of Fermi liquids [1]. The LFL theory has demonstrated that the low-energy elementary excitations of a Fermi liquid look like the spectrum of an ideal Fermi gas and can be described in terms of Landau quasiparticles (LQ) with an effective mass $M^{*}$, charge $e$, and spin $1 / 2$. As well, the LFL theory gives theoretical grounds for the BCS (Bardeen, Cooper, and Schrieffer) theory [2] of conventional superconductivity, which accounts for many of the fundamental properties of superconductors. In turn, the BCS theory is based on the notion of quasiparticles, which represent elementary excitations of a superconducting electron liquid and are called Bogoliubov quasiparticles (BQ). In the case of high- $T_{c}$ metals, when the understanding of their striking behavior remains among the main problems of condensed matter physics, a number of primary ideas of the LFL theory and BCS theory have been called into question. Therefore, there exists a fundamental question as to whether or not a theory of high- $T_{c}$ metals can be developed in terms of LQ and BQ.

It was reported recently that the full energy dispersion of single-particle excitations and the corresponding coherence factors as a function of momentum were measured on high- $T_{c}$ cuprate $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{3} \mathrm{O}_{10+\delta}, T_{c}=$ $108 \mathrm{~K})$ by using high-resolution angle-resolved photoemission spectroscopy [3]. All the observed features qualitatively and quantitatively agree with the behavior of BQ predicted from BCS theory. This observation suggests that the superconducting state of high $-T_{c}$

[^5]cuprate is BCS-like and implies the basic validity of BCS formalism in describing the superconducting state [3]. On the other hand, such properties as the pairing mechanism, the maximum value of the superconducting gap $\Delta_{1}$, the high density of states, and other exotic properties are beyond BCS theory.

Striking experimental facts on the transport properties of the normal state induced by applying a magnetic field greater than the upper critical field $B_{c}$ were obtained in hole-doped cuprates at overdoped concentration $\left(\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}\right)$ [4] and at optimal doping concentration $\left(\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CuO}_{6+\delta}\right)$ [5]. These data have clearly shown that there is no sizable violation of the Wiede-mann-Franz (WF) law. Measurements for strongly overdoped nonsuperconducting $\mathrm{La}_{1.7} \mathrm{Sr}_{0.3} \mathrm{CuO}_{4}$ have demonstrated that the resistivity $\rho$ exhibits $T^{2}$ behavior, $\rho=\rho_{0}+\Delta \rho$ with $\Delta \rho=A T^{2}$, and the WF law is verified to hold perfectly [6]. Since the validity of the WF law is a robust signature of LFL, these experimental facts demonstrate that the observed elementary excitations cannot be distinguished from LQ. Thus, these experimental observations impose strong constraints for models describing the electron liquid of the high-temperature superconductors. For example, in the cases of a Luttinger liquid [7], spin-charge separation (see, e.g., [8]), and, in some solutions of $t-J$ model [9], a violation of the WF law, was predicted.

In this letter, we consider the superconducting state of high- $T_{c}$ metals within the framework of the theory of the superconducting state based on the fermion condensation quantum phase transition (FCQPT) [10-12]. We show that the superconducting state is BCS-like, the
elementary excitations are BQ, and the primary ideas of the LFL theory and BCS theory are valid. At temperatures $T \longrightarrow 0$, the normal state recovered by the application of a magnetic field larger than the critical field $B_{c}$ can be viewed as LFL induced by the magnetic field. In this state, the WF law is held and the elementary excitations are LQ.

At $T<T_{c}$, the thermodynamic potential $\Omega$ of an electron liquid is given by the equation (see, e.g., [13])

$$
\begin{equation*}
\Omega=E_{g s}-\mu N-T S, \tag{1}
\end{equation*}
$$

where $N$ is the number of particles, $S$ denotes the entropy, and $\mu$ is the chemical potential. The groundstate energy $E_{g s}[k(\mathbf{p}), n(\mathbf{p})]$ of an electron liquid is a functional of the order parameter of the superconducting state $k(\mathbf{p})$ and of the quasiparticle occupation numbers $n(\mathbf{p})$. Here we assume that the electron system is two-dimensional, while all results can be transported to the case of the three-dimensional system. This energy is determined by the known equation of the weak-coupling theory of superconductivity

$$
\begin{equation*}
E_{g s}=E[n(\mathbf{p})]+\int \lambda_{0} V\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) k\left(\mathbf{p}_{1}\right) k^{*}\left(\mathbf{p}_{2}\right) \frac{d \mathbf{p}_{1} d \mathbf{p}_{2}}{(2 \pi)^{4}} . \tag{2}
\end{equation*}
$$

Here, $E[n(\mathbf{p})]$ is the Landau functional determining the ground-state energy of a normal Fermi liquid. The quasiparticle occupation numbers

$$
\begin{equation*}
n(\mathbf{p})=v^{2}(\mathbf{p})(1-f(\mathbf{p}))+u^{2}(\mathbf{p}) f(\mathbf{p}), \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
k(\mathbf{p})=v(\mathbf{p}) u(\mathbf{p})(1-2 f(\mathbf{p})), \tag{4}
\end{equation*}
$$

where the coherence factors $v(\mathbf{p})$ and $u(\mathbf{p})$ are obeyed the normalization condition

$$
\begin{equation*}
v^{2}(\mathbf{p})+u^{2}(\mathbf{p})=1 \tag{5}
\end{equation*}
$$

The distribution function $f(\mathbf{p})$ of BQ defines the entropy

$$
\begin{gather*}
S=-2 \int[f(\mathbf{p}) \ln f(\mathbf{p}) \\
+(1-f(\mathbf{p})) \ln (1-f(\mathbf{p}))] \frac{d \mathbf{p}}{4 \pi^{2}} . \tag{6}
\end{gather*}
$$

We assume that the pairing interaction $\lambda_{0} V\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)$ is weak and is produced, for instance, by electronphonon interaction. Minimizing $\Omega$ with respect to $\kappa(\mathbf{p})$ and using the definition $\Delta(\mathbf{p})=-\delta \Omega / k(\mathbf{p})$, we obtain the equation connecting the single-particle energy $\varepsilon(\mathbf{p})$ to the superconducting gap $\Delta(\mathbf{p})$,

$$
\begin{equation*}
\varepsilon(\mathbf{p})-\mu=\Delta(\mathbf{p}) \frac{1-2 v^{2}(\mathbf{p})}{2 v(\mathbf{p}) u(\mathbf{p})} . \tag{7}
\end{equation*}
$$

The single-particle energy $\varepsilon(\mathbf{p})$ is determined by the Landau equation

$$
\begin{equation*}
\varepsilon(\mathbf{p})=\frac{\delta E[n(\mathbf{p})]}{\delta n(\mathbf{p})} . \tag{8}
\end{equation*}
$$

Note that $E[n(\mathbf{p})], \varepsilon[n(\mathbf{p})]$, and the Landau amplitude

$$
\begin{equation*}
F_{L}\left(\mathbf{p}, \mathbf{p}_{1}\right)=\frac{\delta E^{2}[n(\mathbf{p})]}{\delta n(\mathbf{p}) \delta\left(\mathbf{p}_{1}\right)} \tag{9}
\end{equation*}
$$

implicitly depend on the density $x$, which defines the strength of $F_{L}$. Minimizing $\Omega$ with respect to $f(\mathbf{p})$ and after some algebra, we obtain the equation for the superconducting gap $\Delta(\mathbf{p})$

$$
\begin{equation*}
\Delta(\mathbf{p})=-\frac{1}{2} \int \lambda_{0} V\left(\mathbf{p}, \mathbf{p}_{1}\right) \frac{\Delta\left(\mathbf{p}_{1}\right)}{E\left(\mathbf{p}_{1}\right)}(1-2 f(\mathbf{p})) \frac{d \mathbf{p}_{1}}{4 \pi^{2}} . \tag{10}
\end{equation*}
$$

Here, the excitation energy $E(\mathbf{p})$ of BQ is given by

$$
\begin{equation*}
E(\mathbf{p})=\frac{\delta\left(E_{g s}-\mu N\right)}{\delta f(\mathbf{p})}=\sqrt{(\varepsilon(\mathbf{p})-\mu)^{2}+\Delta^{2}(\mathbf{p})} \tag{11}
\end{equation*}
$$

The coherence factors $v(\mathbf{p}), u(\mathbf{p})$ and the distribution function $f(\mathbf{p})$ are given by the ordinary relations

$$
\begin{align*}
& v^{2}(\mathbf{p})=\frac{1}{2}\left(1-\frac{\varepsilon(\mathbf{p})-\mu}{E(\mathbf{p})}\right),  \tag{12}\\
& u^{2}(\mathbf{p})=\frac{1}{2}\left(1+\frac{\varepsilon(\mathbf{p})-\mu}{E(\mathbf{p})}\right), \\
& f(\mathbf{p})=\frac{1}{1+\exp (E(\mathbf{p}) / T)} . \tag{13}
\end{align*}
$$

Equations (7)-(13) are the conventional equations of the BCS theory [2, 13], determining the superconducting state with BQ and the maximum value of the superconducting gap $\Delta_{1} \sim 10^{-3} \varepsilon_{F}$ provided that one assumes that the system in question has not undergone FCQPT.

Now we turn to a consideration of a superconducting electron liquid with the fermion condensate (FC), which takes place after the FCQPT point. If $\lambda_{0} \longrightarrow 0$, then the maximum value of the superconducting gap $\Delta_{1} \longrightarrow 0$, as well as the critical temperature $T_{c} \longrightarrow 0$, and Eq. (7) reduces to the equation $[10,11,14]$

$$
\begin{equation*}
\varepsilon(\mathbf{p})-\mu=0, \text { if } 0<n(\mathbf{p})<1 ; p_{i} \leq p \leq p_{f} . \tag{14}
\end{equation*}
$$

At $T \longrightarrow 0$, Eq. (14) defines a new state of electron liquid with FC $[10,15]$, which is characterized by a flat part of the spectrum in the $\left(p_{f}-p_{i}\right)$ region and has a strong impact on the system's properties up to temperature $T_{f}[10,11,16]$. Apparently, the momenta $p_{i}$ and $p_{f}$ have to satisfy $p_{i}<p_{F}<p_{f}$, where $p_{F}$ is the Fermi momentum. When the Landau amplitude $F_{L}\left(p=p_{F}\right.$, $p_{1}=p_{F}$ ) as a function of the density $x$ is sufficiently small, the flat part vanishes, and at $T \longrightarrow 0$ Eq. (14) has only the trivial solution $\varepsilon\left(p=p_{F}\right)=\mu$, and the quasiparticle occupation numbers are given by the step function, $n(\mathbf{p})=\theta\left(p_{F}-p\right)$ [10]. At some critical density $x=x_{F C}$, the amplitude becomes strong enough so that Eq. (14) possesses the solution corresponding to a formation of the flat part of spectrum; that is, FC is created [17, 18]. Note that a formation of the flat part of the spectrum has been recently confirmed in [19].

Now we can study the relationships between the state defined by Eq. (14) and the superconductivity. At $T \longrightarrow 0$, Eq. (14) defines a particular state of a Fermi liquid with FC , for which the modulus of the order parameter $|k(\mathbf{p})|$ has finite values in the $\left(p_{f}-p_{i}\right)$ region, whereas $\Delta_{1} \longrightarrow 0$ in this region. Observe that $f(\mathbf{p}$, $T \longrightarrow 0) \longrightarrow 0$, and it follows from Eqs. (3) and (4) that if $0<n(\mathbf{p})<1$ then $|k(\mathbf{p})| \neq 0$ in the region $\left(p_{f}-p_{i}\right)$. Such a state can be considered as superconducting, with an infinitely small value of $\Delta_{1}$, so that the entropy of this state is equal to zero. It is obvious that this state, being driven by the quantum phase transition, disappears at $T>0$ [11]. Any quantum phase transition that takes place at temperature $T=0$ is determined by a control parameter other than temperature, for example, by pressure, by magnetic field, or by the density of mobile charge carriers $x$. The quantum phase transition occurs at a quantum critical point. At some density $x \longrightarrow x_{F C}$, when the Landau amplitude $F_{L}$ becomes sufficiently weak and $p_{i} \longrightarrow p_{F} \longrightarrow p_{f}$, Eq. (14) determines the critical density $x_{F C}$ at which FCQPT takes place, leading to the formation of FC [10, 11]. It follows from Eq. (14) that the system becomes divided into two quasiparticle subsystems: the first subsystem in the $\left(p_{f}-p_{i}\right)$ range is characterized by the quasiparticles with the effective mass $M_{F C}^{*} \propto 1 / \Delta_{1}$, while the second one is occupied by quasiparticles with finite mass $M_{L}^{*}$ and momenta $p<p_{i}$. The density of states near the Fermi level tends to infinity, $N(0) \propto M_{F C}^{*} \propto 1 / \Delta_{1}[11]$.

If $\lambda_{0} \neq 0$, then $\Delta_{1}$ becomes finite. It is seen from Eq. (10) that the superconducting gap depends on the single-particle spectrum $\varepsilon(\mathbf{p})$. On the other hand, it follows from Eq. (7) that $\varepsilon(\mathbf{p})$ depends on $\Delta(\mathbf{p})$ provided that at $\Delta_{1} \longrightarrow 0$ Eq. (14) has a solution determining the existence of FC. Let us assume that $\lambda_{0}$ is small so that the particle-particle interaction $\lambda_{0} V\left(\mathbf{p}, \mathbf{p}_{1}\right)$ can only lead to a small perturbation of the order parameter $k(\mathbf{p})$ determined by Eq. (14). Upon differentiation of both parts of Eq. (7) with respect to the momentum $p$, we find that the effective mass $M_{F C}^{*}=d \varepsilon(p) /\left.d p\right|_{p=p_{F}}$ becomes finite [11],

$$
\begin{equation*}
M_{F C}^{*} \sim p_{F} \frac{p_{f}-p_{i}}{2 \Delta_{1}} \tag{15}
\end{equation*}
$$

It follows from Eq. (15) that the effective mass and the density of states $N(0) \propto M_{F C}^{*} \propto 1 / \Delta_{1}$ are finite and constant at $T<T_{c}[11,14]$. As a result, we are led to the conclusion that, in contrast to the conventional theory of superconductivity, the single-particle spectrum $\varepsilon(\mathbf{p})$ strongly depends on the superconducting gap, and we have to solve Eqs. (8) and (10) in a self-consistent way. On the other hand, let us assume that Eqs. (8) and (10) are solved, and the effective mass $M_{F C}^{*}$ is determined. Now one can fix the dispersion $\varepsilon(\mathbf{p})$ by choosing the
effective mass $M^{*}$ of system in question equal to $M_{F C}^{*}$ and then solve Eq. (10) as is done in the case of the conventional theory of superconductivity [2]. As a result, one observes that the superconducting state is characterized by BQ with the dispersion given by Eq. (11), the coherence factors $v, u$ are given by Eq. (12), and the normalization condition (5) is held. We are led to the conclusion that the observed features agree with the behavior of BQ predicted from BCS theory. This observation suggests that the superconducting state with FC is BCS-like and implies the basic validity of BCS formalism in describing the superconducting state. It is exactly the case that was observed experimentally in high- $T_{c}$ cuprate $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{3} \mathrm{O}_{10+\delta}$ [3].

Consider other differences between the conventional superconducting state and the superconducting state with FC. We consider the case when $T_{c} \ll T_{f}$. This means that the order parameter $k(\mathbf{p})$ is slightly perturbed by the pairing interaction, because the particleparticle interaction $\lambda_{0} V$ is small compared to the Landau amplitude $F_{L}$, and the order parameter $k(\mathbf{p})$ is governed mainly by $F_{L}$ [10]. We can solve Eq. (10) analytically by taking the Bardeen-Cooper-Schrieffer approximation for the particle-particle interaction: $\lambda_{0} V\left(\mathbf{p}, \mathbf{p}_{1}\right)=-\lambda_{0}$ if $|\varepsilon(\mathbf{p})-\mu| \leq \omega_{D}$; i.e., the interaction is zero outside this region, with $\omega_{D}$ being the characteristic phonon energy. As a result, the maximum value of the superconducting gap is given by [14]

$$
\begin{align*}
\Delta_{1} & \simeq \frac{\lambda_{0} p_{F}\left(p_{f}-p_{F}\right)}{2 \pi} \ln (1+\sqrt{2})  \tag{16}\\
& \simeq 2 \beta \varepsilon_{F} \frac{p_{f}-p_{F}}{p_{F}} \ln (1+\sqrt{2})
\end{align*}
$$

Here, the Fermi energy $\varepsilon_{F}=p_{F}^{2} / 2 M_{L}^{*}$, and the dimensionless coupling constant $\beta$ is given by the relation $\beta=$ $\lambda_{0} M_{L}^{*} / 2 \pi$. Taking the usual values of $\beta$ as $\beta \simeq 0.3$, and assuming $\left(p_{f}-p_{F}\right) / p_{F} \simeq 0.2$, we get from Eq. (16) a large value of $\Delta_{1} \sim 0.1 \varepsilon_{F}$, while for normal metals one has $\Delta_{1} \sim 10^{-3} \varepsilon_{F}$. Now we determine the energy scale $E_{0}$ which defines the region occupied by quasiparticles with the effective mass $M_{F C}^{*}$

$$
\begin{equation*}
E_{0}=\varepsilon\left(\mathbf{p}_{f}\right)-\varepsilon\left(\mathbf{p}_{i}\right) \simeq \frac{2\left(p_{f}-p_{F}\right) p_{F}}{M_{F C}^{*}} \simeq 2 \Delta_{1} \tag{17}
\end{equation*}
$$

We have returned back to the Landau-Fermi liquid theory, since high-energy degrees of freedom are eliminated and the quasiparticles are introduced. The only difference between LFL, which serves as a basis when constructing the superconducting state, and Fermi liquid after FCQPT is that we have to expand the number of relevant low-energy degrees of freedom by introducing a new type of quasiparticle with the effective mass $M_{F C}^{*}$ given by Eq. (15) and the energy scale $E_{0}$ given by Eq. (17). Therefore, the dispersion $\varepsilon(\mathbf{p})$ is characterized
by two effective masses $M_{L}^{*}$ and $M_{F C}^{*}$ and by the scale $E_{0}$, which define the low-temperature properties, including the line shape of quasiparticle excitations [11, 14], while the dispersion of BQ is given by Eq. (11). We note that both the effective mass $M_{F C}^{*}$ and the scale $E_{0}$ are temperature-independent at $T<T_{c}$, where $T_{c}$ is the critical temperature of the superconducting phase transition [14]. Obviously, we cannot directly relate these new LFL quasiparticle excitations with the quasiparticle excitations of an ideal Fermi gas, because the system in question has undergone FCQPT. Nonetheless, the main basis of the Landau-Fermi liquid theory survives FCQPT: the low-energy excitations of a strongly correlated liquid with FC are quasiparticles.

As was shown above, the properties of these new quasiparticles are closely related to the properties of the superconducting state. We may say that the quasiparticle system in the range ( $p_{f}-p_{i}$ ) becomes very "soft" and is to be considered as a strongly correlated liquid. On the other hand, the system's properties and dynamics are dominated by a strong collective effect having its origin in FCQPT and determined by the macroscopic number of quasiparticles in the range ( $p_{f}-p_{i}$ ). Such a system cannot be perturbed by the scattering of individual quasiparticles and has features of a "quantum protectorate" $[11,20,21]$.

At $T_{c}<T$, the order parameter $\kappa$ vanishes, and the behavior of the system in question can be viewed as the behavior of an anomalous electron Fermi liquid, or strongly correlated liquid, with the resistivity being a linear function of temperature, while the effective mass behaves as $M_{F C}^{*} \propto 1 / T[11,16]$. Obviously, in this regime one observes strong deviations from the LFL behavior and cannot expect that the WF law will be held.

As any phase transition, FCQPT is related to the order parameter, which induces a broken symmetry. As we have seen, the order parameter is the superconducting order parameter $k(\mathbf{p})$, while $\Delta_{1}$, being proportional to the coupling constant (see Eq. (16)), can be small. Therefore, the existence of such a state, that is, an electron liquid with FC, can be revealed experimentally, since the order parameter $k(\mathbf{p})$ is suppressed by the critical magnetic field $B_{c}$, when $B_{c}^{2} \sim \Delta_{1}^{2}$. If the coupling constant $\lambda_{0} \longrightarrow 0$, the weak critical magnetic field $B_{c} \longrightarrow 0$ will destroy the state with FC converting the strongly correlated Fermi liquid into LFL. In this case, the magnetic field plays the role of the control parameter determining the effective mass [22],

$$
\begin{equation*}
M_{F C}^{*} \propto \frac{1}{\sqrt{B}} . \tag{18}
\end{equation*}
$$

Equation (18) shows that by applying a magnetic field $B$ the system can be driven back into LFL with the effective mass $M_{F C}^{*}$, which is finite and independent of
the temperature. This means that the low-temperature properties depend on the effective mass in accordance with the LFL theory. At $T>T^{*}$, the system possesses the behavior of a strongly correlated liquid. Here, $T^{*} \propto$ $\sqrt{B}$ is the temperature at which the transition from LFL to the strongly correlated liquid takes place. Such behavior was observed experimentally in the heavyelectron metal $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$ [23]. If $\lambda_{0}$ is finite, the critical field is also finite, and Eq. (18) is valid at $B>B_{c}$. In that case, the effective mass $M_{F C}^{*}$ is finite and temperatureindependent at $T<T_{c}$, and low-temperature elementary excitations of the system can be described in terms of LQ. Thus, the system is driven back to LFL and has the LFL behavior induced by the magnetic field at least at $T<T_{c}$, while the low-energy elementary excitations are characterized by $M_{F C}^{*}$ and cannot be distinguished from LQ. As a result, at $T \longrightarrow 0$, the WF law is held in accordance with experimental facts $[4,5]$.

The existence of FCQPT can also be revealed experimentally, because at densities $x>x_{F C}$, or beyond the FCQPT point, the system should be LFL at sufficiently low temperatures [18]. Recent experimental data have shown that this liquid exists in heavily overdoped nonsuperconducting $\mathrm{La}_{1.7} \mathrm{Sr}_{0.3} \mathrm{CuO}_{4}$ [6]. It is remarkable that, up to $T=55 \mathrm{~K}$, the resistivity exhibits the $T^{2}$ behavior and the WF law is verified to within the experimental resolution [6].

In summary, we have shown that the superconducting state with FC is characterized by BQ. The behavior of these BQ agrees with the behavior of BQ predicted from BCS theory and suggests that the superconducting state with FC is BCS-like and implies the basic validity of BCS formalism in describing the superconducting state, although the maximum value of the superconducting gap and other exotic properties are determined by the presence of the fermion condensate. We have also demonstrated that the low-temperature transport properties of high $-T_{c}$ metals observed in optimally doped and overdoped cuprates by the application of a magnetic field higher than the critical field can be explained within the framework of the fermion condensation theory of high- $T_{c}$ superconductivity. The quasiparticles are LQ and the WF law is held. The recent experimental observations of BQ in the superconducting state and verifications of the WF law in heavily overdoped, overdoped, and optimally doped cuprates clearly favor the existence of FC in high- $T_{c}$ metals.
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#### Abstract

A many-electron model is proposed for the band structure of $\mathrm{FeBO}_{3}$ with regard to strong electron correlations in the $d^{4}, d^{5}$, and $d^{6}$ configurations. Under normal conditions, $\mathrm{FeBO}_{3}$ is characterized by a dielectric chargetransfer gap in the strong correlation regime $U \gg W$. With increasing pressure, not only does the $d$-band $W$ width grow but simultaneously the effective Hubbard parameter $U_{\text {eff }}$ sharply drops, which is due to the crossover of high-spin and low-spin ground state terms of the $\mathrm{Fe}^{2+}, \mathrm{Fe}^{3+}$, and $\mathrm{Fe}^{4+}$ ions. It is predicted that a transition from the semiconducting antiferromagnetic state to the metallic paramagnetic state will occur in the high-pressure phase with increasing temperature. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 71.20.-b; 71.30.+h; 71.15.-m

1. A first-order phase transition from the magnetic to nonmagnetic state of $\mathrm{FeBO}_{3}$ was observed at the pressure $P_{c}=46 \mathrm{GPa}$ in a series of recent works [1-3]. This transition was accompanied by the structural transition with a $8.6 \%$ decrease in volume. A number of indirect data point to the metallization of the system at $P>P_{c}$; however, no ultimate clarity in the problem of magnetic and electric properties in the high-pressure phase has been achieved so far. From the general point of view, the metallization and the disappearance of localized magnetic moments with increasing pressure are not surprising, because the bandwidth $W$ increases and the MottHubbard insulator with $U \gg W$ transforms to the metallic state with $U<W$ [4]. However, in the case of $\mathrm{FeBO}_{3}$, as in many other real substances, the simple picture based on the Hubbard model becomes complicated because of the presence of a great number of $d(f)$ orbitals.

In this work, a many-electron model is proposed that takes into account all $d$ orbitals and the strong electron correlations of $d$ electrons. The energies of both highspin and various low-spin terms of the $\mathrm{Fe}^{2+}, \mathrm{Fe}^{3+}$, and $\mathrm{Fe}^{4+}$ ions were calculated. It turned out that the electron system under normal conditions occurs in the strong electron correlation regime with a dielectric chargetransfer gap, as classified in [5]. As the pressure grows, not only does the band width $W$ change but the splitting of the $e_{g}$ and $t_{2 g}$ electrons in the crystal field $\Delta$ increases as well. It is the growth of $\Delta$ that is responsible for the crossover of the high-spin ${ }^{6} A_{1 g}(S=5 / 2)$ and low-spin ${ }^{2} T_{2 g}(S=1 / 2)$ terms of $\mathrm{Fe}^{3+}$ and high-spin and low-spin terms of $\mathrm{Fe}^{2+}$ and $\mathrm{Fe}^{4+}$. As a result, not only does the collapse of the magnetic moment take place, as was found in [1-3], but a rearrangement of the diagram of the $d^{5} \longrightarrow d^{4}$ and $d^{5} \longrightarrow d^{6}$ excitations takes place as well, so that the effective Hubbard parameter $U_{\text {eff }}=$
$E\left(d^{6}\right)+E\left(d^{4}\right)-2 E\left(d^{5}\right)$ sharply decreases. In this fact, we see the nontrivial feature of the phase transition in $\mathrm{FeBO}_{3}$ under pressure.
2. The first-principles one-electron band-structure calculations of $\mathrm{FeBO}_{3}$ by density functional methods in the local-density approximation [6] and in the generalized gradient approximation [7] and also the molecular orbital calculation of the $\mathrm{FeB}_{6} \mathrm{O}_{6}$ cluster [8] revealed the following pattern of the electronic structure of $\mathrm{FeBO}_{3}$. The empty conduction band $\varepsilon_{c}$ is mainly formed by the boron $s$ and $p$ states, the valence band top $\varepsilon_{v}$ is mainly formed by the oxygen $s$ and $p$ states, and the band gap between them $E_{g 0}$ in the antiferromagnetic phase is 2.5 eV [6], which is sufficiently close to an optical absorption edge of 2.9 eV [9]. The $d$-electron band lies close to the valence band top with the width $2 W_{d} \approx 2.8 \mathrm{eV}$ and the crystal-field parameter $\Delta \approx 1 \mathrm{eV}$ [6]. The hybridization of $\mathrm{Fe} d$ electrons with $\mathrm{O} s$ and $p$ electrons is very small $[6,8]$, much smaller than in $3 d$ metal oxides. This is due to a very strong hybridization inside the $\mathrm{BO}_{3}$ group; in fact, the $\left(\mathrm{BO}_{3}\right)^{3-}$ ion is formed, and the oxygen orbitals are closed on boron, which determines the smallness of $p-d$ hybridization. This circumstance significantly simplifies the many-electron model, because one may calculate the $d^{n}(n=4,5$, and 6) terms of iron in the crystal field rather than the terms of the metal-oxygen complex, as in copper oxides [10].

The intraatomic part of the $d$-electron Hamiltonian can be written as

$$
\begin{gather*}
H_{a m}=\sum_{\lambda \sigma}\left(\varepsilon_{\lambda} n_{\lambda \sigma}+\frac{U_{\lambda}}{2} n_{\lambda \sigma} n_{\lambda \bar{\sigma}}\right)  \tag{1}\\
+\sum_{\lambda, \lambda^{\prime} \sigma, \sigma^{\prime}} \sum_{\lambda \lambda^{\prime}}\left(V_{\lambda \sigma} n_{\lambda^{\prime} \sigma^{\prime}}-J_{\lambda \lambda^{\prime}} a_{\lambda \sigma}^{+} a_{\lambda \sigma^{\prime}} a_{\lambda^{\prime} \sigma^{\prime}}^{+} a_{\lambda^{\prime} \sigma}\right),
\end{gather*}
$$

where $n_{\lambda \sigma}=a_{\lambda \sigma}^{+} a_{\lambda \sigma}, a_{\lambda \sigma}$ designates the creation operator of a $d$ electron on one of the five orbitals $\lambda$ with the spin projection $\sigma, \bar{\sigma}=-\sigma$. The first term describes the atomic $d$ levels in the crystal field, the small uniaxial crystal-field component is neglected, and it is assumed that $\varepsilon\left(t_{2 g}\right)=\varepsilon_{d}-2 \Delta / 5$ and $\varepsilon\left(e_{g}\right)=\varepsilon_{d}+3 \Delta / 5$. The other terms in Eq. (1) correspond to the Coulomb intraorbital $U_{\lambda}$ and interorbital $V_{\lambda \lambda}$ repulsions and also to the Hund exchange $J_{\lambda \lambda}$. For the sake of simplicity, we will neglect the orbital dependence of the Coulomb matrix elements considering that there are three parameters $U$, $V$, and $J$ related to each other by the known condition $U=2 V+J$.

The energies $E_{S}\left(d^{n}\right)$ of the lowest levels of the $d^{n}$ configuration with spin $S$ equal

$$
\begin{gather*}
E_{2}\left(d^{4}\right)=4 \varepsilon_{d}-3 \Delta / 5+6 V-6 J, \\
E_{1}\left(d^{4}\right)=4 \varepsilon_{d}-8 \Delta / 5+U+5 V-3 J, \\
E_{0}\left(d^{4}\right)=4 \varepsilon_{d}-8 \Delta / 5+2 U+5 V-2 J, \\
E_{5 / 2}\left(d^{5}\right)=5 \varepsilon_{d}+10 V-10 J, \\
E_{3 / 2}\left(d^{5}\right)=5 \varepsilon_{d}-\Delta+U+9 V-6 J,  \tag{2}\\
E_{1 / 2}\left(d^{5}\right)=5 \varepsilon_{d}-2 \Delta+2 U+8 V-4 J, \\
E_{2}\left(d^{6}\right)=6 \varepsilon_{d}-2 \Delta / 5+U+14 V-10 J, \\
E_{1}\left(d^{6}\right)=6 \varepsilon_{d}-7 \Delta / 5+2 U+13 V-7 J, \\
E_{0}\left(d^{6}\right)=6 \varepsilon_{d}-12 \Delta / 5+3 U+12 V-6 J .
\end{gather*}
$$

The one-electron Green's function without regard for interatomic hopping is calculated exactly with the use of the Hubbard $X$ operators $X^{p q}=|p\rangle\langle q|$ constructed on the eigenstates $|q\rangle$ (Eq. (2). Such functions were calculated for the metals of the iron group in the limit $U \longrightarrow \infty$ in the works [11, 12]. In this case, the energy of the $d$-electron quasiparticles is determined not by the many-electron terms themselves but by their differences

$$
\begin{equation*}
\Omega_{i j}=E_{i}\left(d^{n+1}\right)-E_{j}\left(d^{n}\right) \tag{3}
\end{equation*}
$$

It is these energies that determine the one-electron band structure of the substance along with the $s$ - and $p$-electron bands of boron and oxygen. As distinct from the ordinary band states, the quasiparticles specified by Eq. (3) have a variable spectral weight determined by the filling factors $F_{i j}=N_{i}\left(d^{n+1}\right)+N_{j}\left(d^{n}\right)$, where $N_{j}\left(d^{n}\right)$ is the filling probability of the $i$ th term of the $d^{n}$ configuration. This probability is calculated self-consistently through the equation for the chemical potential [1113].
3. In order to relate the quasiparticle energies (3) to the conduction and valence bands, we will make use of


Fig. 1. Diagram of $\mathrm{Fe}^{4+}, \mathrm{Fe}^{3+}$, and $\mathrm{Fe}^{2+}$ terms; the cross marks the lowest ${ }^{6} A_{1 g}$ term filled at $T=0$. The numbers on the left indicate the spin, and the numbers above indicate the energy ( eV ) of the term relative to the lowest term for each configuration.
the results of the calculation [6], according to which the valence-band top $\varepsilon_{v}$ coincides with that of the one-electron $d$ band. Thus, we obtain the condition $\varepsilon_{v}=\varepsilon_{d}+W_{d}$. The $U$ and $J$ parameters are found by a comparison of the energies $\Delta E_{1}=E_{3 / 2}\left(d^{5}\right)-E_{5 / 2}\left(d^{5}\right)$ and with $\Delta E_{2}=$ $E_{1 / 2}\left(d^{5}\right)-E_{5 / 2}\left(d^{5}\right)$ with exciton peaks at 1.3 and 1.9 eV in the absorption spectra [14]. As a result, we found $U=$ 1.45 eV and $J=0.35 \mathrm{eV}$ and calculated the energies of all terms given in Eq. (2) (Fig. 1). It is evident in Fig. 1 that, of all the intraatomic $d$ quasiparticles, the transitions $\Omega_{v}=E_{5 / 2}\left(d^{5}\right)-E_{2}\left(d^{4}\right), \Omega_{v}^{\prime}=E_{5 / 2}\left(d^{5}\right)-E_{1}\left(d^{4}\right)$, and $\Omega_{\mathrm{v}}^{\prime \prime}=E_{5 / 2}\left(d^{5}\right)-E_{0}\left(d^{4}\right)$ with electron annihilation and also $\Omega_{c}=E_{2}\left(d^{6}\right)-E_{5 / 2}\left(d^{5}\right), \Omega_{c}^{\prime}=E_{1}\left(d^{6}\right)-E_{5 / 2}\left(d^{5}\right)$, and $\Omega_{c}^{\prime \prime}=E_{0}\left(d^{6}\right)-E_{5 / 2}\left(d^{5}\right)$ with electron creation have a nonzero weight. All $\Omega_{v}$ energies were found to be lower than the valence band top, and $\Omega_{c}$ fell within the gap $E_{g 0}$ (Fig. 2). The $\Omega_{c}$ and $\Omega_{v}$ energies are the centroids of the upper and lower Hubbard bands, which are formed if the $d-d$ hoppings $t$ are subsequently taken into account. The effective parameter

$$
\begin{gather*}
U_{\text {eff }}=\Omega_{c}-\Omega_{v}=E_{2}\left(d^{6}\right)+E_{2}\left(d^{4}\right)-2 E_{5 / 2}\left(d^{5}\right)  \tag{4}\\
=U+4 J-\Delta=1.85 \mathrm{eV} .
\end{gather*}
$$

The interatomic hopping in the antiferromagnetic phase is suppressed because of the spin-polaron effect [15]. In the case of hopping between nearest neighbors, the effective hopping integral is determined by the product of the filling factors on two sites belonging to the opposite sublattices $A$ and $B$ [16]. Thus, for the lower Hubbard band, we obtain

$$
\begin{align*}
t_{v}^{2} & =t^{2}\left(\left\langle X_{A}^{+5 / 2,+5 / 2}\right\rangle+\left\langle X_{A}^{+2,+2}\right\rangle\right) \\
& \times\left(\left\langle X_{B}^{+5 / 2,+5 / 2}\right\rangle+\left\langle X_{B}^{+2,+2}\right\rangle\right), \tag{5}
\end{align*}
$$



Fig. 2. Diagram of the density of states of $\mathrm{FeBO}_{3}$ at normal pressure in the antiferromagnetic phase.


Fig. 3. Diagram of the $\mathrm{Fe}^{4+}, \mathrm{Fe}^{3+}$, and $\mathrm{Fe}^{2+}$ terms in the high-pressure phase.
where $|+5 / 2\rangle$ and $|+2\rangle$ are spin sublevels of the $E_{5 / 2}\left(d^{5}\right)$ and $E_{2}\left(d^{4}\right)$ terms split in the internal molecular field according to their spin projections. If level $|+5 / 2\rangle$ is the lowest for sublattice $A$ and is filled, then the lowest level for sublattice $B|-5 / 2\rangle$ is unfilled at $T=0$ (with neglect of the zero quantum functions). Therefore, $\left\langle X_{B}^{+5 / 2,+5 / 2}\right\rangle=0$ at $T=0$, the occupation numbers of all $d^{4}$ and $d^{6}$ sublevels also equal zero for $\mathrm{FeBO}_{3}$, so that the widths of the Hubbard bands are close to zero. This is why the diagram of density of states in Fig. 2 can be compared with the experiment in the antiferromagnetic phase of $\mathrm{FeBO}_{3}$. Note that, according to this diagram, $\mathrm{FeBO}_{3}$ belongs to the class of dielectrics with a gap caused by the charge-transfer processes. In this case, we consider that a hole with the energy $\varepsilon_{v}$ is created on oxygen and a $d$ electron with the energy $\Omega_{c}$ is created on iron ( $d^{5} p^{6} \longrightarrow d^{6} p^{5}$ process).
4. As pressure is built up, the crystal-field parameters $\Delta$ and the interatomic hopping $t$ increase. The latter, as we can see from Eq. (4), only slightly affects the band structure in the antiferromagnetic phase. The growth of $\Delta$ is more important and leads to the crossover of high-spin and low-spin terms. It is evident from

Eq. (2) that, as $\Delta$ increases, the $E_{1 / 2}\left(d^{5}\right)$ term goes down more rapidly than the $E_{3 / 2}\left(d^{5}\right)$ term; therefore, the crossover with spin $5 / 2$ takes place for $S=1 / 2$. It is this crossover that was observed by the Mössbauer effect in [1-3]. We do not study here the thermodynamics of the system under pressure. This was made in first principles calculations [7]. We are interested in understanding how the crossover is manifested in the electronic structure. Thus, we will consider the high-pressure (HP) phase $P>P_{c}$, in which $\Delta(P)>\Delta_{c}=(U+7 J) / 2$. The crossover of terms $S=2$ and $S=1$ for the $d^{4}$ configuration also takes place at this pressure, and the crossover of terms $S=2$ and $S=0$ for the $d^{6}$ configuration takes place even earlier (at lower pressure). The schematic diagram of many-electron levels in the HP phase is shown in Fig. 3. The rearrangement of all terms leads to a change in the effective Hubbard parameter in the HP phase

$$
\begin{align*}
\tilde{U}_{\text {eff }} & =E_{1}\left(d^{4}\right)+E_{0}\left(d^{6}\right)-2 E_{1 / 2}\left(d^{5}\right)  \tag{6}\\
& =(U-3 J) / 2=0.2 \mathrm{eV},
\end{align*}
$$

so that, along with the growth of the bandwidth, the importance of strong correlations decreases, and we expect the metallization of the system in the paramagnetic phase. Because we do not know the width of the $d$ band, we may speak with confidence only about a tendency toward metallization. Consider two possible variants.
(1) As the band width, we take the result of the bandstructure calculation with $W_{d}=1.4 \mathrm{eV}$. Then, at $U_{\text {eff }}=$ 0.2 eV , we expect the metallic paramagnetic state. If the system is characterized by Fermi surface nesting, it will transform into a spin-density-wave state (band ferromagnet) [17-19] with decreasing temperature below

$$
\begin{equation*}
T_{N}=1.14 W_{d} \exp \left(-\frac{1}{N\left(\varepsilon_{F}\right) U_{\mathrm{eff}}}\right), \tag{7}
\end{equation*}
$$

where $N\left(\varepsilon_{F}\right) \sim 1 / W_{d}$ is the density of states at the Fermi level. The electrical properties below $T_{N}$ are characterized by a dielectric gap $E_{g}=2 U_{\text {eff }}\left\langle S^{z}\right\rangle$. Assuming that, at $T=0,\left\langle S^{z}\right\rangle=1 / 2$ in the HP phase, we obtain $E_{g}=$ 0.2 eV . For $T_{N}$, at $U_{\text {eff }}=0.2 \mathrm{eV}$ and $W_{d}=1.4 \mathrm{eV}$, we obtain the estimate $T_{N}=10 \mathrm{~K}$ from Eq. (7).
(2) It is possible that the $d$ band is narrower than the overall bandwidth and than $U_{\text {eff: }}$. Then the system in the HP phase will remain a Mott-Hubbard insulator and will transform into the metallic state with further growth of the pressure. For the Mott-Hubbard insulator, $T_{N}$ can be roughly estimated within the effective Heisenberg model with $S=1 / 2$. This model in the spinwave approximation gives [20]

$$
\begin{equation*}
T_{N}=I(0) S(S+1) / 3 C, \tag{8}
\end{equation*}
$$

where $C$ is the Watson integral and $I(0)$ is the Fourier transform of the interatomic exchange interaction. If
$I(0)$ did not depend on the pressure, $T_{N}$ in the HP phase would be lower than $T_{N}$ at $P=0$ by a factor of $35 / 3$. However, as the interatomic distance decreases, $I(0)$ grows. According to [3], the growth is linear, and $T_{N} \approx$ 600 K in the vicinity of $P_{c}$ (at $P=0, T_{N}=348 \mathrm{~K}$ ). With regard to the increase in the exchange interaction, we obtain the estimate $T_{N} \approx 50 \mathrm{~K}$ for the HP phase. The electronic structure of a Mott-Hubbard insulator is characterized by the existence of local levels $\tilde{\Omega}_{\mathrm{V}}=$ $E_{1 / 2}\left(d^{5}\right)-E_{1}\left(d^{4}\right)$ (filled) and $\tilde{\Omega}_{c}=E_{0}\left(d^{6}\right)-E_{1 / 2}\left(d^{5}\right)$ (empty at $T=0$ ) and by the dielectric ground state with the gap $E_{g} \sim U_{\text {eff }}$.

Thus, both considered variants lead to the conclusion that the HP phase is characterized by a dielectric antiferromagnetic ground state with the gap $E_{g}=$ 0.2 eV . Both variants give values of $T_{N}$ that are consistent with each other by the order of magnitude. The distinctions appear above $T_{N}$ : the metal-insulator transition in the first variant and a semiconductor that transforms into a metal upon further buildup of the pressure, in the second variant. It is necessary to note that all quantitative estimates for the HP phase (for $\Delta_{c}$, $U_{\text {eff }}$, and $T_{N}$ values) should be considered as being qualitative, by the order of magnitude, rather than quantitative. Thus, the growth of the pressure will undoubtedly result in an increase in the uniaxial component of the crystal field, which will lead to further splitting of the $e_{g}$ and $t_{2 g}$ states. Hence, the energies of all terms can change by a value comparable to $\Delta$. Nevertheless, it is unlikely that the qualitative conclusion that $U_{\text {eff }}$ significantly decreases upon the inversion of high-spin and low-spin terms will change if the model is refined. The conclusion that antiferromagnetism is retained in the HP phase, but with a lowered magnetic moment of the sublattice, was also obtained in [7]. In this work, the conclusion is drawn that the ground state is metallic at $P>$ $P_{c}$. The interplay between the electrical and magnetic properties in the HP phase calls for further, primarily experimental investigation.
5. In conclusion, we note that the proposed model of the $\mathrm{FeBO}_{3}$ band structure takes into account strong electron correlations and describes the optical absorption spectrum. The main mechanism of the change of the electronic structure with pressure is the increase in the crystal field, which leads to the inversion of highspin and low-spin terms for the $d^{4}, d^{5}$, and $d^{6}$ configurations. An unusual mechanism of the transition from the strong correlation regime to the regime of weak correlation is revealed. This mechanism involves a decrease in the effective Hubbard parameter along with the usual growth of the band width.
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#### Abstract

The antiferromagnetic resonance spectrum was experimentally studied for a noncollinear $\mathrm{RbMnBr}_{3}$ antiferromagnet under a mechanical pressure applied to the sample in various directions. It is shown that the incommensurate magnetic phase existing in the initial system in the presence of regular crystallographic distortions is sensitive to the pressure applied along one of the sample axes. The critical transition field to the commensurate phase decreased under pressure. It was also found that the pressure influences the uniaxial anisotropy appearing in the crystal basal plane in the presence of orthorhombic distortions. These effects were analyzed with allowance for the domain structure of the sample. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 76.50.+g; 75.50.Ee

In recent years, the crystal and magnetic properties of the $\mathrm{RbMnBr}_{3}$ compound have been intensively studied because of the discovery of an ordered helical state in it that is incommensurate with the crystal lattice spacing at low temperatures. The origin of this state is in the periodical modulation of exchange interaction in the presence of small distortions of a trigonal lattice.

The compound of interest belongs to the $\mathrm{ABX}_{3}$ type and crystallizes into the simple hexagonal structure with the $P 6_{3} / m m c$ space group (unit-cell parameters $a$ and $c$ ). The magnetic ions inside the face-shared halogen octahedra form a chain along the sixfold axis $C_{6}$ and a trigonal lattice in the basal plane perpendicular to this axis. In this case, the in-plane exchange interactions of magnetic ions prove to be the same and much weaker than the intrachain exchange $(J \ll J)$.

At room temperature, the crystal lattice of $\mathrm{RbMnBr}_{3}$ is hexagonal with unit-cell sizes $\sqrt{3} \times \sqrt{3}$ times greater in the basal plane (space group $P 6_{3} \mathrm{~cm}$ [1]). This structure appears due to the second-order phase transition resulting in the periodic displacement of one third of the magnetic ions, together with their halogen environment, along the $C_{6}$ axis. Lattice distortions of this type give rise to a "honeycomb" modulation of exchange interaction in the hexagonal plane, as shown in Fig. 1a.

On further cooling to $T_{c}=220 \mathrm{~K}$, one more phase transition (of the first kind) is observed in $\mathrm{RbMnBr}_{3}$. X-ray studies suggest that the crystal lattice in the lowtemperature phase is orthorhombic, while the rectangular unit cell is four times larger than the initial cell and has the sizes $2 a \times \sqrt{3} a \times c$. In [2], it was assumed that, after the second phase transition, the periodic displace-
ment of magnetic atoms is rearranged and a possible structure was proposed which corresponded qualitatively to the above-mentioned parameters.

However, the structure factor suggested in [2] for the lattice basis did not explain the systematic absence of some reflections in the X-ray diffraction patterns. In recent work [3], a new variant of periodic displacements is discussed (zig-zag chains of ions shifted alternately upward and downward; Fig. 1b), which completely satisfies the experimental data. The exchange interaction between the ion spins in the zig-zags is stronger than between the zig-zags.

Below $T_{N}=8.5 \mathrm{~K}$, a zero-field incommensurate antiferromagnetic magnetic structure is observed in $\mathrm{RbMnBr}_{3}$. It shows magnetic Bragg peaks at wave vectors $\mathbf{Q}=(h / 8+\xi, h / 8+\xi, l)$ in units of the initial reciprocal lattice, where $h$ and $l$ are integers and $\xi=0.0183 \pm$ 0.0004 [4]. A strong magnetic crystal anisotropy holds spins in the basal plane. The existence of incommensu-


Fig. 1. Two types of distortion of the ideal hexagonal crystal lattice. Magnetic ions situating in the basal plane or shifted upward and downward from it are shown, correspondingly, by the gray, white, and black circles; the strong exchange spin interactions of magnetic ions are shown by the heavy lines.
rability is explained by the low symmetry of a distorted crystal structure allowing the Lifshitz invariant (of an exchange nature). This problem can also be considered within the framework of the microscopic row model [5], which explains the incommensurability by the above-mentioned modulation of exchange interaction. In a magnetic field lying in the basal plane, the incommensurate magnetic structure becomes unfavorable, and the first-order transition to a noncollinear commensurate phase $(\xi=0)$ occurs at a certain field $H^{*} \simeq$ 29 kOe . The magnitude of this field is related to the relative in-plane exchange variation $\delta=\left(J_{1}^{\prime} / J^{\prime}-1\right)$ by the expression $H^{*}=H_{e} \sqrt[3]{\pi|\delta|}$, where $H_{e}=4 S \sqrt{J\left(J_{1}^{\prime}+2 J^{\prime}\right)}$ is the field of spin collapse into the collinear phase [6]. The period of commensurate magnetic structure corresponds to the quadruple period of the orthorhombic lattice along the zig-zag and to the double period in the perpendicular direction [3]. This is consistent with the experiment [7], where the noncollinear phase showed four ${ }^{2+} \mathrm{Mn}$ NMR branches that, ordinarily, correspond to the presence of eight sublattices in the spin system.

The interconnection between the crystallographic distortions and the incommensurability in $\mathrm{RbMnBr}_{3}$ can be checked experimentally by studying its magnetic properties under the conditions of uniaxial compression of a sample of this compound. The pressure will distort its crystal structure in a certain direction, thereby changing the ratio between the exchange interactions in the basal plane. Antiferromagnetic resonance (AFMR) provides one way to observe the incommensurability. In the AFMR spectra of incommensurate magnets (see [6]), the resonance absorption at frequencies corresponding to the fields $H \sim H^{*}$ and the lower acoustic branch shows a hysteresis for different directions of field sweeping [8]. In fields $H \gtrdot H^{*}$, the hysteresis disappears, and the AFMR spectrum takes its conventional form. This effect allows estimation of the transition field by comparing the field dependence of absorption at different frequencies. In this work, the pressure effect on AFMR of several $\mathrm{RbMnBr}_{3}$ samples was studied in fields close to $H^{*}$ at pressures up to 200 bar. For compression in the direction perpendicular to the binary plane, the absorption intensity strongly changed monotonically, indicating a decrease in the incommensurate transition field. The presence of the crystallographic domains inside bulky samples showed that this effect also depends on the mutual orientation of the compression direction and the direction of orthorhombic distortion of a hexagonal lattice.

Experimental results. Samples for the study were grown by the Bridgman method from the starting RbBr and $\mathrm{MnBr}_{2}$ powders. They were mixed in the due stoichiometric ratio and placed in a quartz tube, which was then evacuated, unsoldered, and passed through an oven at $760^{\circ} \mathrm{C}$ with a velocity of $1 \mathrm{~mm} / \mathrm{h}$. The resulting crystals were annealed for several days at a temperature of about $400^{\circ} \mathrm{C}$. The $\mathrm{RbMnBr}_{3}$ single crystals with a
size of about $1 \mathrm{~cm}^{3}$ had flat cleavages along the binary planes, which allowed the orientation of their $C_{6}$ axis perpendicularly to the field direction to within $\pm 0.5^{\circ}$.

To accomplish uniaxial compression of a sample inside the cavity, a special transmission spectrometer was designed. Apart from the input and output waveguides and the absorbing cell (cylindrical cavity with a diameter of 15 mm and a height of 10 mm ), the spectrometer was equipped with a cable, one of whose ends was attached to the calibration spring and the other, to a lever mechanism. The spring was placed inside a bellows seal outside a helium Dewar flask, and the lever mechanism was attached to the waveguide walls immediately nearby the cavity. The second end of the spring was attached to a piston which moved on guides by a thread along the setup axis. A coil with a ferromagnetic core was placed inside the spring and allowed the spring stretching to be measured with a high accuracy by measuring its inductance. This ruled out the error that was introduced by the atmospheric pressure, bellows rigidity, and friction in the determination of the force applied to the sample. The sample was glued to a quartz cylinder that was put at the cavity bottom and kept from above by a copper rod. The force transmitted to the rod from the lever mechanism corresponded to the spring stretching force. Although the introduction of a quartz rod into the cavity deteriorated its Q factor (from $10^{4}$ to $1-2 \times 10^{3}$, depending on the resonance mode), this did not hamper the resonance measurements. The whole setup, including the cavity with the sample, was placed in an evacuated volume. A magnetic field parallel to the setup axis was produced by a superconducting solenoid providing smooth reversible sweeping up to 60 kOe . Measurements were made at frequencies from 33 to 43 GHz mainly at a temperature of 1.3 K (appreciably lower than $T_{N}$ of $\mathrm{RbMnBr}_{3}$ ) obtained by pumping out ${ }^{4} \mathrm{He}$ vapor. The sample under study was a platelet with an area of about $4 \mathrm{~mm}^{2}$ and a thickness of 1 mm .

The absorption lines of a $\mathrm{RbMnBr}_{3}$ sample under various pressures are shown in Fig. 2. The spectra were recorded for up- and downfield sweeping at two frequencies, $v=$ (a) 33.2 and (b) 42.6 GHz . For the first one, the resonance field of the emitted relativistic AFMR branch (splitted in low fields) is somewhat lower than the transition field to the commensurate phase of the spin system, and, for the second frequency, it lies approximately in the hysteresis region. As seen from Fig. 2a, this absorption is absent at zero pressure for the upfield sweep and appears only upon the downfield sweep. With the buildup of pressure, the absorption amplitude in both sweep directions increases smoothly, and the resonance lines broaden. The position of the weaker maximum virtually does not change, while the stronger maximum shifts to lower fields. The intensity ratio $\alpha=I_{\text {up }} / I_{\text {doun }}$ for the split lines increases monotonically from 0 to approximately $2 / 3$ (see Discussion). The second resonance line (near 40 kOe in


Fig. 2. Magnetic-field dependence of the resonance absorption at frequencies $v=$ (a) 33.2 and (b) 42.6 GHz for various pressures applied to the sample ( $T=1.3 \mathrm{~K}$ ). The dotted lines correspond to the upfield sweep and the solid line are for the downfield sweep. The fragment enclosed in the oval is shown on an enlarged scale in the inset.

Fig. 2a and absent in Fig. 2b) corresponds to the AFMR exchange branch, which softens after spin collapse into the collinear phase. It is also influenced by pressure, broadens, and shifts to lower fields. At a maximum force of 7.5 kg (see inset in Fig. 2a), this line is split by approximately 2 kOe . At the higher frequency (Fig. 2b), pressure influences the relativistic branch in a similar manner, i.e., leads to a monotonic increase in the absorption amplitude, line width, and the parameter $\alpha$ (the latter increases almost to 1), as well as to a downfield shift of the left absorption maximum. The main distinction is that the right line in this case remains virtually unchanged up to the maximal pressure, because it occurs in fields higher than $H^{*}$.

Discussion and conclusions. As is noted above, the intensity ratio of the absorption lines of the relativistic AFMR branch for the up- and downfield sweeping can be used as the main characteristic for estimating the


Fig. 3. (a) The $I_{\text {up }} / I_{\text {down }}$ ratio of the absorption peaks from domain 1 (squares) and domains 2 and 3 (circles): $v=$ (light symbols) 33.2 and (black symbols) 42.6 GHz . (b) The parameter $\kappa$ (see text) as a function of pressure; circles correspond to the relativistic branch, and crosses are for the exchange branch. The straight lines are guides to the eye.
transition field $H^{*}$ from magnetic measurements. The hysteresis of the first-order transition determines the difference in the microwave absorptions in the commensurate phase. The observed pressure-induced change in the absorption amplitude for the upfield sweep and the convergence of the intensities $I_{\text {up }}$ and $I_{\text {down }}$ (Fig. 3a) are evidence that the uniaxial sample compression in the direction perpendicular to the binary plane reduces the transition field to the commensurate phase, which is estimated at $2-3 \mathrm{kOe}$. This fact confirms the interconnection between the appearance of the incommensurate magnetic structure and the periodic variation of the exchange interactions in the basal plane. It remains to analyze the question of the influence of uniaxial compression on the positions of resonance peaks, i.e., the pressure-induced shifts of resonance frequencies.

Note, first of all, that the splitting of a resonance line due to the uniform spin-density oscillations in a magnetic field is caused by the presence of three crystalline domains in the sample. They have approximately the same volume and differ in the direction of the orthorhombic distortions in the basal plane of the original hexagonal crystal. The distortions in each domain give rise to the anisotropy with the axis directed perpendicular to the binary plane. The anisotropy axes of different domains form an angle of $120^{\circ}$ with each other. In our experiment, the magnetic field is directed along one $\left(\mathbf{x}_{1}\right)$ of these axes and forms an angle of $\pm 60^{\circ}$ with $\mathbf{x}_{2}$ and $\mathbf{x}_{3}$. The intensity ratio of approximately $2: 1$ between the left and right peaks is evidence that the right peak corresponds to the rational field direction.

The field dependence of the relativistic AFMR branch in the commensurate phase at $\mathbf{H} \perp \mathbf{x}$ and $\mathbf{H} \| \mathbf{x}$ (in the basal plane) is expressed by $v(H)=f\left(H^{2} \pm H_{c}^{2}\right)$,
where $f$ is the increasing function (for weak distortions
of a trigonal spin structure, $f(x) \sim x^{\frac{3}{2}}$ ) and $H_{c}$ is the critical field at which the anisotropy energy and the magnetic energy are equalized at $\mathbf{H} \| \mathbf{x}$. In the commensurate structure, this should induce the in-plane spin-system rotation by $90^{\circ}$; however, in the incommensurate phase, this transition is not observed.

The value of $H_{c}$ can be estimated from the splitting of this AFMR branch in a magnetic field at a given frequency in different domains. In domain 1 , the field is directed along the easy axis (low-intensity line) and at an angle of $60^{\circ}$ to this axis in domains 2 and 3. The critical field is determined by the parameter $\kappa=$ $\sqrt{\frac{2}{3}\left(H_{\mathrm{res}_{1}}^{2}-H_{\mathrm{res}_{2}}^{2}\right)}$ (the factor $2 / 3$ instead of $1 / 2$ gives an approximate correction to the mutual orientation of domains 2 and 3 at an angle of $60^{\circ}$ rather $90^{\circ}$ ) and equal to $H_{c}(P=0) \simeq \kappa_{0} \simeq 7.5 \mathrm{kOe}$ at zero pressure. It is seen from Fig. 2 that this field increases under pressure, although only in domains 2 and 3, because the corresponding resonance line shifts to lower fields, while the resonance of domain 1 is not shifted. The simple estimate $H_{c}(P) \simeq \kappa_{0}+3 \Delta \kappa(P)$ shows that the field $H_{c}$ increases in domains 2 and 3 approximately twofold at the maximal pressure (Fig. 3b).

The field corresponding to the collapse of sublattices into a collinear phase also depends on the field direction. For the two limiting orientations $\mathbf{H} \| \mathbf{x}$ and $\mathbf{H} \perp \mathbf{x}$, it is $H_{e}^{2}=H_{e_{0}}^{2} \pm H_{c}^{2}$. Because of this, the splitting is also observed for the resonance line corresponding to the AFMR exchange branch (see Experimental results). The corresponding results obtained by fitting the resonance absorption at various pressures by two Lorentzian peaks are shown in Fig. 3b. The fact that the obtained $H_{c}$ values deviate from the results for the relativistic branch is explained by the large line widths of the AFMR exchange branch, which hampers the exact line resolution at low pressures.

Note in conclusion that the transition field to the commensurate phase depends also on $H_{c}$. For this reason, its change in domains 2 and 3 (where $H_{c}$ depends on $P$ ) is a combined effect. The pressure-induced shift of AFMR lines also affects the estimate of $H^{*}$ by the method used in this work. Because of this, the observed pressure-induced changes in the resonance-peak intensities in the first domain can be considered as the only direct evidence of the $H^{*}$ dependence on the exchange modulation in the basal plane.
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