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A modification of the theory of “incompressible” regions in an ideal spinless inhomogeneous
magnetized P electronic system near points on the electron density profi® with

an integer filling factor is proposed. Such regions leads to the appearance of a finite capacitance
between the parts of thel2 system that are separated by an incompressible channel, so

that capacitive methods can be used to investigate such a system. The Corbino configuration is
especially convenient for these purposes. The parameters of the “incompressible” channel

in a Corbino disk with a spatially inhomogeneouB 2lectronic system in the presence of an
individual point, near the channel, on the electron density profile with an integer magnetic

filling factor are determined. The magnetocapacitance between the edges of the Corbino disk
separated by an incompressible interlayer is found for cases of practical interest. It is

shown that this magnetocapacitance contains direct information about the width of the integer
strip. © 1999 American Institute of Physids$$1063-783%09)03706-5

References 1 and 2 give a description of the “incom- KWy
ressible” regions near points on the electron density pro- ON(X)=———7——7+- 2
p g p IG y p T e(W —X )

file n(x) where the filling factor is an integer=1,2,3,. ..
for a two-dimensional (R) electronic system in a magnetic Here ¢, is the contact potential difference,is the permit-
field normal to the plane of the system tivity, and 2w is the characteristic size of theD2system in
2 2 the x direction. The approximatiof®) is applicable far from
vi=mlian(x), - Ih=chiet, D the pointsx=*w of the boundary of the @ region for
|, is the magnetic length, ard is the intensity of the mag- ai <w, whereay is the effective Bohr radius.
netic field. It is obvious that the perturbatiof2) is not compatible
At low temperaturesT<% w, (w. is the cyclotron fre- with the optimal conditions for observing the quantum Hall
quency the diagonal conductivity of the integer strip is ex- effect(QHE) and therefore for observing a finite capacitance
ponentially small, and the strip becomes essentially an insueetween the edges of a Corbino digkis well known that a
lator. Under these conditions, to investigate the properties dfiecessary condition for the QHE and the associated features
integer channels arising, as a rule, in inhomogeneous twf the magnetocapacitance is spatial inhomogeneity of the
dimensional charged systems it is natural to consider thelectron density of the @ system. The distinguishing frea-
capacitive characteristics of the electronic system in a magtures of the QHE and, specifically, the appearance of a finite
netic field. edge—edge capacitance for a Corbino disk appear only to the
The objective of the present work is to clarify the role of extent that flat diamagnetic sections arise on a smooth de-
the incompressible regions in the problem of the magnetocgpendencean(x).
pacitance of ® electronic systems in contact with additional The contribution of incompressible regions to the mag-
electrodes. We assume the nonuniformity of tH2 2lec- netocapacitance of al® system is analyzed assuming that
tronic system giving rise to incompressilfiategey regions  the metal edges are flat and lie in the same plane asbhe 2
in a quantizing field to be due mainly to phenomena arisingsystem. For simplicity, we shall assume the Corbino disk to
when the D system comes into contact with metal elec- be quasi-one-dimensional, which is valid if
trodes. Thus, for a one-dimensional unscreened configuration L
metal—-2D-system—metal the contact electron-density pertur-
bation has the forrif Re=Ri<5(Ret+Ry), ©)
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whereR, andR; are the outer and inner radii of the two-

dimensional Corbino region. It is obvious that the main prop-
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erty of Corbino samples—the closed nature of the current
lines in the Hall direction—remains also in the quasi-one-and sn(x) is the deviation of the electron density from the

dimensional approximatiofall quantities are independent of
they coordinate, where thg axis lies in the direction of the
Hall currenj.

equilibrium valueng in a 2D system with no contacts.
In the absence of a magnetic field the continuity of the
electrochemical potential along the Corbino disk leads to the

The problem of the magnetocapacitance of an ungppearance of a disturbande,(x) (2). In the range—w
screened Corbino disk with a nonuniform electron density issx< +w the electric potential is approximately constant

of special interest. As noted above, the concept of capaciwith the exception of the neighborhood of the poiritsv),
tance between the edges of the Corbino disk is meaningleggd the conductivity is metallic.

in the absence of magnetic flattening of the electron density.

In a strong magnetic field the situation changes in re-

The formation of an integer channel in an inhomogeneougjions where the electron density satisfies the condition
Corbino disk and the observable consequences of the appea(t sufficiently low temperatures

ance of such a channel are discussed in Sec. 1.

The effect of the controlling electrode on the magneto-

capacitance of a2 system is investigated in Sec. 2.

The problem of metastable integer channels in a Corbin

disk with a current is studied in Sec. 3.

T<ho, 9

dhe termT In Sin Eq. (5) changes sharply as a function of

nearv=1. In the limit T—0 this change reduces to a dis-

We believe that the magnetocapacitance is an effectivEontnUIty

tool for studying the properties of incompressible regions in

spatially inhomogeneousl® electronic systems.

1. MAGNETOCAPACITANCE OF AN UNSCREENED
CORBINO DISK

01

hwe,

v—1-0,
v—1+0,

—TInS= { (10
with a jump that is independent of temperatiréthe width
of the transitional region-T/A w).

Under the conditior{9) the property(10) strongly influ-
ences the electron density distribution in the range<x

The starting assumptions of our analysis are as follows< +w, distorting the distribution(2). Equilibrium in a D

Assuming that an insulating strip of magnetic origin with
dimensionsa<w can form at the center of the disk, it is easy

system is now determined by the competition between the
electrostatic energyee(x) and the magnetic contribution

to correlate the presence of such a strip with the appearanee|, g, in the electrochemical potential, the required scale

of finite capacitanc€ between the edges of thé2system.
The problem reduces to determining the funct®¢a) and
the relation betweea and the characteristics of thé2sys-
tem in a magnetic field.

1) For a<w the effect of the endssw on the capaci-
tance of the P system can be neglected. Then

R
C=2mRIn_, R=(Ry+Ry/2, (4)

if the relation (3) holds. Therefore determining the edge-

T In S being determined by small changes in dengityx)
<ng. As a result, the magnetic part @f(x) perturbs the
electron density distributiofil) near pointsx; . In what fol-
lows we shall investigate the character of this disturbance. It
can be assumed that the situation near the pdibtsre-
sembles a contact situation with the potential difference
ep.p=nw. For this reason a restructuring of the electron
density, similar in some degree to the distributi@y at the
endsx= *w, should be expected near the poifis.

In reality the magnetically induced electron-density de-

edge magnetocapacitance of a Corbino disk under QHE cofformation does not undergo jumps at the poixts This is

ditions reduces to calculating the widtha 2f the integer
channel.
2) The calculation ofa is largely based on the ideas of

Ref. 22 The starting point is the requirement that the elec-

trochemical potentigk be constant along the magnetized 2
system. Assuming the system to be ideal and spirfjassas
in Ref. 2 and confining ourselves to filling factors<2, we
have

u(X)=ep—TINS(v)=0, —wsX<-+w, (5)
S PR EVERRRE
S(H,V)—E ;—1 + 2 ;—1 +el——-1], (6)

v(x)=mlEn(x), n(x)=ng+ én(x),
hw
e=ex;{— = )<1, (7

easily shown by writing the relatiof5) near one of the
points (1)

2ee? do
T dx’

dv(x)
~dx

(11)

It is obvious that herg.(x) flattens out to within exponential
accuracy(the derivative(11) approaches zero as—0).

In connection with the remark made above, without pre-
tending to solve Eqg5)—(8) exactly foron(x), we shall use
as the starting point the solution of the electrostatic problem
from Ref. 2, where allowance is made for flattening of the
electron density near the pointy. We are talking about the
harmonic problem for an electric potential with boundary
conditions

¢(x)=0,

=

as<|x|sw; n(x)=const, |x|=a. (12
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FIG. 1. Distribution of the potentiapy(£) (138 in a Corbino disk.

In the limit a<w the effect of the endsw on the behavior
of a can be neglected, and the problem simplifies:

e(x)=0, as|x|=w=, (129
Sn(x) = const- dny(x)=(1—vo)n,+ ?Oxz,
mlZ=n"1, |x=a. (12b)

Here vo=v(0) is the filling factor at the center of theD2
systemng=n"(x)|y-o-

The solution presented in Ref. 2 for Eq42a and 12p
has the form

eZ

"a2
ep(x)= ((vo—l)n|+%)(d2_xz)1/2

n”
_ g(aZ_ X2)3/2

. |x|=a. (13
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FIG. 2. Distributionsv(¢) (14) with ¢¢(&) from Eq.(133 for various values
of the parametet: a—0.1, b—0.05,c—0.01.
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(Xq is determined below by Eq153) and the deviatiordy,
related to this potential, of the filling factor from its electro-
static valuev=1 used in the formulation of the problem
(12). The expression fobv is determined from EqJ5) or its
dimensionless analog

¢o(é) —tInY 6v(£)]=0,

T

We

—y=sés+y.

The data in Fig. 2 demonstrate that the requirenti&dy is
satisfied at the cost of small deviatiofis<1 at the center of
the plateau. Near the endsy deviationsév(= vy) of order 1
arise for any finitet. Therefore the approximation of Ref. 2
becomes inaccurate near the poinity and all local proper-

In contrast to Eq(2), where the electric potential undergoes yios of the channel must be determined more accurately here,
a jump at the contact boundary, for the more accurate aByhich is naturally done by usingv from Eq. (14) to con-

proximation (13) the electric potential is continuous at the

points = a.

We shall now show that when E¢P) holds the condi-
tion (5) can be satisfied as a result of a sm@ll the sense
dv<1) change in the filling factor in the randg|<a. This
possibility is due to the above-mentioned propéity) of the

functionT In S. In this case the conditiofb) can be regarded

as a definition ofSv<<1 as a function okp(x) (13). Some

numerical results are presented in Figs. 1 and 2. We are

talking about a truncated variant ef(x) in Fig. 1 (without

the square-root term; a more detailed discussion is given in

the next sectionwritten in the dimensionless form

®o

Ve
bo(é)= 3(72— £)%2 ¢°:ﬁ_wc’

Ve=2me?(1— vo)NiXok 1,

struct the next approximations.

3) The potential(13) contains an indefinite quantity,
which is one of the main characteristics of the dielectric
strip. In Ref. 2 this indefiniteness is removed by assuming
that at the ends-a of the interval the longitudinal electric
field (i.e., the quantityde/dx) cannot have a singularity
(even a square-root singularjty

de(*a)
T =0. (146)
This can be accomplished by setting the combination of
terms in front of the square-root term in the definiti@3) of
¢(X) to zero. As a result we obtain

ag=2x3, (15
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2(vg—1)n 04 T r T r
%' n/’<0, V0< 1, I '
Xo= (159

2(1—vg)n
2l vom nfO)' n">0, wy>1, 021

The coordinate, corresponds to the point where the density
n(x) (12b changes sign.

But the requiremen(l14) does not follow from Eq(5).
The authors of Ref. 2 introduce it in addition to E®),
mentioning mechanical equilibrium. However, vanishing of
the mechanical forces at the enti® of the range is not at
all necessary. We give as an example the problem ofithe
interface in the theory of superconductivity. The Ginzburg—
Landau theory of such an interfacassumes continuity for
the magnetic field and order parameter in the transitional
region, but it does not rule out the existence of mechanical

forces (magnetic pressuyewhich compress the supercon-

ducting region of the metal, at thre-s interface. FIG. 3. Comparati_ve behavior o_f the potentiatg(g_) (dotted curve ar_1d
On this basis it is reasonable to give an alternative defigfr(\jg’ presented in the same dimensionless variables a13k (solid

nition of a without using Eq(14). The required condition is '

the natural requirement that theD2system perturbed by

magnetic corrections to the electrochemical potential have

global neutrality. Specifically, turning to the expressionlf y?=2, the expressiofi8) reduces to Eq(133. But in the

(12b) we see that the deviation of the electron density fromcase y?>=4 the potential(18) has different signs near the

its metallic value near the origin of the coordinatéght up ~ ends= y and at the origin. A similar behavigwhich can be

to the points* x,) is independent of. Moreover, the solu- seen clearly in Fig. Bcan be observed using the linear elec-

¢(8)

1.5 2.0

tion (13) automatically satisfies the requirement trooptic effect.
Using the explicit form ofény(x) (2) we find n” and
Jmén(x)dx:o. (16) therefore explicit expressions fag (15) anda (17)

az=2x3; a’=4x3;
Therefore the compensating part of the electron density

should depend om, and its value is determined from Eg. ngz(l_—:o)n" n">0, vy>1,
(16). Setting n
2_ .22 2KW @,
a = vy"Xp, (17) "_ a
0 n g ey ol (19

we find from Eqg.(16) an equation for determining: The definitions(19) are correct if

2 Y *
§=f <§—1>d§+f S - —1)d§ ep(0)<hawc.
1 Y\ V& —y The maximum value od, in the approximatior(15) is
= E—y*(&12) a,\® 3mho,
2_ ) =
" j}/ g 52_ '}’2 df- (176‘) w 2e¢ab . (196)
y=2.001. (17b Together with Eq.(4) the relations(19) and (199 can be

directly checked experimentally.

It is obvious that all functional dependences &r(15) and

a (17) are identical. Therefore they cannot be distinguished

by capacitive measurements. However, the linear electroopr takING ACCOUNT OF SCREENING

tic effect is sensitive to the details of the variants under dis-

cussion. The appropriate procedure gives information about 1) To interpret the results of the investigation of the
the local distribution of the electric potential in th®2Xys-  linear electrooptic effect correctly it is important to estimate
tem (see, for example, Ref)6which is qualitatively differ- the effect of the additional screening electrode required in
ent for the caseél5) and(17). In the first case the potential this method. Let this electrode be located at a distathce
do(€) (133 is monotonic. The variantl7) corresponds to from the 2D system, where

the potential 2a<d<2w. (20)

These conditions correspond to the case of weak screening,

1
_ _ A2 2 e2\12 T a2 £2\3/2
P(&)=do (1= Y2y = &) 3(7/ €)™ 18 where the screen is important for determinifigy(x) of the
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FIG. 5. 1—Effective distribution of the potential near the contact of a con-
ducting 2D Corbino disk with one of the metal electrodes with a laser beam
of finite radius scanning the samp®&:potential constructed taking account
of the finiteness of the laser beam and the insulating behavior of Ehe 2
system.

a)® 3hw(exp(mw/d)—1)3
d] — mPedypexpww/d)(exp(ww/d)+ 1)’

In the limit w/d<1 the expressio22) becomeg193.
2) Ford<w the question of the effective widthe2of the

(22

FIG. 4. Demonstration of the role of the screening electrode in the chargq')nteger region becomes immaterial. It is more interesting to
distribution in a quasi-one-dimensional Corbino disk and accompanyingestimate the width D of the metallic interlayers at the ends

screen for various values of the ratiéw: A—1.0; B—0.1; C—0.05.

form (2) but can still be neglected when calculatiag The
distribution sny(x,d) replacing the distributior(2) is then
given by

eéno(x,d)d_ 1 N 1 exp(— mx/d)
Kbap 4w 2| exp(mw/d)—exp— wx/d)
exp(mx/d)

. (21)

* exp(mw/d) —exp(7x/d)

In the limit d/w>1 the expressiof21) reduces to Eq(2)

w
éno(x)oc V—vz_—xz

of the 2D system, which remain s@o the extent that a
contact potential difference existsrespective of the state of
its central part. We give below qualitative considerations
making it possible to identify such metallic strips by means
of the linear electrooptic effect.

First let the D system be in a metallic state and let the
radius of the scanning laser beammeln this case the relief
of the electrostatic potential, as follows from the data on the
electrooptic effect, should have the form

f(x), w—2R<|x|sw,

e(x)= const, |x|sw-2R, @3
where
R? X
f(x)= 7TT—X\/RZ—XZ— R? arcsir(ﬁ) : (233

The curvel in Fig. 5 shows the transitional regias(x)

It is obvious that in this case the condition of global neutral-(23) in dimensionless units, normalized ta —~)=1 and
ity is insensitive to the presence of the screening electrodeR=1 at the origin, which correspond to the center of the
In the opposite limid<<w the contribution of the second laser spot on the right-hand boundary of thHe 2ystem.

term in Eq.(21) far from the pointsx= *=w is exponentially

The curves labelle@ in Figs. 5 and 6 demonstrate the

small compared to the first term, and an electron densityelative behavior ofp(x) in two forms of the distribution of
distribution dng(x,d) typical for a flat two-electrode capaci- sections of the electron density of thé® 2system with an

tor arises. The additional charge of thB 3ystem is neutral-

integer filling factor. In the first figure the entirdD2system

ized by a charge of opposite sign on the screen. The chargmssesses an integer filling factor andggx) decreases in a

distribution is displayed in Fig. 4.

square-root fashion away from the edges toward the center of

The finiteness ofl influences the second derivative of the 2D system.
the perturbed electron density. Performing the corresponding Figure 6 presupposes that the insulator part of tBe 2

calculations using Eq21), we find the analog of Eq1939

system is separated from its endsw by metallic strips
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Y equation of continuity, the local Ohm’s law, and Maxwell’s
1.0 . equations. As a result we obtain, following Refs. 7-10,
ng oy dH,
0.8 - a 7 €t "¢ at (24
b or
= 06} ¢ . "
g Ang=i—AH,, 1=123,.... (25)
04 L J
The quantized value of the Hall conductivitgg(yzlezlh is
used in Eq(25).
02 . On the basis of the definition&24) and (25) charge
! ; transport outside the incompressible strip is determined by
0 L ! \ , ) ) the entire area of the Corbino disk within the radiBs
-3 -2 -1 0 1 Therefore for sufficiently large values &fthe potential dif-
x ferenceeV,, arising can be quite large, in any case compa-
FIG. 6. Comparative distribution of the effective potentials near the bound—rabI? toh o . We shall ?h‘?W that foe Vi B_ﬁwc the \_Nldth of .
ary: 1—potential corresponding to a metallic state of ti gystema—-c—  the incompressible strip is formed mainly by this potential
potentials constructed taking account of the finiteness of the laser beam ardifference.
the insulating behavior of the® system in the presence of conducting Let us consider once again the two-dimensional part of

interlayers of thicknesé separating the R system and the metallic contact.

SIR: 0.8 b—0.4: 0—0.2. the diskR;=<r=<R, containing the dielectric strip and the

adjoining metallic edges. A potential differendg, exists
between the edges and gives rise to a radial cuirent

6=(w—a)/R<1, so that the square-root decrease in the di- | o, O
rection into the system occurs with a delay proportional to li=€ "0 r9_X.
6# 0. The difference between Fig.(Burve2) and Fig. 6 is
obvious: In the former the slopes of the cundeand 2 are

(26)

It is convenient to rewrite Ohm’s laW26) in the form

different for the entire transitional region and in the latter the J . du
transitional regions 1 and—c are identical on the finite oar € Ingre (27)
interval x, after which the deviation of the curves-c from
the metallic reference 1 starts. This circumstance can bgf
clearly observed in experiments with a linear optical effect. el r
=+ — =r=<R,.
p(r)=pq p |n(R1), Risr=R; (279
3. METASTABLE STATES The current] is related to the potential differensg, on the
At low temperaturegs<1 the formation of an incom- Tetal edges byu(Rz)—u(rr)=eVy, and sinceu(Ry)
pressible strip should be accompanied by another effect that 41, We have
influences its electrostatics. The point is that varying the J R,
magnetic field, ordinarily done to change the filling factor, ~ 5——In R, =Vy. (28)
rr

-1

(29

inevitably leads to azimuthal electric fields and in conse-

quence to charge transport in the radial direction. In the meAs a result the expressia27g can be rewritten in a form

tallic parts of a Corbino disk this process is rapidly stoppedndependent otr,,

by reverse diffusion fluxes. But the charge transferred from r R,

one edge of the insulator strip to the other cannot return to  w(r)—u,;=€eVy In(R—> In(R—)

the extent thatr,,<1. The metastable states that arise and 1 1

have been investigated in detail in a number of speciallhe distribution of the electric potential and electron density

experiment§™*° possess nontrivial properties, even with re-between the point®, andR; now follows from the defini-

spect to the structure of the incompressible strip. Leaving théon of the electrochemical potential

complete description of this effect for a more detailed paper,

we shall confine our attention here to the limit of quite strong p(r)=ee(r)=TInS(H,T,u(r)) (30

transport fields, such that the corresponding potential differtogether with the expressiorni29), (6), and(8).

enceeVy between the edges of the strip reaches the scale It is easy to see that the problefB0) is similar to the

hog. equilibrium problem(5)—(8), the only difference being that
Quantitative estimates of the transported chaggare  now the electrochemical potenti@9) depends on the spatial

quite difficult to make and depend specifically on the degreeoordinate.

to which the disk is insulated from the external devices. If  The assumption that there exists an integral channel

the disk does not react back on vortex-induced charge transvithin the interval R;<r<R, means that at a distance

port the relations describing such transport follow from theR;<r* <R,, defined by the condition
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w(r*)=ee(r*)—=TInSH,T,v(r*)=1), (31) obvious that detailed study of such formations in simple situ-
ations like the Corbino disk is of great interest. Coulomb
effects(redistribution of the electron density near a chahnel

accompanying the formation of a channel are not typical just
of the boundaries of regions with an integer filling factor. A

similar problem arises, for example, in the study of thes

the filling factor v(r) becomes an integer.

Nearv=1 the main contribution on the right-hand side
of Eqg. (30) comes from the term-T In S(H,T,(r)). Under
these conditions

S(H,T,v=1) interfaces in the intermediate state of type-I superconductors.
p(r)=p*=TIn ECRRI0)) (32 For example, the nonlocal phenomé&heharacteristic of me-
Y soscopics—n—s channels to a certain extent are due to Cou-
right up to the boundary=R,, if eVy<fw,. lomb effects at then—s interfaces.
In the regione V4> % w, the relation(32) determines the
size 2a of the integral channel, This work was partially supported as part of the program
* 123 R.T-1 “Physics of Solid-State Nanostructures(Grant No. 97-
eVyIn . In _2> =hwg. (33 1059 and by the Russian Foundation for Basic Research
r Ry (Grant No. 98-02-16640

We note that according to E¢33) the effective width 2 of
the incompressible strip decreases with increasid, 3The prerequisites of the theory of Ref. 2 also contain assertions that are not
. . s . L obvious. Alternative possibilities are discussed below where these prereg-

>fhw.. This assertion qualitatively explains _ t_he limited Uisites are use: see the pointid this section.
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Two-photon-excited luminescen¢€EL) spectra have been recorded in the bld@0—-500 nm

and near-ultraviole300—400 nm ranges for diamond particles with 4 nm average size,

which were obtained by detonation synthesis from explosives. The observed TEL bands are
attributed, by comparing the obtained spectra with the impurity luminescence spectra in

large diamond crystals, td2 andN3 defects associated with the presence of nitrogen impurities

in diamond. The TEL spectra presented are found to have certain distinguishing features:
short-wavelength shift of the maximum and changes in the shape and width of the spectral bands
for ultradispersed diamond compared with the spectrum in bulk crystals199® American

Institute of Physicg.S1063-783#9)03806-X

Together with the absorption spectra, the impurity lumi- The study of TEL spectra is also of interest because
nescence spectra of crystals carry important informatiorthere are few published data on the TEL spectra of dia-
about the structure of defects and the electron—phonon intermonds, and for ultradispersed diamonds there are no such
action mechanisms in these crystals. The spectral propertiekata at all.
of the absorption and luminescence in natural and artificial In the present paper we report the results of an investi-
diamond crystals have now been quite well studied in essergation of impurity TEL excited in ultradispersed powders of
tially all spectral regions. Specifically, the absorption spectreexplosion diamonds by a visible-range laser source.
in the infrared range have been studied in Ref. 1; a detailed
review of the spectral properties in the visible and near-
ultraviolet (UV) ranges is given in Ref. 2; and, the recombi- 1. EXPERIMENTAL PROCEDURE
nation radiation spectra of diamond crystals in the UV region  Tg record the TEL spectra the samples were prepared by
are presented in Ref. 3. A characteristic feature of the opticahe following procedure. Diamond powder was carefully
properties of diamond as compared with most other crystalfixed with pulverized potassium bromigiéBr), after which
is the presence of luminescence in the blue and UV ranges @fe mixture was compacted in a special press. Compressing
the spectrum. This feature is used, for example, to determinghe mixture of powders with a force of about 2 kN produced
the quality of diamonds. a 10 mm in diameter and 3 mm thick tablet, which was used

So-called “explosion diamonds”—ultradisperse dia- for the investigations. The mass content of diamond powder
mond powder obtained by detonation synthesis fromin the tablet was about 2%. This method of preparing the
explosive§—have been generating great interest in recensamples has definite advantages over the conventional
years. X-ray crystallographic investigatidiisand the study method of recording the spectra of micropowders. Here the
of Raman scattering spectf@S)®~® have made it possible to  KBr matrix plays the role of an immersion medium, which to
identify reliably a diamond-type crystal lattice in explosion a large extent decreases reflection and scattering of light by
diamonds. A unique property of these materials is that thehe boundaries of the particles.
particle sizes of the diamond powder lie in the range 3—-6 A copper vapor laser with average radiation power 3 W
nm. and two lasing lines—green\&510.6 nm) and yellow

This circumstance is attracting special attention to theA =578.2 nm)—was used as the excitation source in the ex-
investigation of these objects, since quantum-size effectperiment. The duration of the laser pulses was 20 ns and the
should arise in them. Specifically, it is shown in Ref. 9 thatpulse repetition frequency was 8 kHz. The radiation emanat-
the characteristic features of the RS spectra of explosion diang from the sample was focused onto the entrance slit of an
monds with average size of the order of 4 nm can be exMDR-2 monochromator and then detected using a photon-
plained by size-quantization of the phonon spectrum and theounting scheme. The TEL spectra were investigated in two
influence of spatial confinement on the photon—phonon infrequency ranges. To record the spectrum in the 400-500 nm
teraction. range aBG-12 filter was placed in front of the monochro-

1063-7834/99/41(6)/3/$15.00 1012 © 1999 American Institute of Physics
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. . . . ) calculated for arN2 defect according to the theory of Ref. 2.
FIG. 1. TEL spectrum of diamond particles with average size 4 nm in the

400-500 nm range with excitation by the yellow laser line 578.2(sofid
line); the dashed line shows the luminescence spectrum from Ref. 10 for a{h

N3 defect of large diamond. e initial position of equilibrium. The direction of the shift

is determined by the decreas€& of the energy of the sys-
tem. The decreas8E and the vibrational energyv of the

mator slit and the spectrum was excited only by the yellowattice determine the Huang—Rhys fact®+ sE/hv, which

line (the green line was suppressed by a filter placed in frongccording to the theory of Ref. 2 relates the spectral shape of
of the samplg To record the spectrum in the 300—400 nmthe luminescence line with the nature of a specific defect.
range a UFS-1 light filter was placed in front of the mono-The position of the line is determined by the enefgspve-
chromator slit and the spectrum was excited by both laselength of the zero-phonon transition, which in turn is related
lines. Appropriate light filters prevented the exciting laserto the nature of the defect.

radiation from entering the detection system. All measure- The close arrangement and the resemblance between the
ments were performed at room temperature. shape of the spectral line obtained in our experiment and the

known line corresponding to aN3 defect in a large dia-
mond allow us to conclude that the observed line belongs to
a defect of this type. The absence of local peaks in the spec-
In Fig. 1 the solid line shows the TEL spectrum of the tral curve presented in the present paper can apparently be
experimental sample in the 400—-500 nm range. The spe@xplained either by heating of the sample by the laser radia-
trum is rescaled taking account of the spectral dependence tibn or by the presence of defects in the crystal structure.
the transmission of thBG-12 light filter. The spectrum con- Another difference between the spectrum and the known
sists of a smooth wide banthe width at half-maximum is spectrum of a large crystal is the appreciable @it nm of
about 85 nm with a maximum at wavelength =440nm. the short-wavelength edge in the direction of higher frequen-
The increase in the radiation intensity near 500 nm is due taies.
incomplete suppression of the green laser line at 510.6 nm. Figure 2 (solid line) shows the TEL spectrum of the
The dashed line shows the known luminescence spectrum gample in the 300—400 nm range, rescaled taking account of
natural diamond? It possesses several local peaks which areghe spectral dependence of the transmission of the UFS-1
absent in our spectrum, superposed on a 90 nm wide bantight filter. The spectrum contains a sharp maximum at
The strongest peak of the intensity lies at 455 nm. The seck =356 nm and a weak maximum &t=380 nm. The width
ond difference of our spectra from the known spectrum ofof the line at half-maximum witth =356 nm is 16 nm. This
Ref. 10, corresponding to a large crystal, is a general bluespectral line can be attributed to &2 defect, which is
shift of the contour of the spectrum. formed by substitution of nitrogen atoms for the two neigh-
It is knowr? that luminescence in diamond in this range boring carbon atoms located on the body diagonal. Accord-
of the spectrum is due to electronic transitions between &g to Ref. 11, such a defect possesBeg symmetry and
doubly degenerate excited stdfg and the nondegenerate two dipole transitions with zero-phonon transition wave-
ground stateh; of anN3 defect, which possess€s, sym-  lengths of 317 and 330 nm.
metry. Such defects consist of three nitrogen atoms, replac- It should be noted that the position of the TEL line and
ing carbon at the vertices of the unit cell and bound either tats relatively small width, which we determined in the ex-
a common carbon atom or to a common vacancy. The exciperiment, do not agree with the data from Ref. 11, where the
tation of the electronic subsystem of the defect distorts th@osition of the energy levels of the defect and the strength of
lattice near the defect, specifically, displaces the atoms out dhe electron—phonon interaction were calculated. If phonons

2. EXPERIMENTAL RESULTS DISCUSSION
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with the highest density of states in diamaifid=0.155 and  *E-mail: mikov@fesc.mv.ru; mikov@sv.uven.ru

0.112 eV are used to estimate the phonon energy, then the

experimental luminescence spectrum presented here in the

300-400 nm range can be described, using the theory of Ref.

2, by a contour withS=0.5 and the wavelength 344 nm of ——— _

the zero-phonon transitiofdashed curve in Fig.)2 This (Cl.g,g.zKleln, T. M. Hardnett, and C. J. Robinson, Phys. Rev3312 854
corresponds to a weak Jahn—Teller relaxati®@=(_). In 2G. Davies, Rep. Prog. Phy44, 787 (1981).

Ref. 11, where the luminescence spectra of large diamond&Handbook of the Optical Properties of Semiconductedited by M. P.
with one-photon excitation are presented, the Huang—RhygLisitsa (Naukova Dumka, Kiev, 1987

L . . .= “A.I. Lyamkin, E. A. Petrov, A. P. Ershov, G. V. Sakovich, A. M. Staver,
factors for the two indicated lines are estimated to be quite ;.\ w1 Titov. Doki. Akad. Nauk SSSBO02 611 (1988 [Sov. Phys.

large S~10). Dokl. 33, 705(1988].
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The photoconductivity in the range 0.3—0.9 eV was investigated in a high-quajtiulrene
single crystal. It was concluded that the crystal investigated is an extrinsic semiconductor.
© 1999 American Institute of Physid$s1063-783499)03906-4

The photoconductivity of fullerenes has usually been in-spectrum the individual peaks near 650 and 900 meV to
vestigated in the intrinsic absorption range 1.5-2.5 eV taletermine the activation energy responsible for their tem-
establish the basic parameters of the band structure in thiperature growth. It is evident from the spectra presented that
films' and in single crystafsat comparatively high tempera- besides the peaks near 650 and 900 meV there is also a peak
tures (T>120K). In the present work the photoconductivity near 500 meV. Since the material employed in the 1KS-21
in the IR range(0.3—-0.9 eV in nominally pure high-quality lithium fluoride prism contains in the range 450-550 meV a
single crystals to observe and study the energy levels preseries of narrow absorption lines due to the presence of hy-
duced by intrinsic defects of the crystal or typical impurities, droxyl groups in the material, the treatment of the light-beam
existing even in a nominally pure crystal. The method develintensity in this range is unreliable. For this reason, the data
oped to investigate the photoconductivity of insulators anddnly from the range 550-1000 meV are used for further
used previously to study the photoconductivity of coloredanalysis and an optimal fit assuming the existence of three
alkali-halide crysta%4 was used. peaks—near 650 meV, near 900 meV, and outside the ex-

A Cgp single crystal was grown from the vapor phase inperimental range near 1200 meV—is made. The amplitude
a sealed, evacuated, quartz ampul. The raw materials coand half-width of the peaks and the exact position in the first
tained at least 99.95% & An approximately X2 step were treated as adjustable parameters. At the second
X 6 mnT sample with an irregular shape was placed betweestep of the fit the position and half-width of the 650 and 900
the plates of a capacitor in a closed circuit consisting of a déneV peaks were approximated by a linear temperature de-
voltage source, the capacitor itself, and an electrometer. The
source voltage was 50-500 V, and the current amplitude
detected with the electrometer was 10—0.1 pA. An IKS-21
spectrophotometer was used as a source of monochromatic 5t 7
light.

The spectral dependence of the IR photoconductivity
and the temperature dependence of these spectra in the ranc
10-160 K are presented in Fig. 1. The spectrum itself and
the photoconductivity depend strongly on temperature. Since o+
the photoconductivity at 160 K is approximately 200 times
greater than at 10 K, the spectra are presented on an arbitrar
scale and are shifted along the vertical axislicated on the
left side of the figure for each spectrunit is evident from
the spectra presented that the spectrum consists of individua® 2|
peaks whose amplitude increases with temperature, and thes
maximum of the general spectrum shifts with increasing B
temperature to higher energy so that for 110K it falls
outside the experimental range. This means that either the
amplitude of the shorter-wavelength peaks grows more rap- n
idly or, if they have the same temperature dependence, on
the higher-energy side outside the experimental range a pho- 0
toconductivity peak exists whose amplitude ajod) width L | o
possibly increases with temperature, causing the long- 30 400 500 600 700 800 900
wavelength shoulder of this peak to shift into the experimen- £, meV
tal range in addition to the peaks existing here and giving th?‘—IG. 1. IR-photoconductivity spectrum of a¢3single crystal for different

observed effect. o temperaturesl—10 K, 2—30 K, 3—60 K, 4—80 K, 5—100 K, 6—120 K,
An attempt was made to distinguish from the general7—150 K.
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FIG. 2. Temperature dependence of the amplitude of the IR-ditions of conduction electron transport, for example, the
photoconductivity peakél—885 meV and2—665 me\. depth of the levels of attachment centers or irregular modu-
lation of the conduction band bottom because of small but
numerous intrinsic defects, for example, due to disorientation

pendence obtained on the basis of the data from the first steg individual Goo molecules. In this case this activation en-
fgy should be expected to be the same for any peaks.

The position of the first peak was found to be essentially However, if it is assumed that donor centers responsible

temperature-independent and was 665 ni8§5—905 meV o .
for the second peakThe temperature dependence obtaineJOr the observed photoconductivity peaks have, besides a

. : A round state, a shallow excited state below the conduction
for the amplitudes of both peaks is presented in Fig. 2. Th TR )

o ; . and bottom, then the photoionization process will proceed
activation energies were 5.6 meV for the first peak and

meV for the second peak. The reliability of the estimates ism two stages—a light-induced transition into the excited

S C R state and further ionization due to temperature. In this case
not high; the only sure thing is that both quantities lie in the Lo . .
the activation energy 5—10 meV can be associated with the
range 5-10 meV.

Next it was found that a dark current is first observed atdepth of the excited states, and then generally speaking this

T=120K. This current increased rapidly with a further in- energy will be different for different pe‘?‘ks- Of course, a
. . I . mixed case where some donor centers will have such excited
crease in temperatuf&ig. 3). The activation energy of this

process is 165 meV states and others will not is also possible.

It follows from the data obtained that the experimental”e-mail: korovkin@issp.ac.ru
fullerene crystal is an extrinsic semiconductor. If it is as-
sumed(only for definitenessthat its conductivity is elec- !C.H. Lee, G. Yu, D. Moses, V. J. Srdanov, X. Wei, Z. V. Vardeny, Phys.
tronic, then the activation energy 165 meV can be associategRev. B48, 8506(1993. o _
with the depth of the Fermi level from the conduction-band i') g"f‘éffg;g T- Ishiguro, K. Kikuchi, and Y. Achiba, Phys. RevSH
bottom. The position of individual peaks in the photoconduc- 2g. v. korovkin and T. A. Lebedkina, Fiz. Tverd. Telaeningrad 29(9),
tivity spectrum should be associated with the depth of the 2807(1987 [Sov. Phys. Solid Stat29, 1612(1987)].
donor levels corresponding to these peésge lattice re- 4E. V. Korovkin and T. A. Leb_edkina, Fiz. Tverd. Tel&t. Petersbung
laxation should probably not be expected in this crysthe 37(11), 3536(1999 [Phys. Solid Staté7, 1945(1995)

activation energy 5—10 meV can be associated with the confranslated by M. E. Alferieff
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The temperature spectrum of small-inelastic-strain rates in a vapor-phase-gggwimgle

crystal has been measured within the 200—290 K interval with a high-precision strain-rate meter
based on a laser interferometer. The spectrum exhibits a strong peak in the region of the
phase transition at 250—260 K and a slight strain acceleratien240 K, which correlates well

with the calorimetric curve. The first maximum is associated with strain that developes

more easily in an fcc than in a primitive cubic lattice, and the second, to the effect on the strain
rate of annealing of the defects created with fast crystal heatingl9@9 American

Institute of Physics[S1063-783%9)04006-X

It was show? that compression of & single crystals at iy by multiple vacuum sublimatio° The G, single crys-
temperatures above and below the phase transition from thg|s obtained by this technique were well faceted, weighed
primitive cubic (pc) to fec lattice affects differently the en- 1 t5 30 mg, and varied in size up to a few mm.
ergy characteristics of the transition determined by differen- = 11, interferometric method of strain recording in time in
tial scanning calorimetryDSC). The strain-induced distor- the form of successive beafswhich was used in this work,
tions of the peak shape &it=77 K were substantially Sma"ermpermits one to determine strain ratefrom small changes in

than the distortions produced by compression at room te sample length to within 5%. One beat in an interferogram

perature, where the peak became almost fully washed out . B
even after application of comparatively low pressures. Acgrrespondls toda stralg |qcremdmlo|—0.3u?1. Thﬁ t,eCT i
conjecture was put forwafdhat this was due to the fact that nique employed to obtain rate spectra of small inelastic

local strains preceding fracture were more likely to developStrainS and their interpretation was described in considerable
. _g . .
in the highly symmetric fcc than in the pc lattice or the detail elsewher€=® To obtain a spectrum, the ¢ single

glassy state in which & fullerites reside below 85 KRef.  crystal was placed in the test chaméf and cooled rapidly

3). One of the consequences of the strain responsible for tH® a temperature-150K, after which it was warmed up
strong peak distortion could be formation of dimers andslowly and loaded several times by a compressive force of 20
more complex polymerized structur®s.Small inelastic N at progressively increasing temperatures from 200 to 300
strains can be detected by laser-based interferometry, whidk. Heating from 150 to 200 K favored the onset of a stable
proved to be very useful in studies of small strains occurringhermal regime, which improved the accuracy of subsequent
at phase and relaxation transitions in metdlse ductile- measurements. The average heating rate was 1 K/min, and
brittle transition in zinc and steél§ polymers (a- and  the isothermal loading pulse was 2 min long. The error with
p-transitiond), and highT, superconductorgthe supercon- which the temperature was determined and maintained con-

ducting transitiof). The temperature spectra of inelastic stant during the loading was 0.5K, and the strain rate was
strain rates of various materials obtained in Refs. 6—9 and i?neasured 1 min after the beginning of loading at each tem-

a number of other studies proved to be a high-resolution too

. " ; . erature.
for detection of transitions of various nature and analysis o#) . -

: . L The data subjected to the analysis included also those
the effects of various factors on microplasticity. In the

present work, the rate spectrum of small inelastic strains Wagbtalnded by DPSCl;_ThEcalor:?Seén(Z: melagure{neri;ts tvr\]/eria pﬁ -
used to investigate structural transitions in thg @illerite ormed on a Ferkin—eimer ~< calorimeter by the tech-

crystal and the role they play in microplasticity. The work Nidues described in Refs. 1 and 2. To make both methods
was aimed also at revealing small strains, which until re-lose in temperature conditions, thg,Gample was cooled

cently were studied only by microhardness measurements."apidly with liquid nitroger before being placed in the calo-
rimeter chamber. The measurements were carried out within

1. EXPERIMENTAL TECHNIQUES the 220—300 K interval at a constant heating rate of 5 K/min.
Cso Single crystals were grown from the vapor phase, theThe DSC curves recorded thermal effects occurring in a
starting material being smallggcrystals purified preliminar- sample during the pc—fcc transition, as well as other thermal

1063-7834/99/41(6)/4/$15.00 1017 © 1999 American Institute of Physics
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FIG. 2. (a) Rate spectrum of small inelastic strains afi) DSC curve
105 obtained at a heating rate of 5 K/min on a quenchgglsthgle crystal.

| -

FIG. 1. Strain interferograms of aggsingle crystal obtained & (K): (a)
218, (b) 260, and(c) 280. One beat corresponds to a strain change by1g) or to its becoming exhausted in the fcc lattice before the
|Alo|=0.3pm. measurementé-ig. 10. The transition region itself is char-
acterized by a nearly uniform strain rate in the first stage

phenomena which could be observed in the temperatur('—.F'g' 1b), followed by damping in the final stage_. The pro-
range under study. cedgre. chosen to. measure the rat.e a preset time after the
beginning of loading(in our case, in one mjnreveals a
maximum in the temperature dependence of the rate of small
inelastic straing(T).

Figure 1 presents interferograms of go@ample loaded Thee(T) relation, or the rate spectrum of small inelastic
at 218 and 280 Kfar from the phase transitipnas well as at  strains, obtained on aggsingle crystal within the 200—300
260 K (in the transition region It is seen that small inelastic K region is presented in Fig. 2. Also shown for comparison
strains can occur throughout the temperature range studieis a calorimetric curve obtained on the same sample. Both
At the same time the interferograms obtained at differenturves are seen to have the same shape. The main peak in
temperatures exhibit the following features: at 218 K, thes(T) corresponding to the phase transition is obviously re-
strain rate is small, and the strain is damped rapidly, at 260 Kated to local strains in the fcc lattice developing easier than
one observes a comparatively lor@.5-3 um), nearly those in the pc lattice. This suggestion is buttressed by the
steady-state stage, and at 280 K, one can see noticeable mionotonic growth of the strain with increasing temperature
croplasticity at the time of loading, followed by a fast de- in the initial, nonstationary part of the interferograms which
crease in the strain rate. This behavior is characteristic ofharacterizes the so-called short-time creep, i.e., the strain at
various solids near relaxation transitiifSor a supercon- the instant of load applicatioftompare the left-hand parts of
ducting transition in highF, superconductor$The sample panelsa, b, andc in Fig. 1). An alternative to this explana-
strain limit in the region of microplasticity is small and un- tion of the increase in the strain rate at the phase transition
dergoes a jump in the transition zone; the low rate is dueould be stimulation of strain by a simultaneous structural
either to the original strain in the pc lattice being sni&llyg.  rearrangement, which may increase the defect mobility.

2. EXPERIMENTAL RESULTS AND DISCUSSION
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It should be also pointed out that the strain-associatedharacterized by a more pronounced decrease of the transi-
maximum is considerably broader than the calorimetric onetion temperature with decreasing heating rate.
This effect cannot be initiated by heating rate effects, be- The weakly pronounced deviation of the strain spectrum
cause, if we disregard the isothermal stage in the strain eXrom a monotonic course in the 200—220 K interval is simi-
periments, the heating rates in both cases are close in malg to the multiple transitions observ&do occur in complex
nitude. It may be conjectured that the strain spectrum isystems. It may be conjectured that this spectral shape indi-
affected by loading-induced defects forming in the fcc lat-cates nonuniformity of the defect structure in single crystals,
tice, as well as in the pc lattice in the region adjoining thean aspect discussed, for example, in Ref. 8.
phase transition. The strain-induced maxima are, as a rule, Thus the temperature spectrum of the rates of small in-
fairly broad, and some peaks measured with small temperalastic strains offers a possibility of detecting phase and
ture steps often exhibit a complex structure, which implies edther transitions in g single crystals, as well as in other
complex nature of the transition under loading, provided thesolids, from their effect on microplasticity. This spectrum
loading is smalf~° While the reasons for the appearance ofdiffers somewhat from a DSC curve of a single crystal in that
broad maxima in the rate spectrum of small inelastic strainghe maximum in the phase-transition region is broader, and
remain unclear, nevertheless the results obtained in this wortke second peak, assigned to quenching defects, is shifted
suggest that the approach involving construction of straifoward lower temperatures. It is conjectured that these
rate spectra may be used besides other techniques, suchci@nges are caused by the effect of mechanical loading on
microhardness studies or ultrasonic methods, to detect arfdructural transformations of different natugeghase transi-
analyze phase transitions in fullerites and other solids. Fotion and a transition related to defect sjate
instance, the review in Ref. 13 compares the temperature
dependences of microhardness obtained by various author‘s':u
The microhardnes# (T) of Cgy single crystals exhibits
breaks atT~155 and 240-260 R* The break inH,(T)
observed to occur in £ single crystals near the phase tran-
sition temperature was found also in Ref. 15, while accord-
ing to Ref. 16 theH,(T) relation for Gy polycrystals is *'E-mail: shpeizm.v@pop.ioffe.rssi.ru
monotonic within the 80—570 K range. An internal friction
peak and a minimum in the temperature dependence of sonic
velocity were detected aft=250 K" The observation of a V. M. Egorov, B. I. Smimov, V. V. Shpgman, and R. K. Nikolaev, Fiz.
peak in the temperature dependence of the rate of small in-(Tl";ég-] Tela(St. Petersbufg3s, 2214(1999 [Phys. Solid Stat@8, 1219
elastic strains provides support for the Squesaa’ﬁ%_m 2y. M. Iégorov, V. I. Nikolaev, R. K. Nikolaev, B. |. Smirnov, and V. V.
that the phase transition affects the deformation properties of shpagzman, Fiz. Tverd. TeléSt. Petersbuigdl, 550 (1999 [Phys. Solid
fullerites. State41, 494 (1999].

. . - 3 . .
Besides the main peak i#(T) at T~260K, one can see M. L F. David, R. M. Ibberson, T. J. S. Dennis, J. P. Hare, and
I i T~ 240K, similar to that observédn a K. Prassides, Europhys. Left§, 219 (1992.
a small maximum at ~ ' ) ‘ 4A. M. Rao, P. C. Eklund, U. D. Venkateswaran, J. Tucker, M. A. Duncan,
DSC curve and called a “quenching” peak, because it ap- G. M. Bendele, P. W. Stephens, J.-L. Hodeau, L. Marques, Kfebiu
pears only in rapidly cooled samples. The quenching effect Regueiro, I. O. Bashkin, E. G. Ponyatovsky, and A. P. Morovsky, Appl.
was associatédwith the existence of nonequilibrium orien- - ys: A: Mater. Sci. Procesg4, 231 (1997.
. . . . . A. L. Kolesnikova and A. E. Romanov, Fiz. Tverd. Tdat. Petersbung
tatlona_tl order m_quenched fullerite c_rystals_. The orientational 40 1178(1998 [Phys. Solid Staté0, 1075(1998].
order is determined by the population ratio of the pentagon®v. V. Shpazman, N. N. Peschanskaya, A. K. Andreev, G. E.
(np) to hexagon i) configuration,np/nh , whose equilib- ﬁ(;dszgasplrov, Yu. P. Solntsev, and P. N. Yakushev, Prob. PratHri5
rium value depends on temperature. For instance, at room,; ", Shpezman, N. N. Peschanskaya, and P. N. Yakushewande-
temperature, Wheret}@mOl_eC_UleS rotate nearly fre?')’y ON€  structive Characterization of Materials VI(Plenum, New York, 1998
may acceptn,/ny~1. Within the temperature interval p. 157.
85< T< 260K, this ratio isnp/nh~4, and forT<85K, i.e. 8N. N. Peschanskaya, P. N. Yakushev, A. B. Sinani, and V. A. Bershtein,

. . . 3 . Thermochim. Acta238 429 (1994.
in the orientational-glass statey,/n,~5.> Fast cooling ON. N. Peschanskaya, B. I. Smimov, V. V. Skgean, and P. N.

(quenching fixes at a low temperature the nonequilibrium yakushev, Fiz. Tverd. Telé_eningrad 31, 271 (1989 [Sov. Phys. Solid
state corresponding to a higher one, whererthm,, ratio is  State31, 703 (1989]. o _

shifted in favor of the higher-energy hexagcm (configura- 0Mm, Ta_ghlbana, M. Michiyama, H. Sakuma, K. Kikuchi, Y. Achiba, and

. . . . K. Kojima, J. Cryst. GrowthL66, 883(1996.

tion. Thus the quenching defects present in the pc lattice ofiy Peschanskaya, P. N. Yakushev, and V. A. Stepanov, Fiz. Tverd.
the fullerite are annealed before the pc-fcc transition is Tela(Leningrad 26, 1202(1984 [Sov. Phys. Solid Stat6, 729(1984].
reached, a phenomenon becoming manifest in DSC curvegN. N. Peschanskaya, P. N. Yakushev, and V. Yu. Suvorova, Fiz. Tverd.

; ; ; or Tela(St. Petersbung37, 2602(1995 [Phys. Solid Stat87, 1429(1995].
as well 6}3 In strain curves, Wr.“Ch reSand to the m.Oblllty C)f13V. D. Natsik, S. V. Lubenets, and L. S. Fomenko, Fiz. Nizk. Te2p.
defects in the course of their annealing. The shift of the 337 (1996 [Low Temp. Phys22 264(1996].

strain-induced maximum by about 10 K towards lower tem-'“L. S. Fomenko, V. D. Natsik, S. V. Lubenets, V. G. Lirtsman, N. A,
peratures compared to the calorimetric ¢Réay. 2) is possi- Aksenova, A. P. Isakina, A. I. Prokhvatilov, M. Strzhemechngnd
bly associated with the effect of loading on the quenching (F;'gg;i’ﬁ' Fiz. Nizk. Temp21, 465 (1999 [Low Temp. Phys21, 364
defects, as well as with the lower heating rate. It is knowrus), Tac.hibana, M. Michiyama, K. Kikuchi, Y. Achiba, and K. Kojima,

that, unlike phase transitions, relaxation transformations arepPhys. Rev. B49, 14945(1994).
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Properties of the microhardness of single-crystal C 60 fullerite
in sclerometric tests

A. G. Melent’ev, N. V. Klassen, N. P. Kobelev, R. K. Nikolaev, and Yu. A. Osip’yan

Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Moscow District,
Russia
(Submitted June 9, 1998; resubmitted November 11, 1998

Fiz. Tverd. Tela(St. Petersbupgl, 1119-1123June 1999

The mechanical properties of single-crystal fcg, €@illerite are investigated by sclerometry and
precision contact profilometry. Quantitative estimates are obtained for the microhardness
anisotropy on th€100) and(111) planes. Polarity of the mechanical properties is observed in the
(112) plane. The mechanisms considered for the orientational deformatiog,&ir@le

crystals by a moving indentor confirm existing data showing that plastic deformation in sglid C
occurs along thg011] (111) systems. ©1999 American Institute of Physics.
[S1063-78319)04106-4

Until recently the mechanical properties of fullerites Well-faceted G, fullerite single crystals up to 10 mg
were investigated mainly by indentatior Methods such as  were obtained and then slowly cooled together with the fur-
volume deformation by compression, bending, and so omace to room temperature. The exterior faceting of the crys-
were difficult to use because of a lack of sufficiently largetals was characterized by square, rectangular, triangular, and
single-crystal samples. The recent synthesis gf €ingle  hexagonal faces. Laue diffraction patterns and x-ray topo-
crystals with volumes up to several tens of cubic millimeters grams confirmed that theggfullerite samples obtained were
opens up prospects for investigating the mechanical propesingle-crystalline.
ties of fullerites by other methods also, specifically, sclerom-  The sclerometric tests were conducted on the growth
etry, which makes it possible to obtain more complete inforfaces of samples with two crystallographic orientations:
mation about the character of the deformation of the material100 and(111). Scratchegprimarily in the form of rectan-
(especially about its orientational dependérnitan does in- gular loops were made on thél00 faces in thg100] and
dentation. Moreover, since a scratch is an elementary evept10] directions and on thél11) faces in thd112] and[110]
of many mechanotechnological processes, sclerometric irdirections, using a PMT-3 apparatus, by a Vickers diamond
vestigations are of not only scientific but also practical inter-
est.

The present work is devoted to the investigation of the
mechanical properties of single-crystal fcgyQullerite by i
sclerometry and precision contact profilometry. I

25
1. SAMPLES AND PROCEDURE i

<

All measurements were performed on single-crystal fcc %
samples of solid g. The method of sublimation and desub- _ -
limation (growth from the gas phasevas used to grow the
Ceo single crystals. Chromatographically purified 99.95% -
pure fullerite powder in amounts of 100-150 mg was placed =& I N
in a quartz ampul 8—10 mm in diameter and 250 mm long, I ’
which was evacuated t0410"® mm Hg and heated to A A
300°C. Organic solvents and volatile impurities were re-
moved from the powder over 8—10 h in a dynamic vacuum.
Then the powder was subject to triple vacuum sublimation.
Small G crystals purified in this manner were once again
placed in a quartz ampul 8—10 mm in diameter and 150 mm
long, which was evacuated tox110 ® mm Hg, sealed, and 5
placed in a horizontal two-zone furnace. The single crystals £-105 N
were grown under the following conditions: sublimation FIG. 1. Sclerometric microhardness, of fcc Cyq fullerite versus the loaé
temperature 600 °C, crystallization temperature 540 °C, andn an indentor for different planes and crystallographic directidas:
growth time 8-10 h. (112)(111), 2—(110(100), 3—(112)(111), and4—(010(100).
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prism with apex angle 136° and fixed loads from 1 to 7 g.
The width of a scratch was determined either visually in a
Neofot-2 optical microscope dto tenths of a micronwith a
Talystep profilomete?. The microhardness of the crystals
was estimated using the well-known relation

H,=kP/b?,

whereH, is the microhardness in kg/nfmk=3.71 is a di-
mensionless coefficien, is the scratch width in mm, and

is the load on the indentor in kg. All experiments were per-
formed on fresh sampldgvithin a few hours after extraction
from the ampul at room temperature.

2. MEASUREMENT RESULTS AND DISCUSSION

Investigations showed that the microhardnidgdor suf-
ficiently large values oP (Fig. 1) is virtually independent of
the load and even @ =3 g we haveH, (P)=const. The
typical form of scratches made in different crystallographic
directions undeP =3 g on the(100 and(111) faces of a G
single crystal is shown in Fig. 2. As one can see from the
figure, the scratches are mainly of a viscoplastic character,
and they are accompanied by small cleavages, a few cracks,
and fault lines.

Scratches made in tH®10] and[001] directions on the
(100 plane are identical and symmetric. The fault lines
along the edges of the scratches make an angle of 45° with
the scratch axis and are directed opposite to the motion of the
indentor. Cracks on these scratches are relatively rare and
make an angle of 45° with the scratch axis.

Scratches made in tH811] directions are also symmet-
ric and identical to one another. The width of these scratches
is somewhat smaller, i.e., a small so-called anisotropy of
microhardness of the first kin@Figs. 2 and Bis observed on
the (100) plane. A few cracks, emanating from a scratch at
an angle of 45°, which change direction away from the
scratch by 90° with respect to the scratch axis, are observed
for scratches made in these directions. Fault lines are not
always observed on these scratches. However, when they
were observedFig. 2), these lines made an angle of 90°
with the scratch.

The scratch width on thél11) plane and consequently
the microhardness of the crystal depend on not only the ori-
entation of the scratch but also the sign of the direction of
motion of the indento(Fig. 4), i.e., the so-called mechanical
polarity effect is observed on this surfatelere the exterior FIG. 2. Typical form of scratches made ¢811) and (100 planes by a
form of scratches also depends on the direction of motion ofnoving indentor withP=3 g: a, b, c—111) plane, directions(112)—(a),
the |ndentor(F|g 2. For example, scratches made in the(112)—(b); (110—(c); d, e—<100 plane, directions(110—(d); (010—
direction [112] are of a VISCOSplaStIC character, they haVe(e) The arrows indicate the direction of motion of the indentor.
virtually no cracks, and they are accompanied by frequent
fault lines, making an angle of 30° with the scratch axis andines make an angle of 60° with the scratch axis, while on
opposite to the direction of motion of the indentor. Thethe other side of the scratch the fault lines are very infrequent
scratches made in the opposite directjdri2] are brittle- and are parallel to the scratch axis.
plastic; they are often accompanied by cleavages and by in- The experimentally observed character of the formation
frequent and short fault lines perpendicular to the scratclof scratches and the arrangement of the fault lines and cracks
axis. For scratches made on this plane in[thE]] directions  along them agree on the whole with existing published data
the mechanical polarity effect is manifested in the asymmeen planes of plastic glide and cleavage planes of the fcc
try of the scratches: on one side of a scratch numerous faufthase of solid &,. Thus, according to Refs. 3 and 7 the
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FIG. 3. Microhardness$i, anisotropy of the first kind on éL00) plane of

fec Gy, fullerite with P=3 g. FIG. 4. Mechanical polarity effect for microhardness on th¢l) plane of

fce Gy fullerite, P=3 g.

S e 1 e SYIErELL) L1 00 1w matrl i feced song 212 n (7 panes,
jections onto the(100) and (111) planes of the planes and resgectwely. In the process, converging fault lines along the
directions of dislocation glide along which material can bel 011] and[011] directions should form on the surface of the
pressed into the interior volume and ejected onto the surface®MPle, and this is observed experimentally.

of the crystal during the motion of the indentor in different ~ FOr scratching in thg011] direction material can be
crystallographic directions. Comparing the experimentallyPressed in along thel1l) plane(in front of a scratchand
observed fault linegFig. 2 with Figs. 5 and 6 suggest the along the (11} and (111) planes, respectively, to the left
following schemes for the operation of the dislocation glideand right of a scratch, while material is ejected along the
systems. (111) plane(in front of the indentor and along the (11)

On the(100) plane(Fig. 5), as the indentor moves in the and (113 planes to the right and left of a scratch. In the
[010] direction (and also directions similar to)imaterial is  process the microhardness of the crystal can be expected to
pressed into the crystal along the (}1dlane to the left of a increase somewhat, at least because of the fact that, as pro-
scratch and along th@11) plane to the right of the scratch, filometric investigations have shown, for scratching in this

FIG. 5. Diagram of the operation of glide systems during the motion of an indentor ¢hGBeplane of fcc G, fullerite. Solid arrows—direction of ejection
of material on the surface of the crystal; dashed arrows—direction of development of deformation into the crystal.
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FIG. 6. Diagram of the operation of glide systems during the motion of an indentor ghlieplane of fcc G, fullerite. Solid arrows—direction of ejection
of material on the surface of the crystal; dashed arrows—direction of development of deformation into the crystal.

direction a so-called deformation zone, which prevents adthe formation of converging fault lines making an angle of
vancement of the indentor and results in narrowing of thes0° with the scratch axis. To the right of a scratch material
scratch, forms in front of the moving indentor. It should alsocan be ejected on the surface of the crystal along the system
be noted that in this case the crystal can deform along severgi 01)(111) and fault lines can form parallel to a scratch. All
glide systems simultaneously, and this means that here thgjs is observed experimentalifig. 2.
probability that the glide systems intersect with one another |, summary, in this work the sclerometric microhardness
@s high, which therefor_e can result in a high concentration ofy¢ Ceo fullerite in the (100 and (111) planes was investi-
internal stresses—uwhich is probably the reason why a larggareq. |t was established that scratches on the investigated
number of cracks are present for scratching in[0®l] and  janes of fec G, fullerite are mainly of a viscoplastic char-
similar directions. acter. It was shown that th@00) plane is characterized by
F_or SCfat,Ch'”Q of thé¢11l) plane, as one can see from microhardness anisotropy of the first kind, and polarity of
the diagram in F|_g 6, thﬂ:haracter of scratch formation ""mechanical properties was observed on(thEl) plane. The
the directiond 112] and[112] is different. This is respon- resylts of the investigations of microhardness and scratch
sible for the polarity of the mechanical properties. Thus, forformation processes in different crystallographic directions
scratching along 112] material in front of a scratch is agree with the existing ideas about dislocation-glide systems
pressed into the crystal—by glide along the (1Hlane; in  in solid fcc G, fullerite.
addition, here the systemsl01](111) to left and[110]

(111) can operate to the right, respectively, of a ScratChiallographic certification of the samples.

ejection of material on the surface of the sample occurs along This work was performed as part of the Russian Science
the systemg 110](111) and[110](111) to the left and ang Technology Program “Current Directions in

right, respectively, of a scratch. In the process a converging gndensed-Media Physics: Fullerenes and Atomic Clus-
system of fault lines making an angle of 30° with the scratchg,g »

should form on the surfacérig. 29. For indentor motion

along [HZ] material is pressed in along two glide systems

[110](111) and [110](111)), so that the scratch depth

should be smaller here. Moreover, material is ejected on the

surface of the crystal along the (LLplane directly in front ;J- Li, S. Komija, T. Tamura, and C. Nagasaki, Physi& 205(1992.

of the indentor, which should also give rise to an additional Y4 A- Osipyan, V. S. Bobrov, Yu. Grushko, K. A. Dilanyan, O. V.

. . . Zharikov, M. A. Lebyodkin, and V. Sh. Sheckhtman, Appl. Phys. A:
resistance to the processes forming the scratch. The increasgys srise 413 (1{,93' ppL Y

We thank S. S. Khasanov for performing the x-ray crys-

in microhardness(polarity of mechanical propertigsex- 3v. 1. Orlov, V. I. Nikitenko, R. K. Nikolaev, I. N. Kremenskaya, and
pected in this case is observed experimentally Yu.A. Osip'yan, JETP Lett59, 704(1994.
(Fig. 4). 4N. P. Kobelev, R. K. Nikolaev, Ya. M. Soifer, and S. S. Khasanov, Chem.

. — . Phys. Lett.276 263(1997.
For scratching along th¢110] direction, as follows  5a. G. Melentev, Kristallografiyad0, 736 (1995 [Crystallogr. Rep40,
from Fig. 6, the operation of the glide systems to the left and 704 (1994].

right of a scratch is different. To the left of a scratch material G_Y‘é- 5£ ?_Oyagkaya- 2-§ﬁt-__6trabk2; ?\f_‘d M-l%£aTﬂfSZhySiCS of Micro-
. . — - Inaentation Process lintsa, Kisninev, p. .
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Electronic structure of C 4, fullerite
V. V. Sobolev* and E. L. Busygina

Udmurtia State University, 426034 Izhevsk, Russia
(Submitted May 6, 1998; resubmitted October 29, 1998
Fiz. Tverd. Tela(St. Petersbupgl, 1124—1125June 1999

The complete systems of fundamental optical functions of single crystals and polycrystalline
films of fullerite (Ggo) are calculated on the basis of known reflection spectra and the imaginary
and real parts of the permittivity. The integrated permittivity spectra are decomposed into
elementary components. The three basic parameters of each comptmeernergy of the
maximum, the half-width, and the oscillator strengtine determined. The nature of these
components of the permittivity is discussed on the basis of existing theoretical calculations of
fullerite bands. ©1999 American Institute of Physids$1063-783%9)04206-9

1. Two modifications of carbon are well known: dia- components i; ,H; ,f;) of Cg, single crystals and polycrys-
mond and graphite. Their properties have been studied ifyline films. The calculations were performed using the
many works' A flood of publications devoted to a third and \ye|l-known methods*€based on the experimenflspectra
unusual modification—fullerite—has been observed in thgyyer the range 1-35 e¥the £, and e, spectra over the
last few year$:®* The most common modification among range 1.5-5 eVRef. § for single crystals, and the, ande
them is fullerite Go: the unit cell of the cubic face-centered gpectra over the ranges 1.5-5 2¥,5-9.5 eVA% and 1.5-7
lattice contains four formula units. A number of properties ofe\/ (Ref. 17 for films. Only the results of the decomposi-
great scientific and practical interest have already been egpns of the integrated., ande, spectra into components are
tablished for it, including the existence of a high superconyesented here.
ductivity temperature in intercalated fulleritel {~30K). Twenty-two components of the, spectrum in the range
For this reason, investigations of the electronic structure 0b_10 eV, instead of the four peaks of the integrated curve,
Ceo Over a wide energy range of intrinsic absorption are ofyyere established. Figure 1 shows the oscillator strenfjths
fundamental importance. of these componentgrertical bar; the numbers label the

Itis generally accepted that the most complete informagomponents in order. Even though the integrated curves from
tion on this problem is contained in an assortment of opticafive different treatments were used, the positions of the peaks
functions? Among them the real part; and imaginary parts of the components were determined to a high degree of ac-
g, of the permittivity as well as the reflection coefficidRt curacy (=0.01 and= (0.01-0.04) eV for the most intense
are distinguished. This is due primarily to the fact that theirand all other bands
spectra can be measured experimentally over a wider energy Two attempts have been made to reprod(e not de-
range than for many other functiorithe absorption coeffi- composel the integrated , curves of G, films using 16 and
cient, the refractive index, and othgr3he energies of the 10 Lorentzian oscillators with 36Ref. 10 and 40(Ref. 12
maxima of theR ande, spectra are ordinarily taken as the adjustable parameters. The fact that such a gigantic number
energy of intrinsic interband or excitonic transitions. Their of adjustable parameters was used underscores once again
specific nature is determined after comparing experiment anghat such methods of reproducing the integrated curve with
theory™® an arbitrary set of components are doubtful.

However, all measured spectra give the integrated curve  Analysis of the characteristic features of the decomposi-
as a sum of all transitions. Of fundamental importance is theion of thee, ande, spectra of fullerite by a parameter-free
fact that because of strong overlapping many of them maynethod of Argand diagrams and reproduction of éhespec-
not be observed structurathf.® For this reason a fundamen- tra using an enormous number of adjustable parameters con-
tal problem of any spectroscopy is to decompose the measincingly supports the first method. Of course, this
sured spectral curve into elementary components and to d@arameter-free method of decomposing éaende; spectra
termine their basic parameters: the peak enefgiesd half-  into elementary components is still not entirely adequate and
widths H; and the transition probabilitie;. We have is the zeroth approximation of a more perfect solution of this
employed a unique method for solving this problem usingproblem. It should be stressed that in the standard approxi-
Argand diagrams with no adjustable parameters. Howevemation where the total permittivity is represented as a sum of
the e, and e, spectra must be taken into account simulta-contributions of individual Lorentzian oscillators the Argand
neously. diagram method makes it possible to decompose uniquely

2. We have calculated complete systems of fundamentahe integrated:, ande; spectra into a minimum number of
optical functions, decomposed the integratgdinde, spec- bands. Transitions with close energies but not necessarily
tra into components, and determined the parameters of thedose properties are summed in each band. For this reason

1063-7834/99/41(6)/2/$15.00 1025 © 1999 American Institute of Physics
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FIG. 1. Oscillator strengthf of 22 components of, for Cg fullerite versus the energy of the components.

the spectra can be additionally decomposed into severabout the most complete component composition of transi-
components each on the basis of theoretical models of thitons and their parameter€&(,H; ,f;) over a wide energy
possible fine structure of the bands. range of fundamental absorptigh.5—-35 eV will aid in de-

3. The electronic structure and optical spectra of g C veloping much more accurate and complete models of the
molecular crystal have been calculated in many treatnfentselectronic structure of fullerite and related materials.
The absorption spectra vary comparatively little in the free
molecule—G;, in solution—crystal series. For this reason it v o X
is assumed in advance that at least the intense bands are ddeGUizetti, and H. Kataura for providing reprints.
to small-radius Frenkel excitons, which are usually charac- 11 work was supported by the Center for Fundamental
teristic for molecular crystals. The electronic structure gf C Studies(St. Petersburg University
fullerite has been calculated in a simplified manner in the
approximation employing the molecular terig, hy, g, *E-Mail: sobolev@uni.udm.ru
dg, andt, and bands; the three upper valence bandsVv,,
andVs and the three lower conduction ban@§’ Ca, a.nd V. V. Sobolev,Instrinsic Energy Levels of Group*ASolids[in Russiaf
C, are chosen from all bandsThese calculations provide a (Shtiintsa, Kishinev, 1978
basis for suggesting a general model of the nature of the 224 v. Eletskii and B. M. Smirnov, Usp. Fiz. Nauk659), 977 (1995.
components ok, which we have established forgXuller- SW. E. Pickett, Solid State Phyds, 225 (1994.

ite. In the band model they are due to the transitims 4V. V. Sobolev and V. V. Nemoshkalenkdlethods of Computational
. Solid-State Physics. The Electronic Structure of SemicondudtoRus-
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METALS. SUPERCONDUCTORS

Properties of positron annihilation in metals
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Positron annihilation in bulk metals has been studied by examining the angular distribution of
the annihilation photons in polycrystalline samples of magnesium, aluminum, copper,

zinc, indium, tin, lead, and bismuth. It has been shown that conduction electrons as well as core
electrons take part in this process. The conduction electron densities and Fermi energies

have been determined. It is found that the electron density in the vicinity of a positron is
significantly higher than the density of the free electron gas. We believe that this is due

to the formation of Wheeler complexes and we estimate its charge. We have analyzed various
means of measuring the conduction electron density and conclude that the positron method

gives the most reliable information. @999 American Institute of Physics.
[S1063-783%09)00106-9

Positron annihilation has been actively investigated inADAP curves due to absorption of photons in the subject
metals(see, for example, Refs. 1)3-4The reason is that the sample. A quantity of the radioactive isotope?Naith an
annihilation method allows one to determine such importantctivity of 100 mCi served as the positron source. The num-
properties of metals as the electron momentum distributionher of coincidences at maximum was20 000. The investi-
the Fermi energy levelr (eV), the number of free electrons gated samples with dimensiors10x 20X 10 mn? were cut
Z. per metal atom, and their number density(cm‘3) in  from whole chunks of metal and were not subjected to any
the conduction band. These parameters, as is well kiofvn, special kind of treatment. We chose Mg, Al, Cu, Zn, In, Sn,
determine in large part the mechanical, electrical, and magPb, and Bi for study. Two metals of this serigd and Cu

netic properties of metals. were already investigated earli€rput these were samples
In the crystalline lattice of a metal not all the valence with a different prehistory.
electrons are bound to their atoms. Some of ttigpe 1 per It is well known that for an experimental setup with a

atom are mobile in the bulk of the metal and form an elec-parallel-gap geometry of recording annihilation photons the
tron gas in which the framework of positive ions is, as itelectron densityn, in momentum space is related to the
were, immersed. The electron gas in turn compensates th&DAP of the investigated metdl(6) by the expressio"ﬁ
electrostatic repulsion forces between ions and binds them to . o )
the solid(metallic bonding. The number of mobile electrons f(e)EAOJDZ 2 Pzg pzf dpyf Ne( Py, Py P2 APy
Z. and the electron number density, of course, differ for p,~ 34D, Py
ideal and reale.g., polycrystalline samplesnetals. There- @
fore, in the present work we have undertaken an experimen- . o !
: L . whereA, is a hormalization constanfp, andAp, are the
tal study of positron annihilatiofthat is to say, of the angu- resolutions of the setup in the momentdm roiectipnand
lar distribution of the annihilation photonADAP)] in a P projectipy

number of polycrystalline samples of metals to clarify thePz’ satisfying the conditions

mechanism of ann|h|lat|op and determine the parameters APy>2Pmai AP,<Prmax-
Z., andny, and also their dependence on the nature of the
metal in question. Here ppay is the maximum value of the electron momentum

in the metal;d is the deviation of the emission angle of the

annihilation photons from 180°,
1. TECHNIQUE, THEORY, AND RESULTS OF EXPERIMENT

. p,= émc,
ADAP measurements were performed on a setup incor- ‘

porating a parallel-gap geometry for recording the annihilawheremis the effective mass of the electron in the metal and
tion photons. The setup underwent a redesign which included is the speed of light. Therefore, if we are considering iso-
automation of the experiment and recording of the loading ofropic materials(e.g., polycrystalline sampligshe electron
both detectors simultaneous with recording of coincidefices momentum densitythe z component can be determined
which makes it possible to introduce corrections to thefrom the ADAP data as

1063-7834/99/41(6)/5/$15.00 843 © 1999 American Institute of Physics
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ol FIG. 1. Angular distributions of annihi-
20 lation positrons in samples of magne-
sium (a), aluminum(b), copper(c), and
indium (d). The dashed lines show their
expansion into a paraboli€l) and a
f c f d Gaussian(2) component. The solid line
is the sum of these components, the
points are experimental values.

1df(6) fo(0)=(14/\2mbg)exp(— 62/267). (5)
Ne(P2)~ 5 —4p 7

N ~ Herel, andl g are the intensities of the parabolic and Gauss-
In metal$~® the valence_ electrons are usually divided intojan components, respectively, numerically equal to the rela-
two groups: the conduction electroffee electronsand the tive area of the given component in the ADAP spectrig,
electrons found in the ion cores of the atofund elec- s the variance of the Gaussian, afigis the intersection
trons. The conduction electrons have the momentum distriangle of the parabola with the abscigtiae 6 axis) (see Fig.
bution 1).

'{pZIZm—sF) -1 Thus, the angular distributions of the annihilation pho-
exp ————|+1
KBT

, (3) tons of the investigated metal samples are described quite
whereeg is the Fermi energykpg is the Boltzmann constant,

well by the sum of a parabola and a Gaussian:
andT is the absolute temperature. At low temperatures this f(0)="fp(0)+1fq(6). (6)

distribution is nearly rectangular. Hence it follows that a4 by virtue of the normalization of the ADAP of a
parabolic component should be observed in the ADAPdefe(;t—free metal

curves of polycrystalline metals

Ne(p)=

w2
| IR Jel<a,, “ | f(0do-1 @)
P 0, 16]>6,. "
Indeed, this component shows up quite clearly for all metaldn® refation
even at room temperature. Figure 1 plots the ADAP spectra | || _1 ®)
ptlg

of a number of polycrystalline metals obtained in our experi-
ments. The dependence remaining after subtracting out thie fulfilled, which relates the relative contributions of the
parabolic partf,(#), is described quite well by a Gaussian parabolic and Gaussian components.
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TABLE |. Calculated and experimental parameters of the investigated metals.

)‘ex ’
Na, ns‘pl o®, 657, 052, ne(7), ny(6), Np, eP®, &P, &P
Metal Z, 10P2cm™® Refs. 1-3 mrad mrad mrad |, 10%cm™ 10P%cm® 10%cm® o f eV eV eV
Mg 2 4.3 4.44 541 4.63 3.5 0.72 43.1 9.4 8.6 2.15 4.6 7.5 8.2 7.1
Al 3 6.0 6.13 6.83 4.46 4.3 0.69 57.2 18.8 18.1 285 31 116 76 116
6.4 Ref. 10 15.6
Cu 1 8.4 8.80 5.5 4.84 2.8 0.38 45.9 10.3 8.45 2.3 4.5 8.0 8.9 7.0
5.57 6.3 Ref. 10 15.2
Zn 2 6.5 6.76 5.85 4.85 35 0.45 41.1 11.9 13.1 205 35 8.7 9.0 9.4
In 3 3.8 5.08 577 4.43 4.0 0.56 38.5 11.4 115 193 34 8.5 7.5 8.6
Sn 4 3.6 4.98 6.15 5.02 4.7 0.64 43.4 13.8 14.5 2.17 3.2 9.6 9.6 10.0
Pb 4 3.3 5.15 562 4.63 3.8 0.41 28.6 10.5 13.2 1.4 2.7 8.0 8.2 9.4
Bi 5 2.8 4.27 6.01 4.72 4.3 0.55 315 12.9 14.1 1.5 2.5 9.2 8.4 9.9

Note.The errors in ¢, ,60y) and (,,l4) do not exceed 0.5 and 5%, respectively.

Next, using the parametef, (the angle at which the down into parabolic and Gaussian componefdgsshed
parabola intersects the axis, Fig. 1, determined from the curves. The solid curves are the sums of these components
experiment, it is possible to estimate the Fermi momentunand provide a good description of experiment. Table | lists
pe and the Fermi energyg of the investigated metal the ADAP breakdown parameters of the investigated metals,

pe=6,me ) and also data from Ref. 10 for al_umir_1um and copper. It is

e noteworthy that there are substantial differences in the values
ep= 9;23(mC2/2)- (100 of 6,,1,, 6y, andl, obtained in the present work and taken
from Ref. 10, for copper as well as aluminum. In light of the
fact that different samples were used in the two works, such
differences can be explained in defect content of the samples.

Table I does not list values df; sincelg=1—1,. As
can be seen from the table, the values of the intensities of the
Z.=(8m/3)(mc2/h)3(AlpN,) 62, (11 Gaussian componemf and the parabolic componeh are
comparable, i.e., positrons, with quite high probability, inter-

Np(6)=Zena=(87/3)(mc/h)*67, (120 act with electrons of the conduction band as well as with
and also the energy of the core electréins., of those elec- Valence electrons of the ion cores. The high value of the
trons for which the angular distribution of annihilation pho- Probability I, is probably due to the fact that a positron in a
tons in the ADAP spectra has a Gaussian distribtion metal is employed by electrons due to the Coulomb attrac-

tion the positron exerts on the conduction electrons, which
892(3/2)(”]02/2) 93- 13 leads to its screening. According to Ferrahtdn metals
HereN, is Avogadro’s numbeth is the Planck constarkis ~ €ven t?e_ formation of a three-particle Wheeler lepton
the atomic weight of the metal, andis its density. systent” with the makeupe™e"e" (a positronium iohis not

It is customary to compare experimentally obtained val-€xcluded. _ _
ues ofZ,, e, Ny, with the corresponding parameters of an [N general we assume that in a metal a negatively
ideal metal. We assume, following Kittelthat an ideal ~charged Wheeler complex Psis formed, whose effective
metal is one in which all the valence electrons go into thechargez(—e) depends on the nature of the metal. Such a
conduction band. In this case® the number of conduction COMplex can interact quite strongly with the valence elec-
electrons per metal atord,., is determined by the number trons of the ion'cores. through the formation of relaxing
of the group of the Periodic Table that the metal belongs tometastable quasi-atomic systems Ps (valence electrons
and the Fermi energyy and number density of the conduc- I the region of the ion corethe ion corg in analogy with
tion electronsn,,, within the framework of the model of a the formation of quasi-atomic systems of the sort positron
free electron gas, are constants for that particular metal ~ +a&nion in ionic crystals, which is the reason for the high

o o3 values ofl ; (see Table)l The electron wave functions of the

ep=(h*/8m)(3/mnpaZ:) ", (149 complex Ps” are transformed in the region of the ion cores
Np=Z¢ Na=(Nap/A)Zc. (15) into electron gtomic wave functions of the outer valence
electrons, while the positron wave function of a weakly
bound positron, apart from the possibility of finding the pos-
itron at the nucleus of the metal ion, can be chosen in the
2. BEHAVIOR OF THE ADAP SPECTRA OF THE form*®
INVESTIGATED METALS

In the approximation of a free electron gaise parameted,
also determines the number of free electrdggnumber of
conduction electrongper metal atom and their number den-
sity ny(6)

Heren, is the atomic number density of the metal.

¥, (r)=Arexpar)~Ar, for a—0, 0O<r=<r,. (16
Figure 1 plots measured ADAP curves for magnesium,

aluminum, copper, and indium together with their break-The constan#\, according to Ref. 13, is significantly smaller
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than unity;r . is the radius of the ion core of the metal. At the
pointr=r the wave functior(16) should satisfy the match-
ing condition ¥ (r)=V _=const, where¥ . is the wave
function of a thermalized positron in the bulk of the metal in
the limit k, —0 (Ref. 19, k, being the wave vector of the
positron.

In the Slater orbital approximation of the electron wave
functions® and the positron wave functiofl6) the half-
width I'y at half-maximum of the ADAP curvesee Fig. 1
can be calculated by the formdfa

I‘g:Cn(s,p,d)IBn(s,p,d)/Zy (17)

and the width 6y, corresponding to the variance of the
Gaussian component, is equal to

6,=T4/\2In2=T40.85,

where Cnspq) is a conversion factor:Cy,)=3.52,
CS(S,p): 286, C4(S,p):2-521 C5(S,p): 248, andCG(S'p)~2;
Bn(s,p,a) are the Slater parameters of the electrds, p,d)
orbitals of the atoms. We present an example of valueg; of
calculated for magnesiuf®Mg(1s?)(2s2,2p?)(3s%)]. Ac-
cording to Ref. 15,8,,=11.7, By, =7.85 and B
=2.85. Calculating according to formuld14) gives
0g(2(s,p))=11.7mrad andfy(3s)=3.47 mrad. Compari-
son of these values dly(2(s,p)) and 64(3s) with the ex-
perimental valued,=4.63 mrad(see Table )l indicates that
positron annihilation in the region of an ion core occurs
mainly on the outer valences3lectrons of the atom and not
on the inner 2¢,p) electrons[since 64(3s)~ 6, while

04(2(s,p)) is much greater than the experimental value of

6,]. Estimates show that this is the case for all the metals w
investigated: positrons in the region of the ion core annihilat
mainly on the outer valence electrons of the atoms, which i
confirmed by theoretical calculatioh$Table | presents cal-

culated values otig(n(s,p)) and experimental values @

for the investigated series of metals. The agreement of the

calculated and experimental valuesayf, despite the rough-
ness of the moddh free quasi-atojnis entirely satisfactory,

Grafutin et al.

wherel and r are the mean free path and collision time of the
electron in the metal. Thus, to determing it is necessary,

for the given sample, to determine the quantitiesnd| or 7,
which sometimes causes some difficulties. The positron an-
nihilation method is a direct method for determining the
value ofn, in a metal. Starting out from formulél2) and
assuming that all the positrons annihilate in free collisions,
we can write down an expression for determining the value
of ny(6) from the given ADAP spectrésee Table | and Fig.

1)

Np(#) =5.942<10°%3, cm 2. (19

Information about the electron density in the conduction
band can also be obtained from measurements of the positron
annihilation rate in metals. Indeed, in this case positronium is
not formed and the positron annihilation rate is determined
by the number density of the electrons with which they col-
lide

)\d:O'dUne. (20)

Here o4=mr3/B=mrj/vc is the Dirac cross section ofy2
annihilation,v is the positron velocity, and, is the classical
electron radius.

Taking ne to mean the sum of conduction electram,f
and core electronng) number densities, expressi@0) can

be written in the form
Ag=AptAg, (21)

where\, and A4 are the annihilation rates of positrons on
conduction electrons and on core electrons, respectively.

(j’hus, the probabilities of annihilation via each of the enu-

merated channels are equal to

S

Ip=Np/(Np+Ng), (22
(23)

From expression&0), (22), and(23) we can find a relation
between the measured positron annihilation rate in the metal

lg=Ng/(ApFXNg).

which indicates that the chosen mechanism of annihilation i, _—) . the electron number densitigsonductionn,, and

metals is entirely reasonable.

3. DETERMINATION OF THE ELECTRON NUMBER DENSITY
(n,) IN THE CONDUCTION BAND OF THE METAL

coreng) and the corresponding annihilation probability,
and Ig) determined from the measurements of the angular
distributions

Np(7) =Nl pmr56=1.354 )l ;X 107° cmi”3, (24)

As was mentioned, the number density of the conduction

electronsn, (cm™3) is an important characteristic of the me-
tallic state. Various methods are used to deternmip¢Ref.
16): electrical, optical, galvanomagnetie.g., the Hall ef-
fect), measurements of the electronic part of the specific he

the conduction electrons, which have energy near the Ferm

energy>’ and the temperature dependencenpfallows one
to determine successivepg, ¢, and the number density of
the electrons of the free electron gag=N/V, whereN is
the total number of electrons andis the volume. For ex-
ample, the electrical conductivity of the metais related to
n, by the well-known formula

o=ngellpe=nser/m; 7=1lvg; m=pe/vg, (18

Gl

of the metal and the surface impedance at radio frequenciei
Note that all of these methods measure the number density 0

ng(T):)\m|gwr(2)c=1.354\mlg>< 10% cm 3, (25

Here\,= 1/7, is the total positron annihilation rate,, are
easured lifetimes, arig) andl 4 are the relative areas under
e parabola and the Gaussian in the ADAP spegsia Fig.

1). Note that in formulag19), (24), and(25) 6, and 64 have
Inits of milliradians (mrad, and A\, has units of inverse
nanoseconds (A3). Thus, expression&0) and (24) allow
one also, like expressigi2), to estimate the number density
of the conduction electrons,, but now using the results of
measurements of the positron annihilation rate.

Table | lists number densities of the conduction electrons
determined from the ADAP data,(6) (12), measurements
of the positron annihilation rate,(7) (24), and values of,
for ideal metalq15). Comparison of these number densities

u
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shows that the values of,(6) andn, are similar but differ In conclusion, we note that the method based on mea-
significantly from the values ofi,(7). In light of this, the  surements of the angular distribution of annihilation photons
table also gives values of the factor allows one to determine parameters of the electron gas

_ _ (ny, eg, Z.), which are in quite good agreement with the

F=np(1)/Np(6)=Zc(7)/Z<(0p), (26) co';responding parameters obtained from the theory of the

which characterizes, in our opinion, the increase in the elecfree Fermi gas. At the same time, a combination of methods

tron density in the region around the positron in comparisorusing the angular distribution and the temporal distribution

with the electron density of the free electron dass can be  of annihilation photons allows one to obtain information

seen from the table, the values of this parameter for the inabout the increase in the electron density in the region

vestigated metals lie in the interval from 2.5 to 4.5. Thus, thearound the positron.

interaction of positrons with the electron gas leads to a local It should be stressed that using different methods of pos-

increase in the electron density and, consequently, to an iritron spectroscopy is undoubtedly extremely promising for

crease in the positron annihilation rate. At the same time, thetudying the electronic properties of metals.

increase in the electron density probably does not have a

marked effect on the values of the momenta and energies QfE . o .

-mail: grafutin@vitep5.itep.ru

the electrongand, consequently, on the values® enter-

ing into the makeup of the P§ complex, since the ADAP

spectrum describing annihilation from this complex is well ‘ - _

approximated by a parabola while the experimentally deter-lA' Seeger, F. Banhart, and W. Bau@psitron Annihilation edited by
. . .. . L. Dorikens-Vanpraet, M. Dorikens, and D. SegéWorld Scientific,

mined value of the Fermi energy is in completely satisfactory gi,qanore. 1989 p. 275.
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Using the self-consistent pseudopotential method, we have calculated the binding energy of the

image states for th€0001) (1010), and (11D) surfaces of beryllium. It is shown for the

(0007 face that there exists a pronounced resonance image statewithand energy-0.95 eV

at the pointF of the surface Brillouin zone. In the (TOJ surface, which has a wide band

gap in the vicinity of the vacuum level, the calculated image state mithl at the pointlT has
energy—1.2eV and is a surface state of gap type. For(th20) face in the vicinity of

the pointF band gaps are absent. However, the symmetry of the bulk states near the vacuum

level enables the existence of a resonance image statenwithand energy-0.6 eV.
© 1999 American Institute of PhysidsS1063-783#9)00206-3

It is well known that near metal surfaces, along with truen=1 for these surfaces lies in the range betweeh4 eV
surface electron states, whose charge density is localized f(?hef' 189 and —1.0eV (Refs. 19 and 2Drelative to the
the most part in the vicinity of the surface atomic layer, there,zcum level. In more recent works the binding energy has
also exist states associated with the image potelifiatlhe  een located between 0.8 and— 1.0 eV (Refs. 20 and 21
larger part of the charge density of such stdtemge states  \yhich exceeds the experimentally observed value by almost
is found outside the crystal, and its maximum is localizedy,ofold. Thus, as of the present time there exists a wide
quite far from the surfacéirom several angstroms to several giscrepancy between the results of different studies for an
hundreds of angstrorfis The energies of these states area|yminum surface. Although most of these works confirm the
located within 1 eV below the vacuum levé],, forming an  gyistence of a resonance image state on an aluminum surface
energy series converging @, , similar to the case for a \ynose existence is linked with reflection from the crystalline

—4 . . . .
hydrogen atont~* Experimentally, the binding energies of lattice 122! the question of the magnitude of the binding en-

the image states were determined using invers%rgy o'fthis state remains open.

. . -8 . . 0 .
photoemissioff® - two-photon  photoemissiofr,’  time- In the present study, we turn our attention to image

resol;/ed %goéoemissidr’;, I ang " scarlpinlgt tLtmneI'ing states on a beryllium surface with low indices, specifically
speciroscopy. Expenimental an corefical reaiments o for the faces(000J), (1010), and (11®). For these three

image states have been carried out mainly for surfaces on ) A ) .
. : : " S surfaces various situations are realized from the point of
which there exists a forbidden energy gap in the vicinity of . fth st d locati f 2 bulk |
the vacuum level. In this case the crystal possesses a signitflewto £ ezf_é'fTehnce fan tﬂca on (')b'? u _etnergy ?a:jp rela-
cant reflectivity, which is a deciding factor for the formation vetok,. erefore the possibliity exists of studying

of image states. This idea lies at the basis of theoretical modn'€ Influence of the real crystalline structure on the appear-
els operating in the language of multiple scattefig:> ance and position of image states for the same material. For

On the other hand, results of a series of experimenta‘ihe (0001 face the wide energy gap in the center of the

works for Al(111) surfaces, where the forbidden gap is lo- surfag?? Brillouin zone is chated in the yicinity of the Fermi
cated far from the vacuum level, testify to the existence of 46V€l-~ Although for beryllium the forbidden gap is much
feature in the inverse photoemission spectrum around 0.5 e¥y!der and is located closer 1, than for aluminum, the
below the vacuum levé?1%17It has been suggested that this situation for this face is fundamentally similar tgthe situa-
feature is associated with the existence of a resonance ima§én that exists for an aluminum surface. For a (@0¥ace
state withn=1. This has stimulated the appearance of an the vicinity of E, there exists a wide forbidden g&band
large number of theoretical studies of image state$1dr) therefore_the arising image states should eiist as gap states.
and(001) aluminum surfaces attempting to clarify the natureFor a (11D) face the energy gap at the polntis absent®

of the formation of these states on a surface not having ao describe these three different situations it is preferable to
forbidden gap near the vacuum level. Using various modelsarry out self-consistent calculations from first principles
it has been shown that the energy of an image state witkvhich take into consideration the actual three-dimensional

1063-7834/99/41(6)/6/$15.00 848 © 1999 American Institute of Physics
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structure of the crystal. Such calculations were performed fofield, a small part of the electron density is removed from the
the (0001, (1010), and (11®) faces of beryllium to exam- film toward the center of the vacuum gap in the form of a
ine occupied surface stat&s2° The present paper presents thin film of negative charge with surface charge density

results of a calculation using the self-consistent pseudopoterd-hus, overall, the unit cell remains electrically neutral
tial method of image states for these three surfaces. throughout the calculations. A similar model was used, for

example, in Ref. 35. Together with the film, this electron
density creates an electric field in the vacuum part with field
1. CALCULATIONAL METHOD strength

The calculations were made using a model of thin films e=4wo. i)
periodically repeating in the direction perpendicular to the To obtain the induced charge density, we calculated for

surface in question and separated by vacuum gaps. For eaghyy strengthss =0.0025, 0.0050, 0.0075, and 0.0100 a.u.
surface thez axis was chosen perpendicular to the Surface(la.u.:5.14><107 eV-cm™Y). In this case the position of the
and_oriented toward the vacuum part. For 10©01) and image plane is given by

(1121) faces the calculations were performed without an
account of any relaxation or reconstruction. For {8601
surface, where relaxation of the surface layer by several per-
cent actually does take plaé®?’ this relaxation does not The values ofz,,, obtained for th0001), (1010), and
affect the results obtained for image states, which are mainly1120) faces are respectively 2.75, 2.63, and 2.74 a.u. rela-
localized far into the vacuum. An experiment performed forjye to the atomic surface layer.

a Be (11D) surface employing the method of low-energy-

electron diffraction showed that this surface undergoes r
construction from thé€1x1) structure to thé¢1x3) structure
(Ref. 28. Therefore, the results obtained for an ideal surface  2.1.The (0001) surfacelhe projection band structure at
can be considered as preliminary. For a (QpXace there the pointl’ of the surface Brillouin zone for th@002) face

are two possibilities of surface formation. Earlier it wasis obtained by projecting the energy spectrum along the
shown that it is preferable to cleave the crystal betweed —A direction of the bulk Brillouin zone. The bulk spec-
atomic planes with a larger interlayer distance, i.e., when atum for beryllium in this direction is shown in Fig. 1. The

a result of the cleavage the distance between the surfaggrbidden gap at the poirﬁ, formed by the stateE,. and
layer and the second atomic layer is two times smaller tham, _ | is located in the interval from-9.8 to —4.1eV. The

the distance between the second and third la§ef$There-  self-consistent calculation for this face was performed using
fore, the calculations were performed only for this crystallinea 10-layer film. Then 10 additional atomic bulk layers were
structure with relaxation of the two upper atomic layersinserted in the center of the film and final results were ob-
taken into account. In our calculations the obtained relaxtained for a 20-layer film. Because of the finite thickness of
ation amounts to a 19% decrease for the first interlayer disthe film used in the calculation we obtain as a result a series
tance and an 8% increase for the second, which agrees witf discrete energy levels. To obtain the surface density of
other experimental and theoretical res@fts A norm-  states(SDS, the calculated energy spectrum was smeared
preserving nonlocal pseudopotential for beryllium was genout taking into account the Gaussian distribution and fraction
erated according to Refs. 32 and 33. In the self-consistenif the charge density of each state outside the geometrical
calculation the exchange—correlation potential was calcuboundary of the crystal. In the resulting surface density of
lated in the local-density approximatiaﬁAs the basis func- states there exists a maximum for the state withl and
tions in which to expand the wave functions we used planenergy—0.95eV. Jurczyszyn and Steslié¢kdave proposed
waves up to a cutoff energy of 15 Ry. Since the local-densitys method for calculating the surface density of states, where
approximation (LDA) does not correctly describe the to construct the potential inside the crystal they used the
asymptotic behavior of the potential in the vacuum part, tdocal part of the potential obtained by a self-consistent
obtain final results we modified the crystal potential in suchpseudopotential calculation, averaged over a plane parallel to
a way that on the side of the crystal with<z,, (z,, is the  the surface. In this case the resulting potential depends only
position of the image planet coincides with the potential on thez coordinate, and it is possible to perform calculations
obtained in the self-consistent local-density approximationtaking into account several hundreds of atomic layers. To

Zim=lim zZjn(2). (©))

e—0

eé. RESULTS OF CALCULATIONS AND DISCUSSION

and forz>z,, into the vacuum, it has the form check the adequacy of this approach we performed a calcu-
_ N (7> lation using the averaged local part of the potential, as de-
1—-exp(—N(Z—2Zj)) AT P
V(z)=— (1)  picted in Fig. 2, for the same 20-layer beryllium film that we

Az~ Zim) used in the three-dimensional calculation. One-electron ener-
The unknown parametex in expression(l) is deter- gies of the obtained states in the vicinity of the local image
mined from the matching condition in the=z,,, plane for  state withn=1 coincide with those found in the full three-
the potential(1) with the self-consistent LDA potential. The dimensional calculation to within 0.1 eV. The position of the
position of the image plang,,, was obtained by calculating maximum corresponding to the SDS potential coincides with
the center of gravity of the induced electron density in athat obtained for the three-dimensional potential to within
weak external electric field. To introduce an external electrid.05 eV. Thus, for this face the reflectivities of the two po-
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plane parallel to the surface, for three beryllium surfaces. The origin of the

FIG. 1. Experimental spectrum in tHeé— A direction of the bulk Brillouin z coordinate was chosen to coincide with the surface atomic layer.

zone, corresponding to projection onto the pchhfor the (0001 surface.
The spectrum calculated by the self-consistent pseudopotential method is

shown by the solid lines. The bulk spectrum obtained using the onethickness. we carried out a calculation using the one-
dimensional potential is shown by the dashed lines. The states determinin '

the edges of the band gap are marked by points. All energies are reduced dlmens'onal potential for a film CO_nS'St'ng of ‘_101 at_om'c_
the vacuum level for th€000) surface. The calculated value of the work layers. The calculated surface density of states is depicted in

function for this face is 5.35 eV. Fig. 3. It can be seen from the figure that the position of the
peak forn=1 coincides with that obtained for a thinner film.

) _Whereas the state with= 1 shows up sooner, in the form of
tentials are probably very close, although the electronic, shoulder, for an aluminum surface, for (B@0J it is

structure for the averaged potential inside the crystal differ%kaa”y expressed and should be noticeable when making
guantitatively from the structure that exists for the three'photoemission measurements.

dimensional potential. As can be seen from Fig. 1, the spec- 5 5 The (10D) surface The projection of the bulk band
trum for the one-dimensional potential has a narrower gap —

and is situated noticeably higher in eneray. Earlier, in Ref.structure for this face at the poihtis obtained by projecting
36 it was shown that, for example, for a(Ll0 surface,
where the image state with=1 is located in the gap, re- 2
placing the full three-dimensional potential by the averaged
potential leads to a change of up to 0.2 eV in the binding
energy of this state. This was explained by a different mag-
nitude and position of the energy gap for the two potentials.
It is probably the case for image states realized in the form of
resonances and situated quite far from the energy gap that a
change in the parameters of the gap does not have such ¢
marked effect on the energy positions of these resonances.g
On the other hand, it is possible that some compensation
occurs for the B@002) surface due to the fact that the gap is
narrower for the one-dimensional potential than for the
three-dimensional potential. Therefore it influences the im- 0
age states more weakly. At the same time, it is located closer -3
to the vacuum level, which enhances the reflectivity. Calcu-

lations of this kind, carried out by us for an (AD]') surface, FIG. 3. Surface density of states at the pd‘J_hfor the B4000)) surface.

lead to an an.aIOQOUS result. _ The peak in the energy region arourd.95 eV corresponds to the image
To examine the dependence of the results on the filmtaten=1.

units

arb

’

o8
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4 (1010) and p, type. The upper gap also has two parts. The lower
part, the so-called symmetric gap, lies betweeB.15 (the
pointa) and — 1.0 eV (the pointM,_), and the absolute gap
is located betweenr- 1.0 and 1.45 e\(the pointb). Like the
lower gap, on the whole this gap is forbidden for bulk states
of s andp, type.

A self-consistent calculation was carried out for this face
(1120) using a 12-layer film. Then, as was done for (807 face,
. > 12 atomic layers were added inside the film and final results
r K M were obtained for the resulting 24-layer film. The calculation
shows that an image state witl+ 1 is found near the middle
of the upper forbidden gap. Its energyEgs=1.2eV. Al-
though this state is located in the region of existence of bulk
. states, it shows up as a nonresonance image state, since its
wave function in the vicinity of the surface atomic layers
possesses symmetry efand p, type and is therefore or-
thogonal to the bulk states located in this energy range. The

the bulk Brillouin band in the—M direction (the 'K  second image state, with energy=—0.31eV, is located
—M plane for this band is depicted in Fig).4The energy inside the absolute energy gap. Figure 2 depicts the local part
spectrum in thd”— M direction is depicted in Fig. 5. It can of the potential for this face, averaged over fyeplane. The
be seen that for this face in the energy interval under considdand structure corresponding to the bulk part of this potential
eration there exist two forbidden gaps. The lower gapjs depicted by the dashed lines in Fig. 5. It can be seen that
formed by the statedl;, andM,_, is located in the inter- it differs qualitatively from the spectrum for the three-
val from —9.7 to —7.7eV. For energies from-9.7 to  dimensional potential. For a one-dimensional potential there
—9.05eV it is absolute, and from9.05 to—7.7eV it is  is only one forbidden gap, which can be identified with the
relative(due to states near the poing, ). On the whole, this  lower forbidden gap for a real potential, since this gap can be
gap is forbidden for bulk states possessing symmetrg of described for both potentials by matrix elements correspond-
ing to the same inverse lattice vector. The upper gap for the
three-dimensional potential bears no relation to any matrix
element and cannot be obtained within the framework of the
one-dimensional model. Its existence is connected wholly
with the three-dimensional structure of the crystal. As a re-
sult, for the averaged potential the obtained energy spectrum
in the region of the vacuum level differs substantially from
that obtained for the three-dimensional potential. In this case
image states appear in the existence region of the bulk states
and are manifested in the form of resonances. The corre-
sponding surface density of states does not contain a pro-
nounced maximum corresponding to a state withl, and
there only exists a shoulder in the energy region-@.8 eV.
Thus, for this face it is impossible to obtain a physically
valid result for image states using the averaged potential.
Their appearance on this face in the form of true image states
is connected with the existence of a forbidden gap, which is
a direct consequence of the three-dimensional atomic struc-
ture of the crystal.

2.3.The (11®) surface.The projection of the bulk band

structure for the (11@) face at thel’ point of the surface
Brillouin state is obtained by projecting the spectrum in the
I'=K—M direction of the bulk Brillouin zone. As follows
from Fig. 6, which depicts the corresponding electron struc-
ture, for this face at th& point there is no forbidden gap in

r M the energy range under consideration. An analysis of the or-

bital composition shows that the corresponding forbidden

corresponding to the projection onto the poﬁtfor the (10_]0) surface. gap for_ the three-dimensional pOtentla.I could be obtained by
Notation is the same as in Fig. 1. All energies are reduced to the vacuurPrOJeCtmg the spectrum from the pointd ;_ and My .

level for the (10D) surface. The calculated value of the work function for HOWeVer, several energy bands exist i.n the energy range
this face is 4.7 eV. Em,.  Ewm, - These bands possess mainly symmetrypof

FIG. 4. T —K—M plane of the bulk Brillouin zone.

FIG. 5. Energy spectrum in thé—M direction of the bulk Brillouin zone,
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the existence of image states, and that these conditions are
linked with the size and position of the energy gaps atlthe
point of the surface Brillouin zone. For tH600)) face, for
which there is a wide forbidden gap in the vicinity of the
Fermi level, a well-defined image state with=1 of reso-
nance type with energy-0.95eV should exist. On the
(1010) surface having a wide forbidden gap in the vicinity
of the vacuum level, the calculated image state withl

has binding energy-1.2eV and is an image state of gap
type. The energy spectrum for the (1)2face does not have

an absolute energy gap. But because of the symmetry of
most of the bulk energy bands there exist conditions for the
appearance of image states. As a result it is possible for a
resonance image state with=-1 and energy-0.6 eV to ex-

ist. A comparison of the results obtained for {01 face
using the three-dimensional crystal potential and with the
averaged one-dimensional potential shows that on the whole
they coincide. For the (1@) surface the one-dimensional
potential does not allow one to describe image states either
quantitatively or qualitatively. On the (102 surface the
results for both potentials testify to the existence of a reso-
nance image state with=1, but there is a difference in its
energy position on the order of 0.1 eV. Thus, use of the
M averaged one-dimensional potential is not always justified
although for tightly packed faces it can probably adequately

FIG. 6. Energy spectrum in thE—K—-M direction_of the bqu_BriIIouin describe the reflectivity of the crystalline lattice.
zone, corresponding to the projection onto the pdirfor the (112) sur-

face. Notation is the same as in Fig. 1. All energies are reduced to the  The authors wish to thank the Department of Education

vacuum level for the (112) surface. The calculated value of the work of the government of the Basque Region, which partially
function for this face is 4.05 eV. . '
funded this work.
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We consider a theory of diffuse scattering of x-rays in a generalized model of the structure of an
aging alloy. A formula is derived for calculating the intensity distribution of diffuse

scattering of x-rays in such a model that allows one to obtain a theoretical intensity distribution
of diffuse scattering in various particular models. 1®99 American Institute of Physics.
[S1063-783809)00306-9

There are a number of theoretical studies of diffuse scataccount the prescribed law governing their distributioor-
tering of x-rays by a crystal of an aging alloy which have relation in the crystal of the aging alloy.
been proposed to explain various properties of the diffuse Let N fluctuation centers of enhanced concentration of
scattering intensity distribution. Any theory of diffuse scat- the dopant component form in a crystal of aging alloy of
tering on all possible defects of the crystalline structure isvolumeV,, where these centers are surrounded by regions
tied up with the choice of a model of the structure, in par-depleted of the dopant component. These regions are the
ticular the structure of a crystal of an aging alloy. In the Guinier cluster-complexes and have arbitrary shape and
earliest studies, diffuse scattering effects were explained as\arying volume. This means that in a Guinier cluster-
shape effect. Here the calculation of the diffuse scatteringomplex there exists a frozen wave of compositional modu-
intensity was carried out within the framework of a two- lation. Therefore, the scattering power in a Guinier cluster-
phase or three-phase model of the structure of a crystal of azomplex in the crystal direction(n) from the center of the
aging alloy in the initial stages of its decay. Theories havecluster-complex can be described by the function
appeared describing x-ray scattering on various modulated o
structures formed as a consequence of a spinodal mechanism f(r)=f+(f,—f;)(r)
of alloy decay, or as a consequence of the interaction of
long-range elastic strain fields arising around particles of =f+(f,—fy)| > D(K)sinfkr}—c/, (1)
new formations. Diffuse scattering theories based on various
specific models of the structure of a crystal of an aging alloy — .
have also been proposed. However, all these theories of difhere ¢(r)=c(r)—c, and f=f,+(f,—f;)c is the mean
fuse scattering are suitable for describing only some aspecfattering power of the atoms of the second component in
of the picture of the diffuse scattering intensity distribution the cluster-complex, where we haygr)=1—c if an atom
observed in experiment in some alloys in certain stages d?f the dopant component is found at the lattice s{te) and
their decay. These theories cannot be used to analyze tHr)=—c if an atom of the main component is found there.
diffuse scattering of x-rays by a crystal of an aging alloy! the general case of a non-periodic functigfm) the Fou-
after zone formation, especially for its initial stages. There1€r Series transforms into a Fourier mfceg?aind the frozen
fore, any calculation of the diffuse scattering intensity for COMpositional modulation wave entails the appearance of
these cases should start out by adopting a generalized modgpzen modulation waves of elastic and shear dlsplacerﬁgnts.
of the structure of the alloy: in the alloy Guinier cluster- ~ 1he x-ray diffuse scattering amplitude in the generalized
complexes are formed, in which the composition of the dop_model of the structure of a Guinier cluster-complex of arbi-
ant component, the lattice parameters, elastic and shear di€&"y shape has the foftm
placements of the atoms vary according to a definite law
described by some function, and the Guinier cluster coma(p’)=(f+f,)No®(G)+ N,
plexes themselves are distributed in the matrix crystal with

mH(h")kg(q) (3 — 3 )

q

some definite degree of order. _ 1
Let us consider a crystal of an aging alloy in whish X(f—f,)+ Z(fz—fl)]D(k)CD(G—K)
Guinier cluster-complexes are formed as a result of fluctua-
tional decay. _
Following Ref. 1, we first calculate the intensity distri- +Na WH(h')kgﬂ(CI)(aﬁg—aﬁq)(f—fm)

bution of diffuse scattering by one Guinier cluster-comgex,
applying Krivoglaz's method of fluctuation wavéghis re-
quires that we specify a law of variation of composition of
the Guinier cluster-complex and of its other structural char- o
acteristics. Next, using the scattering amplitude of one X(a{ﬁp—a{ip)kp(f— fmD(K)®(G=K), 2
Guinier cluster-complex, we calculate the intensity of diffuse

scattering of x-rays by alN cluster-complexes taking into whereA(h') is the x-ray diffuse scattering amplitude of one

1
- E(fz_fl)} D(k)®(G+K)+NamH(h") 6(p)
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Guinier cluster-complex, calculated with allowance for scat- As in the theory of x-ray scattering by gases and
tering by a “hole” in analogy with the Babinet principle in liquids® we introduce a correlation function for the cluster-
optic? in the presence of static modulation waves of thecomplexesW(r,,), as follows. Let thejth cluster-complex
composition and the lattice parameter and of waves of statioccupy in the arbitrary volumeV; in a crystal of volume
shear displacements(G) is the Fourier transform of the V,. Then the probability that thenth cluster-complex will
shape functiors(p) of the Guinier cluster-complex® (k) is  occupy the volume elementV,, with relative displacement
the Fourier transform of the functiop(r) =c(r)—c (Refs. 2 rj,=r;—rn, is  W(rj,)dV,/Vy,  where  W(r;n,)

and 4 over the harmonics of the compositional modulation:|F(ij)|2|s(p)|2_ Here the functionF(R;,) appears in
waves in the Guinier cluster-complefg andf, are the scat- the form of its absolute value squared, since this function
tering powers of the atoms of the second and main compdtself can be devoid of meaning. If the density distribution is
nents, respectivelyti(h’) is an arbitrary vector in the in- completely random, then the probability is equal to
verse lattice spaceG is an arbitrary displacement vector |s(p)|?(dVi,/Vo) and [F(R;p)|?=1. If the distribution is
from the srges of the inverse lattice of_the Guinier cluste.r-not completely random, the}ﬁ(ij)|2¢1. In these relations
complex; k is the order of the harmonics of the composi- g( ) is the shape function of the Guinier cluster-complex and
tional modulation wavesk, is the wave vector of the com- 5 equal to 1 if|p|<|a,|/2, and to 0 if|p|>|a,|/2, where
positional modulation waves, is the wave vector of the p="rm—Rjn is the displacement of the arbitrary vectgy,
modulation waves of the elastic displacements. _ in the space of the crystalline lattice from the center of the

Note that the general form of the functigifr), allowing i cluster-complex, whose position is assigned by the vec-
for the nature of variation of the compositigar scattering o, Rim. anda, are the dimensions of the cluster-complex in
power of the atoms in a Guinier cluster-complex should e three prin;/:ipal directions.
foIIow. in a natural way from the solution of the dlﬁu§|on The correlation function\(r ;) (j#m) depends only
equation in Cahn’s theory of spinodal detay the equation o the relative displacemen,=r;—r,. This relative dis-
of mass balance in Prigogine’s theory of self-organizafion. placement enters as the argument in the exponential in Eq.
Of course, the latter approach is more general, but at prese(t). Therefore, the center of one of the cluster-complexes in
it has not been worked out. the alloy can be taken as the origin and theg=ro,=r,

In the calculation of the amplitude of the wave scatteredyng the position of the centers of the other cluster-complexes
by all the cluster-complexes it is necessary to allow for thggcated a distance from the origin is defined as the distri-
path difference between waves scattered by different clusteg;tion functionF(Roy) = F(R). Thus, for the intensity of
complexes. Thus, the intensity of diffuse scattering byNall - giffyse scattering byN cluster-complexes we obtain the ex-
clustfr—complexes in electron units can be written in thepression
form

I(h')=|A(h'>|2[N(<I>2(G>—JV JV IF(R)[?[s(p)|?
0 0

2 dVg dV,
xexp{T(s-r)}— )

I(h’)=; % Am(h')Af(h')exp[z)\l's-(rj—rm)J

=|A<h'>|2(N2 P%(G)+ > X XG) Vo Vo
j£m m
: 2i
27 +sz f F(R)|?|s 2exp[— s-r}
XCO%TS'("j_rm)] , (3) v V0| (R)|*|s(p)] N (s'1)
: ) o dVg dV,
if we assume that all of the cluster-complexes are identical in ><V—V— , 5)
0 0

shape and size. Next, this expression for the intensity must
be averaged over all possible positions of tRecluster-
complexes in the matrix solution. For a random distribution
of N cluster-complexes the average of the sum of the term
cog 27/\s-(rj—ry)} is equal to zero. Thus, the intensity of

where r=p+R is an arbitrary vector in the alloy lattice
pace. Calculation of the diffuse scattering intensity reduces
o calculation of the integral

diffuse scattering by N randomly distributed cluster- o
complexes in the alloy crystal is equal to f f |F(R)|?|s(r—R)|? exp{T(S. f)}dVRdVr'
VoJ Vo
I(h")=N|A(h")[?®?*(G), 4 (6)

i.e., to the sum of the intensities of diffuse scattering by eaclhwhich requires that we assign the functiéifR) and the

of the N cluster-complexe$with the exception of the inten- shape functiors(p) in explicit form.

sity at the poins=0, i.e., in the direction of the primary ray, The integral(6) is easily calculated using the convolu-
wherel (h")=N2|A(h")|2®?(G). However, if there is a cor-  tion theorem: the transform of the convolution of two func-
relation in the mutual arrangement of thid cluster- tions is the product of the transforms of the functions. Con-
complexes in the alloy crystal, then the problem of calculat-sequently, the integrdb) is equal to|F(G)|?®2(G), where
ing the intensity distribution of diffuse scattering By  |F(G)|? is the Fourier transform of the functiofir(R)|2.
cluster-complexes becomes considerably more complicatedlhus, formula(5) can be represented in the form
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I(h"y=|Ah")[?{N(1—|F(G)|?)P?(G) correlation functionW(r) with more general form and a
function #(r(n)) containing some parameters whose varia-
2 2H2
+NIF(G)[*0%(G)}- @) tion will make it possible to describe the variation of the
Thus, as follows from formuld7), to calculate the dif- composition and of the lattice parameter in a cluster-complex
fuse scattering intensity distribution fét cluster-complexes from stepped to periodi¢sinusoidal.

we need to assign the functiongr) and s(p), which are On the basis of formul#8) we can draw the following
needed to calculata(h’) and alsow(r), which defines the conclusions.
correlation of the cluster-complexes in the crystal. 1) In the case of a fluctuational origin of decay of the

Equation(7) does not include scattering by the averagedalloy, satellite reflections are always observed in the diffrac-
lattice of the matrix crystal, which gives Bragg reflections attion pattern and are located symmetrically relative to the
the positions defined by the anglég. Depending on the Bragg reflections from the averaged lattice of cluster-
depth of the fluctuational decay, the content of the dopantomplexes.
component in the matrix crystal can vary from its content in ~ 2) The satellites are smeared out due to the shape effect,
the « solid solutioncy to its content in the equilibrium ma- as are the Bragg maxima from the averaged lattice of cluster-
trix solid solutionc,, depending on the conditions in which complexes.
the alloy is found. Granted, in some cases the matrix crystal ~3) The contribution to the smearing of diffraction effects
can also be absent, for example, in the case of the formatiofiom the complexes will also depend on the structure of the
of modulation structures for a spinodal mechanism of alloycluster-complexes, and on the nature of their distribution.
decay. 4) In general, the satellites are asymmetric relative to the

In Ref. 4 this approach to calculating the diffuse scatter-Bragg reflections from the matrix crystal, and the greater the
ing intensity was applied to the model of spherical Guinierdifference in the lattice parameters of the matrix and the
cluster-complexes following Gerdfand Guiniet! in the  Guinier complex, the greater will be this asymmetry.
case in which the complexes were randomly distributed and 5) The intensity of the satellites is always asymmetric as
for the case of a three-dimensional periodic distribution ina consequence of the dependence of the scattering power of
the alloy crystal. The formulas obtained are easily processethe atoms on the scattering angle.
numerically with a wide spectrum of variation of the struc-

ture parameters of the alloy. Thus, using form(8, it is )

possible to calculate the diffuse scattering intensity distribu-2$“'M A'Az?gfgais‘ z‘(’:g ANk:l?I; ggg‘;slssgflzé%m(l%&

tion for a (.:ryStaI O]f an ag.mg aIon with C|USter'Complexes 3M. A. Krivoglaz, Theory of of X-Ray and Thermal Neutron Scattering by

as a function o with a wide spectrum of reasonable values Real CrystalsPlenum Press, New York, 1959

of the introduced quantities defining the structure of the al-*V. M. Agishev, Izv. Akad. Nauk. SSSR, Me, 161(1981).

|0y and to construct a graph of the dependence(bf) on 5E. K. Titchmarsh/ntroduction to the Theory of Fourier Integralgnd ed.
! . R (Clarendon Press, Oxford, 1948

the dEflecuon_ angleg near all reflections rkl) from the M. Born and E. Wolf, Principles of Optics 4th ed. (Pergamon Press,

averaged lattice of the cluster-complexes. To establish theOxford, 1969.

real structure of the alloy crystal, it is necessary to compare;J- W. Cahn, Trans. AIME242, 166(1968. o
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We have investigated the conductance, magnetoresistance, and Hall effect in granulag Fe/SiO
films with size of the iron grains around 40 A, whose volume fractidies in the range

0.3-0.7. The conduction activation regime has been establishedfdr6. On the insulator side

of the transition we observed a giant negative magnetoresistance, falling off sharply as the

metal volume fraction decreases. Ber 0.4 we observed a large positive magnetoresistance of
premagnetized samples, showing up in field$00 Oe and characterized by large response

times. The field dependence of the Hall effect in the dielectric samples, as in the metallic samples,
correlates with their magnetization. We found that the Hall resistance is proportional to the
square root of the longitudinal resistance, which cannot be explained by known models of the
anomalous Hall effect. €1999 American Institute of Physids$S$1063-78349)00406-2

Granular films are composites consisting of metal graingnagnetic field and saturating at significantly lower fields.
several tens of angstroms in diameter and an insulator filling The mechanism of the anomalous Hall effé&HE) in
the spaces between the grains. The small size of the grainksordered magnetic media, i.e., under conditions in which
occupying an intermediate position between atoms, molspin-orbit interaction has a strong influence on the scattering
ecules, and the solid state is reflected in the properties o¥f spin-polarized electrons, has still not been completely
these composites and in the nature of the insulator—met&lucidated In contrast to granular alloys with metallic con-
transition. If the volume fraction occupied by the grains isductivity, for which there are several models of the anoma-
greater than the percolation threshold, then such a compositeus Hall effect;**no conceptions of the mechanism of the
is a “dirty” metal. Below the threshold, the composites pos- Hall effect in the dielectric r.egion have been put forward.
sess a hopping conductivity due to electron tunneling 'N€ present work describes results of studies of the tem-

through the dielectric interlayers, and behave similar toP€rature dependence of the conductivity, and also of the
doped uncompensated semiconductors. magnetoresistance and the Hall effect, in magnetic granular
Of especial interest are studies of nanocomposites basé:oe/S'Q films over a wide range of compositions, primarily

on ferromagnetic metals, in which giant magnetoresistanclen the dlelect_rtlc region. Ntote that Stltjr?'es r?f |r0|:]-c0nta|n|n_?
(GMR, Ref. 2 and the giant Hall effectGHE, Ref. 3 are nanocomposites are quite rare, although such composites

observed. Although the first studies of these materials Wergave definite advantages associated with the magnetic prop-

. . . : érties of Fe, over composites based on Ni or Co.
undertaken quite a long time afdheir properties near the P
metal—insulator transition are still not completely under-
stood. In particular, a number of contradictions arise in thel. SAMPLES AND TECHNOLOGY OF THEIR PREPARATION

descript?o_n of the tem_perature depend_ence of the Samples, outfitted with a pair of current contacts and two
conductivity’ and the question of the mechanisms of the gl—pairs of potentialHall) probes, were prepared in the form of

ant magnetoresistance and the giant Hall effect remaing gouple cros$? The width of the conducting channel was
open. Interest in these materials has revived in the last feWy—2 mm, its length was.=7 mm, and the length and
,3,6-11 e i ; ot . ! 9 '
year$ and is linked to possible applications of GMR jdth of the projections on the lateral faces of the sample
and the GHE in micro-electronics, and also in the intractawere 1.5 and 0.5 mm, respectively. The samples were pre-
bility of the indicated questions. pared in a vacuum setup by simultaneous ion-beam sputter-
At present, it has been determined that GMR is observeqhg of Fe and Si@ A composite target was used, which
near the percolation threshold, reaches its maximum in theade it possible to vary the ratio of metal and insulator. Film
dielectric region, has a negative sign, and saturates in fieldgeposition was realized on polished substrates at room tem-
on the order of 10 kO€Ref. 2. In the present work, studies perature through precision shaped masks of nickel. The ac-
of GMR have been carried out over a wide range of metaturacy with which the projectionéHall probes were com-
concentrations. In the dielectric region, for metal concentrabined was on the order of 1@m. Film thicknesses were
tions x<<0.4, we observed a large positive magnetoresismeasured with the help of a MII-4 micro-interferometer and
tance, appearing after preliminary storage of the sample in waried in the range 0.2—0,8m. The iron volume fraction in

1063-7834/99/41(6)/7/$15.00 857 © 1999 American Institute of Physics



858 Phys. Solid State 41 (6), June 1999 Aronzon et al.

10° T T T y T g tions of the magnetic field relative to the plane of the sample
o and the direction of the electric field. Preliminary studies
100 b \\ . have shown that both the magnetoresistance and the Hall
by effect depend most strongly on the iron content below the
107 - \\ A metal—insulator transitionx0.6). At the same time, the
. accuracy of determination of the composition in our experi-
, ‘. | ments was no better than 10%ig. 1), which is insufficient
£ 10 r . to examine the behavior of galvanomagnetic effects in the
° \\ dielectric region. In this regard, it would be more natural to
G 10° \ T characterize the samples according to their closeness to the
X \ transition with the help of the activation energy which
S 0k 'lt 5 was determined from the temperature dependence of the con-
m ‘.\ ductanceG,,= 1/R,, in the low-temperature limit.
10° \\\ N
. \'~\ s 2. TEMPERATURE DEPENDENCE OF THE CONDUCTANCE
10 Tt ! The temperature dependence of the conduct&®(CE)
10° ) . ! . L . was measured in the interval=4.2—300K. G(T) curves
0.4 0.6 0.8 1.0 for several samples with iron content near the percolation
Metal volume fraction threshold €< 0.6) are plotted in Fig. @). The vigorous de-

crease ofG with increasing temperaturéy a factor of
%x 10* for the highest-resistance sampis evidence of the
activation character of the conductivity; however, the shape
of the dependenceés(T) deviates significantly from an
Arrhenius law. Values of the activation energy found in
the samples was determined by x-ray micro-analysis in athe low-temperature limit from the slope of the curves
SEM515 Philips scanning electron microscope equippedh[G(1/T)], are given in the caption to Fig. 2. Significant is
with a LINK AN 10000 system of energy dispersion analy- the smallness ofv, less than 3 meV. In granular metals the
sis. Based on the microanalysis data, we calculated the vohctivation energy is estimated by the formula
ume fractions of Fe and Siunder the assumption that not
all of the iron is oxidized. Measurements of B&bauer spec- w~Ec/2= e2/28drg, @)
tra of the samples confirmed this assumption. Analysis of thevhereE. is the energy of pair formation from negatively and
spectra showed that the fraction of purd-e exceeds 80%. positively ionized graingthe charging energy of the capaci-
With the aid of x-ray photoelectron spectroscopy we alsaance of the grain e is the charge of the electrony is the
determined that oxidized iron is present; however, it is founddielectric constant of the insulator, anglis the radius of the
on the surface of the samples. On the basis of electrongrains. For grains of radius 20A in SjQe4=3.73, Ref. 18,
microscope studies we estimated the characteristic diametésrmula(1) yieldsw~10? meV, which is two orders of mag-
of the grains to be-40A. The Massbauer spectra obtained nitude greater than the value observed in experiment. The
on samples with low iron content were consistent with thesmall values ofw measured in experiment at low tempera-
grains being in the superparamagnetic state, not the ferrdures, and the form of th&(T) curves of the type shown in
magnetic state. This gives an estimate for their diameter ledsSig. 2(a), are usually explained in terms of the model of
than 50A(Ref. 15. hopping conductivity with variable hopping length. Here
The dependence of the resistivity of the samples the  G(T) =Gy exp(—29a3—E./kT)=Gyexd —(To/T)?], where
iron volume fraction at room temperature is plotted in Fig. 1.a4 is the falloff length of the electron wave function in the
This dependence is typical for the given systénhs.a di- insulator ands is the distance between grain surfaces; the
electric sample for relatively low metal volume fractions the exponent isy<1 (Ref. 5. According to numerous experi-
resistance grows exponentially with decreasingMeasure- mental data, for granular systems in the dielectric region near
ments of the asymmetry resistance of the Hall prdRgéthe  the insulator—metal transition we haye=0.5. In our case,
ratio of the voltage across the Hall probes in the absence ofthe curves of InG) plotted as a function off*? for T
magnetic fieldV, to the currentl, flowing through the <100K are also nearly linediFig. 2(b)], although as the
sample at T=300 K showed that the ratio of the total resis- resistance of the samples increases a marked deviation from
tance of the sampleR,, to R, reaches 600—800. This is an linearity is observedthis fact is apparently of general sig-
indication of the geometrical accuracy of collocation of thenificance, Ref. b
Hall probes and testifies to the high degree of uniformity of = There are several models which explain the value
the films relative to large-scale fluctuations of the composi-y=0.5; however, they all have certain drawbacks, as noted
tion. in Ref. 5. One of the well-known modélsassumes that
The magnetoresistance and the Hall effect were meaE.s=const=C. By minimizing the argument of the expo-
sured in fields up to 10 kOe at temperatuies 77—300K.  nential in the expression fa&(T) under this constraint we
The magnetoresistance was measured for different orientabtain y=0.5, T,=4C/kay. The shortcoming of this model

FIG. 1. Dependence of the resistivity of the samples on the iron volum
fraction at room temperature.



Phys. Solid State 41 (6), June 1999 Aronzon et al. 859

107"+

1072

G, k@7

© (@)
70—5 < L | . ) , ) . } 4 .
Q%l* 0 0.05 0.15 0.25
1/T, K7
Il N 1 \ 1 t { 4 i A 1 | L I i | s | s | L 1

0 0.05 010 015  0.20 0250 0 0.1 0.2 0.3 0.4 0.5
1/T, K7 TV KR

FIG. 2. Temperature dependence of the conductance on the insulator side of a percolation transition in the coor@nalés liaf and in the coordinates
In(G)—1/T*2 (b). Conduction activation energies, found from the slope of th@)ir(L/T curves in the lowF limit, meV: 1—1.0; 2—1.25;3—1.69;4—2.83.
Inset shows the dependence ofG#T) on 1/T.

is the absence of weighty arguments in favor of the existencef indirect electron tunneling through intermediate states
of correlations between the grain diametdrs2r, and the  possibly associated with the presence in the nanocomposite
tunneling gaps between them, following from the condition of a finely or even atomically dispersed metallic phase. Note
E.s=const(Ref. 5. This probably explains the contradic- that the results of recent studies of Fe/gi®ef. 20 and
tions which can arise in the processing of the experimentaCu/SiO, (Refs. 21 and 2Psystems confirm the existence of
data. Thus, proceeding from the valuesTgf[for curves2  such a phase. Moreover, in Refs. 21 and 22 it was found that
and3in Fig. 2(b) T;=~200 K] and settingl~s, we estimated even for optimal annealing temperatures around 20% of the
the falloff length of the electron wave function in the insu- Cu in SiQ, remains in dispersed forifin grains of diameter
lator. We obtained values several orders of magnitude<10A).
greater than the typical valugy~1 A (Ref. 5. Noteworthy also is the remark made in Ref. 5 touching
Another model® is based on a picture of hopping con- on the possibility of using Boltzmann statistics to describe
ductivity with a variable hopping length in the presence of athe conductivity of nanocomposites at high temperatures,
Coulomb gap in the density of statEsAs is well known, in  i.e., for kT>w. If this condition is fulfilled, one expects a
this casey=0.5 (Ref. 19. In this case, however, the param- transition from the exponential temperature dependence of
eterT, turns out to depend on the dielectric constant of thethe conductivity to a linear dependen@@«= T, Ref. 5. The
mediume,,, which can significantly exceed, in the region  inset to Fig. 2b) plots the temperature dependence in the
of the insulator—metal transition and is not accuratelycoordinates ING/T)—1/T. It can be seen that at temperatures
known. For this reason, an analysis of the temperature déF>40K the curves of InG/T) versus 1T flatten out, and the
pendence of the conductivity in terms of the given model istransition temperature of the transition to a linear depen-
hindered. Estimates af,, made in Ref. 5 on the basis of the dence G«T) is that much higher, the larger are the low-
theory of an effective medium give in principle reasonabletemperature values of the conduction activation energy. It is
values foray although the optimal hopping leng8y,;in this  also interesting that at low temperatuies 20K the curves
case turns out to be d. In particular, for a sample with such of In(G/T) versus 1T are nearly linear for all of the samples,
parameteryT,=200K, x=0.5 at T=80K we haveS,,; but the values of the activation energy found from their
=29A. It is also noted in Ref. 5 that an effort to obtain slopes coincide with the values given in the caption to Fig. 2
absolute-value estimates of the conductivity leads, all theo within 10%. This fact indicates that the conductivity in the
same, to noticeably overestimated valuesagfin compari-  region of the insulator—metal transition is most likely asso-
son with the expected values. It is suggested that the reasamted with hops between nearest neighbors. In this case,
for this circumstance is not taking account of the possibilityhowever, the shape of theé(T) curves is substantially de-
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FIG. 4. Magnetoresistance of a high-resistance sarfpjg0)=20 MQ,

t ined by the t t d d fth x~0.4] after being kept in a 10-kOe magnetic field for 10 minutes. Arrows
ermine y € lemperaiure dependence o € Pr&how the direction of variation of the magnetic field= 300.

exponential factor, which, as far as we know, is not taken
into account in existing models of the conductivity of granu-

lar systems. Note also that the small values of the activatiopegion of the transition the dependence on the composition is

energy can be connected with the noticeable increasg in extraordinarily strong, and that the magnitude of the effect
due to the existence of a finely dispersed metallic phase. a5 off at activation energiew>1 meV.

Next, we present results of a study of the magnetoresis-  £qy iron contenk< 0.4, along with a GMR whose value
tance and the Hall effect in samples with iron content neay, this concentration region was less than 1%, we also de-
the critical valuex., and also data on high-resistance (gcted a large positive magnetoresistafB&R) in pre-
samples withx<<0.4, in which a positive magnetoresistancemagnetized samplégig. 4). This phenomenon, which as far
is manifested. It is interesting that the idea of the existence ofs we know has not been observed before, is characterized
dispe_rsed metal atoms in dielectric_ gaps makes it possible tgy a number of interesting properties. PMR is observed only
explain some aspects of the behavior of the Hall effect on thggier preliminary storage of the samples in magnetic fields
insulator side of the percolation transition. =10kOe. Saturation of PMR is reached in magnetic fields
~100Oe, i.e., much smaller than the NMR; here the mag-
nitude of the PMR is 10%Fig. 4). In addition, the PMR is
isotropic, i.e., it does not depend on the mutual orientation of

The field dependence of the magnetoresistance fothe magnetic field and the current, and has a large response
samples with different iron content is shown in Fig. 3. Thetime (2 min) to a sudder{discontinuouschange in the mag-
measurements were performed in magnetic fields that weneetic field. It is important to underscore that the appearance
either parallel or perpendicular to the plane of the samplepf PMR in samples with low iron content does not contradict
taking the anisotropic magnetoresistance effect into accountthe presence of NMR in the same samples. In other words,
the data coincide. It can be seen from Fig. 3 that for metallithe PMR and NMR effects coexist in some range of compo-
conductivity(curvel’, x~0.7) there is a small positive mag- sitions. In such samples previously stored in fietd&0 kOe,
netoresistance, as was also observed in Ref. 2. At the sanRMR is manifested at first with growth of the magnetic field,
time, on the insulator side of the percolation thresholdreaching 10%, but at a field strength around 100 Oe it is
(curves 1-3, x<X.) a giant negative magnetoresistancesuperseded by a weak decrease of the resistance with further
(NMR) is observed. The magnitude of the NMR reaches 5%increase of the field. In contrast to PMR, for NMR we were
which is significantly greater than for the system Ni/SiO not able to observe a delay in the change of variation of the
(Ref. 4, and is close to the value 4.5% obtained in Ref. 2 forresistance upon introduction of a magnetic field during the
the system Co/Si© The data in Fig. 3 show that in the characteristic response times of the apparatus of the order of

3. MAGNETORESISTANCE
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FIG. 5. Dependence of the Hall resistance on the magnetic field for samples with dielectties1-3, w=1.69 meV} and metallic(curve 3’, x~0.7)
conductivity at different temperatures, K:—100; 2—120; 3,3 —300. Inset shows the parametric dependence of the Hall resistance on the longitudinal
resistance of insulating samples in the temperature interval 77—300 K.

several fractions of a second. The detected PMR effect iseveral times relative to its value fgg=0 and accumulated.
difficult to interpret and requires additional study. Indeed, aln this regime the accuracy of determination of the transverse
magnetic field on the order of 100 Oe is not strong enough teesistanceR,, =V, /I, was 102%. In order to eliminate the
significantly reorient the magnetic moments of superparaeffect of the asymmetry of the probes, the Hall resistaRge
magnetic particles. It is possible, however, that this effect isvas defined as a difference in valuesRyf, corresponding to
due to cluster formations made up of grains whose magnetig positive sign R;y) and a negative sigrR(,) of the mag-
moments can reorient in comparatively weak f_ields. A morenetic field:R,= (R;’y— R,,)/2. For all the samples the sign of
detailed study of the dependence of the resistance on thge Ha|| effect was found to be positive, as is the case for
magnetic field has revealed the presence of several reprodugnge-crystal iror® It is interesting that in the dielectric
ible steps in the magnetic field dependence of the resistanqggion the dependence of the asymmetry resistance

(Fig. 4). The disgrete stgps in. the magnetqresistance gnd iﬁa:(R;ry_ Ry,)/2 on the magnetic field for a small asymme-
large response tim& min) point to a possible connection t

. ry of the Hall probes as a rule differs noticeably from the
between PMR and a rearrangement of the magnetic structu;ﬁl

d laxat £ th i s of the clust agnetoresistance cure,,(H). We believe that differ-
and a refaxation ot the magnetic moments ottne ClUSIErs. o ces in the behavior &t,(H) and of the magnetoresistance

Ryx(H) are connected with fluctuations of the electric inho-
4. THE HALL EFFECT mogeneity scale resulting from reorientation of the magnetic

The difficulties of measuring the Hall effect in the di- moments of the particles along the field, leading to a change
electric region are connected with the unavoidable asymmdD the topology of the current flow paths and, consequently,
try in the location of the Hall probes and with the parasitic R, . Fluctuations of this kind have a substantial effect on the
influence of the giant magnetoresistaf@&MR) arising un-  Measurement accuracy Bf, and are probably characteristic
der these conditiorfsand also with an abrupt increase in the of @ wide class of Hall objects with percolation-type
additive noise belonging to percolation systéthdhis is  conductivity?® Note also that fluctuations iR,,, as was
probably the main reason for the absence of systematic meghown in Ref. 24, are that much stronger, the larger is the
surements of the Hall effect in nanocomposites in the regiogell size of the percolation cluster.
of activation conductivity. In the present work measurements ~ Figure 5 shows a family of curves of the Hall resistance
of the Hall effect were performed with the help of an auto-as a function oH at various temperatures for samples with
mated setup. In digital form, the voltage between the Halhopping k~0.5) and metallic X~0.7) conductivity. It can
probesV, and the current flowing through the sample  be seen that in both samples tRg(H) curves exhibit no-
were recorded for two opposite directions of the magnetidiceable saturation, which is typical of the proportional mag-
field H. The measurements were taken at constant voltageetization of the anomalous Hall effe@&HE) in disordered
V,=5 V. To subtract out the “zero” of the measuring de- ferromagnetic metaf$®-1%2The fact that both the sign of
vices, the signaV/, at each experimental point was measuredthe Hall effect and the general character of its magnetic-field
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dependenceR,(H) are preserved in the dielectric region where for granular systerT&:Zs/ad, andE,, andE, are
probably implies that spin—orbit interaction, which influ- the Hall and longitudinal fields, respectively. Note that rela-
ences the transport of spin-polarized electrons, is responsibt®n (4) contains an activation energy that is half the activa-
for the Hall effect in both cases. At room temperature neation energy of conduction. Taking this fact into account, it
the percolation threshold, composites are still ferromagnetidollows from relations (3) and (4) that Rpccexpfw/2kT)
but as the metal content is increased they transition to the (R,,) Y2 This result is in rough agreement with the experi-
supermagnetic stafeThe dependence of the magnetizationmental dependend@), although in our case the temperature
on the magnetic field transforms in this case into a moralependence of the conductivity, strictly speaking, is not ac-
“rounded” Langevin functiorf: This probably underlies the tivational for T>77K.
differences in the shape of tiig,(H) curves for metallic and To sum up, in the present work we have investigated the
dielectric samples in Fig. 5. conductivity, and also aspects of galvanomagnetic effects in
The inset to Fig. 5 plots the parametric dependence ofiranular Fe/Si@ films below the percolation threshold. On
the Hall resistance on the longitudinal resistance with temthe insulator side of the percolation threshold
perature as the parametric variable. This dependence is afx.=0.5—-0.6) granular Fe/Sidilms exhibit a large~5%)
proximated by the power law negative magnetoresistance, falling off sharply at activation
m energies greater than 1 meV. Fo 0.4 in samples previ-
RnoRyx 2) ously stored in a strong magnetic field we have detected a

with exponentm=0.52+0.05. The theory of the anomalous giant positive magnetoresistance, reaching 10% in fields
Hall effect in ferromagnetic metals also predicts a power-lanaround 100 Oe and characterized by large response times to
dependence, but with an exponentequal to 1(the skew the action of a magnetic field. We have carried out a first-of-
electron Scattering modebr 2 (the lateral ]ump modé‘zvzs its-kind StUdy of the giant Hall effect in the dielectric region
(in a recent WOI’P on granu|ar a"oys it was shown that the of metal volume fractions. We have shown that the field
skew scattering mechanism is the preferred mechanism dependence of the Hall effect in the region of hopping con-

There is no theory of the Hall effect on the insulator SidedUCtiVity saturates with inCl’eaSing magnetic field and is simi-
of the metal—insulator transition in granular ferromagneticlar to the magnetization curve described by the Langevin
films at the present time. Indeed, as was a|ready noted, théUnCtion. This indicates that in dielectric Samples, as in me-
oretical representations of the anomalous Hall effect pertaifgllic samples, the Hall effect is due to the spin—orbit inter-
wholly to disordered systems with metallic conduc- action and is proportional to the magnetization. We have
tivity. 10213 Nevertheless, it is interesting to compare for- found that the dependence of the Hall resistance on the lon-
mula (2) with the results of a recently developed theory ofditudinal resistance in the dielectric region is close to a
the Hall effect for hopping conductivity in nonmagnetic square-root law, in contrast to the known models of the
semiconductoré® Despite the large difference in the objects @anomalous Hall effect for ferromagnetic metals. The proper-
in question, a general approd&ho the description of the ties thus discovered in the Hall effect and magnetoresistance
Hall effect in the hopping conduction regime is neverthelesgire apparently associated with indirect spin-dependent elec-
worthy of note?® It is based on the idé4of the need in this tron tunneling through intermediate states in the insulator
case to take account of indirect tunneling transitions. We willand with a substantial role of cluster formations.
proceed from the assumption that the probability of a direct ~ The authors express their gratitude to A. N. Lagar’kov,
electron tunneling event between two magnetic grains doed- K. Sarychev, and S. A. Gurevich for discussion and valu-
not contain corrections linear in the magnetic figdde, e.g., able remarks, and V. M. Cherepanov for assistance with the
Ref. 28. The appearance of such corrections, which give risd/l0ssbauer measurements.
to the Hall effect, is possible only in the presence of a third ~ This work was carried out with the support of the Rus-
intermediate state playing the role of a scattering center dusian Foundation for Basic Resear(@rant No. 96-02-18412,
ing tunneling. We assume that in our case the role of scafGrant No. PICS 98-02-22037and the Interdisciplinary
tering centers is played by magnetic metal atoms located ifcientific—Technical Program “Physics of Solid-State Nano-
the dielectric spaces between the gr&ifis:??This leads to ~ structures”(Grant No. 1-052
the asymmetryskewnesgin the electron scatterin@n dis-
tinction to the case considered in Refs. 26 angl &Yd con-
sequgntly to the anomglogs behavior of the Hall effect as Q. mail: aronzon@mail.imp kiae.ru
function of the magnetic field.
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Within the approximation of static fluctuations, the effect of allowing for electron transport from
a given site to the second-nearest neighboring site on the energy spectrum of the two-
sublattice two-dimensional Hubbard model and on the dependence of the magnetization on the
system parameters is investigated. 1®99 American Institute of Physics.
[S1063-78389)00506-1

To explain some of the properties of high-temperaturethe motion of holes in the Cuplanes in HTSC compounds,
superconductoréHTSC) in the normal as well as the super- we assume that only electrons of one sublattineanalogy
conducting state, the need arises to take account of hoppingith oxygen in CuQ plane$ can be transported along a
integrals between nearest-neighbor oxygen atoms in additiosquare diagonal to sites of this same sublattige empha-
to the copper—oxygen hopping integraté.It is clear from  sjze that in this paper, for simplicity of discussion, we con-
qualitative considerations that taking oxygen—oxygen holgider a hypothetical square lattjice
transport into account should affect the form of the energy  The equations of motion for the electron creation opera-
spectrum, which in turn will lead to a change in other char-tors in the Heisenberg representatigr=(,|)
acteristics of the system. Therefore it is of compelling inter- )
est to calculate the energy spectrum of the system with al-  &jo(7) =expH7)aj,(0)exp(—H7), (r=it)
lowance for the possibility of electrofor hole transport to
the second-nearest neighboring site.

The aim of the present work is to investigate the depen- d
dence of the energy spectrum and the magnetization of the (- aw(r) eja IU(T)+E B'J""W(T)“Lz BJJ’aJ 6(7)
system on the magnitude of the integral for electron transport
to the second-nearest neighboring site in the case of the two- +Ujn;za/,(7), (4)
dimensional bipartite Hubbard modi.

A technique was developed in Refs. 7 and 8 for solvmg
the Hubbard model in the approximation of static fluctua- e, j=f U, j=f1
tions. In comparison with Ref. 8, we including a term in the oF [ Uj= [ U =
Hubbard Hamiltoniah describing hops of electrons of the 2: |
sublatticeC to the nearest sites of this sublattice 0, ji=f, j’=f'

Bjj [

H=Ho+V, ) By, =1, j'=I"

have the form

where

Bij =By =By .

N We represent the operatans; in Eq. (4) as follows!®
Ho= X e+ X &N+ 2, Bulag,an,

o,feA oleC o,fl nj;=<nj;)+Anj;. (5)
The thermodynamic meanén;;)=Tr{n;;exp(—BH)}
+ay,21,) +U|z| Biiay) i @ are assumed to be independent of the number of thg gite
v each of the sublattices, ankin;;=An;(7) is the particle
U, number fluctuation operator in the Heisenberg representa-
V= 7 fEA nf(rnf(r E n|U'n|0'1 (3) tion.

We express the correlation functiofs;;) in terms of
whereaw anda;,, are the electron Fermi creation and anni-the mean value of the projection of the spin of the site
hilation operators at thggh lattice site (=f,l) with spino; S=(SH)=—(S%, ), where the vecton\ joins neighboring
Nte=2a7,85,; £1(82) is the self-energy of the electron at a atoms, and the electron density(we are interested in the

site of the SUb'atthGA(C) Bﬂ—B(f—') and B|/|—B(| casen=1) as f0||ows_

—1) are transport integrals describing electron hops at the

expense of their kinetic energy and the crystal field to the  (Ng)=(Niy»=1/2+S, (6)
nearest-neighboring site and to the second-nearest neighbor- (he,)=(n)=1/2—S. 7)

ing site along the square diagonal, respectively; and
o=—o. In order to have the behavior of the system de-Taking relationg5)—(7) into account, we rewrite the differ-
scribed by the Hamiltoniafil) mimic the situation arising in  ential equation4) in the form

1063-7834/99/41(6)/6/$15.00 864 © 1999 American Institute of Physics
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d We now calculate the operatoa;, (7)=expHgyna;,(0)
d—a,g(T)_E, aj,(7) +E Bija,( T)+E B”,a] oA 7) xexp(—Hy7) entering into the solutior{15). The operator
a;, (7) obeys the differential equation
+U Anja‘ Jo'( )1 (8)

=N =+
wheree =g+ U4/2+ SU; andey= g5+ U,/2—SU,. 7 o7 = 218, (7) + 2 By, (7). (16

We represent the Heisenberg operators in the $dfrht .
Analogously, for the operata, (7) of the other subsystem

a;,(7)=exp(Hom)a/,(1)exp —Hq7), (9 we obtain the following equation of motion:
whereH, is the Hamiltonian entering into Eql), with the d__ o - .
renormalization of the electron self-energies taken into ac- Eaﬁ,(T)zséaﬁ,( T)+§f: Brar, (1) + > By, (7).
count (the substitutions,—¢; ande,—¢5). The operator ! 17)

"ajt,( 7) is defined as follows:
T (r)=exp— Hor)exp(Hr)a ~0)expHT)exp(Hg7).

In this case we have two equations for the unknown opera-  a;,= 2N Ek: ay, exp(—ikry),
tors (j=1,1)

After taking the Fourier transforn

]rr

d +_ + i
G317 = VAT (1), 1o =N G by e ik,

whereATi;;( 7) = exp(—HonAn;(nexpHor), An;(7) is the ~ We obtain from Eqs(16) and (17)

particle number fluctuation operator in the Heisenberg repre- .

sentation. The equation of motion for the operathfg{ ) d—E:U( ) =gray, (1) + B, (7), (18

has the form T

d_— _
FoAT=o. 7 Pro( 1) = 2201 (1) + By, (1), (19
-
Thus, ATi;;(7) is an integral of motion: ATij(7) wheres;, andB, are defined asd=2)
=A4n;5(0). en=e,+By, By=—4B’ cogk.a)cogk,a),
In order to obtain a closed system of differential equa-
tions, we multiply Eq.(10) by the fluctuation operator Bx= —2B[cogk,a)+cogk,a)].

Anjz=An;;(0) and restrict ourselves to the approximation Equatlons (189 and (19) have the solutions[a;,(0)
(see Append|x A
_aka(o) bka’(o) bko’]

Anf=(An(),  (j=f,D). A, (N =a,(0)[((s1— ep)/2t)sinh(ty7)

jo
In this case we obtain the following equations of motion:
g€q + coshit,r) Jexp( r(s]+ £5,)/2)

d
- AN (1) =U(ANS)E] (7). 11 +by (0)sinn(t,r)exp( (e + £ 5,)/2) By [ty
Taking Egs.(5)—(7) and the propertiemjzgz njz into ac- (20
count, we find that EU(T)=b;U(O)[((Sék—81)/2’[k)8im’(tk7')
2_ 2.\ _ 2\_aj4_ 2
®7=(Ang;)=(Anj;)=1/4-S". (12) +cosht, 7)) Jexp( (e +e4)/2)

The solution of the system of equatiofi®) and(11) has

+ H ! !
the form[a w(o) a],,(O)] +a,,(0)sinn(ty7)exp( (e 1+ £5,)/2) B/,

21
aw(r) a +0)coshU;d ) @D
wheret, = \/((e5—£1)/2)?+BE.
+Anj;a;,(0)sinh(U;® 1)/, (13 After taking the Fourier transform we find the general
An;;a jO'(T) Anj;a JU(O)cosr{U D7) solution of(15) taking formulag20) and(21) into account in

the following form:
+®a;,(0)sinh(U;® 1), (14

where sinhX) and coshX) are the hyperbolic sine and cosine.
Thus, the general solutio®) has the form

aj,(m)=expHo7)a;,(0)exp —Ho,)cosiU;d7) X cosiU @ 7) +[Anygay,(0)[ (1

A (1) ={[a,(0)[ (] — ep) 2t ) sinN(t,T)
+coshitr) ]+ by, (0)sinh(t,7) By /ti]

+An;;exp(Hor)a/,,(0) —eg)/2t)sinh(t, 7) + cosht,7)]

X exp(—Ho7)sinhU;® )/ ®. (15) +Any by, (0)sinh(t,7) By /t,]
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sinh(U,® 7)/®exp( (g1 +e5,)/2), (22

whereAn,;is the homogeneous number fluctuation operator o

in the sublatticeA (Ref. 8. For electrons of the other sub-
lattice

b (7)={[b;,(0)[((eh—&})/2t ) sinh(t,7)

e/,
+costiten)]+ay, (O)sinf(tr) By /t] A 7
X cosiUo® 7) +[ Anyzhy, (0)[ (22 ==z
. 51 Q& 277" ‘;.',tﬁ:““_‘
— &)/t )sinh(t,7) +coshty7) ] =R
+An2;a|ro_(0)sinr(tk7')8k/tk] 01
Xsinh(U,d 7)/D}exp(7(e1+e9)/2). (23 21
. . L ARG TTS
The homogeneous number fluctuation operator in the ai eSS
sublattice CAn,; is defined in analogy with the operator 7 = “‘t’.’.::,‘bftf’:'.

An,; (Ref. 8.
Formulas(22) and(23) contain all the information about

the physical properties of the Hubbard model within the

G. I. Mironov

(7

AN
6 ‘\\\

f_ramework .Of the chosen approximation. We are 'mereSteqﬂG. 1. Energy spectrum of the Hubbard model for the following parameter
first of all, in the spectrum of elementary excitations in thevalues: ¢;=—4eV, s,=—1eV, U;=8¢eV, U,=2¢eV, B=15eV,

system. As follows from formulag@2) and(23), the Fourier

B'=-0.3B eV, andS=0.

transforms of the anticommutator Green's functions are

equal respectively to

. i1 1+ (e1—ep)/2t,
<ak0'|ak0'>E:_ n — o+ 7
27 4 | E-U Pt —(e1t+e9)/2

1+ (e1—ep )2ty
+
E+U 1D —ty—(g1+te5)/2

1—(e1—en)2ty
+
E-U; P+t —(e1t+em)/2

1-(e1—eq)/2t
_|_
E+U D +t—(e1+tep)/2)’

(29)

N i1 1—(e1—ep)/2ty
<bka|bka'>E=_ n — oy 7
27 4 | E-U,d—t —(eg1+e5)/2

1-(e1—ep)/2t
+
E+ Uzq)_tk_(ei‘l‘ SEK)IZ

1+ (e1—ey)2ty
+
E-U, P+t —(e1+em)/2

1+ (e1— ey )2ty
+
E+U, D+t —(e1+ep)/2]’

(29

where
g1 tey=e1te,+(Up+Uy)/2+S(U—Uy)
—4B’ cogk,a)cogk,a),
e1—ep=e1— e+ (U—U,)/2+S(U+Uy)
+4B’ cogk,a)cogk,a).

The poles of the Green’s functiori80) and (31) define
the energy spectrum:

El_4:((81+8£k)/2)iUlq)itk, (26)
Es a=((s]+25)/2 = U D2t 27

Figure 1 plots the energy spectrum of the Hubbard
model for the spifS=0 (paramagnetisin Figures 2 and 3,
for comparison, plot the energy spectra with and without
allowance for electron transport from atoms of one kind to
atoms of this same kind along a square diagonal. For a given
value ofB’, allowing for hopping of electrons from site to

2

) 4,

AN/
AN

N
SR A

2

FIG. 2. The same as in Fig. 1, but fas,=—-4¢eV, g,=—1eV,
U,=8eV,U,=2eV,B=15eV,B'=-0.3B eV, andS=1/2.
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FIG. 3. The same as in Fig. 1, but fa,=—4¢eV, g,=—1¢eV,

FIG. 4. Th i izati f i fU,+ 2 f =1
U,=8 eV, U,—2 eV, B—15eV,B'=0, andS=1/2. G e spinmagnetization S as a function of {,+U,)/2 forn=1,

B=1.5eV, andT=0 forB’=0 (1), B'=—-0.3B (2), andB’'=—0.438B (3).

With the help of Eq.(28) it is possible to obtain a self-

site along a square diagonal leads to a narrowing of the lower . s L
gasd g 9 sistent equation for the magnetizati@gpin S). In the

subband; in this case the shape of the energy surface chan

dramatically. case of an exactly half-filled band it has the form
The energy spectra shown in the figures make it possible 1 2 1 S(U;+U,)—By, .
in a natural way to explain the metal—insulator transition that §—S= NEK 7 Z—tk f (Ulq)+tk
takes place as the electron densitys varied, whereas the
standard Hartree—Fock approximation does not lead to such S(U;—U,)+ By
a result!® it is necessary to resort to a different kind of de- L e I Al Bl PL R %
coupling e.g., the “flotation analogy}*? Note in this re-
gard that the technique for calculating the Green’s functions S(U,—U,)+ By 2 1
and correlation functions was constructed so as to obtain an + 2 + ﬁzk Z[l
exact result in the atomic limfisee Ref. 7 and Appendix]|B
With the help of the fluctuation—dissipation theorém S(U,+U,)— By .
we obtain from Eq(24) - Z—tk UL -t
, L, S(U,—U,)+ By
— + Nt el 7K + _
<ak+gako>:% 1+ Slztfzk f+(U1<I>+tk+ €1 zszk) + 3 +f U, &—ty
. eltey)] 1 XUV *B) | (29
+ff| —U D+t + 5 2 1 2
o, o, where t,=\((S(U;+U,)—B’)%4)+BZ. In the weak-
B 81_82k> f*(U Pt g1t &g binding region J;+U,)/16B<1 (S—0) as well as in the
2ty ! k 2 tight-binding region U, +U,)/16B>1 (S— 1/2) in the limit
g T—0, Eq.(35) yields the following consistency condition for
+f+ _ Ulq)_tk+ 81 ZSZK)} (28) the SpinSZ

S:%E S(U1+tU2) Bk. (30
Analogous equalities can also be obtained for the correlation k K
functions(a,saz), (bi,brs), and(bbz). Combining the In the region of intermediate values of the Coulomb in-
expressions so obtained and summing over all possible vateraction energies and the hopping integral it is necessary to
ues of k within the limits of the first Brillouin zone, we carry out a direct numerical calculation using form(2).
obtain an equation for the chemical potential. Note that thér'he dependence of the spon the sum of Coulomb inter-
conditione;+U4/2=¢,+U,/2=0 corresponds to the equal- action energies is plotted in Fig. 4 with and without an ac-

ity n=1 atT=0. count of the transport integréd’ at T=0. If the system is
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found in the strong correlation regime, then taking the trans- ¢ . . .

port integralB’ into account in the casB’<0 (B>0) fa- g7 are( 1) =e1815(7) +Uinisas,(7),

cilitates electron delocalization and, as a consequence, re-

duces the value of the magnetization in comparison with the

caseB’=0. If, on the other hand, the system is found in the  —na; (7)=(e;+U)nza (7). (B1)

weak correlation regime, then the electrons are in essence dr

collectivized as a consequence of the smallnesld .oHere

an account of the transport integld! in the caseB’<0

(B>0) leads to a tendency toward “localization” of elec-

trons and, for this reason, to an increase in the value of the

magnetization in comparison with the ca3e=0.2 We note

in conclusion that our study of the energy spectrum was

carried out as follows: for given values of the parameters |, s case the Fourier transform of the anticommutation

U,, U,, andT with the help of Eq(30) we determined the Green'’s function takes the form

value of the spirS; this value was then substituted into the

formulas for the energy spectf@6) and (27). Varying the i (1—(n) (Nez)

temperature or other system parameters alters the energy <af+a|an>E=2— £ z £ ‘T_U

spectrum as a consequence of the resulting variation in the & 1 f1m

value of the magnetizatioS. . .t is possible to obtain an analogous expression for the elec-
To summarize, the proposed technique for calculatlng{rons of the other subsystem

the anticommutator Green’s function and the correlation '

functions allows one to investigate the spectrum of elemen-

tary excitations and the form of the magnetization as func-

tions of the transport integral to second-nearest neighboring

lattice sites. Taking the transport integfal into account

causes a substantial change in the form of the energy Spe%’olving the same problem in the approximation of static

trum an_d h_as a marked influence on the_ de_pendence_ of trHﬁctuations, we obtain the following expression for the Fou-
magnetizationS on the Coulomb potential in comparison rier transform of the anticommutator Green'’s function:
with the caseB’ =0. '

The solution of the system of differential equatidiBd)
for the particle creation operator has the form

aft,(r>={aft,<0>+nf;a;,<0>[exqulr>—1]}exqa(m.)
B2

(B3)

E1:81, E2:82,

E3=81+U1, E4=82+U2. (B4)

| wish to express my gratitude to R. R. Nigmatullin for (af]as,) :i_ 12
discussion of the results of this work and useful advice. folHo/E ™ o | E—e,— U (1/2+ S+ D)
N 1/2 (B5)
APPENDIX A E—e1-Uy(1/2+S-®) |’

Let us estimate the conditions under which the relation Applying the fluctuation—dissipation theorémwe obtain

2 _ 2 C the following equation for the spi8 from Eq. (B5):
Anjg—(Anjg . (j=1.D
is valid. 1 . N
As a result of the relatiotn; ;= n;;—(n;;) we have 5~ S= 51 (e1tUy(1/24 S+ @)+ 17 (e1+ Uy (172
lanz2=((an)]= V(A= (nzDl1-2(n3)l, FS—d)),

where|A|= Tr{A* A exp(— 8H)} is the norm of the opera-
tor A, and|C| is the absolute value of the scalar quan@ty
Thus, in the caseén;;)=1/2, (nj;)=0, and(n;;)=1
the error of calculations performed in the approximation of
static fluctuations should tend to zero, and in the region
(nj5)~=1/2,(n;;)=0, and({n;;)~1 the error of the calcula-
tions should be minimal. The approximation of static fluc- i 1/2 1/2
tuations appears to work best in the case of interest to us—
near the antiferromagnetic ordering point.

from which in the case of exact half-filling of the band for
arbitrary values of the temperature it follows tfgt 0.

Substituting the resulting value of the sp&into the
Green’s function(B4), we obtain the following formula for
the Fourier transform of the Green’s function:

+
=— +
<af0'|afa'>E 20 E_Sl E_gl_Ul !

which coincides exactly with expressigB3) if we take into

account that in the case of half-filling of the band, as follows

from Eqg.(B3) (n¢,)={n;5)=1/2, where we have evaluated
Let us consider the case of the atomic limit by settingthe thermodynamic means with the help of the fluctuation—

B¢;=B,;» =0 in the Hamiltoniar(2). In this case the problem dissipation theorem.

can be solved exactly. For example, for hesublattice the Thus, in the atomic limit the approximation of static

equations of motion take the form fluctuations leads to an exact result.

APPENDIX B
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A Monte Carlo simulation of the f/noise spectra in the normal phase of %88,0; epitaxial

films is reported. It is conjectured that the main contribution to the noise is from oxygen
transitions to vacant sites in the CuO plane. It is shown that the annealing regime and the mismatch
strains between the film and the substrate are the main factors governing the domain and

defect structure of the film and, hence, thé abise spectrum. €1999 American Institute of
Physics[S1063-78389)00606-1

The intensity and spectrum of the low-frequency noisethe noise intensity and its spectrum depend on the structural
(with frequency dependence close td)lih YBa,Cu;0O; ep-  quality of YBaCusO; epitaxial films.
itaxial films are important physical parameters determining
the possibility of their application in various highs: super-
conductor electronics devices, for instance, in bolométéirs. 1 PESCRIPTION OF THE MODEL
is known that in these films the dimensionless parameter of
Hooge? which is customarily used as a noise intensity crite-  1he distribution of oxygen atoms over the two sublat-

rion, exceeds the corresponding values for films of elementdices in the CuO plane was calculated by the standard Me-
metals by many orders of magnitudié The main reasons tropolis Monte Carlo method using the so-called ASYNNNI
for this lie in the high concentrations of so-called modef~!'and taking into account the interaction of nearest-

defect-fluctuators (DF9 acting as noise sources, and the N€ighbor oxygen atomigig. 1). The potential energies of the

large relative variation of the scattering cross section of fre@tt(rja\c/:twe mte;rall(ctm?/z a,gd ftqyeflﬂsavgeognt\iricg?:i
carriers from these defects. In elemental metals, a DF is gzd V3 ngr& avenprcr)imdi eb ndz_r it r?—w e im
pair of closely situated lattice point defects, which changes‘:’1 37 J-Ua €V, Feriodic bounaary o ons were m-

; . . . epos;ed. The film and substrate lattice mismatch causes inter-
its scattering cross section as one of the pair defects transfers

. . . nal stresses. Y O, epitaxial films were shownto be
to a new siteé**® The concentration of such pairs in a metal BEU0; ep

o made up of small-angle blocks with dimensions on the order
s fairly low. In YBa,Cus0; compounds such DFs are oxy- of the film thickness, 0.1-0.2zm. Because the simulation

gen atoms in the CuO plane. The transition of an OXYgeN ~s run on a 4% 44 oxygen-site square, the size of the

aFom fr_om an O1 chain S'te, to .the n(_egrest O5 vacant S!t'gimulation region is much smaller than the block dimension
gives rise to a vacancy—native-interstitial-atom defect pair, 4 hence. the strain may be considered uniform. In the

This entails acha_nge in the scattering cross sectlon_from Zefhsence of shear components, the CuO plane strgifs
(for no defect pairs presento a certain valuary (With @ (qjated to the elastic stresses through
defect pair preseint Obviously, in this case the relative
change in the cross section attains its maximum value, Uxx™= Cxxxx@xx T CxxyyTyy T Cxxz 022 (1)
Aclog=1." Uyy= Cyyxx@xx CyyyyTyyt Cyyz 027

This paper reports a Monte Carlo simulation of the oxy-yhere ciju are the elastic compliances of the YBas0;
gen atom distribution in the CuO plane and a calculation ofattice, and the coordinate axes are parallel to the crystallo-
the corresponding activation-energy spectra for the O1-O%raphic ones.
transitions. A study has been carried out of the effect of \We shall assume the original phase tetragonal, which is
various anneal regimes and of uniaxial strain in the CuGyalid in the high-temperature domain, where oxygen atoms
plane on these spectra. We have classified the specific feare distributed randomly over the sublattices, as well as in
tures in the structure of spectral distributions of the DFs andhe case where the orthorhombic distortions induced by elas-
of their microscopic nature, i.e., established the types of théic strains exceed by far those present in an unstrained ma-
corresponding transitions of oxygen atoms and their nearesterial. Then we havec,y,,=Cyyyy and Cyy,,=Cyy,,. FOr
neighbor configurations. An analysis has been made of how,,—o,,#0 a difference appears between the lattice con-

1063-7834/99/41(6)/7/$15.00 870 © 1999 American Institute of Physics
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D Py D Y J:l ® 5InV3=0, &InVi=—3.4P, (5)

which were subsequently used in the computer simulation.

V3 Thus the strain-induced changég; have the same sign
aséV, andsVy, namely, the energy increases with decreas-
ing distance between atoms. As shown by model anneals,

® 1 D D 3e D this is a necessary condition to obtain correct orientation of

oxygen chains with respect to the strain axis. It is in this case
1 Q 7 that the orientation was the same as in the single-domain
samples prepared experimentally by applying uniaxial pres-

sure to YBaCuO,_ 5 crystalst® namely, the oxygen chains
D ® 4 [:} ® 2 ® D were arranged perpendicular to the compression axis.
7o The anneal simulation started from a high temperature
Q Q 6 Q 2 To. at which an oxygen atom distribution was given by a
random-number generator, and ended at a low temperature
to. The running temperature was given by the relation

FIG. 1. Attractive interaction®/, and repulsive interaction¥; and Vs, T=Toexp—g n)+ to, ®)
among hearest-neighbor oxygen atoms in the CuO plane. Large open C'rCIWhereg is the anneallng rate, andis the number of Monte

y

and squares—oxygen-filled and empty sublattices, filled circles—copper at- lo st
oms. The lattice cites are numbered in accordance with the correspondin arlo steps.
distances in Eqg3) and (4) The spectrum of activation energies for the fluctuators

was determined by computing the number of barriers with a
given E, met by an oxygen atom on the way to the nearest
empty site on the square lattice. The eneEgywas calcu-

st.ants.along thez andy axes(Fig. ?)’ i.e., an orthorhombic lated in the harmonic potential approximation for the oxygen
distortion, which forces crystalline samples to become_.

: ) ; . ite well®
single-domairnt? We introduce a quantitf, sfte we
Ep=Vo+ (Vi—V))/2+ (Vi—V;)?/16V,, (7)

A ing that th wric strai hich satisfi whereV; andV; are the total energies of oxygen atom inter-
ssuming that the symmetric strain, which SaliSI&s = qtion with the environment at the original site and after the
=Uyy, is already taken into account in the initial values of ;

the int " tential hall i~ in the simulat nJump, respectively, an/, is the barrier height for an iso-
€ interaction potentials, we sha specify In the simulalion; i atom surrounded by empty sites both before and after
only the quantityP. Then in the case of a strain along tke

the jump. An estimate yields V,~0.3eV.
axis the distances between oxygen lattice sites can be ex
pressed in terms d? in the following way:

P=Uyy— Uyy= (Cxxxx— Cxxyy)(o'xx_ O'yy)- i)

2. SIMULATION OF ANNEALING REGIMES

r01:g\/(1+ P)2+1, ro7=v2a(l+P), 3 The anneal simulation was carried out for an oxygen
index 6=0.05, which maximizes the critical temperatUrg
where a is the distance between the nearest-neighbofRef. 16, on a 44<44-site square. The ranges of variation
oxygen-lattice sites, and the indices correspond to site numwere T,=0.5-0.05eV for the starting temperature,
bering in Fig. 1. The o distance does not depend BnLet g=10"8-5x10"7 for the annealing rate, andP
us estimate the strain-induced change in the interaction po=0.0—0.05 for the strain. The maximum value Pfcorre-
tentials coupling the oxygen atoms. To do this, we use thaponded to the characteristic strain of films deposited on the
following analytic expressions relating the repulsive poten<customarily used substrates1—10%/ and was found to be
tials V,; andV; to the distance between oxygen atoms: high enough to reveal the effect of strain on the domain and
Vi1 Lexp—r/\) ) defect film structure. The situations found in the simulation
13 ' can be classified with respect to the temperature dependence
where\ is the screening radius, which in what follows will of the total oxygen-atom interaction energy in the following
be taken as equal to 1.6 8 As for the attractive potential way.
V,, we assume it to be a sum of two terms, a negative
attractive one, which only weakly depends on distance anf" High- To region (>0.22eV)
originates from covalent interaction of the copper atom lo-  Figure 2[region(1)] shows only two cooling curves for
cated between the two oxygen orbitals, and a positive repukhis group, which refer tor;=0.45eV. The curves calcu-
sive one, which is described by E@l). Equations(3) and  lated for lower values of; start with a steep decline, and at
(4), combined with the above numerical values of the correlower temperatures coincide with the curves in Fig. 2. This
sponding parameters, yield the following relations for theindicates the quasistatic nature of the cooling processes,
relative strain-induced changes of the potentials: which involve equilibrium phase fluctuations and depend
, only on the running temperature. In this case the temperature
olnVy=—2.1P, 4InV,=0, &inVy=-0.4%, degendence of th% fluc[;)tuation magnitudes can be Iou:sed to
and determine the temperature of the structural phase transition.
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T T T T mobile domain boundaries is free of excess energy. As a
200 (7) (2) (3) ] result, similar to the case of high,, the relaxation proceeds
5 5 through intermediate polydomain distributions, it is some-

what slower than that observed in regidn in Fig. 2, and is
followed by gradual expansion of one of the domains. This
. scenario likewise culminates in attainment of the minimum
energy and a similar defect distribution, which is shown in
Fig. 3c. ForP#0, the energy has no time to reach the equi-
librium level, which is due to formation of metastable point
defects, namely, vacancies at oxygen-chain breaking points
: and excess oxygen atoms between chains distant from these

Sl points (Fig. 3d. The density of atoms on the plane depends

S 1156 on the initial random realization of their distribution. The
EI g calculated total excess energy of metastable defects is
N ~30-80eV.
"1 p--005

-200

=400

0.4 i3 o0z o7 C. Low T, region (<0.11eV)
T, eV

It is this region that corresponds to the growth and an-
FIG. 2. Temperature dependence of the total oxygen-atom interaction e?€@l temperatures of real YBaus0;_; films. ForP#0, the
ergy in the CuO plane for different anneal temperatu®sregion of equi-  Situation does not differ qualitatively from that in regi®).
librium behavior,(2) and(3) quasi-isothermal relaxation regime giving rise For P=0, however, the process of spontaneous transition to
to formation of metastable point defec8+#0) or twins (P=0). Solid ar_1d the single-domain state has no time to come to completion,
dashed curves correspond to straitys 0.0 andP= —0.05. The annealing . . . . . .
rate isg=5x 10-%. The figures in rectangles refer to specific poitgse which results in fermauon of polydomain _d|str|but|ons and
Fig. 3. The inset shows the energy dispersion of the system, and the arrow@f the corresponding metastable defects in the form of do-
identify the tetra-ortho transition temperatures. main boundaries. One observes domain boundaries of two
types, depending on the magnitude ®&fFigure 3e and 3f
presents oxygen atom distributions obtained for two values
The fluctuation intensity for a given temperature can be esyf 8, 0.05 and—0.05, respectively. In Fig. 3e, the domain
timated from the rms deviatio(E) of the total interaction  poundaries are perpendicular to oxygen chains in domains of
energyE; derived directly in progressive computer calcula- one type and parallel to chains in domains of the other type
tions from its average valug,, obtained by smoothing. The (gp°-houndaries In Fig. 3f, the domain boundaries are ori-
correspondi_ng temperature depen.dences.are presented in FdGted at 45° to the chairié5°-boundaries With the domain
2. We readily see that compressive strain shifts the curvegoyndaries is associated the excess energy, and it is here that
and the transition point toward higher temperatufesvhich  {he fluctuators having the lowest activation energy are local-
is due to the increasing average energy of nearest-neighbgyeq (Fig. 3h and 3i. The total excess energy is calculated as
interaction. Also, the corresponding oxygen-atom distribu-_gg_160eV.
tion exhibits microdomains of one orientation oriRig. 33, Thus by properly varying the anneal simulation param-
which_ implies that the strain-induced transition tO_Si”9|e'eters(starting temperature, cooling and strain ratse can
domain state_ starts in the earliest stages of cooling. Thﬁ'eproduce the technological conditions of the growth and
P=0.0 case is characterized by a slower process of SPoNtannealing of YBaCus0;. s epitaxial films. It turns out that
neous transition to the single-domain state through intermey,e oxygen distributions forming in low-temperature quasi-
diate polydomain distributions of fairly large regiofig. jsothermal rapid relaxation of the oxygen system in the CuO
3b) and gradual expansion of one of them. This equilibriumpjane come closest to those observed experimentally. In par-
cooling ends eventually when the interaction energy andicylar, one typically finds polydomain distributions in the
point-defect concentration reach their minimuiigs. 3¢ form of bands with alternating orientatiguistributionse, f
and 4b. It should be pointed out that the results of simulat-;, Fig. 3. This appears to have particular significance, be-
ing the final stages in equilibrium cooling depend strongly oncayse earlier such distributions were obtained only when the
the nearest-neighbor interaction parameters and change Whﬁﬂ]g_range components of oxygen—oxygen interaction were

one includes the long-range elastic interacfion. taken into accourit.Investigation of these distributions may
shed light on the micromechanisms governing domain-
B. Intermediate T, region (0.11<T<0.22eV) boundary motion.

While the temperature dependence of the total energy in

this region obtained foP=0 does not coincide with the 3. STRUCTURE OF THE FLUCTUATOR SPECTRAL
. . ) ) . . DISTRIBUTION

corresponding curve in regiofl) of Fig. 2 in the closing
stages of relaxation, it nevertheless approaches it asymptoti- To understand the structural features in the DF spectral
cally. This is apparently favored by the presence of micro-distributions presented in Fig. 4, i.e., to establish their micro-
domains in the intermediate stages of the relaxation and bgcopic nature, consider the case of the most random atom
their subsequent gradual annihilation. The area covered hgistribution (Fig. 3b), which comprises the maximum num-
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FIG. 3. Spatial distribution of oxygen atoms at points &lenoted by figures in rectangles; see also Figul of barrier activation energiég—i) for oxygen

transitions to the vacant nearest-neighbor sites at points d—f. For each of the seven gray-scale code levels, the energ\ BgreBnEREV, starting from
the lowest(dark) level E,=0.5eV.

ber of various versions of possible nearest-neighbor envirorsions. Second, Table | reveals the following regularity. At-
ments around an oxygen atom. A fragment of distribution 2oms of the regular orthohedral pha&goms of group 1,

is displayed in Fig. 5. It is seen that the same atom may entexhich consists of five roughly equal subgroups, have the
different groups, depending on the four versions of transitiorhighest barriers. The appearance of various combinations of
to the adjacent site and on the corresponding valueg; of irregular atoms, which are shown in Fig. 5 and listed in
which, according to Eq(7), give different barrier heights Table I, is capable of reducing the number of subgroups in a
Ey . Obviously, the most probable will be the transitions in-discrete manner, and this accounts for the presence of the
volving the lowest barriers, and therefore out of the fourstructure itself, or, to be more precise, of the first five DF
values one should leave only the smallest. This factor, igroups. The energy of group 6 is equal to the barrier height
particular, was taken into account when constructing the spder an isolated atomYy,, and characterizes the type of the
tial barrier-energy distributions in Fig. 3. Of fundamental transition in which the condition\(;—V;)~0 is upheld. A
importance in an analysis of the situations depicted in Fig. 5feature characteristic of groups 7 and 8 is the inequality
as well as of Table | listing the corresponding interaction(V;—V,;)<0; Table I lists the corresponding examples of the
energies, is the small magnitude of the repulsive interactiotransitions. A more comprehensive description of the struc-
V3, and the insignificant difference between e andV, ture of these low-barrier groups would require already taking
interactions in absolute magnitude. First, this permits one tinto account the contribution to the interaction due toVhe
neglectVs interactions and to simplify the classification by potentials. There is, however, no particular need in this, be-
reducing considerably the number of nearest-neighbor verause the DF spectrum in the low-energy region is domi-
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FIG. 4. Spectral distribution of oxygen atoms in barrier energy for atom transition to the nearest vacant site; the distribution numbers in the rectangles
correspond to the points in Fig. 2. The fluctuator groups are also numtsmedurther.

nated by block boundaries, whose presence is characteriséc INTERPRETATION OF NOISE MEASUREMENTS

of YBa,Cuz0; films,” and which were disregarded in this o ] o
The DF spectral distributions displayed in Fig. 4 can be

work. used in noise studies by comparing them with the DF energy
distributionF(E), which can be calculated directly from the
| ’ ' : resu:‘ts oL_the correspohndingll n.oisehmeasurements. One should
. . . . . . L use for this purpose the relationship
°] o°02<5>% O'o O'o *o o'g e f S(E) 1
5332085 351 182302 "0 FE= vz iR ®
. 2e . . 1e 201 . e
3—OOOZ4OO1O1O11O1 _
|1 20; 3 0'6 501 :01 ;01 1'O wh_ereV and S\_,(E) are the voltage across a sarr_]ple_and its
®7 20 Se 02 62 TJe . noise, respectivelyiN, is the number of free carriers in the
| .O 41021 :ig 0.1 293 1911 O. sample,E=KT In(27fy) is the energy of the barrier which
0400470 ", 2292 03290, O can be overcome by an atom with thermal energy in a time
@. 778 6 o5 4(3.2 O' 24 932 2C2.1 1/f at a sample temperatuiie with the noise measured at
0.450.5 SQ.4 O. 11@33 8, Q. frequency f, famd T4 ! is the Debye fr_equency
34 0 0342 6 201120 0% ] (=10 3s™1). Figure 6 shows DF spectra, which were cal-
1% 32‘03 o 0 1°0 48055 o culated using Eq(8) and the noise measuremehts of
3" 7e4 o3 Te1 e . . YBa,Cuw,O; films on various substrates, presented in the
17,0 ?.2 204 4%.2 19.2 L O, form of a dimensionless functiom(E). These curves can be
64 0,°000,"0, ©, O, OU analyzed and compared with the results of the simulation in
— o ; T the following way:

(i) a(E) is the largest for films on Si substrates, which,
despite the presence of a Zr@uffer layer, have a poor

FIG. 5. An enlarged fragment of oxygen-atom distribution 2 presented in ; _ ; : : :
Fig. 3b. The figures are placed at the directions of oxygen transitions to thqua“ty from x ray diffraction measurements, in partICUIar’

H H H — 2\11/2 —3
nearest empty site and correspond to the DF group numbers in Fig. 4 arfa'gh 'ntemaj m|C|_'05treSSG{3§8> ={((dsclc) >} >6x10"7,
Table I. wherec is the lattice parameter along theaxis] and a small

c»*
b
o
w
o
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TABLE |. Types of oxygen atom transitioriluctuator model and interaction energies.

Examples of atom transitions
(the spatial coordinatd,y]

Fluctuator of the initial and final
group No. En, eV Vi Vs AV=V;—V, states correspond to Fig) 5
1 1.65 Y 3V, 3V,—V, [-4,1]—[-3,1]
2 1.30 v, 2V, 2V,—2V, [—4,—-4]—-[—-4,3
2V,+V, 3V, 2V,—-2V, [-5,2—[—-51]
3 0.95 V, 2V, 2Vi—V, [-1,-1]-[-1,-2]
2V, 2Vi+V, 2V,—V, [0,2]—-[-1,2]
4 0.67 AN,+V, 2V,+V, V=V, [3,—3]—[3,—4]
2V,+V, 2V, V=V, [—5,01—[—4,0]
5 0.48 ~0 vV, Vi [—4,-2]—[-3,—-2]
2V,+2V; 2Vi+V, -V, [4,—4]—[3,—4]
6 0.30 ~0 ~0 ~0 [-2,—2]—[—-2,—3]
2V;+V, 2V,+V, ~0 [—2,4]—[-25]
7 0.15 &, 2V +V, -V, [—6,00—[—6,—1]
3V +V, 3Vi+2V, V, [-6,—-5]—[—7,—5]
8 <0.1 Vi+V, V, -V, [-5,0—[—-5,—1]
2V, V, V,—2V, [4,—3]—[5,—-3]

Note.The ~ sign means that the entry was calculated in\the=0 approximationE,, is the barrier energy averaged over a fluctuator group.

radius of small-angle block&&0.04xm) of which this film  (8), if Sy(E)«1/f, then a(E)=consi; second, the DF dis-
is made. As follows from Ref. 7, for such values(@} the tribution over groups for these films is characteristic of the
energy dispersion of DFs of the same species in a sampi@ost random pattern presented in Fig. 3b and of the corre-
under study may be as high as 0.3—0.4 eV. As seen from Figponding spectrum in Fig. 4a. Note that the role of the low-
4, this is quite enough for the various DF groups to overlapenergy regions near twin boundaries can be played by the
and to form in this way a smooth spectral distribution, whichnoticeable part of the sample located close to the block
is exactly what is observed experimentally. First, the smootthoundaries.
behavior of thew(E) dependence for these films reflects the  (ii) Films grown on MgO substrates with a BaSrEiO
considerable interval within which the noise intensity fol- puffer layer exhibit the smallest(E) and a high structural
lows a 1f relation(1/f" with n=1) [as can be seen from Eq. quality ({(e)<1x10°3,T~0.2um). For these values dk),
the dispersion of DF energies is smaller than that in the pre-
ceding case, 0.1-0.2 eV, and this is what accounts for the
spectral features identified by arrows in Fig. 5. The steeper
course of thew(E) relation in the 0.3—0.9-eV interval sug-
gests that at these energies regions near the block boundaries
no longer provide an appreciable contribution to the DF
spectral distributiorfbecause of a larg&. Indeed, the clos-
est to this situation is the single-domain distribution in Fig.
4c, which contains a considerable concentration of meta-
stable point defects. The increment in the number of DFs
observed as one crosses over from five to three gr(ahmsut
a factor of temis in a good agreement with the increment in
a(E) found between the corresponding experimental fea-
tures in Fig. 5. Note that analysis of low-energy DF spectra
(<0.3eV) requires invoking a special simulation scenéfio,
which takes into account the possibility of oxygen atom gen-
eration at small-angle block boundaries.

The above calculations can be summed up as follows:

(1) An anneal simulation revealed three regimes corre-
sponding to three regions of the initial anneal temperature:
(&) quasi-equilibrium annealingp) an intermediate regime,
in which the system is transformed to a metastable state in
Zr0,/Si (triangles, NdGaQ (crossey and BaSrTiQ/MgO (circles sub- the prgsenge of uniaxial strain; afm a nonequ”lb”.um re-
strates. The solid lines were obtained by a polynomial smoothening of exdiMe, in which the system becomes metastable in both the
perimental data. The parts of the curves where the noise vs frequency relfpresence and absence of strain. It is regartbat relates to

tions are fitted by the correspondir®y,c1/f" curves are identified. The the real procedure by which YB@u;O;_ s epitaxial films are
arrows and figures relate to the position of the corresponding quctuatobrepared
groups numbered in Fig. 4. '

10 2]
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FIG. 6. Spectral distributions of fluctuators in Y®&akO; films grown on

(2) In the absence of strain, annealing from a low initial
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The paper provides the first demonstration of the efficiency of applying the magneto-optic
method to studies of the spatial and temporal magnetic-field relaxation in asCdia, film strip

after the transport current is switched on. It is shown that the evolution of magnetic flux
distribution is adequately described in terms of a modified Bean model with time-dependent critical
current. At a time 50 ms after the current is switched on, the critical current of the samples
studied decreases by15%. This proves the significance of thermally activated magnetic flux
motion (creep in the regime investigated. The magnetic vortex pinning energy has been
estimated as

Uy=~20kT. © 1999 American Institute of Physids$51063-783&9)00706-4

A number of studies have recently been devoted to deto study the evolution of the spatial magnetic-field distribu-
scribing the spatial distributioB(r) of the magnetic field tion in a YBgCuwO; film strip following current turn-on
and that of the currenf,(r), in superconducting samples of with resolutions of 4 ms and am. It was stimulated by our
different shapes$:® Investigation of the relaxation of these previous study* of the B(r) distribution in a film strip with
distributions in time B(r,t), following a change in the ex- a transport current close to the critical value. It had been
ternal magnetic field or the current through the sample is alséound that the results obtained cannot be described in terms
of considerable intereét. of the Bean modéf for a static magnetic-flux distribution at

This work reports on a combined studyBfr,t) (relax- a constant current. The agreement was reached only by in-
ation evolution in space and timmafter switching on of the cluding the thermally activated magnetic-flux moti@neep
current made by the magneto-optidO) method. This ap- after the current is switched on, which was done by computer
proach has the following merits: simulation. The objective of the present work was to search

(1) Itis known’ thatB(t) relaxation exhibits logarithmic ~for direct evidence for the significance of the creep.
behavior, so that the relevant experiments should be per- The YBgCuO; films were grown on a LaAlQ sub-
formed over a broad range of times. The disadvantage dftrate by magnetron sputterifiyX-ray diffraction and Ra-
using an external magnetic field, which can be changed to aman scattering measurements showedctlagis of the films
appreciable extent only on the scale of a few seconds, is thé be perpendicular to the substrate. The films exhibited a
in order to obtain reliable results one has to carry out obsethigh degree of orientation and a perfect crystal structure. The
vations over several days. An experiment making use of curstrips measuring 500100X 0.2um were prepared by pho-
rent pulses and an MO image-recording camera is capable ¢blithography. The transport properties of the samples were
covering a wider and more interesting time range extendingnvestigated with a standard four-probe arrangement. The su-
from a few microseconds to a few hours. Note that furthemperconducting transition temperature of the strips was
development of this method may be useful also in studies of ;=91 K, the transition width was less than 1 K, and the
such processes as macroscopic magnetic-flux jumps, annitgritical current density wag.=10° Alcm? at T=77K. The
lation of vortices and antivortices in the Meissner region,strip with the most uniform current-density distribution be-
etc®10 low the superconducting transition point was selected by

(2) Substantial penetration of a magnetic flux into a su-means of low-temperature scanning electron micros¢opy.
perconductor takes place only at currents close to the critical The MO method of visualization of magnetic flux distri-
threshold. Because the critical current density in high-qualitybution is based on the Faraday effect, i.e., rotation of the
HTSC filmsj(T<T.)~10"—1C A/cm?, one has to use nar- plane of light polarization by a magneto-optical indicator
row strips with a width=<100um to pass current pulses of film placed directly on the superconductor surface. The angle
up to 10 A. This imposes constraints on the required spatiabf rotation increases with increasing magnetic-field compo-
resolution of<1-3um, which is well within the capabili- nent perpendicular to the surface of the HTSC sample. A
ties of the MO method. bismuth-doped YIG film with in-plane magnetization served

In this work, the magneto-optical method was employedas indicator® The indicator film was coated with a thin

1063-7834/99/41(6)/4/$15.00 877 © 1999 American Institute of Physics
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FIG. 1. Schematic representation of current pulse profile. Porfie3cor-
respond to different instants of magneto-optic image recording.

specular aluminum layer providing double rotation of the
plane of polarization of incident light. The images were re-
corded with an 8-bit digital DCS420 Kodak camera. After
the recording the temperature was raised to 95 K, and the
indicator film was calibrated. This was done by determining
the dependence of the brightness of the indicator film image
obtained by the camera on the strength of the applied exter-
nal magnetic field. To exclude the effect of nonuniformities
in both the indicator film and the light intensity, the calibra-
tion was performed independently at different points with a
step of 20um.

The current through the sample was supplied in 50 ms-
long rectangular pulses, with the leading and trailing edges
shorter than 1 ms. The operation of the camera was synchro-
nized with the current supply, which permitted obtaining im-
ages a fixed time after application of the current pulse. The
images were obtained several times during a current pulse,
which is illustrated by Fig. 1. The camera exposure time was
4 ms. To reduce the distance between the MO indicator and
the HTSC film, the film with the smoothest surface was cho-
sen. Besides, the distance between the contact pads and the
strip was larger than the indicator size. The indicator was
9 um distant from the strip. The magnetic field generated in
the magneto-optic indicator by dn=1.4 A current was 1-5 FIG. 2. (a) Schematic representation of current-carrying YBaO, strip
mT, which is close to the Sensitivity limit of the method. and (b) its magneto-optic image for a current of 1.4 A obtained at 15 K.
Therefore all measurements were repeated five times with
accumulation to increase the signal/noise ratio.

Figure 2 presents an MO image of the HTSC strip re-center. The minimum is smoothed out, because the magnetic
corded at the end of a current pulse of amplitléel.4A at  fig|q js probed not in the superconductor plane but at the 9
a temperature of 15 K. The bright areas correspond to @m height of the MO indicator.
higher absolute magnetic field. The image is fairly uniform"  \ye snhall use the Bean model for a guantitative analysis

along the bridge, which evidences the absence of weas the experimental data. The current distribution in a thin
bonds and other macrodefects. The experimental magnetigyin calculated within this model can be writtén

field profile averaged over the strip length and corresponding —
to this MO image is shown in Fig. 3. The magnetic flux is 2 w —a

. I . Jx) | —arctan \/ =], [xI>a,
screened by the HTSC sample, which results in field maxima =< a—
near its edges. The left- and right-hand parts of the profile Je 1
relate to magnetic fluxes of opposite signs. The magnetic ’
flux does not penetrate into the central part of the samplavherea=w+1—(1/1.)?, 1.=2wdj, is the critical currentg

and, as a consequence, one observes a field minimum at tiee the thickness, andv is the halfwidth of the strip. The

@

a<|x|<w,
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FIG. 3. Profiles of the magnetic-field component perpendicular to sample
surface at a height of &m above a strip carrying 1.4-A current. Circles are . o o .
experimental data, and the solid line is a plot of a calculation made withinF!G- 4. Profile of magnetic-field variation during a 50-ms long current
the Bean model using as parameters9 xm andl .=1.8 A. puIsg,AB_(x)=|Bl(x)|—_|B3(x)\, whereB;(x) andB(x) are the proflles_
obtained in the beginning and at the end of the current pulse, respectively.
Circles are experimental data, and the solid line is a plot of a calculation
made within the Bean model using=2.1 A and 1.8 A as parameters for
L . . the beginning and end of the pulse, respectively.
magnetic-field component perpendicular to the film plane at

heighth can be calculated using the Biot—Savart—Laplace

equation
+5%. Using this result, one can derive the magnetic-vortex
, pinning energy. Assuming the vortex activation energy to
B(x)= 22 fw LJ(XI)dXQ (2)  depend logarithmically on current densfty,
27 ) _w h?+(x' —x)?

U(j)=UoIn(jco/}), ()

TheB(x) profile calculated from these equations is shown inone obtains a power-law relation for current density relax-
Fig. 3 by a solid line. The best-fit parameters used in theation in time. For the time dependence of the critical current

calculations aré.=1.8 A andh=0.18w. densityj., which enters Eq(1), one obtains the following
Let us turn now to the relaxation of thB(x) profile  expression:
during a current pulse. Figure 4 presents the profile of the (1) (t] 7) KTV, (4)

quantity AB(x)=|B1(x)| —|B3(x)|, whereB;(x) andB;(x)

are the profiles obtained in the beginning and at the end of where 7, is the reciprocal attempt frequentySubstituting
current pulse, respectivelpee Fig. 1. We readily see that j.(t;)/j(t,)=1.15, wheret;=4 ms andt,=50ms, yields

the change in the field is the largest at the strip edges, whileJ,~20kT, which is in accord with available dafafor

at the center the field practically does not change at all. Th&Ba,Cus0-.

reason for the profile relaxation is magnetic flux crées, a Thus we have demonstrated for the first time the effec-
result of which the magnetic field penetrates ever deeper inttveness of the magneto-optic method in studies of magnetic-
the sample after the current is switched on. Unfortunatelyfield relaxation in a YBgCu,O; strip in space and time fol-
the equation describing flux creep in a thin current-carryingowing turn-on of transport current. The observed evolution
strip does not allow analytic solution. Previous stutfiéé of the magnetic-field distribution is a direct evidence of the
show, however, that such relaxation can be described isignificant role played by creep when a magnetic flux pen-
terms of the Bean model with time-dependgpft). We  etrates into an HTSC strip carrying transport current. The
shall also use this approximation here. The solid line in Figflux creep can be adequately described in terms of the modi-
4 is a plot of AB(x) calculated using Eqgl) and (2) with  fied Bean model with a time-dependent critical current. Es-
the critical currentd .=2.1 and 1.8 A corresponding to the timates show that the effective critical current, which is a
beginning and end of the current pulse. The agreement bgarameter of the model, decreases~¥$5% in 50 ms after
tween the experimental and calculated relations suggests thiee current is switched on. This yieldi$,~20kT as an es-
existence of flux creep during a current pulse. An estimate ofimate for the vortex pinning energy. Studies over a wider
the change in the critical current during the pulse yields 15ange of currents, temperatures, and times, which are
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8A. VI. Gurevich and R. G. Mints, Rev. Mod. Phys9, 941 (1987).

Support of the Norwegian Ministry of Science and of the °R. G. Mints and E. H. Brandt, Phys. Rev.5, 12421(1996.

_ y o i ana
Russian program on superconductivitBrants 96071 and K- H-Muller and C. Andrikidis, Phys. Rev. B9, 1294(1994.
M. E. Gaevski, A. V. Bobyl, D. V. Shantsev, Y. M. Galperin, T. H.

98031 is gratefu”y aCknOW|edged' Johansen, M. Baziljevich, and H. Bratsbe(tg be published in Phys.
Rev. B).
*)E-mail: bobyl@theory.ioffe.rssi.ru 12C. p. Bean, Phys. Rev. Le8, 250(1962.
DPermanent address: A. F. loffe Physicotechnical Institute, Russian Acad®S. F. Karmanenko, V. Y. Davydov, M. V. Belousov, R. A. Chakalov,
emy of Sciences, 194021 St. Petersburg, Russia. G. O. Dzjuba, R. N. Il'in, A. B. Kozyrev, Y. V. Likholetov, K. F.
Njakshev, I. T. Serenkov, and O. G. Vendic, Supercond. Sci. TecBnol.
LE. H. Brandt and M. Indenbom, Phys. Rev4B, 12893(1993. 23(1993. ;
2E. Zeldov, J. R. Clem, M. McElfresh, and M. Darwin, Phys. Revd®  '*V.A. Solovev, M. E Gaevski, D. V. Shantsev, and S. G. Konnikov, Izv.
9802 (1994. Ross. Akad. Nauk, Ser. Fig0, No. 2, 32(1996.
3Th. Shuster, H. Kuhn, E. H. Brandt, M. Indenbom, M. Koblischka, and °L. A. Dorosinskii, M. V. Indenbom, V. I. Nikitenko, Yu. A. Ossip’yan,
M. Konczykowsky, Phys. Rev. B0, 16684(1994). A. A. Polyanskii, and V. K. Vlasko-Vlasov, PhysicaZD3, 149 (1992.
“R. J. Wijngaarden, H. J. W. Spoelder, R. Surdeanu, and R. Griessen, Phy$M. McElfresh, E. Zeldov, J. R. Clem, M. Darwin, J. Deak, and L. Hou,
Rev. B54, 6742(1996. Phys. Rev. B51, 9111(1995.
5T. H. Johansen, M. Baziljevich, H. Bratsberg, Y. Galperin, P. E. Lindelof, M. V. Feige'man, V. B. Geshkenbein, and V. M. Vinokur, Phys. Rev. B
Y. Shen, and P. Vase, Phys. Rev5B, 16264(1996. 43, 6263(1991).

®A. A. Polyanskii, A. Gurevich, A. E. Pashitski, N. F. Heinig, R. D. 18C. W. Hagen and R. Griessen, Phys. Rev. L&2.2857(1989.
Redwing, J. E. Nordman, and D. C. Larbalestier, Phys. ReS3B687
(1997. Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 6 JUNE 1999

Influence of transport current and thermal fluctuations on the resistive properties
of HTSC +CuO composites

M. I. Petrov, D. A. Balaev, K. A. Shaikhutdinov, and K. S. Aleksandrov

L. V. Kirenski Institute of Physics, Siberian Branch of the Russian Academy of Sciences,
660036 Krasnoyarsk, Russia

(Submitted September 22, 1998

Fiz. Tverd. Tela(St. Petersbuigdl, 969—-974(June 1999

Measurements of the temperature dependence of the electrical resiB{@ncbelow the
superconducting transition temperature have been performed at different values of the transport
current in HTSC-CuO composites modeling a network of we@k | —S Josephson

junctions G—superconductor]l—insulatoy. It has been shown experimentally that the
temperature dependenB¥T) at different values of the transport current is adequately described
by means of the mechanism of thermally activated phase slippage developed by Ambegaokar
and Halperin for tunnel structures. Within the framework of this model we have numerically
calculated the temperature dependence of the critical culgém) as defined by various

criteria. Qualitative agreement obtains between the measured and calculated temperature
dependenced.(T). © 1999 American Institute of Physids$S1063-783409)00806-(

Reference 1 presented results of a study of the effec?. RESULTS AND DISCUSSION

of thermal fluctuations on the resistive properties of ,
HTSC+CuO composites modeling a network &1—S The Debye plots of the composite samples reflected the

contacts. It showed that the temperature dependence of t{€!l-known fact of the absence of any chemical interaction
resistanceR(T) below the superconducting transition tem- Petween CuO and Yl uz,Ba,Cu;0; (Ref. 10 under ordi-

perature in the limit of an extremely small measurement cur"a"y conditions for ceframe technology. devend -
rent density is well described by the well-known mechanism  Méasurements of the temperature dependence of the
of thermally activated phase slippa@eAPS).2 Good agree- magnetization of the composite samples in a 100-Oe field

ment has also been obtained for solitary HTSC transi-Showed that the samples all had the same superconducting

tions#~® Reference 3 predicted theoretically that an increasérfans't'on temperatu_rg, equal to 93.5 K which corresponds
in the transport current would cause additional broadening o\f\”th t_he T of the original HTSC material. .

the resistive transition. The present paper presents the results Figure 1 plots the C_:VC s of the.composne .Sampl.e.s' The
of an experimental test of this prediction on the same object VC of sampleS+13 is characterized by an insignificant

on which good agreement between experiment and theorSZ«:Ef‘S.S current, while the CVC of samﬁgr SQI POSSESSES a
had been obtained for a small measurement cufrent. ignificant excess voltage~(2 V/cm), which is characteris-
tic of quasi-tunneling structuré$.As the volume fraction of

CuO in the composite is increased, the differential resistance
increases, which indicates an increase in the effective thick-
ness of the insulating interlayers in the composites.
According to the classical work by Ambegaokar and
Halperin? the current—voltage characteristic of 8a-1—S

Composite samples with different volume fraction of thelunction under the action of thermal fluctuations is given by
HTSC Y,,,Lus,Ba,Cu0, were synthesized by rapid sinter- the following expressior(the basic notation here is taken
ing (2 min at 910°C followed $ 3 h at 350 °C): for the from Ref. 3:

1. EXPERIMENT

details see Refs. 1 and 7. We denote the sampl&stdsl V 4 om
and S+ 301, where the number before the letteindicates V=TI RS —{ (eﬂx—l)l“’ dzpf(w)}
the percent volume fraction of CuO in the sample. "N Y 0

Although CuO is a semiconductor, at temperatures be-
low 100 K its resistivit§ p is 10-12 orders of magnitude X
greater than the value @f of the HTSC, and for this reason
in the present context CuO can be treated as an insulator. \yere
Resistance measurements, and measurements of the

+[Tay fo‘”dww}_l, ®

27 1
jo W ()

current—voltage characterisf€VC) were performed using f(¢)=exp(0.5y(x+coq ¢))),
a standard four-probe technique. The experimental values of

the critical current), were determined using the generally _ hly(T) o
accepted JuV/cm criterion® YT ekt 0 T 1(T)’

1063-7834/99/41(6)/6/$15.00 881 © 1999 American Institute of Physics
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12 dependence of the critical current predicted by Ambegaokar
and Baratoff A—B, Ref. 13 and the theoretical dependence
predicted by Furusaki and Tsukud&{T, Ref. 14 for a
classicals-type pair. The difference in tha—B andF—-T
dependences is that tlle— T dependence, following Furu-
saki and Tsukuda, is calculated for a finite thickness of the
insulating barrier in the&s—1—S Josephson junction. In the
limit of large thicknesses of the layer in theF—T model
goes over to thé&— B dependence. The fitted curves in Figs.
2(b) and 3b) were calculated using the dependence for
J.(T) denoted by Furusaki and Tsukada in Ref. 14 as No. 1.
This dependence fal.(T) is reproduced in Fig. 4labelled
asF—T). The fitted curves in Figs.(d and 3a) were cal-
culated using thé&— B dependence fai.(T) (Ref. 13. The
corresponding values of the fitting parameters are given in
the captions to Figs. 2 and 3. Formally, the quaniitf0) is
a fitting parameter; however, the fitted value Q{0) ob-
FIG. 1. Current-voltage characteristics of the composite sang1e30l tained forS+ 30l is equal to 0.96 A/cr) which is close to
(1) andS+15 (2) at 4.2 K. the experimental valuel,(0)=0.88+0.05A/cn? obtained

by extrapolation tolr =0 K from helium temperaturegThe

, . difference inJ;(0) using theA—B andF — T dependences is
[,(T) is the maximum Josephson current at the temperaturﬁeg“gib@_ For sampleS+ 151 this agreement is somewhat

T in the absence of thermal quctuaFio%and Ry is the re-  hoqrer(the fitted valued (0)=1.6 Alcr?, the experimental
sistance of the junction a8t=T.. We introduce the notation value J (0)=2.00+ 0.05 Alcrr).

C=rlekRy. It can be seen from Figs. 2 and 3 that good agreement
obtains between the experimental cury€T,j) and the
curves calculated for the samg#e- 301 over the entire range

of currents and temperatures. For the sampiel5l the

As was shown in Ref. 3, in the limit of a very small transport
current Eq.(1) reduces to

) . agreement between the calculated and experimental depen-
lim —=[1o(0.59)]"%, (20 dences is somewhat poorer, this discrepancy being especially
X0 noticeable at large values of the transport current.

wherel is the modified Bessel function. It is possible to explain this discrepancy as follows. It

The successful application of the Ambegaokar—Halperircan be seen from Fig. 1 that the CVC of the sam$le
theory describing the dependenceR(T) below T, in the 430l has a quasi-tunneling charactexcess voltagewhile
limit of a small transport current to the processing of experi-the CVC of the sampl&+ 151 does not possess an excess
mental results'? using formula(2) gives reason to assume voltage, i.e., the influence of the natural boundaries, which
that this theory can be also used to describe the results dfave a metallic characté?,on the transport properties of
experiment with finite currents in HTSC—insulator compos-these composites is still large. The Ambegaokar—Halperin
ites. theory was developed for tunnel structures, which also ex-

In order to compare the results of experiment with theplains the good fit for the samp&+ 301 and the less-than-
conclusions of the theofywe measured the dependencegood agreement fo+ 15l .

R(T) of composite samples for different values of the trans-  The decrease in the fitting parame€mwith increase of
port currentj in the temperature interval 4.2—100 K. The the CuO contenfsee the captions to Figs. 2 andr&flects an
results are shown in Figs. 2 and(@rcles. Let us consider increase in the differential resistance of the samples, since it
the form of the experimental dependenceR¢T). The tem-  satisfiesC~ 1/Ry (Ref. 3, which is clear from the experi-
perature of the onset of the transition to the superconductingnent, see Fig. 1.

state does not depend on the magnitude of the transport cur- Let us now consider the problem of the disagreement
rent and is 93.5 K. At this temperature an abrupt decrease ibetween the experimental temperature dependence of the
the resistance is observed, associated with the transition afitical current and theéA—B and F—T theoretical depen-
the HTSC grains to the superconducting state. This decreaskences ofJ.(T). In Fig. 4 the circles represent the experi-
is followed by a smooth “tail” associated with the transition mental J.(T) dependence of the composite samples
of the network ofS—1—S junctions. As can be seen from S+30 [Fig. 4a)] andS+ 15l [Fig. 4(b)]. These figures also
the figure, as the measurement current is increased the temeproduce thé—B andF—T J(T) dependence from Refs.
perature at whiciR=0 occurs drops considerably. 13 and 14, respectively. Although the—B andF—T de-

The solid lines in Figs. 2 and 3 are the results of apendences were employed successfully as unperturbed val-
theoretical calculation of the temperature dependenceges in the processing of the experimenk{T,j) depen-
R(T,j) using formula(1) predicted by Ambegaokar and dences, as we emphasized eari€there is a fundamental
Halperin® For the temperature dependence of the maximundifference (even in the sign of the curvatyréetween the
Josephson curremi(T) we used the theoretical temperature experimentally observed and theoretidg(T) dependences
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89K (a), and using thé=—T temperature dependen¢Ref. 14, C

800, T.=

FIG. 2. Experimental dependenB¢T,j) for the compositeS+ 30l (circles. The solid lines ploR(T,j) calculated from Eq(1) using theA— B temperature

dependence of the critical currefiRef. 13, C

temperatures for each sample ahgT) was calculated ac-

of A—B andF —T. Obviously, the temperature region where present work this was done in the simplest way, namely that
should be modified to allow for thermal fluctuations. In the cording to different criteria.

the TAPS mechanism is realized is characterized by zerthe CVC was calculated according to E4d) for different

critical current; therefore the temperature dependei¢€)
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FIG. 3. Experimental dependenB¢T,j) for the compositeS+ 15 (circles. The solid lines ploR(T,j) calculated from Eq(1) using theA— B temperature

dependence of the critical currefiRef. 13, C=900, T.,=89 K (a), and using thé=—T temperature dependen¢Ref. 14, C
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FIG. 4. Experimental dependendg(T) for the com-
posite sampleS$+ 30l (a) andS+ 15 (b) (circles, and

the A—B andF —T theoretical dependencds(T), re-
produced from Refs. 13 and 17 (=89), respectively.
Also shown are curves of the temperature dependence
of the critical current calculated from E() according

to different criteria (from top to bottom:
1x1073V/em, ..., 11078 V/cm) using theA—B de-
pendencel (T) (solid lineg and theF — T dependence
Jo(T) (dotted lines.

ciently far (~15—20K) from theT; “banks,” the experi-

voltage curvegfrom 1x10 8V/ecm to 1x10 3V/cm) are
plotted in Figs. 4a) and(b). The dashed curves were calcu-
lated using theA—B theoretical dependence fdz=3800
[Fig. 4@)] and forC=900[Fig. 4(b)]; the dotted curves were
calculated using thé=—T theoretical dependence fdat
=1000[Fig. 4(@] andC=1300[Fig. 4(b)]. As can be seen,

quadratic law. This has been widely discussed in the litera-
ture for several years; see, for example, Refs. 16 and 17. It
has been shown theoretically that suppression of the pair
potential at theS—1 interface gives rise to a quadratic de-
pendence od.(T) (Ref. 16. In addition to this, works have

the calculated dependence &f(T) has the same sign of appeared recently which have theoretically examined the
curvature as the experimental. This can be considered as sitgmperature dependence of the critical currentSefl —S

nificant progress in the description of the transport propertiefunctions for nonstandard pairing mechanisms. For example,
of HTSC Josephson structures. At high temperatures, suffin Refs. 18 and 19 it was shown theoretically that in a pairing
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We consider a generalization of BCS theory to the case where the energy spectrum of parent
charge carriers near the Fermi energy has a nonlinear character. This nonlinearity can

cause an abrupt decrease in the coherence length, growth of the density of states and transition
temperature, and non-analyticity of the vertex part as a function of the momentum. As

the density of states increases the model exhibits a tendency toward negative curvature of the
critical field at the transition pointalthough a sign change of the curvature is possible

near iy. Positive curvature can show up upon depletion of the density of states, which in fact
corresponds to a departure of the crystal parameters from the conditions maximizing the
transition temperature. €999 American Institute of Physids$$1063-783@9)00906-5

For type-ll superconductors the upper critical fiéld, parent particleg(p) near the Fermi wave vecté&r can have
is a most important characteristic. On the one hand it is quite. nonlinear charactét. The classical BCS theory has
sensitive to the initial prerequisites of the model under con£(p)=vep and p=k—kg, whereve is the Fermi velocity,
sideration, and on the other, well-developed methods exigthich is independent gf. This ensures a constant density of
for measuring it, and the number of experimental papers oftatesN(&). The simplest nonlinear approximation&fip) is
this question is largé:® One of the problems which has given by a power lawé(p>0)=ap™, wherem is not an
recently received much attention is the question of the beinteger, and the coefficient must be determined from the
havior of H.,(T) near the transition poirf,. The classical nhormalization condition olN(¢). Note that the behavior af
result following from the BCS theory and also from the phe-for p<<0 can be important for extinction of the Coulomb
nomenological Landau—Ginzburg theory gives the linear deState. In this sense odd continuation is optinlp<0)=
pendenceH ,~T.—T (Ref. §. This dependence remains —@|p|™ In the BCS theonym=1 anda=v¢; the straight
valid in more complex models including, for example, a con-lin€ 1 in Fig. 1 forms a boundary between two nonlinear
sideration ofp pairing and a number of additional interac- €N€rgy spectr&(p): a spectrum withm>1, which has a
tions leading to growth of the number of coexisting phdses.2€r0 derivative ap=0 and an enhanced density of states,

The available experimental data are quite varied: in Refs. #nd @ spetl:trum With'”,<1'fWhiCh has anhinfinite dgrivativfe
and 4 a linear law is closely borne out, with Ref. 2 pertainingand a depleted density of states. For the approximate form

to high-temperature superconductors and Ref. 4, to low3d'VeN above, 2;_(p)=am|p|m 5 _In such a generalized
temperature superconductors; Ref. 8 provides data on ﬁlm£nOOIeI the analy_tlc form of the main parameter of the theory
in Refs. 1 ad 3 a deviation from the linear law with the §o, the correlation length & =0, varies, and as a conse-
appearance of positive curvature was observed, and in Ref.

ence also the expansion parameter of the contribution of
almost with zero slope ak, although there is a segment of the Cooper diagrarhi(q) (Ref. 12. Indeed & =#/4p, and
linear dependence near it. Writing in the spirit of scaling

in the BCS theory, as a consequence of the finiteness of
conceptsH ,~ (1—T/T.)?”, we find data forr=0.65-0.8

5p~5§/UF~A0/UF~TC/UF, i.e., fOZhUF/TC (AO is the
. , . X ) width of the energy gap at=0). In the model with power-
in Ref. 9, while we have_ n the bipolar model of high- law nonlinearities the variatiod¢ is characterized by the
temperature superconductivigy=3/4 (Ref. 9 and for fluc- magnitude itself of the variation, i.eé=a|sp|™, and
tuational corrections’=2/3. In discussions of this question Sp~(8¢la)™ hencegy~(alAg) M~ (alT)Y™ (A, and
reference is frequently made to the experimental difficulties]-c are proport’ional in this case ¢
of determining the transition point in the presence of a mag- ~ For estimates it is convenient to have expressionggor
netic f|el?<)j;)rc(H) (Ref. 10, and also to inhomogeneities and i, terms of the conduction-band parameters. In the BCS
defects?*® Also, if vortex motion is present, thep#0  theory, bearing in mind that the Fermi leyels found some-
the temperature at which the pinning mechanism operates. ¥an write#iv .~aW~W/kg, wherea is on the order of the
this regard, of compelling interest is the question of the rolgattice constant. Therg,=(W/T)kz1. In the nonlinear

of the magnetic field in the suppression of superconductivitynodel N(¢) has a singular character for>1
(without invoking secondary reasgns

1. Here we consider this question within the framework
of a generalized BCS model in which the energy spectrum of  N(&)=(1—s)N,(W/2)%&75, s=(m—1)/m. (1)

1063-7834/99/41(6)/3/$15.00 887 © 1999 American Institute of Physics
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E(p)

FIG. 1. Energy spectrum of parent particles niea(p=k—kg): 1—BCS;
2—with enhanced density of state®'—even continuation o® into the
regionp<0; 3—with depleted density of states.

HereW has the meaning of the range of energies affected bl
the topological singularity in the energy spectrum respon-

sible for the nonlinearity of(p) (an upper limit for it is the
width of the conduction bandN.= 1Mo is the mean den-
sity of states, and is the volume of the unit cell of the
crystal. Expressiofl) makes it possible to estimate the pa-
rametera: o¥M=kZ/2r°Ny(W/2)3, i.e., in order of magni-
tude the quantities™~aW™, henceéo~(W/T.)YMk-1.
The presence of the power-law exponennign the large
parametefV/T . is very important since with growth oh &,
falls rapidly. This is in qualitative agreement with the ten-
dency observed in the new superconductors for whjgh
~(1-10)a, in contrast with low-temperature superconduct-
ors, for whichéy~ (10°- 10" a. The decrease i, is linked
with the nonlinearity iné(p) and growth of the density of
states. Thus, fowW/T.=10° the BCS theory hag,=10%a,
but here form=2 we have¢,=10?a~30a, and form=3
we haveé,=10a. The expansion parameter fi(q) is now
N =£,0/2=(WIT.)¥™(q/2ke), and since in a magnetic field
H the spatial inhomogeneity is defined by the characteristi
quantityqf,=2e H/%ic, in the zeroth approximation we have
the estimateH .,(T) ~k2(T¢/W)?M(T,—T).

Note that studies of the Fermi surface of new superco
ductors point to the possible existence of various topologic

N(£) and alsovg(k) can vary quite abruptly® Important
here are not only the quantitidé and v themselves, but
also their rate of change in the energy interwgl where the
coupling constang+#0. In particular, a decrease in:(k)
causes a growth dfl, an increase off., and a number of
other features! Although we limit the discussion here to the

isotropic model, this is not a loss since it preserves the main
physical content, specifically the quite rapid variation of the

velocity v(k) =d¢,/dk of the parent charge carriers in the

n-

i

configurations of this surface near which the density of state

N. V. Shchedrina and M. I. Shchedrin

vicinity of w. This means that we assume the existence of a
region of inflection of the energy surface of the parent par-
ticles g near u, whered¢,/dk and, possibly, some higher
derivatives vanish(for m fractional, singularities appear in
the higher derivatives In the isotropic case here, the Fermi
surface is sphericafor cylindrical in the two-dimensional
case, so that what is important here is not properly the shape
of the Fermi surface but how rapidly the equipotential sur-
faces shift with variation ok.

2. The nonlinearity of¢, affects dynamic and static pro-
cesses differently* In the static limit

H(q,T)=(—k,2:/8772)f dpf dxtanh £,./2T)
+tanh(é_/2T)](&, +€) 7, 2

where &, =&(p+qgx/2) and é_=&(p—qgx/2), the integral
over p extends over the range—(pg,po), Wherepg is de-
fined by the regiorw_ , and the integral ovex extends over
the range ¢ 1,+1). In a magnetic fieldH, in the vicinity of
the transition temperaturé., where the energy gap is
small, the connection betwedn andH is determined by the
equationA(r)=gfIIy(r’,r)A(r")dr’, andIIy(r,r")~II(r
—r")exdi(2e/c)A(r")(r—r")], whereA is the vector poten-
jal. HereIl(q,r)=II[q—(2e/c)A(r)], so that the opera-
or Il has the same eigenfunctions and eigenvalues as
g—(2e/c)A(r). Since the eigenvalues of the square of this
operator are knowng?=(n+1/2)(4eH/%c)+q2, in the
isotropic case the operatdi(q) has eigenvalues$l(q,).
Therefore the behavior dfl,(T) is found by solving the
equation I1,(qy,T)=Io(T,)—IIy(T), so that we are
mainly interested in the asymptotic limil;(q)=1I(q)
—1II, for q—0, wherelly(T)=1I(T,q=0), and the tem-
perature dependend&y(T).

Let us discuss the behavior ¢f(q) for different m.
First of all, the BCS casem=1, is exceptional since
N=const and the integral in Eq2) does not contain any
singularities. As a consequence of this, it is possible to ex-
pand ing under the integral. This simple behavior is also
manifested in the spatial Fourier component of the Green’s
function G(w,R)=f(dp/27r)eprpR)(iw—§p)‘1, whose
behavior is determined only by one simple pole
pc=iW/vg, which inTI(q)=(—Tk3/7)2 fdxfdRG w,R)

X G(—w,R)exp(gxR) gives a power series 2. For

- 1, as a consequence of the dependenchl @i ¢, the

analytic properties o6 are complicated considerablgven

for integer values ofm there can be branch points, and real
arts appear in the poles, so ti&{R) is no longer a simple
ecaying function For this reason, the asymptotic behavior
of expression2) must be determined after taking the inte-
grals. Note that not all parts of the asymptotic expansion are
equally sensitive to the value ofi. The most sensitive is
[Ty, which determined .,

Io(T) = (kZ/2m?ma™) f détanh( &/2T) ¢ 5+

= (KET/w?mar™sin(7w/2m) >, o@m=2), (3
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where the upper limit of the integral ovéris wy, and the
sum is taken over positive frequencies. o<1 the main

contribution to expressio(8) comes from the vicinity ofv,

N. V. Shchedrina and M. I. Shchedrin 889

To first order, we have from expressio and (7) to
within ~ numerical ~ factors H,(T)~THVm(im-1
—T¥™=1) 'm>1. At the transition poinT itself the second

(for m=1 this is the logarithmic behavior in the BCS derivative ofH,, is negative, but folf<T it can change
theory. Form>1 the integral and the sum converge rapidly;sign_ Thus, form=1.1 this happens & ~0.2T.. In prin-

therefore the upper limit can be extended to infinity. This

means that the main contribution comes from sn§al2T.
In this case

Ho(T) - _ k|2:7Tl/m_3(1_ 21/m— 2) é'(z
— 1/m)/m sin( 7r/2m) g UmT (1= 1m) (4)

where { is the zeta function. Fom=1 T, falls to zero as

ciple positive curvature could be provided by the following
term of the asymptotic expansion with exponent2, but
under the condition that the coefficient be negative; however,
for 1<m<3/2 we have 3x2m+ 1<4, and where&C;>0 the
power ofq in B(\) is less than four an€,>0; therefore
the tendency toward negative curvature 8, at T is
greater for m>1. For 1/X<m<1l we have

: /m— - :
g—0, while form<1 we have the case of weak supercon-Hea(T)~ T /™(T™" 1~ T1M"1) Here the second deriva-

ductivity, where the condition for the appearanceTgfis

tive atT, is also negative; however, the temperature at which

quite strict: gNg(wo/W)Y™"1>1 i.e., a threshold arises, it changes sign is closer .. For m=0.7 it is T=0.4T,

and I1o(T)~ — (1) ¥™(1—m) toi™ 11— (2T/we) ™1
XC(m)] where C(m)=22"Y"(1-22"Y™T(1/m){(1

and for m~1/2 it is T~0.5T.. Finally, for m<1/2 non-
analyticity arises in expressidi), which indicates that pow-

—1/m). In general, fom>1 expressiori2) does not expand ers of g with exponentr<2 are possible. In this situation

in a series ing? and contains terms proportional ¢g™" 1.
To estimate the part of expressiéB) that depends oy,

H., can have positive curvature even for zero derivative.
Note that this situation corresponds to depletion of the den-

11,(q,T), we utilize the circumstance noted above that thegjry, of states near the Fermi surface and should be accompa-

main contribution to the integral comes from sméallThis

makes it possible to expand taph{gx2) into series under

the conditionaq™<2T

I1y(T)=(1/3)(kg/2m?)(L/2T)(2T/a) "C[A(q) + B(q)],
©)

nied by an abrupt decrease ©f. In fact, depletion of the
density of states occurs when the structure of the crystal and
filling of the conduction band deviate from optimal condi-
tions ensuring a maximum transition temperattireost of-

ten it is under these conditions that positive curvature with
almost zero derivative is observed.

whereC; is a numerical factor which depends on the param-

eterm andA(q) is an analytic function of?. It is expressed

in terms of the dimensionless variableas
AN)=—2(m+1)+[(1+\)2MFD— (1 —))2mED/\
—(1—\?)CM D2 (2m+1)F(—m,1/2,3/2)?),
(6)

whereF(a, 8,7;X) is the hypergeometric function. For small

\, it becomesA(\)~C,\2—C3\*%, whereC, and C; are
numerical coefficients which depend om C,>0, butC,

>0 for m<3/2 andC3<0 for m=3/2. The second term in

expression6) is equal toB(\)=C,\?"*"1 C,>0.

3. Thus, the expansion dfi(q) in noninteger values of
m>1 contains both an analytic part @t and a non-analytic

part in g (for integer values ofm II is analytig, but the
lowest degree of] is 2. Therefore, the coefficient of can
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Charge states of atoms in HgBa ,CuO, and HgBa ,CaCu,Og lattices
V. F. Masterov,*) F. S. Nasredinov, N. P. Seregin, and P. P. Seregin

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
(Submitted October 20, 1998
Fiz. Tverd. Tela(St. Petersbuigdl, 979-981(June 1999

Mossbauer emission spectroscopy on &f@u(®’zn) isotope has been used to determine the
parameters of the electric-field gradient tensor at the copper sites of the,EgBaCu,0,,,
lattices h=1,2), as well as to calculate these parameters in the point-charge approximation.

An analysis of the results, combined with available NQR literature data fot*@e isotope, has
shown that the best fit of calculated to experimental data can be reached by assuming that

the holes due to the presence of defects in the material localize primarily in the sublattice of the
oxygen lying in the copper plane. @999 American Institute of Physics.

[S1063-783%9)01006-7

HgBaCa,_;Cu,0,,.» (n=1,2) compounds and The crystal-field EFG tensor can be calculated in terms

HgBaCaCuO are typical representatives of highsuper-  of the point-charge model, and therefore by comparing the
conductors, and determination of the charge state of the oxyexperimentalC(Zn), and calculatede Q(1— y)V,,, values
gen atoms in HgBaCaCuO lattices, which play a decisivedne can determine the effective charges of atomic centers at
role in the onset of superconducting state in these ceramickttice sites.
is a problem of considerable current interest. This work re- We calculated crystal-field EFG tensors for the copper
ports on the use of Msbauer emission spectroscdES) sites on the HgBaCaCuO lattices. The lattices were consid-
on the ®’Cu(®’Zn) isotope to determine the charge state oféred as superpositions of several sublattices, namely,
atoms in HgBaCaCuO lattices. [Hg][Ba,[Cul[O(1),][O(2)] and [Hal[Ba:][Cal

The HgBaCa,_; ®'Cu,0,,.» Mossbauer sources were [Cly][O(1),][0(2),], and the EFG was calculated as a sum of
prepared by diffusion doping HgB@aCuyOg (1212 (T, the contributions due to these sublattices. Note that ttfig¢ O
=91K) and HgBaCuO, (1201 (T.=74K) compounds atoms share the same plane with copper atoms. The struc-
with the 8’Cu isotope at 450°C for two h in an oxygen tural data needed for the calculations were taken from Refs.
atmosphere. Th&’Cu(®’Zn) Mossbauer spectra were mea- 1 and 2. The lattice sum tensors for the copper sites due to all
sured at 4.2 K with 8’ZnS absorber. Figure 1 presents typi- Sublattices are diagonal with respect to the crystallographic
cal spectra, and Fig. 2a, the results of their treatment. It wagxes and axially symmetric.
assumed that th€Cu parent isotope introduced by diffusion ~ Taking y=—12.2(Ref. 3 andQ=0.174 b(Ref. 4 for
doping occupies copper sites in the lattices, with the daughthe °’Zn** centers, one obtains within mod&l correspond-
ter isotope®’Zn remaining there. Because copper atoms ining to standard valence states of the atoms involégf*,
the (120 and(1212 lattices sit at the only1,2] site, itwas  B&*, Ca&*, Cw*, 0*7) eQ(1-y)V,~67MHz for the
expected that’Cu(®’Zn) Mossbauer spectra of these samplescopper sites of the HgB&uUQ, lattice, andeQ(1— )V,
(compounds would correspond to the only state of the ~73 MHz for the copper sites in the HgB2aCyOs lattice.
67702+ Mossbauer probe at the copper sites. As seen fronthese values differ substantially from the experimental val-
Fig. 1, the®"Cu(®"zn) spectra of both compoundtheir ce- ues of C(Zn). The nature of this difference can be estab-
ramics are indeed quadrupole triplets corresponding to thdished by a combined analysis 8fCu(®’zn) MES data and

only state of thé’Zn?" probe. nuclear quadrupole resonan@QR) measurements on the
In a general case, the measured quadrupole couplinﬁg3CU isotope for copper sites_inthe Cuprate_lattices. Figure 2a
constantC=eQU,,/h is a sum of two terms: presents &C(Cu) vs C(Zn) diagran®. For divalent copper
compounds, the experimental data can be fitted with a
eQU,=eQ(1—y)V,;+eQ(1—Ry)W,,, 1) straight line
where Q is the quadrupole moment of the probe nucleus, C(Cu)=197-11.3C(Zn), ©)

U,,, V,,, andW,, are the principal components of the total, h q i
crystal-field, and valence-electron electric-field gradientW ereC(Cu) andC(zn) are |n'MHz. L
It was shown that the main reason for the deviation of

(EFG) tensors,y and R, are the Sternheimer coefficients of : . o
the probe nucleus, artuis the Planck constant. experimental data from the straight lif® is that the copper
' valence differs from .

In the case of thé’Zn*" probe, the valence-electron - _ _ _

contribution to the total EFG tensor may be neglected, which ~ Additional information can be derived from@&(Cu) vs

gives V,, diagram proposed in Ref. Brig. 2b. Plotted on the
horizontal axis of this diagram are the principal components

C(Zn)=eQ(1—y)V,,/h. (2 of the crystal-field EFG tenso¥,,,, calculated for the cop-

1063-7834/99/41(6)/3/$15.00 890 © 1999 American Institute of Physics
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FIG. 1. °'Cu(*'Zn) Mossbauer spectra df) (1209 and (b) (1212 com-  pounds to be, respectively, 30 and 90%. Note, however, that
pounds. The position of the components of the quadrupole triplets corre.
sponding tc®’Zn?* centers occupying copper sites is identified. photoelectron spectroscopy dafee, e.g., Ref.)8do not

support the presence of univalent mercury, and one cannot
exclude that in order to explain the existence of holes in the
oxygen sublattices one should take into account defects in
per sites for which the values &f(Cu) were derived by the the material.
83Cu NQR method. The&(Cu) vsV,, plot can be fitted by Thus we have determined the EFG tensor parameters for
an equation the copper sites in the HgBaa, ;Cu,0,,., lattices
(n=1,2) by %"Cu(®Zzn) MES and calculated these param-
_ eters in the point charge approximation. An analysis has
C(CY=179-191.4V;,, @ been performed of the quadrupole coupling constant for the
whereC(Cu) is given in MHz, and/,, in units ofe/A3, center®’Zn?* [¢’Cu(®"Zn) MES datd and®*Cw?* [published
There is only one thing that can cause @Cu) vsV,,  ®Cu NQR and NMR data as well as of the principal com-
relation deviate from the straight lirid), namely, an error in  ponent of the crystal-field EFG tensor for copper sites of
the calculation of the EFG tensor because of an inappropriatgarious cuprates. The experimental and calculated EFG ten-
selection of the atomic charges. sor parameters for the HgBaCaCuO compound can be rec-
Figure 2a present®Cu NQR data for thg1201) and  onciled if one assumes that the holes created due to the pres-
(1212 compounds(Refs. 6 and 7, respectivglytogether ence of defects in the material are localized primarily on the
with our #’Cu(®’Zn) MES results in &C(Cu) vsC(Zn) plot.  sublattice of the oxygen sharing the same plane with the
It is seen that all points fit satisfactorily to relatiG®), which  copper atoms.
implies that copper in the HgBaCaCuO compounds is diva- ) )
lent. There is, however, no agreement with the linear relation ~ Support of the Russian Fund for Basic Resed@hant
(4) in the C(Cu) vsC(Zn) plot (Fig. 2b) if V,, is calculated ~97-02-16216is gratefully acknowledged.
assuming the atoms to have standard chafgesielA). Ob-
viously, the deviation of data from the linear relatiof)  «peceased.
should be accounted for by an inappropriate choice of the
model qf charge distribution_over lattice sites used in\the mﬂer b 6. Radacli b. G. Hinks. 1. b. Joraensen. 1. F. Mitchel
Cal.CU|at|0n' The agrgemgnt Is reached for mOd.eIS Qf Bpe B babrog\]/vski, G S Knapp, Yan(.i M A Be’no-, P-hysigam 4,47.(15.393. ,
which postulate localization of holes at th¢1Dsites inthe 2 \y Finger, R. M. Hazen, R. T. Downs, R. L. Meng, and C. W. Chu,
(1201 and (1212 compounds. In the compounds under Physica C226 216 (1994.
study, such holes can appear as a result of stabilization of %R- Sternheimer, Phys. Re¥46 140 (1966.
part of mercury atoms in unvalent sate. Our EFG tensoryy T W, Poe and .10 Kb 2 pvsm a00uismo,
calculations within theB-type models assumed the fractions  tyerq. Tela(st. Petersbung3?, 3400(1995 [Phys. Solid Stat&7, 1868
of univalent mercury atoms in th@201) and (1212 com- (1995].
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SEMICONDUCTORS. DIELECTRICS

Infrared lattice-reflection spectroscopy of Zn  ;_,Cd,Se epitaxial layers grown on
a GaAs substrate by molecular-beam epitaxy
L. K. Vodop’yanov,*) S. P. Kozyrev, and Yu. G. Sadof'ev

P. N. Lebedev Physical Institute, Russian Academy of Sciences, 117924 Moscow, Russia
(Submitted June 2, 1998
Fiz. Tverd. Tela(St. Petersbungdl, 982—-985(June 1999

Results are presented of the first measurements of infrared reflection spectra. gEdiSe

films (x=0-0.55; 2 grown on a GaAs substrate by molecular-beam epitaxy. It is shown by a
mathematical analysis of the experimental spectra that the investigatedqGhSe alloy

system manifests a unimodal rearrangement of its vibrational spectrum as the composition is
varied. © 1999 American Institute of Physids$51063-783499)01106-5

The recently renewed interest in semiconductor alloydormed, and the dispersion parameters of the lattice
(solid solution$ has been linked with their wide use in the oscillators were determined. Brafman’s conjectfirabout
fabrication of quantum-dimensional structures, includingthe unimodal character of the lattice-reflection spectra of this
quantum wells, threads, and dots. In the fabrication of suclalloy system have been confirmed.
structures the problem arises of the validity of assigning the
properties of the bulk material to thin layers. Commonly, it is
assumed without any special reason that these properties areFiLM GROWTH AND MEASUREMENTS
identical. However, for example, in Ref. 1, it has been shown o
that the concentration rearrangement of the phonon spectrum Hetero-epitaxial layers of 2n,CdSe (0<x=0.55,

of ZnCdTe films differs from that obtaining for bulk crystals X=1) on GaAs were grown by molecular-beam epitaxy on
of the same alloys. the “Katun” setup, which was equipped with an ion ma-

For current applications connected with the fabricationnometer for monitoring the intensity of the molecular bea.ms,
of integrated opto-electronic devices, it is necessary to grovfi“_]d an Auger electron spectrometer. It was also outfitted
films of 11—V compounds on a material that is suitable for with molecular sources with enlarged crucibles to enhance
this purpose, e.g., GaAs. However, in this case, elastiéhe homogeneity of the growth layers. The limiting gas pres-

- _8 . _. - _
stresses arise due to lattice mismatch, altering the propertieSs?Jre n th_e setup wasx10 .'.Da' A built N high energy
of the films. electron diffractometer was utilized to monitor the quality of

It is of interest to examine the crystalline lattice Olynam_cleamng of the substrate surface before epitaxy and also the

. i ) . quality of the growth nuclei and epitaxial layer growth.

:CS of f']lThs.; of”the ?"OB{ systeTh ZlnthokSe.éﬁlgg thin Epitaxy was performed on chromium-compensated
tayer(;s (t)§ Isa foig’ S rLth durezw; dquc?nHum w thquan- (100 GaAs substrates with 3° misorientation from {140

um dots were tabricated and studied. HOWEVET, the ProPeri q tion by evaporation of especially pureNp charges of
ties of this alloy(in contrast to other intensely studied alloys

) . Zn, Cd, and Se from individual molecular sources. The layer
of II-VI compounds have been investigated only very Spot- ¢ \atral oxides was removed from the substrate surface by
tily. There is the work of Brafmaf,who investigated the

heating in vacuum at 580 °C in the absence of selenium and
Raman spectra of Zn,Cd,Se bulk crystals and suggested ;inc vapors. After the substrate was cooled to the epitaxial
that the rearrangement of the vibrational spectrum with COMyrowth temperature (280—320°C) the substrate was held in
position of this alloy system has a unimodal character. Thesgine vapors with an equivalent pressure ok 30 °Pa for
alloys are also interesting because as the composition varigg s to prevent formation of chemical compounds of sele-
from ZnSe to CdSe a phase transition of the crystal structurgjym with gallium, an excess of the latter being present on

from cubic to hexagonal takes place. the surface of the GaAs substrate as a consequence of incon-
There are no studies in the literature, as far as we knOV\gruent evaporation during heating in vacuum.
of lattice vibrations using infrareiR) spectroscopy in bulk The samples were grown with the ratio of equivalent

crystals of ZnCdSe, let alone epitaxial layers. In the presengressures of the selenium beam to the total pressure of the Zn
paper we present the first results of lattice-reflection meaand Cd beams close to 2, which ensured the coexistence on
surements for epitaxial layers of ZnCd,Se (0<x=<0.55, the surface of a superstructure consisting of a mixture of
x=1) grown by molecular-beam epitaxy on a GaAs sub-1X2 andc(2X2) reconstructions and corresponding to con-
strate. A mathematical analysis of experimental lattice-ditions of stoichiometric growth. The epitaxy temperature
reflection spectra of film-on-substrate structures was pemwas lowered as the Cd content in the films was increased.

1063-7834/99/41(6)/4/$15.00 893 © 1999 American Institute of Physics



894 Phys. Solid State 41 (6), June 1999 Vodop’yanov et al.

0.7t
0.6

0.6

041

o=
[=8
T

0.5%
0.4}

Reflection, R
1
Reflection, R

o
S
T

05
04

0.5

0.4 0.4} ]

A \
180 190 Y/ 0.2

1 L 1 L 1 1 1

0
140 160 180 200 220 240 260 280 300 320 0.1F T

1 1 ! 1 1 ) I
160 180 200 220 240 260 280
1

Wave number, cm~

FIG. 1. Infrared lattice-reflection spectrum of an epitaxial ZnSe film on a Wave number, cm™

GaAs substrate. The experimental spectrum is shown by the thin solid line,

and the calculated spectrum, by the thick solid line. The dashed line plot&lG. 2. Lattice-reflection spectra of Zn,CdSe films on GaAs. The ex-

the reflection spectrum of the GaAs substrate. perimental spectra are shown by a thin solid line, and the calculated spectra,
by a thick solid line.

The rate of growth was held equal toxm per hour. The
composition of the epitaxial layers was monitored by track-high spectral resolution of the deviéestter than 1 cm?) on

ing the ratio of the intensities of the LMM lines of the Zn hich the reflecti ¢ ded. Fi 5 displ

and Se Auger transitions, and also by monitoring the positior\}'é fllgctiorf ;Eei(t:r:gfszgc (r:;vsvirﬁl:ssc?(r)rethé égl;:Sositiljr?says
R . . : «

:)r;the edge emission lines in the cathodoluminescence spegzo’ 0.22, 0.38, 0.55, and 1, offset from one another along

} . he ordinate axis for clarity. The peak of the reflection band
The long-wavelength IR reflection spectra were recorde(iOr the ZnSe fim k=0) is localized at the frequency

on a laboratory-model IR diffraction spectrometer using a3206 cnt, and for the CdSe filmx=1), at 169cm?. As

the IR detector an OAP-5 opto-acoustical receiver with spec:, . . ’ .
tral resolution better than 1 cih. the Cd concentration in the films increases the lattice-

reflection peak changes its shape and position, with only

small changes in its intensity. We did not observe any split-
2. RESULTS AND DISCUSSION ting of the lattice-reflection peak into two peaks localized
near the frequencies characteristic of ZnSe and CdSe films

IR Iattlce-reflgctlon spectra at 300 K for_q ZnSe film andfor any of the compositions up to=0.55. Such behavior of
for Zn, _,Cd,Se films of some other compositions on a GaAs : X :
3 lattice peak for Zp_,Cd,Se films as a function of compo-

substrate are displayed in Figs. 1 and 2. The experimental. . . X .
. X - Sition x is characteristic of the unimodal type of rearrange-
lattice-reflection spectra are shown by a thin line, and the

calculated spectra, by a thick line. The dashed line in Fig. inent of the phonon spectrum of a crystalline alloy. But to

shows the lattice-reflection spectrum of GaAs. It is Clearreach a more definite conclusion, it is necessary to carry out

from the figure that the reflection spectrum of the thin film & Mgorous mathematical analysis of the experimental reflec-

. ) . ._._tion spectra.
relative to the reflection spectrum of the substrate is reminis- .
In our case, we consider a model structure formed by a

cent of the absorption curve of the film. To illustrate the . . o
. . thin film on top of a bulk(semi-infinite substrate under the
dependence of the reflection spectra of the films on their : L . .
" . . assumption that the film is homogeneous in thickness. In
composition, Fig. 2 plots the reflection spectra bounded b

the spectral region 160—270 et which effectively ex- uch a model structure for a film of thickndsswith dielec-

cludes the substrate. On all the reflection curves rapid oscif—rIC function &¢(w) and a substrate with dielectric function

lations are observed associated with interference in the G SSS(“’) for _n_ormal mmdenceh;)f the light, the amplitude reflec-
substrate, which has a thickness of 400—%00. The inset fon coefficient has the for

to Fig. 1 shows these oscillations together with the experi- (@) +ris(w)expi2f)

mental points on an expanded wave-number scale. The step Tirs(@)=7 (@) (@) X125’ 1)

of the oscillations is roughly 2.5 cri (or 0.8 um). The ex- i fs

perimental points shown in the inset also demonstrate theshere
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FIG. 3. Dependence of the transverse optical phonon frequencies of
Zn,_,CdSe films on alloy compositior.

FIG. 4. Lattice-reflection spectrum of a ZnCdSe film (x=0.22) and its
interpretation by a one-oscillatdsolid line) and a two-oscillator model

o) 1— m o) m_ \/ss(—w) (pointy of the vibrational spectrum of the alloy.
1w)= ——F——, [y =
1tVegw) 77 Ver(w)+eg(w)
27l e (w) InGaSb films on a GaAs substrate was reported earlier in
and B= N , Ref. 7. This effect is apparently explained by the influence of

. i . elastic stresses arising from the lattice mismatch of the sub-
and \ is the wavelength. The reflection coefficieR{ w) strate and film although for the pair GaAs and ZnSe the
=[r1s5(w)]. A more detailed discussion of features of the degree of mismatch is very small. In this regard, it would be
reflection spectrum of thin films on a substrate in the latticeyasiraple to compare with bulk Zn,Cd,Se of different
reflection region and their interpretation was published i”composition. As was remarked above, we do not know of

Ref. 6. ) ) ) ] ] ) ) any infrared lattice-reflection studies on bulk crystals of
The dielectric function of the filne;(w) is considered in Zn, Cd,Se.

its classical additive form The interpretation of the reflection curves shown in Fig.

Sja,t2j 2 is a first approximation, allowing one to judge as to the
(2 unimodal or bimodal character of rearrangement with com-
position of the vibrational spectrum of the alloy system
In the calculation of the reflection coefficieR{w) in for-  Zn;_,Cd,Se. However, for films with Cd content between
mula(2) we varied the frequency of thj¢h TO modew,;, its ~ 0.22 and 0.38 the structure of the lattice vibrations of
oscillator strengtf$; , and the decay parametgy. Figures 1 Zn, _,CdSe are better modeled by two oscillators. An ex-
and 2 show good agreement between the calculated and eample of such an interpretation for=0.22 is shown in
perimental reflection spectra. Fig. 4. The solid thick line shows the calculated spectrum
The frequencies of the TO modes for,ZgCd,Se films  with one lattice oscillator §;=199cm?!, S=3.5, ¥
of different compositions are plotted in Fig. 3. An almost =10cm 1), and the points plot the calculated spectrum with
linear variation of the frequenay, as a function of the com- two oscillators ;=199 and 218cm!, S=3.4 and 0.15,
positionx is observed, which is characteristic of a unimodal ;=9 and 6 cm?). An additional weak oscillator with
system of alloys. In the interpretation of the lattice-reflectionw;=218 cm ! is localized on the short-wavelength side of
spectra it was noted that the frequencies of the TO mode athe main band and therefore cannot be associated with a
different for ZnSe films of different thickness: for a film with manifestation of bimodality of the system, since it is far re-
L=1.1um the frequencyw,=208cnm? (in Fig. 3 itis rep- moved in frequency from the CdSe-like modier CdSe
resented by a filled squarevhereas for a film withL w;=169cm ). We observed fine structure in the lattice-
=2 um it is equal to 206 cm!' (empty square We mea- reflection spectra earlier in the bimodal alloy system
sured the reflection spectrum of a bulk ZnSe crystal unde€d,; _,Hg,Te (Ref. 8, where it is associated with a manifes-
identical conditions; for itw,=206 cm L. Consequently, for tation of correlations in the spatial distribution of impurity
a thinner film the frequency of the TO mode exceeds its bullatoms in the alloy. The question of the existence of such a
value by 2 cml, and this is not a measurement error, sincestructure in the unimodal system ZnCd,Se requires addi-
the measurements were performed under identical conditiort®onal study, and in particular, studies are needed in bulk
and the spectral resolution was not worse than ITcrFor  crystals.
x=0.14 and film thicknes& =0.8um, w; (represented in The unimodal character of the vibrational spectra of the
Fig. 3 by a filled squanealso exceeds the interpolated value alloy system Zp_,Cd,Se observed in the present measure-
by roughly 2 cm’. Observation of an analogous effect for ments is extremely unusual for semiconductor alloys of

Sf(w)zsoc—i-Ej: >

-2 2 . -
i~ ~lwy;
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[I-VI compounds. The current criterion for estimating the This work was carried out with the financial support of
character of the rearrangement of the vibrational spectrunthe Russian Fund for Basic Resear@roject No. 97-02-
based on the arguments expressed in Ref. 9 and formulatdd791J.

in Ref. 10, predicts a bimodal type of rearrangement for the*) _ , _

alloy system Zp_,Cd,Se. The essence of the criterion for = & Mall: vodopian@sci.lebedev.ru
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lows from experiment that the alloy system,ZpCd,Se is of Solids: Phonon Physic¥/ol. 7, edited by G. Hortoy1995, p. 349.

unimodal. Translated by Paul F. Schippnick
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Study of the electro-absorption spectrum of a nickel acceptor exciton in a ZnO:Ni
crystal based on a calculation of vibrations associated with a Ni *+1 impurity

A. N. Kislov,*) V. G. Mazurenko, V. . Sokolov, and A. N. Varaksin

Urals State Technical University, 620002 Ekaterinburg, Russia
(Submitted September 2, 1998
Fiz. Tverd. Tela(St. Petersbuigdl, 986—990(June 1999

Localized vibrations in ZnO crystals due to the substitution impurityNire modeled. The
calculations were performed in the shell model using a recursive method for vibration& watid
E type symmetry. Numerical calculations allowed us to analyze the vibronic structure in the
electro-absorption spectra for nickel acceptor excitons in ZnO:Ni.1999 American Institute of
Physics[S1063-783#9)01206-X

The systematic study over the last several years of In the present work we model the vibrational spectrum
electronic—vibrational states of impurityd3elements in of the ionic—covalent crystal ZnO with a nickel impurity
lI-VI semiconductor compounds has been motivated by théi*}{3d°] charged relative to the crystalline lattice, using a
wide practical applications such systems lend themselves toecursive method in the shell model. On the basis of our
Of especial interest here are hydrogenlike states, which arealculations we arrived at an interpretation of the vibronic
called donor exciton$DE) or acceptor excitonAE) of the ~ wing of the non-phonon line of the electro-absorption spec-
3d impurity.X Hydrogenlike states form when the number of trum in ZnO:Ni? which suggests that this spectrum charac-
electrons in the 8 shell changes by one. Experimental stud-terizes the d°h] nickel acceptor exciton arising in the tran-
ies of such excited states of the 8npurity employ different ~ Sition [d®]—[d®h].
methods to observe the absorption or luminescence spectra.

The presence of intracenter states along with the hydrogen-

like excitations often leads to nonradiative transitions froml. TECHNIQUE AND RESULTS OF CALCULATIONS

the hydrogenlike states to intracenter states. This limits ra- . .
g . . The self-consistent approach currently in favor for

diative decay of the acceptor excitons or donor excitons of

studying the vibrational background of the non-phonon line

the & impurity and consequently the use of Iumlnescenceof the electro-absorption spectrum of the nickel acceptor ex-

methods. A promising and more efficient method is the

dulati | b . hbdwhich d citon in ZnO:Ni theoretically entails, first of all, a calculation
moadu athn electro-a §orpt|on ! met LAWRICh ~ TECOras  f the dynamics of the crystal matrix with the defect, allow-
changes in the absorption coefficient in an electric field. |

X ) ﬁng for the distortion of the crystalline lattice due to the
the electro-absorption spectra a DE or AE non-phonon liné iy esence of the defect and, second, a consideration of the

always accompanied by a complicated vibrational backghange in the electron—phonon interaction associated with
ground which is due to creation or annihilation of phonons iny, o transitior{ d®]—[d°h]. In a numerical simulation of the
the crystal. _ o _ lattice dynamics of a defective crystal and in a calculation of
_In studies of hydrogenlike excitation of thel3mpurity  the |attice distortion caused by the defect, an important ques-
situations can arise in which it is quite hard on the basis fjon is how to correctly describe the interaction between the
the experimental information to specify the type of this x-gefect and the remaining atoms of the crystal and also be-
citation, for example, for a crystal of ZnO:Ni. Donor and tyeen the atoms of the crystal matrix. The traditional ap-
acceptor excitons of thedSimpurity interact differently with  nroach to practical calculations of various physical charac-
the lattice vibrations; therefore a determination of the type Ogeristics of the oxides of many elements employs the
the hydrogenlike excitation can be based on an analysis qfpproximation of pairwise central interactichs.The pair-
the shape of the vibronic echoes of the non-phonon line ofyise interaction potential between the atoms is the sum of a
the electro-absorption spectrum. An interpretation of the Vishort-range term and a long-range Coulomb term. The first
brational background presupposes a theoretical study of therm is approximated by the well-known Born—Mayer poten-
background spectrum of the defective crystal. tial and by a potential describing the van der Waals interac-
Mel'nichuk et al* analyzed the vibronic structure of the tion. The Coulomb part is written in the form of an interac-
electro-absorption spectrum of ZnO:Ni. However, the vi-tion of point charges. In the approach under consideration
bronic echo was interpreted by comparing it with the calcu-the electron(inertiales$ polarization of the atoms is de-
lated vibrational spectrum of an ideal crystal. On the basis ofcribed in the shell model. Note that along with pairwise
their calculations, the authors concluded that they had obinteraction potentials obtained from a quantum-mechanical
served the nickel donor-exciton spectrum. This analysis igalculation? empirical potentials obtained by fitting various
probably not entirely correct since it does not take account ophysical quantities of the crystal to their experimental values
the appearance of defect-induced vibrations. are also widely usetf.’
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In light of the complexity of the structure of the nickel with vibrations of the ions of the first coordination spheres.
acceptor exciton, a theoretical study of its interaction with ~ To examine the local lattice dynamics it is convenient to
the lattice vibrations is fraught with difficulty. To analyze the use a function called the local density of phonon states
vibrational background of the electro-absorption spectrum ofLDPS). This function describes the dependence of the
the nickel acceptor exciton in zinc oxide, we numerically square of the amplitude of the displacement of a certain atom
modeled the phonon spectrum for a somewhat simplifien the frequency of the normal vibrations of the cry&tal.
system; specifically, instead of the nickel acceptor excitonNote that summing the local densities of phonon states over
we considered a Nit impurity. Therefore, our analysis of nonequivalent atomic displacements for an ideal crystal al-
the vibrational background of the non-phonon line of thelows one to reconstruct the total density of phonon states for
electro-absorption spectrum of the nickel acceptor exciton i&. An important property of the LDPS is that it can be used
based on results of a simulation of the lattice dynamics oto detect vibrations associated with the appearance of a dif-
ZnO:Ni™t, ferent kind of defect. The maxima in the LDPS of a crystal

For nickel-ion (Ni') doped zinc oxide with wzite  with a defect that do not coincide with the maxima of the
structure, we used the shell-model parameters: the charge bDPS of an ideal crystal determine the frequency of the lo-
the ion shell and the “nucleus—shell” coupling constant, andcalized vibration induced by the defect.
also the parameters of the short-range part of the pair poten- In an analysis of the vibronic wing of the electronic—
tial, which for the interaction of the Nt ion with the re-  vibrational spectrum of a defective crystal, it is important to
maining ions were assumed to be the same as in a crystal tdke into account the properties of the symmetry point group
NiO (Ref. 7), and for the interaction of the ZR4 ion were  of the defect, which permit a considerable simplification of
assumed to be the same as in a crystal of ZR€X. 8. Inall  such an analysis. This is because the electrons belonging to
of the calculations we took account of the short-range interthe defect interact only with vibrations of a definite symme-
ion potential out to second-nearest neighbors inclusive.  try I'. Therefore, it is reasonable to work with symmetrized

The static distortion of the crystalline lattice in ZnO by displacements of the atoms, whose frequency dependence is
the substitution impurity Ni' was calculated in the approxi- characterized by a symmetrized LDP&LDPS. The
mation of the molecular statics metfodithout taking into  SLDPS is expressed in terms of the imaginary part of the
account compensation of excess charge. The calculatioriagonal element of the Fourier transform of the one-particle
showed that the nearest neighbors of thé 'Nimpurity are  Green’s function for the displacements. The latter in turn is
quite removed from it. The nature of the lattice distortiondetermined by the dynamical matrix of the crystal for the
near the Ni! ion accords with the fact that the Niimpurity ~ direct spacé! Using a recursive method, we transform the
has a negative excess charge relative to the lattice. The equdynamical matrix into tridiagonal form. In this case the di-
librium position of the nearest @ ion located on the hex- agonal element of the Green’s function takes the form of an
agonalC axis is shifted by 0.275 A, and the remaining threeeasily calculated continued fraction.
nearest O? ions are shifted by 0.25 A. The displacements of  Simulation of the local lattice dynamics of ionic crystals,
the equilibrium positions of the ions of the next coordinationespecially in the presence of a charged impurity, requires an
sphere(C9 are an order of magnitude smaller than for theaccurate calculation of the dynamical matrix with the long-
four given O 2 ions; therefore they were neglected in therange Coulomb interaction explicitly taken into account,
lattice dynamics calculations. For the equilibrium configura-which entails the construction of a cluster of large dimen-
tion of the ZnO:Ni'! lattice so obtained, we calculated the sions. Our study showed that depending on the type of crys-
energy of formation of the substitution impurity Nj which  tal, the required level of accuracy of the calculations is
was found to be equal to 18.4 eV. achieved if we consider a cluster with a radius of approxi-

The point defect appearing in the crystal alters the fremately 15 to 25 A. In this case the cluster usually contains
quencies of the normal vibrations and consequently the total000—1500 atoms. In the present calculations for ZnO:Ni
density of phonon states of the ideal crystal infinitesimally,the dynamical matrix was constructed in the shell model for
with the exception of the case when a local or gap vibratiorl000 atoms. And in our calculation of the diagonal elements
arises. However, the form of the crystal vibrations near theof the dynamical matrix we considered a cluster containing
defect due to alteration of the force constants and mass cat200 atoms.
vary substantially. In the presence of a defect that is charged The calculated total density of phonon states of an ideal
relative to the crystalline lattice the lattice perturbation dueZnO crystal may serve as a check on the accuracy of using
to the Coulomb interaction is not localized in a small neigh-these dynamical models and this approach to the lattice dy-
borhood of the defect. Note that such modifications of thenamics problem in our calculatiorifig. 1). Comparison of
crystal vibrations also occur in response to changes in ththe results of our calculation and a calculation based on the
electronic state of the defect. valence force model by integrating over the Brillouin zbne

In the various physical processes in which the defecshows clearly that their correlation is satisfactory. The dif-
participates the motion of the ions nearest it usually plays derence in the position of the photon forbidden region and of
huge role. For example, for electronic—vibrational transitionssome maxima is due to limitations associated with the shell
at the impurity center, motion of the ions around the impuritymodel used in the calculations. Note that according to
is the main determinant of the nature of the vibrational strucelectrort? and neutrof spectroscopic data the gap between
ture accompanying the non-phonon line. This is because thiae acoustic and optical regions occupies the interval from
electrons localized near the impurity most strongly interac8.0 to 11.5 THz, and the entire frequency spectrum ends at
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0.4 ated with motion of the Ni' impurity, and in the resonant
vibration, with the frequencyo(A;)=12.3THz O? ions
take part. The gap \vibration with frequency
vo(A;)=10.2 THz is induced by the Nt impurity and by

the three O? ions. The local vibration with frequency
vo(E)=17.2 THz, located near the upper limit of the optical
band, whose calculated frequency is 16.9 THz, is associated
with motion of the O2 ions.
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2. DISCUSSION OF RESULTS

. X X . The nickel acceptor exciton is an excited hydrogenlike
0 4 8 12 16 20 state of the Ni impurity and is denoted pd°h] (Ref. ).
v, THz This formation arises in an electromagnetic field of fre-
quencyw,, during the transition of a hole from adZhell of
the Ni*2 impurity to the weakly localized hydrogenlike orbit
on which the hole is held by the Coulomb field by the re-
formed Ni"! impurity. Schematically, the process of forma-
17.7 THz. Our calculated values for the width of the gap areiion of a nickel acceptor exciton is written as follows: "Rii
equal to 9.0-12.3 THz, and for the upper limit of the fre- +Awa—[Ni"*h] or d®+%w,—[d°h]. It follows from Refs.
quency spectrum, 16.9 THz. 1 and 14 that the nickel acceptor exciton state is constructed
In the present work, as our initial vectors for the recur-from states of a Ni* ion and a hole from some valence
sive method we chose the symmetrized displacements thatbband, where this hole is found in a hydrogenlike orbit
are the normal coordinates of the region around the?Zon ~ With principal quantum number.
or the Nit! impurity replacing it, bounded by the first coor- The complete representation of a nickel acceptor exciton
dination sphere. The center of this region in ZnO occupies & zinc oxide for the ground state is given by the direct prod-
position characterized by the symmetry point graDg,.  UctI'ag=T'(d°)XI'(s)XT'(v) of irreducible representations
According to a group-theoretic analysis, for the given region(IR) T'(d®), I'(s), andT (v) describing the ground state of
there are nine normal coordinatesA4 A,, and &. It was thed® configuration, the wave function of a hole in a hydro-
for these coordinates that we calculated the symmetrized Ig@enlike state of type with quantum numben=1, and the
cal density of phonon states. top of the valence band, respectively. Thus, the ground state
Figure 2 plots the symmetrized local density of phononof the nickel acceptor excitoh o in the hexagonal crystal
states projected onto disp|acementsAQfand of E symme- ZnO with the spin—orbital interaction taken into account is a
try, of the ions of the first coordination sphere for ZnO*Ni ~ superposition of states transforming according to the irreduc-
A distinguishing feature of this figure is the presence of fourible representationk,, I',, andI's.
intense peaks defining two resonance vibrations of symmetry ~ Since a nickel ion on which a process occurs involving
A, the gap vibration of symmetr#,, and the local vibra- the formation of an acceptor exciton in ZnO is found in the
tion of symmetryE. The resonant vibration located in the trigonal field of symmetryCs, , the electric dipole moment
acoustic band at the frequeney;(A;)=2.4 THz is associ- operator for an electromagnetic field with polarization
transforms according to the irreducible representalign
and with o polarization, according to the irreducible repre-
0.12 sentationl’;. According to the selection rules, the transition
from the initial stated® of symmetryI"; (with spin taken into
account to the final statdd®h] is allowed in the electric-
dipole approximation for both polarizations. Here the vibra-
tions interacting with the given transition, regardless of the
polarization type of the electromagnetic field, possess sym-
metry A; or E. Consequently, the phonon wings of the
electro-absorption spectrum for nickel acceptor excitons on
which all A; andE vibrations are manifested should have the
same type of features for different polarizations. This fact is
well illustrated in Fig. 3.
The shape of the vibronic satellite of the non-phonon
20 line of the electro-absorption line of the nickel acceptor ex-
v, THz citon is determined in general by the vibrational states of the
) - crystal with defect found in the initiad® state and the final
;IG.. 2_.+lSymmetr|zec_l local den5|_t|es of phonon state_s, calculate_d for ngh] state. In a number of cases in the analysis of the vi-
nO:Ni"* crystal, projected onto displacements of the ions of the first co- . . . .
ordination sphere with symmetr, (solid curvé and with symmetnyge  brational background, a simple formula is used which does
(dashed curve not take account of changes in the elastic constarifsin

FIG. 1. Total density of phonon states in a ZnO crystal. Solid line—result of
calculation in Ref. 2, dashed line—our calculation.

0.06

Gr(v), arb. units




900 Phys. Solid State 41 (6), June 1999 Kislov et al.

points associated with the largest slope in the regions of fall-
off of the absorption coefficient. These points are marked by
vertical lines in Fig. 3.

The electro-absorption spectrum depicted in Fig. 3 was
measured at liquid-helium temperatufe=4.2 K; therefore
its vibronic part is shifted into the Stokes region of the spec-
trum and is associated with phonon creation. The vibrational
background of this spectrum has a complicated structure due
to the superposition of multiphonon transitions. Noting that
the electron—phonon interaction for the transition in question
d®—[d®h] is not small, guided by Ref. 17 we conclude that
the intensity of a given multiphonon transition grows with
increasing order of the phonon process and reaches its maxi-
mum at an order that is determined by the Franck—Condon

ZPL| vy | 2vy | 3vy | 4vy | 5Svyf 6vy

=50k v, Vi+2vy vi+4vsy vi+6vy principle. This is in good agreement with the fact that in the
vi+v, vi+3v, Vi+5vy experimental spectrunfFig. 3) the intensity of the vibra-

R . . . , . tional background grows with increasing frequency. Among

215 2.5 235 245 255 265 the features in the region of the single-phonon contribution

hv, eV to the vibrational background it is possible to make out two

intense structures. Judging from Fig. 3, one is found at a
FIG. 3. Elgctr(_)—absorption spgctr‘um_in ZnO:(ﬂlef. 3 The dashed line is frequencyvlz 9.0 THz from the non-phonon line and falls in
for o polarization, and the solid line is far polarization. . . .

the region between the acoustic and optical bands of the

single-phonon states of the ZnO crystal, and the second, with

frequencyr,=17.8 THz, lies above the upper boundary of
this formula the vibrational background is expressed in termshe allowed frequencies of the single-phonon states. These
of the linear part of the expansion in normal coordinates oftructures correlate very well with the two intense peaks la-
the electron—phonon coupling of the transition, on the onédeled 1 and 2 in the calculated SLDPS spectra of #pand
hand, and the density of phonon states of the crystal witlE for ZnO:Ni*! (Fig. 2).
defect in the initial state, on the other. For a nickel acceptor  Note that features belonging to single-phonon transitions
exciton this formula is probably not applicable. This is be-are reproduced in the region of multiphonon transitions in
cause, first, the transitiod®—[d®h] occurs for a system various combinations. Such combinations of the most intense
with an intermediate electron—phonon interaction; therefordeatures are shown in Fig. 3. It can be seen that the intense
the calculation cannot be restricted to the linear part of thdeatures correspond to the series for the local vibrakio,
electron—phonon coupling of the transition. Second, in thevherek is the order of the phonon process, and to Raman
transition under consideration a strong perturbation of theechoes of the form;+kv,. The latter apparently arise be-
vibrations of the crystal is observed, as a consequence afuse the vibrational background receives another contribu-
which information is also required about the vibrational statetion from a mechanism due to the anharmonic interaction of
of the crystal with defect found in the finpti°h] state. the local vibration with the remaining vibrations of ZnO:Ni.

However, if we analyze the contribution to the vibronic As a result of this interaction, the local vibration and its
wing formed by single-phonon processes via a numericamultiphonon echo are accompanied by some vibronic
calculation, it is sufficient to consider the linear part of thestructure'’ Since the local vibration has symmetry, it can
electron—phonon coupling of the transition. To obtain nu-interact with vibrations of symmetnA; and E. Therefore,
merical values of the frequency dependence of the electronthe structure of the vibronic part associated with the local
phonon interaction even in the linear approximation in thevibration is determined by the vibrations of the same sym-
normal coordinates is a complicated task. In our analysis ofetry as in the absence of the local vibration. In this case,
the vibrational background of the electro-absorption specthe interaction of the local vibration and the gap vibration
trum of the nickel acceptor exciton we assumed that the fregovern the appearance of the strongest features in the vibra-
guency dependence of the electron—phonon coupling of thgonal part of the electro-absorption spectrum of the nickel
transition is determined primarily by vibrations of the ions acceptor exciton in ZnO:Ni.
nearest the defect. Proceeding along this line, we interpreted To summarize, the above analysis of the multiphonon
the vibrational background without calculating the electron—vibronic wing of the non-phonon line of the electro-
phonon and exciton—phonon interactions, basing the interabsorption spectrum of ZnO:Ni based on a model calculation
pretation only on the symmetrized local density of phononof localized lattice states near a™icharged impurity center
states calculated for ZnO with a Niimpurity (Ref. § and  has advanced our understanding of the vibrational structure
with a Nitt impurity. of the electro-absorption spectrum and suggests that the
Note that certain points in the electro-absorption specspectrum corresponds to the nickel acceptor exciton. This

trum correspond to maxima of the absorption spectrum. Imewly won understanding cannot yet be called complete.
our case, for a nickel acceptor exciton in ZnO:Ni these pointdMore detailed experimental results are still needed, including
in the electro-absorption spectrum are zero-crossing points dahe transformation of the electro-absorption spectra
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The Shubnikov—de Haas effect has been investigated in tricrystals of the alloy systefBiBi
(x=0.1; 0.13 with n-type conductivity in stationaryup to 14 T) and pulsedup to 40 T)

magnetic fields. Reconstruction of the internal boundary of the tricrystals was observed, along with
a number of new component oscillationsg{B) indicating a rotation of the constant-

energy surfaces of thie electrons on the intercrystallite boundary at an angle-@#° in the
binary—trigonal plane. €1999 American Institute of Physid$1063-78349)01306-4

Recently, component Shubnikov—de H&88dH oscil-  netic field (the classical limt R.=—(eN~% In our
lations have been detected in bicrystals of the alloy systerBamples,N was on the order of 1:210"¥cm™2 (T,) and
Bi;_,Sh, with n-type conductivity, testifying to rotation of 1.36x 10'8cm 3 (T,). The measurements in steady-state
the effective-mass ellipsoids of the electrons at the inter- to 14 T) and pulsedup to 40 T) magnetic fields were per-
faces of the crystallitegrelative to their position in the formed at the International Laboratory of Strong Magnetic
single-crystal blocks by roughly 74(Refs. 1 and 2 The Fields and Low Temperatures in Wroctaw, Poland. The
intercrystallite boundary of these bicrystals was very nearly &hdH effect was investigated on setups which made it pos-
coherent twin; however, a different contribution of the dislo-sible to record the magnetoresistance curves in the forward
cations to the oscillation plot was observéddr small-angle  and reverse fields, compensate for the monotonic component,
and large-angle boundaries. Of significant interest are objectsetermine the harmonic frequencies by Fourier analysis, etc.
with more complicated mechanical stresses, such as tricryBelow we describe the main results of our measurements of
tals (tricrystal transitions were used in Ref. 4 to investigatethe ShdH effect on th&, and T, samples.
the symmetry of the paired state in HTSE 'svhere three It is well known that for theBI|IC, orientation of the
individual crystals meet, having different rotation angles, andnagnetic field in single crystals of the alloy;BiSh, with
where large accumulations of defects and dislocations are-type conductivity two harmonics of the(B) oscillations
observed which are intertwined in a complicated way. are observed: a low-frequency harmonic, associated with the

In the present study we investigated two tricrystals oftwo (smallest cross sections of the two equivalent quasi-
semiconductor alloys belonging to the system _BBh, (x  ellipsoids of thel electrons, and a high-frequency harmonic,
=0.1; x=0.13) withn-type conductivity(the samples were characterizing the(maximum cross section of the third
intentionally doped with Te donor impuritiesNote that the  quasi-ellipsoid. The oscillations are widely separated in mag-
Fermi surface of these alloys consists of three heteroaxiaietic field because of the anisostropy of the Fermi surface of
guasi-ellipsoids centered at thepoints of the Brillouin zone the L electrons. As can be seen from Figs. 1 and 2b, in
and tilted in the binary plane by 5° (Ref. 5. tricrystals with orientations of the magnetic fieRlL PIB

The samples were prepared in the shape of a parallelepielose to theC, axis of the crystallitesthree harmonics of
ped. The internal boundarie$B() of the tricrystals, which oscillations of the magnetoresistance are clearly revealed,
had width 148<L <300 nm, were nearly of the inclination and their frequencies do not depend on the internal bound-
type. The planes of the internal boundari€dR) were al- aries of the specific tricrystal in question. For example, for
most parallel to the trigonal axi€; of the crystallites. The the tricrystal T, the frequencies of these oscillations are
tilt angle O; of the crystallites for the sampl®, (x=0.13) equal respectively to A;(1/H) 1=2.7T, A,(1H)?
were ©,(AC)~12°, ©,(CB)~6°, and@3(AB)~4°, and ~52.6T, andA;(1/H) 1~29.7T. The additional frequency
for the sampleT, (x=0.1) they were ®;(AC)~10°, A,(1/H) ! in the oscillation curvep(B), which is not ob-
0,(CB)~4°, and O;3(AB)~2°. Contacts to the internal served in the single crystals, arises beyond the quantum limit
boundaries were welded on by electrospark weldamgche- for a low-frequency harmonic. We found that the phase of
matic illustration of the tricrystal with contacts is shown in these oscillations, like the sequencing of the oscillation peaks
the inset to Fig. L The composition of the samples was for the spins aligned with the field and against it in the low-
monitored by x-ray measurements. The total electron densitfrequency harmonic depends on the state of the internal
N was determined from the Hall coefficient in a strong mag-boundaries. This is especially noticeable in the oscillation

1063-7834/99/41(6)/3/$15.00 902 © 1999 American Institute of Physics
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plot p(B) on the internal boundary between the single-that are observed in single crystals and bicrystals, for
crystal blocksB andC [IB(BC)], where the additional com- B>10T a component appears that is associated with large
ponent oscillates in antiphase and the sequencing of the osross sections of the Fermi surface of thelectrons.

cillation maxima with opposite spin is violated. After heat The results obtained in tricrystals fBilPIB indeed con-
treatment thelB(BC) returns to its equilibrium state, the firm the conclusions of Refs. 1 and 2 about the formation on
phase of the oscillations changing ly and the normal se- the internal boundaries of a discrete spectrum of electron
quencing of Landau sublevels is regain@dg. 1). Recon-  state$ and a new type of symmetry associated with rotation
struction of thelB(BC) most likely occurred with a shift of of the principal axes of the Fermi surface. In this regard, the
the crystallographic planes by a quarter period in the direchew low-frequency harmonic characterizes cross sections of
tions opposite the two spin directiofdhis is indicated by the b andc quasi-ellipsoids, which are identical in magni-
direct calculations of the spin splitting factor=Ag,/A,,,  tude (see the inset to Fig.)2and whose principal axes are
and the Dingle temperatuf, of theL electrons foBIIC,, tited at the internal boundaries by 74° relative to their
specifically: before heat treatment féB(BC) we hady  orientations in the single-crystal block. The high-frequency
~0.32 andT~ 1.4 K; after heat treatment their values were harmonic is related to the area of the extremal cross section
y=~0.7 andTp~0.5K.

For the magnetic field oriented parallel to A& (close
to the C; axis of the crystallitesin tricrystals of the alloy
system Bj_,Sh. with n-type conductivity, like in the
bicrystalst? two frequencies of oscillations are observed, |
whereas in single crystals for this field orientation only one
frequency is seen, associated with large cross sections of
the Fermi surface of thelL electrons. Their ratio
k=A1(1MH) " YAL(IH)™Y [k;~4(Ty); k,~6(T,)] de-
pends on the concentration of the components in the alloys
and the degree of filling of the constant-energy surfaces. For
the low-frequency harmonic specific to the bicrystals and
tricrystals, the oscillation maxima in the quantum region of
the fields are split by the spin, and the phase of the oscilla-
tions in the limit 1B—0 extrapolates to an integer value.
The high-frequency harmonic shows @pig. 2 mainly in
strong magnetic fieldsB>7 T), and spin splitting is absent ) ) , ,
in the last maxima of the oscillations. 0 10 20 30 40

A distinguishing characteristic of the oscillation depen- B, T
dence-s of th-e mag-netoreSiStance In tricrystals-for -the maq:-IG. 2. The ShdH effect in the tricrystal; (pulsed magnetic fieldsat 4.2
hetic flelq Onenteq n th,@lB(AC) (close t9 t,he direction of K. The monotonic part op(B) has been subtracted odt—B.L PIBLJ,
the C, axis—the bisectrix—of the crystallitess the fact that  ,_ppig; 3, 3—BIPIBIJ. Inset: electronic part of the Fermi surface of
besides the two types of oscillations with frequency ratio 2:1Bi-Sb alloys.

-

-

Ap/p, arb. units
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of the third quasi-ellipsoidd), which hardly varies in mag- The authors express their deep gratitude to J. Klamut and
nitude upon rotation of the principal axes of this quasi-T. Palewski for their assistance with this work at the Inter-
ellipsoid and always coincides with the area of the largenational Laboratory.
cross sections of the three equivalent quasi-ellipsoids of the
single-crystal block foBlIC5;. The measured angular depen-
dences of the periods of the oscillations of the tricrystals in
the binary—trigonal plane of the single-crystal block show
that the low-frequency harmonic f@&1PIB makes a smooth  *F. Munteanu, M. Onu, Yu. Dubkovetskii, and V. Kistol, Czech. J. Phys.
transition(thereby describing a branch of the ellipsiid the 46, Suppl. S4, 20391996.
additional frequency aBL PIB in line with the concept of 2Fl. M. Munteanu and Yu. A. Dubkovetskii, Phys. Status Solid2(, 473
rotation of the Fermi surface at the internal t_)oundar_y' 3I(:.gl\g/)ljl)i\ﬂun'[eanu, M. Gliski, G. A. Kiosse, and V. G. Kistol, Fiz. Tverd.
The appearance of a frequency associated with largeela (Leningrad 33 1881 (1991 [Sov. Phys. Solid Stat@3, 1058
cross sections of the Fermi surface of theelectrons in (1997].
tricrystals for field orientations in thIB(AC) (for single 4;- G. ZoudsQé;(é(Isiaggé J. H. Miller, Jr,, J. H. Xu, and N. Q. Fan, J.
H H P : H upercondas, .
crystalg an.d blcrystals this hgrmonlc IS absemtawdence of 5G. 2\ Mironova, M. V. Sudakova, and Ya. G. Ponomarev, ’ﬂtng Teor.
a contribution from the Fermi surface of the tiltgelative to Fiz. 78, 1830(1980 [Sov. Phys. JET/1, 918 (1980.
the IB(AC) ] intercrystallite boundaries to the oscillation plot ép. shoenbergMagnetic Oscillations in Metal§Cambridge University
p(B). Only in the case when the Fermi surface is rotated on Press, Cambridge, 1984 . _
these internal boundaries can cross sections close to th%s- N. Burmistrov and L. B. DubovskiZh. Eksp. Teor. Fiz94, 173(1988
. . . . . Sov. Phys. JET®B7, 1831(1988].
maximum value be oriented perpendicular to the direction of
the magnetic field. Translated by Paul F. Schippnick
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Applicability of the empirical Varshni relation for the temperature dependence
of the width of the band gap
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We have carried out a comparison of relations used to describe the temperature dependence of
the width of the band gap in crystals. It is shown thatkde># » the well-known Varshni

relation can be obtained from the non-empirical Fan expression in explicit form taking account
of the phonon statistics. We have calculated the temperature coeffg@the width of

the band gap for a number of materials in the range where the high-temperature condition is not
met. We have found that the Varshni relation overestimgteshereas calculations based

on the Fan expression agree with experiment. 1899 American Institute of Physics.
[S1063-783%9)01406-9

An important characteristic of the energy structure oftemperature characteristic Bf(T) in a completely satisfac-
solids is the temperature coefficieftof the width of the tory way, as has been checked for a large variety of

band gapE,, which for most materials has a negative objects®*>®®
valuel The quantity8=dE4/dT is usually determined from At the same time, in the one-phonon approximation and

the slope of the linear part of the temperature dependencsecond-order perturbation theory the temperature depen-
E4(T), which, however, in the low-temperature region is dence of the width of the band gap can be representet!as
strongly nonlineaf. Various empirical and semi-empirical
methods are presently in widespread use which satisfactorily
reproduce the shape of the observed dependence qualita-
tively.3~% As a rule, such calculations do not contain quanti-
tative information about physical quantities, e.g., phonon enwhereA is the Fan parameter, which depends on the micro-
ergies, although there is no doubt that the electronic-scopic properties of the materidi{n)=[expfw/kT)—1]*
vibrational interaction has a significant effect Bg(T). The is the Bose—Einstein factor for phonons with enetigy and
main goal of the present work is to compare the applicabilitythe constant controls the magnitude &f at zero tempera-
of the empirical Varshni relationand the analytical Fan ture. In the theory of the broadening of electronic levels this
expressior,which explicitly satisfies the phonon statistics of constant is equal to zefojn a treatment of energy level
the crystal, for approximating experimental data on the temshifts, it is equal to unity;and in a treatment of the exciton—
perature dependence of the band dg&tT), and also to phonon interaction an expression of the fo(@ was ob-
demonstrate the existence of an interrelationship betweei@ined with this constant equal to 1(Ref. 10.Y Assuming
these two expressions. that the temperature on the right-hand side of Ryappears
The linear-quadratic relation proposed by Varsharid  only in the phonon statistics, the adjustable parameters
which has found widespread use for describing the temperdgq(0) and A can be treated as temperature-independent.

Eq4(t)=Eg4(0) —A(({n)+cons}, 2

ture dependence of the band gag(T) has the form Then in the calculation of the phonon energy the value of the
indicated constant has no effect on the final result, and so we
. T2 set it equal to zero in what follows.
1

) Note that expressiof2) does not take explicit account of
the contribution of thermal expansion of the lattice. As was
shown in Refs. 5 and 12, this contribution to the total tem-

whereE4(0) is the width of the band gap at zero tempera-perature variation of the width of the band gap is on the

ture, anda; and a, are empirical parameters which have no order of 20% and to first order can be neglected. In addition,
concrete physical significance. The constagthaving the it may be assumed that at large temperatures the contribution
dimensiong «,]=[T] is taken to be close in value to the of thermal expansion to the shift of the energy levels is also

Debye temperature® In the high temperature limit, when proportional to(n) (Ref. 12. In this case, the value of the

T> a, it follows from Eq. (1) that a;~B. In a number of parameterA obtained in the calculations takes account of

cases the coefficients; and «, turn out to be negativé®  both the internalelectron—phonon interactiprand the ex-

which in general complicates a physical interpretation of thdernal (thermal expansioncontributions to the dependence
recorded dependences. Nevertheless, despite the limiteg(T).

amount of information that can be extracted with it, expres- A dependence analogous to expresgi®nin which the

sion (1) describes the experimentally observed shape of theariation of the width of the band gap is proportional to the

Eg(T) = Eg(o) -

CY2+T,

1063-7834/99/41(6)/4/$15.00 905 © 1999 American Institute of Physics



906 Phys. Solid State 41 (6), June 1999 Vainshtein et al.

occupation number of the phonon states, can be written in  1.16
the form*®

Ey(T)=E4(0)—D({u?)r—(u?)p), 3)

whereD is a constant of the second-order deformation po-
tential, (u?)7 is the mean square displacement of the lattice 112
atoms from their equilibrium positions at the temperaflye
and (u?), is the mean square displacement for zero vibra-
tions. Expressingu?); in terms of the one-phonon model
using Bose—Einstein statistics, for an oscillator with migss
we can identify a relation between the Fan paramatend
the constanD

h

1.08 -

0 100 200 300 400

Energy gap, eV

It is clear from Eq.(2) that the parameteA has the
dimensions of energy and coincides in magnitude with the
change in the width of the band gap at the temperature at
which the mean number of phonons responsible for the shift
of the energy level of the band edges is equal to unity. A
microscopic expression for the Fan parameter was given in
Ref. 11

280

eZ 1 ( 1 1) 276 F

m\Y2  (mo\ Y2 L L L
_C) +(_h) } (5) 0 50 100 150 200

Mg Mg T, K

where e is the charge of the e!eCtrom’ is the_ dieleCtr?C FIG. 1. Temperature dependence Bf(T) for silicon and zinc selenide.
constant,e, and ., are respectively the static and high- Points—experiment, Si(Ref. 5 and ZnSe (Ref. 8; dashed line—
frequency dielectric constantsy, is the free electron mass, approximation (fit) using the Varshni formula(1); solid line—
andm, andm,, are the effective electron and hole masses2PProximation using the Fan expressiah

respectively. Expressio(b), all the quantities in which are

tabulated, can be used to evaluate the Fan parameter in th@ereiﬁ. It is clear from Table | that for a number of mate-

absence of experimental data By(T) itself. rials the calculated values of the Fan parameters, obtained
To compare the applicability of relatiort$) and(2) for  ysing formula(5), are similar to the values obtained using

describing the temperature dependence of the band Jakpression2) for fitting the experimental data.

Eq(T), Fig. 1 shows examples of the fitting of experimental  pitferentiating expressior(2) in the high-temperature

data for silicon and zinc selenide. As a criterion of the accuiimit kT>#%w, we obtain the following expression for the

racy of reproduction of the shape of the observed depenemperature coefficient of the width of the band gap:
dences, we used the mean square error

k

n = _
02:%2 (ESP—EZ92, ST ©

=1 ' ' We will now demonstrate an interrelationship between
where the superscripts “exp” and “calc” indicate, respec- the Varshni(1) and Fan(2) expressions. Expanding expres-
tively, experimental and calculated values|yf. It is evi- ~ Sion(2) in a power series in the temperature out to quadratic
dent from Table | that the errors are comparable for all materms in the limitk T>% o, we obtain an expression that is
terials, not just the ones indicated above, and expresslons identical with expressiofd), with the following coefficients:
and(2) describe the experimental data with a high degree of K ho
accuracy. a1=A%, a2:ﬁ§

In addition, Table | gives values of the Varshni coeffi-

cients (@, and ay) taken from the original work and values Consequently, in the limiT>2a, the Varshni coefficients
of the Fan parameterA) calculated by us according to ex- «; and «, should contain information about the effective
pressiong2) and(5), and also values ok obtained in Refs. phonon energy.
14-16 including values obtained for amorphous modifica- Table Il lists values offiw calculated on the basis of
tions of some materials. As the phonon energy in the calcurelations(7) using expressioif2). However, for most mate-
lations based on formul&) we took the energies of the rials these quantities do not coincide, since the temperatures
longitudinal optical vibrationgRef. 1 and literature cited of real experiments do not satisfy the high-temperature con-

A=2a1a2. (7)
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TABLE |. Parameters of the Varshiil) and Fan(2) expressions.

Varshni coefficients (1) Fan parametef, eV a?, (eV)>*

Material a;, 10%eV.K™? ay, K (2)** (5) (1) 2 Source
Diamond —-1.979 — 1437 - - - - Ref. 5

- - 0.740 Ref. 16
Si 7.021 1108 0.225 0.090 300 ° 51x 10°° Ref. 5

- - 0.100 - - Ref. 16
Ge 4561 210 0.082 0.082 4076 6.6 x 107 Ref. 5

- - 0.093 - - Ref. 16
6H- SiC —0.3055 -311 0.189 - 1.510°° 3.0x 1077 Ref. 6
ZnSe 5.780 175 0.049 0.031 K208 1.0 1078 Ref. 8
As,S; - - 1.00 - - - Ref. 14
GaP 6.860 576 0.377 0.037 a0 > 1.1x 1074 Ref. 6
GaAs 8.871 572 0.171 0.020 x40 ° 9.6 x 10°° Ref. 6
InP 4.906 327 0.050 0.045 68108 3.1x10% Ref. 6
InAs 3.158 93 0.044 0.020 451078 41x 1077 Ref. 6
a-Si:H, - - 0.220 - - - Ref. 16
a-Ge:H, - - 0.096 - - - Ref. 16
a-As,S; - - 1.006 - - - Ref. 15

Note.* Values taken from the literatur&* Calculated from data of original works.

dition. The only exception is InAs, for which the values of is illustrated by the example of germanium and indium phos-
fiw are similar[16 meV according to expressidid) and 13  phide (Fig. 2). It is characteristic that the fitted curves ob-
meV according to expressiai2)]. Noting that in the given tained using expressiori$) and(2) describe the experimen-
case the valuer,=93K corresponds to the range of tem- tal points quite well(see the values of? in Table |), but
peratures 20—300 K of the experiment, we may assume thakiverge significantly when extrapolated into the high-
the conditionT>2a, (186 K) is well satisfied for InAs. temperature region. Such an explicit divergence leads to dif-

In other words, in the temperature region where the conferences in the estimate of the temperature coefficient of the
dition kT>% w is not fulfilled, and expressiond) and (2)  width of the band gap. The values gfobtained using the
become mathematically nonequivalent, the interpretation o¥/arshni and Fan expressions are compared with the tabu-
the Varshni coefficients in terms of relatiof® is incorrect.  lated valuelin Table II. The Fan estimates are found to be
Moreover, negative values of, anda, generally are devoid in better agreement with experiment for practically all of the
of physical meaning. In such cases it becomes preferable tsted materials, while the Varshni formula overestimates the
use expressiofR), which in a description of the dependence values ofg. It can be clearly seen from Fig. 2 that the high-
E4(T) for a specific object gives information about the ef- temperature linear segments of the Varshni curves have a
fective phonon energy. greater slope than the linear segments of the Fan curves.

A typical situation in which the temperature of a real It follows from a comparison of values of physical quan-
experiment does not satisfy the above high-temperature limiities extracted from the Varshni and Fan parameters with the

TABLE Il. Values of physical quantities calculated according to the Var¢hnand Fan(2) expressions.

fiw, meV B, 1X10 *eV-K ™1 E4(0), eV

Material * (2** exp. (Ref. 1) 1) (6) exp. (Ref. 1) (* (2)** exp. (Ref. 1) Source
Diamond (248) - 165 ¢1.979) - 1.2 5.41 - 5.41 Ref. 5

- 117 — — Ref.16
Si 191 48 063 7.02 4.05 2.8 1.155 1.150 1.17 Ref. 5

- 30¢ - 2.87 - 1.169 Ref.16
Ge 36 18 37 4.56 3.84 3.7 0.741 0.739 0.744 Ref. 5

- 20¢ - 4.09 - - Ref.16
6H - SiC (—54) 50 89 (—0.31) 3.35 3.8 3.023 3.023 2.86 Ref. 6
ZnSe 30 11 31 5.78 4.04 4.50 2.81 2.81 2.80 Ref. 8
As,S; - 46 50 - 18.7 7.0 - 2.77 2.60 Ref.14
GaP 99 55 49 6.86 5.91 5.5 2.330 2.321 2.35 Ref. 6
GaAs 99 28 36 8.87 5.18 5.0 1.521 1.518 1.52 Ref. 6
InP 56 14 43 491 3.09 29 1.421 1.421 1.42 Ref. 6
InAs 16 13 30 3.16 2.95 2.2 0.425 0.425 0.410 Ref. 6
a-Si:H, - 34 79 - 5.57 - - - - Ref.16
a-Ge:H, - 17 - — 4.86 4.5 - 1.045 - Ref.16
a-As,S; - 45 - 16.0 - - 2.4% - Ref.15

Note.Use of the notatiorf and** is analogous to Table I. Experimental valueshaf, 8, andEy(0) for all other materials taken from Ref. 1.
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0.8 In summary, expressio(2) for E4(T), obtained in the
one-phonon approximation in the temperature region
kT>%w converges asymptotically to the well-known em-
pirical Varshni relation(1). This being the case, on the basis
of the values of the Varshni coefficients it is possible in
principle to estimate the effective energy of the phonons re-
sponsible for the shift of the edge levels of the energy bands.
However, when the conditioRT>%w is not fulfilled, the
use of the Fan expressidg) allows one not only to repro-
duce the shape of the observed dependence with the same
degree of accuracy, but also, in contrast to the Varshni rela-
tion (1), to obtain reliable quantitative information about the
phonon energy and the temperature coefficient of the width
of the band gap.

*)E-mail: zats@dpt.ustu.ru

3n contrast to level broadening, where the actual electronic transitions are
taken into account conserving the energy and the wave vector, in the cal-
culation of energy level shifts virtual transitions are considered which nec-
essarily conserve only the wave vector. This is especially important for
interactions with the acoustic vibrations, where the matrix element of the
transition is proportional to the phonon wave vedfor.

Energy gap, eV
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We have carried out a theoretical analysis of the anisotropy of magnetic quenching of
positronium states in noncubic crystals oriented relative to the direction of the external magnetic
field. We show that an initial polarization of the positrons amplifies the anisotropy of

magnetic quenching of positronium and lowers the magnitude of the magnetic field in which the
anisotropy is maximum. We have obtained numerical estimates of the magnitude of the
experimentally observed effect for quasipositronium in a single crystal of crystalline quartz and
for a positronium complex in a single crystal of naphthalene.1999 American Institute

of Physics[S1063-783%9)01506-3

The formation of positroniunfPs—a bound system of netic quenching of positronium states is anisotropic is
an electron and a positron—in most crystalline insulators iqually valid for quasipositronium states in inorganic insula-
presently a well-established experimental fagn atom of  tors with a noncubic lattice and for positronium complexes in
positronium in pure or almost pure single crystals of inor-crystalline polymers since it is based only on anisotropic
ganic insulators possesses a number of new propdftes hyperfine coupling of an electron and a positron, which oc-
which it has acquired the name quasipositrorfiyreharply ~ curs in both cases. The present paper investigates the phe-
distinguishing it from its comparatively well-studied coun- nomenon of anisotropy of magnetic quenching of positro-
terpart Ps in vacuum. For example, the effective mass ofiium states for the case of nonzero initial polarization of the
quasi-Ps depends on the type of crystal and is 1.5—2 timespurce positrons. Such a situation is easy to realize experi-
greater than twice the mass of the free electdrThe hy-  mentally since positrons, being the product®f decay of
perfine splitting of its spin levels preserves their sphericaneutron-deficient nuclei, always have initial polarization
symmetry but is somewhat diminished in comparison withalong their direction of motiop~uv/c (Ref. 11, wherev is
its vacuum valué. Therefore, an atom of Ps in inorganic the speed of emission of the positrons from their source, and
insulators together with quasi-Ps are referred to as “normal’c is the speed of light in vacuum.

Ps, in contrast to the “anomalous” Ps atom, discovered in

crystalline polymers:® It is customary to assumethat L. MAGNETIC QUENCHING OF POSITRONIUM IN MATTER
nomal Ps i ni rt of itronium complex;’
anomalous Ps IS a unique sort of positronium COMpIEX, o\~ 7 po| ARIZATION OF THE SOURCE

where the electron and positron are bound by a hyperfinBOSITRONS
bond not only to each other, but also with the surrounding
nuclei. The hyperfine splitting of the spin levels of anoma-  As is well known!? the presence of an external magnetic
lous Ps is completely anisotropic and is described by a synfield partially lifts the degeneracy of the triplet ground state
metric tensor of second rank, whose longitudinal and transéthe 13S; level) of a Ps atom: states with projection of the
verse components differ strongly from one anothér. total spinm= =1 remain degenerate, while the energy of a
Anisotropic hyperfine interaction@®HI) of Ps in noncu-  state withm=0 grows quadratically with the field. In con-
bic crystals were investigated in Refs. 7-9. In Ref. 9 it wastrast, the energy of the nondegenerate singl&, level falls
shown that anisotropic hyperfine splitting of the spin levels isoff quadratically with the field. Splitting of the triplet level in
a property not only of positronium complexes in crystallinea magnetic field is accompanied by magnetic quenching of
polymers, but also of quasipositronium states in noncubiortho-Ps. The essence of the phenomenon is that a magnetic
crystals of inorganic insulators, in particular, in crystalline field mixes the short-lived singlet state with the long-lived
guartz. In such insulators the anisotropy can be caused by tHen=0) triplet state. As a result, the lifetime of the mixed
presence in quasi-Ps of an effective quadrupole moffent. triplet-singlet(ortho-like) Ps state is shortened, i.e., ortho-Ps
The effective quadrupole interaction leads, first, to anisois “quenched” by the magnetic field, and the lifetime of the
tropic splitting of the hyperfine energy levels of quasi-Psmixed singlet—triplet(para-like Ps state is correspondingly
(anisotropic hyperfine coupling of an electron and a posjtronextended with growth of the field. Experimentally, magnetic
and, second, to anisotropy of its magnetic quenching in thguenching of Ps is manifested in a relative decrease in the
crystal. The magnitude of the anisotropy in both cases igrobability of 3y annihilation, amplification of the narrow
proportional to the effective quadrupole constant of quasi-Ps;omponent in the curves of the angular correlation of the
and its orientational dependence is determined by the relativennihilation y quanta(ACAR—AnNgular Correlation of An-
orientation of the crystakhe opticalc axis in quartzand the nihilation Radiatiof, and suppression of the long-lived com-
external magnetic fiel8 Note that the conclusion that mag- ponent of the time spectrum of positron annihilatiéri®

1063-7834/99/41(6)/4/$15.00 909 © 1999 American Institute of Physics
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The fractions of ortho-like £3) and para-like EJ) pos- ACAR componeni¥), and the magnetic suppression factor
itronium formed by polarized positrons in an external mag-of the long-lived component of the time spectruR) (we

netic fieldB, are equal t obtain
1 Psy(pB) 1[_ 1-2py
Fg(p,B)=m[(1+y)2(1—p) Way(pf’)—m—§< m) (8
+(1-y)X(1+p)], 0 o IMPB)—IN0,0  Q+2py
. ApB="""060  ~ 1+0 ©)
F3(p.B)= o [(1-y)%(1-p)
B R(p.B)= 3 (2+(1-2py)e™), (10

+(1+YAL+p)]. @ o | ,
whereQ=y“\s/A; is the magnetic quenching parameter of
Herey=x/(y1+x°+1), x=4uB/fiw, u is the Bohr mag-  ps in matte:® In the derivation of expressior(8)—(10) we
neton,fw is the hyperfine splitting energy of Ps in matter, ysed the standard approximations which hold as a rule in the
andp is the projection of the polarization vector of the pos- experiment <\, Np<<hs, ti~1/A, andy?<1. The last
itrons onto the direction of the external magnetic field at th%f these approximations is valid over a wide range of exter-

moment of formation of Ps. If in what followB?, P$, and  nal magnetic fields since even in a field of 20 kG in vacuum
P% are the probabilities to detect a Ps atom in the singleve havey?~0.043.
state (n=0) and the triplet statenf= + 1), then the system
of kinetic equations describing the variation of the popula-
tions of these states with time has the form 2. ANISOTROPIC AMPLIFICATION OF THE NARROW
ACAR COMPONENT IN CRYSTALLINE QUARTZ
dPy dP3 o dP3 . o . .
= ——=—A{P3, T — A4P3, For quasipositronium in a noncubic crystal the magnetic
3) g;genching paramete in Egs.(8)—(10) should be replaced
whereAg(=\¢+N\p, A;=N\+\p, and\, are the rates of N
pickoff annihilation of Ps in matter);;,t=()\Svt+y2)\tys)/(1 Q(ﬁ,go):yz(ﬂ,@)_s’ (12)
+y?) are the magnetic-field mixed annihilation rates of para- A
like (\g) and ortho-like §{) Ps(Ref. 12, \s, are the anni-  where y2(9,¢)=y2(1+dd(9, @) 20 I+X?), &(I,¢)
hilation rates of singlet and triplet Ps in matter in the absence- 3 cog 9— 1+ 5 sir? 9cos 2p, and d=Qpyp,, is the effec-
of an external magnetic field. The initial conditions for tive quadrupole constant of quasi_PS in the Crymsis the
t=0: P(0)=PF{, P3(0)=PF3, P3(0)=P/2. The solu- effective quadrupole moment of the Ps atom ang is the
tion of system(3) has the form zzcomponent of the electric field gradiei@FG) tensor at its
center of mass 7= _(ex— ¢yy)/ ¢, is the asymmetry pa-
rameter of the EFG tensor, antland ¢ are the polar and
= azimuthal angles characterizing the orientation of the mag-
Pg(t)z PFge*A{t, pé(t): Ee*Att_ (4) netic field vectorB in the system of three principal axes of
the EFG tensor. It is easy to see that the process of magnetic
Thus, by defining the probability of,8annihilation of Ps ~guenching of Ps thus becomes anisotropic, i.e., dependent on
(P3,), the intensity of the narrow ACAR componerityj the dlrectlon_ of. the external magnetic fleld. relative to the
and the magnetic suppression factor of the long-lived comsystem of principal axes of the EFG tensor in the crystal.

ponent of the time spectrumRj by means of the Since quasipositronium in crystalline quartz is
expressions delocalized?>'® it is natural to assume that in this case

7n=0 holds and the EFG tensor is axially symmetric with the
principal axisZ collinear with the optical axigthe ¢ axis) of

the single crystal. Thus, the dependence on the azimuthal
angle in Eq.(11) disappears, and the anisotropy of magnetic

PY(t)=PFle A,

P3, =\ fom[sz‘{(t)ﬂl—yZ)P%(tHP%(t)]dt, (5)

_ P N 250 quenching is characterized only by the relative orientation of
lN(p’B)_)\sfo [(A=yT)Pit)+y Py(n]dt, ©) the single crystalor more accurately, of its optical axis, i.e.,
¢ axig) and the external magnetic field. It is clear from Egs.

[ * (8)—(10) that it is preferable to record the anisotropy in ex-

R(p,B)—( ftl f(t)dt)s/ ftl ftydt B*O, @) periments measuring ACAR—the angular correlation of an-

nihilation radiation: in this case the magnitude of the experi-
wheref (t) = —d(P(t) + P3(t) + P3(t))/dt, andt, is chosen mentally observed effect, defined in a sufficiently weak field
in the experiment to be on the order of the lifetime of theby the difference in the magnetic quenching parameter for
long-lived positronium component (A{), for the relative different orientations of the field relative to tleaxis, is at
variation of the probability of 3 annihilation of Ps Ws,), least three times higher than in experiments measuring the
the relative amplification of the intensity of the narrow relative probability of 3/ annihilation and the time spectrum
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FIG. 1. Anisotropy of magnetic quenching of quasipositronium in crystal- FIG. 2. Anisotropy of magnetic quenching of a positronium complex in a
line quartz as a function of the external magnetic field for zdpand single crystal of naphthalene as a function of the external magnetic field for

nonzero(2) positron polarization§=0.5). zero (1) and nonzerd?2) positron polarizatio{p=0.5, ¢=0).
of the positron lifetime. Therefore, the discussion that fol- 1 3(Dyx—Dyy)
lows is based on an analysis of ACAR experiments. d= 32Dz~ Duw=Dyy), =55 —5—p—-
It is clear from Eq.(9) taking Eq.(11) into account that L 44 (12)

anisotropy of magnetic quenching of quasi-Ps in crystalline
quartz should be manifested for a nonzero value of the difCorrespondingly, the functiop?( 9, ¢) in Eq. (11) takes the
ference form

£(9=0p,B)—£(9=n/2p,B). To estimate this differ-

ence, it is necessary to know three parameters characterizing _ » 2 2 D
: . . . = 1+ ——| = -1
the interaction of quasi-Ps with matt%:r:az)\s,t/)\gt y(d.0)=y wv1+x2\3 (3co$ 9-1)
=wlwqy (here)\gt andw, are the vacuum values of the rates
of decay of para- and ortho-Ps in the absence of an external )
magnetic field and hyperfine splitting of the ground level of +Esir § cos 2‘P) ) ' (13

Ps, respectively \,, andd/w,. These parameters were de-
termined by fitting the experimental data of Ref. 15 with where D=—3(D,,+Dy,)/2 andE=(D,,—D,,)/2 are the
formulas(9) and(11) for the casgp=0.5, 3=0 experimen- two independent CTB constants in the system of principal
tally realized in this study. The fitted values ate=0.84, axes of theD;, tensor®
)\g1= 1.16x10 °s, andd/w,=0.03. Note that the fitted It is easy to see from formuld9), (11), and(13) that the
value of a is in satisfactory agreement with the valae absolute value of the difference(d=0,p,p,B)—£(0
=0.71 estimated in Ref. Gee, however, Ref. }pthe fitted = m/2,¢,p,B) takes its maximum ap= /2 if D andE have
value of)\gl agrees with the valuﬁgl=l.13>< 10 %s ob- the same sign and at=0 if D andE have different signs. It
tained in Ref. 15. The values of the parameters\,, and is well known, for example, that electron—electron CTB in
d/w, determined in this way were then used to estimate théhe triplet form of naphthalene is characterized by the values
anisotropy of magnetic quenching of quasi-Ps in crystallined =3007 MHz andE= —411 MHz (Ref. 18. These values
guartz. The obtained values of the differencé§d  can also be used to estimate the anisotropy of magnetic
=0,p0,B)— #(9==/2,p,B) are plotted in Fig. 1 for the cases quenching of anomalous ortho-Ps in a single crystal of ordi-
of unpolarized positrons and polarized positrons with polarnary naphthalene since the anisotropic CTB constants are
izationp=0.5. mainly determined by the magnitude of the interacting mag-
netic moments and the distance between them. Thus we find
that the anisotropy of magnetic quenching of a positronium

3. ANISOTROPIC AMPLIFICATION OF THE NARROW ACAR complex in a_single crystal of naphthalene should_be more
COMPONENT IN A SINGLE CRYSTAL OF NAPHTHALENE strongly manifested for a nonzero value of the difference
Z(9=0,0=0,p,B)— £(J=m/2,0=0,p,B). To estimate
For a positronium complex in crystalline polymers the this difference using formula®), (11), and(13) we used the
magnetic quenching parameter in expressi8)s(10) has above electron—electron CTB constants for triplet naphtha-
the form(11), where, however, the quadrupole coupling con-lene, and also the constants= )\S,t/)\gyt=0.25 and o'
stantsd and # should in their more general form be replaced = w/wy=0.13(Ref. 6 (see, however, Ref. 19which allow
by the parameters of the CTB matri, (or, more accu- for variation of the decay rates and the hyperfine splitting of
rately, its anisotropic pam;; : Ajx= w3+ D, whereD;, anomalous PS in comparison from their vacuum values. The
is a symmetric tensor of second rank with zero tjage resulting values of the differencé(9=0,0=0,p,B) — £(
follows:t’ =7/2,0=0,p,B) are plotted in Fig. 2 for the cases of unpo-
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larized positrons and polarized positrons with polarizationbecause in Ref. 11 the effect of anisotropy of the electron

p=0.5. density of the crystal was not subtracted out from the “to-
As can be seen from Figs. 1 and 2, the anisotropy ofal” observed anisotropy, which led to overestimates of the

magnetic quenching of positronium states in crystals orientednisotropy of magnetic quenching of Ps in quartz.

relative to the direction of the external magnetic field is a .

nonmonotonic function of the magnetic field. For zero polar- | @M grateful to S. A. Kuten', T. Hyodo, A. P. Mills, and

ization this dependence is an even function of the field, tendE- Roduner for helpful discussions. _ ,
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The sol-gel method is used to obtain thin films with the compositiqggSBD,,. The

characteristic features of the technology for obtaining the films are presented. Diffractometry
confirmed that the films posse$sBi,O5-type structure. The transmission spectra of

the films were investigated. The spectral dependence of the absorption coefficient of the films
matches well with the spectra determined using bull®B0,, crystals. ©1999

American Institute of Physic§S1063-783@9)01606-§

Bismuth silicate Bj,SiO,q (BSO) is a photorefractive thesis of crystalline films with the silicosillenite structure
material used for information storage and processing. Th8i,,SiO, by the sol-gel method and the result of an inves-
nature of its photorefractive sensitivity is not entirely under-tigation of their properties.
stood and is now being actively studied. The crystaline  Methods for obtaining thin films of Si£and B,O5 from
forms of the compounds, whose preparation characteristicsolutions of easily hydrolyzing and thermally dissociating
are well known, are used in most development and investicompounds are described in Ref. 4. Usually, solutions of
gatory work on BSO. Thin-film samples are of interest fortetraethyl orthocilicate and bismuth nitrate were used as pre-
detailed study of the optical absorption edge. Progress ieursors. The stability of these solutions was ensured by add-
obtaining and utilizing thin films of many promising crystals ing strong acid¢KCIl, HNO3 and others It should be noted
have led to work on the synthesis of films with the compo-that solutions of bismuth nitrate in organic solvents form
sition Biy,SiO,, by different methods. Thus, data on the sediments and they are unstable, which makes it difficult to
preparation of BSO films by high-frequency sputteringprepare solutions with a precise bismuth concentration. It is
exist! However, the authors were not able to obtain reproimpossible to obtain stable Bi—Si precursors for synthesis of
ducible results, and the physical properties of the films werdi;,SiO,, flms using the methods described. It can be as-
substantially worse than those of the crystals. Moreover, filnsumed that the use of 1,3-diketones as stabilizing additives
production was a complicated technological process, and ther even solvents will improve the stability of solutions con-
yield of acceptable samples was ldw 3% of the initially  taining tetraethyl orthosilicate and bismuth titrate in the sto-
consumed materigls The preparation of a BSO film by ichiometric ratio required for synthesis of a;B8i0, film.
vacuum evaporation followed by heating in air is described  To obtain films with the composition BiSiO,q in the
in Ref. 2. A perfect structure with a point-like electron dif- present work, bismuth nitrate 8i0;);5H,0 (ultrapure, tet-
fraction pattern was obtained. The lattice parameters of theaethyl orthosilicate $OCHs), (analytically purg, ethoxy
film matched well with the parameters of crystals. At presenethanol HOCHCH,OC,Hs (analytically pure, acetyl ac-
the best-developed method for obtaining insulating oxideetone CHCOCH,COCH,; (analytically pure, and nitric acid
films is the sol-gel methodiThis method has a number of (analytically puré were used as the starting reagents. Liquid
advantages over conventional chemical and physical techreagents were distilled prior to use. Bismuth nitrate was dis-
nologies: expensive, unique equipment is not required, theolved in ethoxy ethanol at 30 °C, and nitric acid and acetyl
degree of purification can be high even for the initial rawacetone were added. The obtained solution was mixed with a
materials, composition uniformity is good, the processingsolution of tetraethyl orthosilicate in ethyoxy ethanol and
temperatures are low, wastes are minimal, and so on. Thallowed to stand for 24 h. The stability of the final solution
method makes it possible to obtain doped films, which per{precursor was one month. Solutions with 2—3% bismuth
mits varying their physical properties purposefulblectric  nitrate were used in this work. Semiconductor silicon and
conductivity, photoconductivity, optical absorption spectra,fused quartz were used as substrates. The precursor was de-
and others The main obstacle to using the sol—gel methodposited on a substrate rotating at 3000 rpm, dried in air, and
is the complexity of the chemical process, due to the multi-heated at 400°C. To obtain a prescribed thickness the re-
component nature of the composition. However, modern adgquired number of layers, each layer annealed at 400 °C, was
vances in organoelemental and colloidal chemistry havaleposited. The film thickness was estimated by weighing and
made it possible to use this method to obtain thin films ofwas ~0.23um for six layers. The crystalline structure of
active dielectrics with a complicated compositiffor ex-  silicosillenite was formed by thermal annealing at 650 °C.
ample, ferroelectrics. The holding time was 1 h.

In the present paper we present the results on the devel- To identify the film composition diffraction, patterns of
opment of a method of chemical homogenization and synthe film, substrate, and powder from a Czochralski-grown

1063-7834/99/41(6)/3/$15.00 913 © 1999 American Institute of Physics
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TABLE I. Diffractometric data for a film and crystalline powder with the compositiop&0,.

Finely divided crystal Film

No. 20 d, A lrel hkl 20 d, A lrel

1 21.75 4.081 6 211 21.45 4.17 100

2 28.05 3.19 55 310 27.65 3.24 90

3 33.2 2.70 50 321 32.8 2.73 95

4 355 2.536 10 400 35.15 2.56 20

5 43.9 2.067 10 422 43.35 2.094 40

6 45.8 1.984 20 510 45.25 2.05 40
431

7 52.9 1.746 100 440 52.15 1.759 20

8 56.05 1.645 25 611 55.3 1.664 20
532

BSO single crystal were recorded using a DRON-2.0 diffrac-cient, andR is the reflection coefficient of the composition

tometer with monochromatized @&, radiation. Table 1 obtained. The latter was found from the relafion

gives the interplanar distances and relative intensities of the _

reflections observed on a film and crystalline BSO power. 17R=(1-RIA-R)(1=R o). 2

The table also gives thiekl indices for the reflections from In the course of the calculations the reflection coefficient

powder which were indexed taking account of the spacefa BSO crystal, according to data from Ref. 7, was used for

group (T%) and lattice parameteraE10.1A) of the BSO R;. The reflection coefficient of the quartz substrate was

crystal® calculated using the Fresnel formula and the values of the
The presence of intense peaks in the diffraction pattermefractive indexn, of quartz® The reflection coefficient of

of the film indicates that the film structure is crystalline, andthe film—quartz interface was calculated as

the closeness of the interplanar distances of the film and

powder show that the film possesse®i,O5-type structure, R _ qzu,
as does BSO. We note that the diffraction pattern of the film N+ Ng
contains no traces of glass formation, and the influence of th&here

fused quartz substrate shows in the form of a diffused peak at

small angles. Comparing the film and powder line intensities _ 1+ \/EI
shows that the film is textured. As one can see from Table 1, I \/ﬁl

an orientation of the crystals such that tf#&l1 atomic . . . .
planes are parallel to the substrate plane predominates in the Equation(1) is applicable as long as the thickness of the

film. This is typical for body-centered crystals, where thes’esample is greater than the wavelength of the optical radiation

planes are twinning planes. The direction of {a&1) pack- in _the crystal A=\/n)). In our case this condition holds

ing planes lies in this plane, and under deformation the sysduite well forA<370nm, wheren;~3.3. At longer wave-

tem {211(111) often characterizes the texture of the mate-l€ngths the refractive index decreases §hérpl|yd a be-

rial. comes virtually independent aof, fluctuating around the
The room-temperature conductivity of the films obtainedvalue=~2x 10°cm™, in agreement with the results obtained

is ~10"1°0 1. cm?, and its activation energy is approxi- N bulk crystals.

mately 0.44 eV. The charge-carrier mobility was determined

from the quadratic sections of the IVC using relations char-

acteristic for space-charge-limited currents. At 20 °C the

. o i 60
charge-carrier mobility is 10* cm/V- s and increases expo- i 2
nentially with temperature. ;
The transmission spectrum of a film on a fused quartz .
0 =

substrate were obtained in the wavelength range 0.2¢0.7 |
at room temperature with a Specord-M40 spectrophotometel"\r
As one can see from Fig. 1, heating in air substantially in-"
creases the transparency of the films obtained. The values ¢ 20}
the optical transmission of an annealed film were used tc
calculate the absorption coefficient according to the

formuld® 0
1 1 1 L
2 40 35 30 25
a= lln 2TR , (1) A-10%, em™7
d | J(1-R)*+4T2R?2—(1-R)?

) ] ) ] o ~ FIG. 1. Optical transmission spectra of BiO,, film: 1—freshly prepared
whered is the film thicknessT is the transmission coeffi- film, 2—film after annealing at 750 °C.
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of our investigations of absorption in bulk BSO crystals
5r 4+t (curve3) are also presented here. The latter agree well with
++ . . .
+++++++ 1 the results obtained in Ref. 8. As one can see from Fig. 2, the
N R IS spectral dependence of the absorption coefficient of the BSO
- ++ 7 films obtained in the present work by the sol-gel method
3 5L o agrees quite well with the spectra obtained using bulk crys-
. a2 tals.
i a o In summary, the results of the crystallographic and opti-
sar - cal investigations allow us to conclude that the films ob-
. 3 tained by the sol-gel method are crystalline and have the
1k . composition Bj,SiOy.
. , \ . . L, \ 1v. K. Malinovskii, O. A. Gudaev, V. A. Gusev, and S. I. Demenko,
02.0 30 4.0 50 Photoinduced Phenomena in Sillenifé@s Russian (Nauka, Novosibirsk,
hy, eV 1990.
23h. M. Efenliev, V. E. Bagiev, A. Ch. Zeinally, and V. M. Skoricov, Phys.
FIG. 2. Spectral dependence of the absorption coefficient giSEd: ,Status Solidi ASQ, Pk141(1978.
1—sol-gel film, 2—according to the data of Ref. @—bulk Bi},SiO, 48. Z. Swartz and V. E. Wpod, Condens. Matter Newwdo. 5, 4(1992.
crystal. A. V. Suikovskaya,Chemical Methods of Producing Thin Transparent

Films [in Russian (Khimiya, Leningrad, 1971
SHandbook of Acoustic Crystal{in Russiai, edited by M. P.
Shaskol'skaygNauka, Moscow, 1982

. . . 5Yu. I. Ukhanov, Optical Properties of Semiconductof$n Russian
The spectral dependence obtained in this manner for the yauka, Moscow, 1977

absorption coefficient of BSO is displayed in Fig(@Qirve  7A. A Reza, D. B. Senulene, V. A. Belyaev, and E. . Leonov, Pis'ma Zh.
1). Since there are no published data for this energy range, Tekh- Fiz.5, 465(1979 [Sov. Tech. Phys. Let6, 190(1979].

the values ofx are presented for lower photon energies ac- > o How R-B. Laner, and R. . Aldrich, J. Appl. Phyg, 2652(1973.
cording to the data of Ref. {urve?2) as well as the results Translated by M. E. Alferieff
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The spectral and temperature dependence of the optical absorption and thermally stimulated
depolarization currents in Fe-dopedf8i0,, and Bij,GeOy crystals are investigated in the
photon energy range 1.36—3.46 eV and temperature 85-750 K. The results show thermally
induced electron redistribution between donor and acceptor levels and defect
association—dissociation processes and are discussed using the configuration-coordinate model.
© 1999 American Institute of PhysidsS1063-783#9)01706-3

Impurity iron in photorefractive crystals with sillenite toexcited electrons and holes determines the temperature de-
structure Bj,MO,, (BMO, where M=Si, Ge, T) has been pendence of the diffraction efficiency in BMO:Fe crystHis.
studied in Refs. 1-14. ESR investigations have shown that In the present work optical and thermal-activation cur-
Fe** ions are present in nominally pure BMO crystdland  rent spectroscopy are used for further investigation of charge
that they are highly sensitive to temperature and illuminatioriransfer on impurity centers in BMO:Fe crystals.
and can play an important role in the photorefractive
effect!>*®The Fé' density decreases under illumination
with blue-green light and is restored by light from the range; experIMENT
2.2-1.3 eV(patrtially) or heating up te=300 K (completely.

Since other ESR spectra do not appear in the process, there Bi,SiO,g (BSO) and Bi,,GeO,, (BGO) crystals doped
exist two possibilitiegFe'" and F&") for the change in the with ions of the odd isotop&’Fe are investigated. The crys-
charge state of Fé. The first one is examined in Refs. 4 tals were Czochralski-grown in tj@01] direction and con-
and 5. However, the analysis of the optical absorptiorfained (according to emission spectral analysis0.01
spectra of BMO:Fe and BjFeQ, crystals$’'® attests to (BSO:Fg and~0.015(BGO:F@ mass% Fe.

Fe" +hv—Fé&" transitions, which were proposed in Ref. 6.  Samples for optical measurements were prepared in
The thermally- and photoinduced changes in the EPR signdhe form of 8<8mn? polished plates with thickness
provided the possibility of using B& ions as a paramagnetic d=0.1-5mm, cut in th¢001) plane. They were placed in
probe for determining the energy position of some levels ifh€ crystal holder of a nitrogen cryostat and rapidly
the band gap in BMJ:6210 (~20min) cooled to~85K before the measurements.

The structural details of the optical absorption spectra of 1€ optical transmission spectr¢e) in the photon en-
iron-containing BMO crystals can be explained on the basi§f9Y rangeE=1.36-3.4eV were measured on a Specord
of optical transition schemes in the ligand crystal-field modefM40 Spectrophotometer. The temperature was varied in the

— — -1
or computed by the LCAO—MO methddnvestigations of 'an9eT=85-700K at fthe ratﬁl—0.0Z Ks . The spectra
magnetic circular dichroism and optical detection of para-t(E) was scanned50 s for each spectrumwith a 3—5 K step

magnetic resonance show that the ligand field model is preij-n the rangeT, = 85-300 K and with a 10 K step in the range

erable for Fe ions, which substitute for M in oxygen T2:300_7OOK'.
1,14 The absorption spectra(E) were calculated from the
tetrahedra: relationls

However, the identification of the charge state and local-
ization of Fe does not solve the main questions due to the ,_ 5 Y 2
presence of these ions in sillenites. Specifically, the nature of =H{A=R)Zan(dmn) T {explad) =R exp(—2adzii
the optical transitions, which form a wide spectriwisible
and near-IR rangesf photoinduced absorption, is unclear, wheren(E) is the refractive index\ is the wavelength, and
since the contribution of intracenter transitions of Fand R(E) is the reflection coefficient. The functiomgE) were
F&* ions is negligible. Doping with Fe changes the typemeasured in the rangg,=1.36—2.8 eV on prisms using a
(from n to p) of the dark and photoconductivity of sille- GS-5 goniometer and “matched” with the functiomgE)
nites® This supports the assumptfothat donors and accep- calculated for the rangg,=2.8—3.4 eV from the relatidfi
tors participate simultaneously in optical and thermal charge
transfer processes on these ions and other centers, but the n?=1+ANIN%/(A2—\2)+BAINZ/(N2—\3) (2
specific mechanisms have not been considered. Interest in
these processes has increased in recent yé3téFor ex-  with the free parameter&=92.22um 2, B=0.534um 2,
ample, it has been shown that the competition between phoxg=0.22um, and;=0.37um, which corresponds to the

1063-7834/99/41(6)/6/$15.00 916 © 1999 American Institute of Physics
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7F have an anomalously large oscillator strenfttyhich could

- 120 /.. be due to intensity being “borrowed” from the ligand—metal
6 T . il type charge-transfer bandfO-Fe’*. %

i g 60 F ,/ H The curvesx(E,T) show nonmonotonic variation of im-
St s | 7 purity absorption in the rang&=1.36—2.96eV with in-
s i 0;- _,-' ! creasing temperature. Urbach’s rule(E)= aqexgx(E

—Ep)] holds near the fundamental absorption edge in the

T 22 25 28 ] range ofE where the lower limit decreases with increasing
53 temperature(from E~3.16eV atT<250K to E~2.7eV
3 at T=700K). The curves Imv=f(E) have a kink, their linear
=2 fragments converge at points with the coordinates
- , @y =4.23x100cm™ !, E;=3.36eV (BSO:F§ and ag,
1 — i - =5.1x 10 cm™?, Eg,=3.38eV (BSO:Fe, and they can be
: "-2”1 represented in the form
0 G In @(E) =In ag + o(T)(E—Eq)/KT, 3)
-1 3 R where o is a parameter characterizing the slope of the ab-
-7 sorption edgek is Boltzmann’'s constant, anid=1,2. The
2l temperature dependeneg(T)=kTA(In «)/AE can be ap-
1.36 1.86 2.36 2.86 3.36 proximated well by an expression for the absorption edge
E, eV formed with the participation of the electron—phonon

FIG. 1. Spectral dependences of the optical absorptier(E for BSO:Fe interactiorf?
(71 Inset. Impurty Absorpron edge bands n ESOMeand undoped 850 @ T) = @0i(2KT/hwgy)tanh(hg/2KT). @
(2) crystals. The effective phonon energyy, = 16.6 meV(BSO:F¢
andhv;=16.8 meV(BGO:G# is close to the energy of op-
tical phonons with frequency = 134.8 cm, which are ob-
fundamental absorption edge of BSO crystals. The computegerved in the Raman-scattering spectra of undoped BMO
functionsn(E) correlate with the experimental data of Ref. ¢rystals?® The valuesoy,=1.05 (BSO:F and oy,=0.95

17. _ (BGO:Fa are much higher than those found in Refs. 24 and
Samples for measurements of the thermally stimulategs for undoped BSO crystals with nonstoichiometry defects
currents were prepared in the form of 8.8x5mn? pol-  and doped with Al and Ga ions. This indicates that the

ished bars. Platinum electrodes were deposited by CathOdié]ectron—phonon interaction constarg=(2/3)agl de-
sputtering in vacuum on the>X85 mm surfaces, cut out in the cregses.

(001) plane. The samples were placed in a crystal holder  The temperature dependence of the isoabsorption energy
with sapphire insulation. Es (T), which reflects the variation of the band gap with

The thermally stimulated depolarizatigiSD) currents  temperature, can be described by the well-known expression
were measured for thermoelectret states, which were pragr semiconductors

duced beforehand and formed in a fiéig=10°—10* V/cm . . ,

at temperaturél ,=300-450K. The polarization timé30 Eg(T)=Eg(0)—CT/(6-T), 6)
min) was the same in aII'case's. The microcomputery here the empirical constanE;1(0)=3.35eV (BSO:Fa,
controllable apparatus described in Ref. 18 was used fOE*2(0)=3.38 eV (BGO:Fe, C=3.7x10%eV-K~L, and
the measurements. The TSD currents were measured Ptogqk (with a=1090cnT?) likewise differ from those

the range T=300-850K with heating at the rate found in Refs. 24 and 25. The anomaliesyi(iT) andEg (T)

— —1
b,=0.16K-s observe&* in BSO crystals in the temperature ranges
AT=190-240, 270-300, and 400-430 K are weak in
> RESULTS BSO:Fe and BGO:Fe crystalFig. 2.

The reflection in the curves la=f(E) indicates the pres-

2.1. Absorption spectraThe spectraa(E,T) (Fig. 1) ence of a near-edge absorption band. We identify it by ex-
obtained for BSO:Fe and BGO:Fe crystals are qualitativelitrapolating the upper section of the absorption edge to lower
similar. Extinction of the intense absorption shoulder that isvalues ofe and subtracting the result from the general spec-
characteristit>? of undoped BMO crystals in the rande  trum. The band is shifted toward the absorption edge com-
=2.2-3 eV is observed in the entire experimental temperapared with the analogous band in undoped BSO crysimals
ture range. The structural features of the spectra, in the forrget in Fig. 1. It is definitely associated with Fe ions and/or
of weak bandgshown by arrows in Fig.)1 are due to spin- charge-compensation defects, since its intensity increases
forbiddend—d electronic transitions in Pé ions (electron  with the concentration of this impurity, and the spectral po-
configuration 31°) from the®A; ground state into the excited sition (E5,=3.29 eV) and doublet structure of the band cor-
states “T,(t3ed), “T,(t3€%),%A;, “E(t3%E,e?°H,), respond tod—d electronic transitions in Fé ions with co-
4T,(t3e?), *E(*D).2 It should be noted that the transitions ordination number 42 The temperature dependene€T) on
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FIG. 2. Experimentall, 3—dot9 and fitted(2, 4—lines) temperature de- 0 [ N - S T S S
pendences of the parameter and isoabsorption energ)E; (for
a=1090 cm'Y) of BSO:Fe crystals. 100 [

the long-wavelength slope of this band is characterized by a 80

small peak(at T=200-300 K superposed on the exponen-

tial growth of absorption. -
Far from the absorption edge the temperature depen-_ 60}

dencesa(T) can be divided into two groups. One group g

characterizes absorption in ti#erange of photon energies  ©. [

(Ep=1.36—-2¢eV) and the other in thé range of So 40

the absorption shoulder of undoped BMO crystals f
(Eg=2.2-3eV). [
In BSO:Fe crystals a certain correlation of the variation 20 F

of the absorption is observed for these ranges. In the interval
AT,=86-180K the monotonic decrease of absorption in the

A range is accompanied by an increase in absorption iBthe ol L : L L ——
range and foA T,= 180—280 Ka(T) passes through a mini- 0 100 200 300 400 500 600 700
mum in both ranges. Next, for th& range we observe a LK

plateau AT;= 29_0__42_0 K), a steep QFOp-OffA(F4= 420~ FIG. 3. Temperature dependence of the optical absorption of photons with

490K), and indistinct peaks ina (AT5=500— energyE in BSO:Fe(1-5) and BGO:F€6) crystals for the long-wavelength

700K). These variations are accompanied by steps supef and short-wavelengttb) ranges of the spectrum. The curves are shifted

posed on the exponential growth of absorption in e relative to one another using a factqy: a—E=1.425(1, 6, k,=1), 1.518

range. In BGO:Fe crystals these featuresx¢T) are weak (:22?’5): %9—)’E172??8(83’(1l,<0k:0 i‘?’lﬁ"sfég’(;"kzo i’f%,?ggé{gékf\:/g’sg",

(Fig. 3). Note that the temperature dependence of the photos 2514, 6, k,=0.26, and 3.2525, k,=0.23.

induced absorption passing through a minimum in the range

220-280 K has been observed in BGO:Mo and BGO:Ce

crystals?® the B range is characterized by a gradual transformation of
The spectraAal/ag=[a(E,T;)—a(E,To) 1/ a(E,Typ), the spectrumA «(E,T)/ @ so that the additional thermally

whereTy=86 K andT;>T, (Fig. 4), characterize the ther- induced absorption band shifts to the absorption edge, and a

mally induced changes ia(E,T) for BSO:Fe crystals. It is long-wavelength shift is observed for the bleaching band in

interesting that the first heating stagkT;) these spectra in the A range. Finally, the narrow bleaching bamdE

the B range are completely similar to the photoindug¢by  =1.46—2.36 eV corresponds to the steep drop in absorption
light with E=2.9e\) absorption spectr® In both cases over the range\T, (inset in Fig. 4.
characteristic dips whose spectral positieh =2.7-2.8eV 2.2.TSD currentsThe temperature spectra of the TSD

andE,=3-3.3 eV corresponds tal—d transitions in F&" currents|(T) of BSO:Fe and BGO:Fe crystals look like
ions are observed, and their appearance itself indicates a detructured bell-shaped curvésig. 5. In BSO:Fe crystals at
crease of the density of Feions. low polarization temperatureT(<400K) a characteristic
Bleaching over a wide spectral rangegp toE<3.1eV) group of narrow peaks, where intensities grow and whose
corresponds to a decrease in absorption in the intex¥al. peaks shift in the direction of higher temperatures with in-
The depth of the F&-related dips decreases, attesting to ancreasing intensity of the polarizing field, is traced on the
increase in the density of these ions; in addition an absorgew-temperature slope of these curves. This group of peaks
tion band withE~2.9eV, due to F& ions, appears and vanishes ifT,=400K. The vanishing of the peaks from the
disappeargFig. 5. The subsequent growth of absorption in TSD current spectrum corresponds to annealing of optically
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(£ FIG. 6. Total energ)e of a BSO:Fe crystal versus the configuration coor-
0.5F & 8 dinate Q with the main energy characteristics: The cun&€ and BV
g correspond to the total energy of the system in the case where the levels are
:4“‘%3(‘5' empty and electrons are in the conduction or valence band; the cDives

andDL* correspond to the ground and metastable states with electrons in
donor levels; and, the curveslL,; and AL, correspond to electrons in ac-
ceptor levels.

Ac/ay, arb. units
]

!
<o
W
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-1 '/ U SR S S S S S S S ST S G S S SR S S % T /T 2 , 6
136 1.86 2.36 2.86 3.36 (Tma/Tma) 1} (_ )
E, eV whereT 1, Tma2, Im1, @ndl,, are the temperature positions

and intensities of the peaks, respectively. The values ob-
FIG. 4. Thermally induced optical absorption specia/ay,=[a(E,T;) tained. TE.=0.33. 0.4. 0.48. 0.52. and 0.56 eV. correlate
—a(E,Ty) )/ a(E,Ty) of BSO:Fe crystals, whefB,=86 K. a—T;=105(1), . ' a ' ' . ' ! .
115(2), 135(3), 155(4), and 175 K(5): b—T, = 205 (1), 225 (2), 245(3), with the ana]ogous values in Refs. 8 and 9 but four_ld using
265 (4), and 290 K(5). Inset: Ao/ ao(E) spectrum for BSO:Fe crystals for  Other experimental methods. As the polarizing field in-
T,=430K andT,=300 K. creases, folT,=400K, the intensity of the higher-tempe-
rature peaks also increases, while their temperature position
in the spectrum (T) remains unchange@ig. 5).
active defects in the temperature rany&, which are re-
sponsible for the bleaching bankE=1.46-2.36 eV in the
absorption spectra. The shift of the peaks was used to est?—' DISCUSSION
mate the thermal activation enerd§, of electrically active The results can be explained by treating BSO:Fe and
defects from a relation that holds at high temperatdfes, BGO:Fe crystals as compensat@dtype semiconductors
with a high density of acceptor states near the valence-band
top and a trail of acceptor levels that extends deep into the

25 o Nns 0.7 band gap. Rapid cooling transfers the crystals into a meta-
[ s T stable state, where electrons are frozen in donor levels with
20k v ,-f,\ 1 OE,.<2.2eV. On heating the frozen electrons are trans-
[ ferred into acceptor levels in the bottom half of the band gap.
< [ TQ A characteristic feature of this situation is the large differ-
L 15F E ence between the thermal activation enerdi <30k T}
=4 - 1 ~ ~0.5eV, whereT; =180K is the upper limit of the range
X Lok {0 3 AT,) and the optical activation energy (1.36€VE,
e K< <2 eV) for impurity levels responsible for absorption in the
A range. This difference can be explained in the confi-
0.5 guration-coordinate model by a multiphonon mechanism of
electronic transitions from deep lev&dor metastable and
ot e 1s equilibrium states of BSO:Fe crystalfig. 6). In a meta-
200 300 400 500 600 700 800 900 stable state the optical activation energy for electrons in a
T, K donor level P*Eg4.) is higher than in the ground state

_ . (°Feyo); this explains the long-wavelength shift of the
FIG. 5. TSD current spectrigT) for BSO:Fe crystals for various prelimi- bleaching band in thé range. The transition to the ground

nary polarization conditionst,=340 (L, 3, 3), 450 K (2,4, 4), E,=4.8 . . . e
X1 (1, 2), 7X10°V-cm™! (3,3, 4,4) and the differential specrum State is a thermally activated process with a low activation

da/dT(T) of BSO:Fe crystals. energy E.=0.015 eV(determined according to the slope of
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the function a(E) in Arrhenius coordinates in the range 7* =const,"E, is the effective energy of thermal activation
AT,). As temperature increases, electrons are transferregk donor levels, ancNL(T)=N8—Nd(T) is the relation be-
from the donor leveldground state into acceptor levels, tween the densities of neutral and ionized donors. We obtain
whose optical ionization energy’E,) increases as the lev- an absorption dropoff in agreement with experiment, for ex-
els are filled PEaq>CE,c). This explains the short- ample, for photon energg=1.735eV(curve 3 in Fig. 33
wavelength shift of the thermally induced absorption band inyith  N§=1.5x10%cm™3, 5=2x10°K™%, B=0.7,

the B range. TE4.=0.65eV, o5=1.5x10"8cn?, anday;=0.5cm ™%

The passage of the temperature dependence of absorp- Next we assume that the degree of ionization of the ac-
tion through a minimum in thé andB ranges of the spec- ceptors increases as a result of electrons being transferred
trum could be due to association—dissociation of impurityfrom donor to acceptor levels through the conduction band
centers. All the prerequisites for such processes are presefirovided that retrapping in donor centers is negligibWe

in BMO CryStalS: the characteristic features of the Crystal'describe the kinetics of these processes by the equations
chemical structure permit coexistence of several types of el-

ementary point defects between which interactions can arise, dNg/dt=—Ngag exp(— TEqc/KT),

creating complex defects. Specifically, thermal-depolari-  gpn/dt=Nywyexp(— TEq4./KT)—n/7,

zation analysis of the polarization mechanisms in undoped _

BSO crystals attests to a large contribution due to dipole Ny=N3—Ng—n, (13)
polarization?® Let us examine the formation of dimer com-

. . - wheren is the electron density in the conduction bamrds
plexes from impurity-vacancy quasidipofés

the recombination time, and, is a frequency factor, whose
deip/dt:—7N§ipe><p(—Eass/kT)JFC(T)Ncom, (7)  temperature dependence we neglect. Under quasistationary
. N _ conditions, i.e., forn<Ny, dn/dt<dN4/dt, the second
where Ny, and Nom are, respectively, the densities of di- equation in this system simplifiesi= rwq exp(— "Ez/KT).

poles and complexesy is a frequency factorEass is the  The boundary conditiolg=N3 as T—0 puts the solution
thermal association energy of the complexes,@(@l) isthe  (11) into the form

dissociation probability. The solution of this equation gives a : 0 T

function Ng;(T) that passes through a minimum and pos- ~ Na=Na{1—[1+ rwqexp— Eqc/kT)]

sesses exponential low- and high-temperature initial sections extd (— wkT2/b TE.Vexd — TE.. /KT 12

on the shoulders, similar to the functien(T) observed in _ M _wd . ac) F( de _)]}' (12

the experiment. Assuming that the absorption is determined ~ This expression makes it possible to obtain steep growth
by the density of impurity states due to quasidipoles and®f a(T) in the B range in correlation with the dropoff in the

their associations, i.e., A range, for example, for photon energy=3.06 eV (curve
2 in Fig. 30 with 7=1s, wy=4x10's? og=2
a(T)=o(E)Ngip(T), ®  x107cn?, andag="10cm L.

wherea(E) is the photon absorption cross section, we obtain ~ We note that the temperature dependence of the photon
E,«=0.04-0.06 eV and 4=0.07—0.1 eV, respectively, for absorption cross section in Ed8) and(9) can be neglected,
the low- and high-temperature shoulders. The spread in th&ince it is weaker than the exponential depenqéhaed the
values of Eg, and E, gives a(T) for photon energy Valueso, og~10"''—10 *®cn? are characteristic for deep
E=1.4—2 eV. levels interacting with phonorf§.

The correlation of the steep drop in absorption for #he A nearly exponential overall growth of absorption with
range of the spectrum with the steep increase of absorptiofgmperature in th& range is observed due to interband tran-
for the B range in the temperature rangeT, can be ex- sitions with the participation of phonons and the tail of the
plained assuming that the absorption in theange is deter- €nergy states next to the valence-band top. o
mined by the densit\Ny of neutral donors, while in th& If the temperature dependence of optical absorption is

range it is determined by the denslty; of ionized acceptors determined by the change in the density of ionized acceptors
(or neutral donors then the temperature dependence of the

ap(T)=aa(E)Ny(T) + ao, rate of this change is the analog of the spectrum of the TSD
and currentl(T). The form of da/dT(T) obtained for theB

_ range of the spectrum confirms this supposition well, repro-

ag(T)=0g(E)NL(T) + agy, (9)  ducing the group of peaks, which are annealed in the range

AT, (marked by arrows in Fig.)5that is characteristic for
TSD currents. The low-temperatur€<€ 300 K) peaks of the
spectrada/dT(T) correspond(with respect to position on
the temperature axiso the thermally stimulated lumines-
Ng(T)=NY{1- Bexd 5 kT (TEge+1.8%T)] cence peaks in BSO:Fe and BSO:Ge crystals.

where oA(E) and og(E) are the photon absorption cross
sections andvg; and «, are constants.
The expressiof!

X exp( — "Eqc/kT)}, (10 I thank Yu. G. Osetskifor assisting in the experiments.
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It is shown that holographic recording in photorefractive crystals made under the conditions of
nonstationary and nonlinear photoconductivity is accompanied by nonmonotonic growth

of hologram diffraction efficiency because of the specific features in the onset of steady state in
an illuminated sample. An analysis of such phenomena observed earlier in sillenite crystals
revealed that their interpretation, at least at a qualitative level, does not require invoking the
concept of bipolar photoconductivity in these materials. Detailed description of the process

of holographic recording occurring in the above conditions requires parallel studies of the
photoconductivity kinetics observed in the sample under the same experimental conditions.

© 1999 American Institute of Physids$1063-783#9)01806-1

The mechanism underlying holographic recording of in-Our analysié of the data on the electronic structure of sille-
formation in photorefractive crystals is based on photoexcinites and of the studi@f surface barrier emf in them sug-
tation and subsequent spatial redistribution of free carriergests that the contribution of holes to the photoconductivity
which, on being trapped at local levels, create a space chargd these materials in the extrinsic absorption region is negli-
reflecting the light intensity distribution in the image being gible compared to that of electrons.
recorded. The recording proceeds until steady state sets in in  This study shows that the behavior reve4i€dn holo-
the illuminated sample, a process determined by two chara@raphic recording is readily explainable within the concepts
teristic times, namely, the time required for the photoconduc©f monopolar photoconductivity in the sillenite crystals used,
tivity to reach steady state and the time needed by diffusion@nd the nonmonotonic behavior gft) is a particular mani-
drift balance(DDB) (i.e. the state in which the convection festation of the specifics of recording in the conditions of
current is the same in all cross sections of the saymole nonstationary and_nonlinear photoconductiv_ity, which origi-
obtain in the sample volume. It is usually assurgee, e.g., nate.from the nonlinear variation of occupation of local cen-
Refs. 1 and Rthat the second time is considerably in excesd€rs in these samples.
of the first one, i.e., that recording occurs with constant pho-
toconduction. This conjecture does indeed conform to thea. GENERAL CONSIDERATION

conditions of most holographic-recording experiments on

. . . We start with discussing a number of conjectures which,

photorefractive crystals, which are classed among high.. : . .
resistivity photoconductors. Note. however. that these matef-lrSt’ define the framework of our consideration and, second,
yp ' ' ' ermit one to better understand the specifics of holographic

rials are characterized by a wide variety of photoconductivit)}r)

laxati b tially dif A .“recording in photorefractive crystals in the presence of non-
relaxation processeshecause essentially different nonequi- steady photoconductivity.

librium electron distributions over gap levels can arise. This (1) One considers the usual case of recording of an in-
becomes particularly cllear.for c.;om.bmed excnat(me.,. S" terference pattern from two plane waves, with a sinusoidal
multqneous or successive illumination of_a crystal with "ghtlight-intensity distribution along one of the coordinates:(
differing considerably in spectral compositjoPre-exposure 1(x)=14[1+msin&®)] (k=2/d, d is the period of the

of a sample to light can, in particular, reverse the abovesjnsoidal grating, anth is the modulation depihand with

mentioned time ratio, i.e., recording will then be made under, ¢onstant intensity along the other two. The analysis is done
nonsteady-state photoconduction. This may affect considefinger the usual simplifying approximation<1.

ably the hologram recording dynamics and, for instance, (2) It is also assumed that the conditiokL(,kLg)<1
make the time dependence of the hologram diffraction effiho|ds, whereL, and L4 are the drift and diffusion carrier
ciency »(t) of local maxima(or minima similar to those  |engths, respectively; this permits one to exclude from con-
observed when recording holograms in crystals of the type oideration the effect of the corresponding carrier flows on the

sillenite Bi;,MO, (M=Si, Ge, T).*™° kinetics and spatial distribution of the free-carrier nonequi-
The observed phenomena were asctbtb the effect  librium concentration.
of the minority carriergholes during recording in nominally (3) The effect of contacts on the recording procdss

undoped B;j,SiO,g (BSO) and Bij»TiO,, (BTO) crystals. instance, in the case of the drift mechanjissrassumed to be
Unfortunately, this conjecture was not supported in Refsunimportant, i.e., one disregards the details of how DDB is
4—6 by reliable experimental data or theoretical estimatesestablished at crystal boundaries.

1063-7834/99/41(6)/6/$15.00 922 © 1999 American Institute of Physics
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(4) Recording is carried out in stationary conditidns.,  of the steady-state value, one has to take into account that
without using propagating gratings, alternating fields?etc. m* will now be time dependent. Thus the spatial distribution
(5) The present consideration does not cover the case af conduction electronsincluding their dark concentration
the photogalvanic mechanism of hologram recording. ng) for an arbitrary photoconductivity growth curve can be
As already mentioned, when viewed in terms of the elecpresented in the form
tronic processes occurring in a photorefractive crystal, the .
mechanism of recording reduces to formation of a stationary NGt =N+ Npr(X,t) =Ng+ne(t)[1+m* (t)sin(kx)],
space-charge distributiga(x) corresponding to the intensity @)

distributionl(x). The formation ofp(x) is described by the \here n, is the nonequilibrium-electron concentration,
well-known SyStem of material equati0h§,WhiCh in the which Corresponds to the average ||ght ihten$'ﬂy
general case should be complemented by the wave equation. By a timet,~y, after the illumination turn-on DDB
When solving this system, one usually assumes the conditioi|| set in in the bulk of the crystal, which in the case under
of quasi-stationary recording, which means that recording igonsideration will correspond to the condition of zero con-
performed mainly in a steady distribution of nonequilibrium vection current throughout the Samp|e_ The space Charge
carrier concentrationf)h(x) (taking into account the specific p(x,t,) will practically correspond to the(x,t,) distribu-
features of undoped sillenites, we shall assume in what foltion which has set in by this instant of time. Obviously, this
lows that these carriers are electrpnis other words, it is  will be true the more, the larger is the difference betwegn
assumed that,, the time required fonj, to setin, is much  and 7,,. As n(x,t) continues to change, a corresponding
less than the characteristic hologram recording titpe The  variation of p(x,t) acting so as to maintain such a nonsta-
latter is essentially the time to attain DDB and is relatedtionary DDB (the nonsteady convective photocurrent, by the
through 7,=«7y to the dielectric relaxation timery  terminology of Ref. 3 will occur. It is appropriate to point
=egelog, Whereey and e are, respectively, the dielectric out here that becausg,~n~1, its value will also vary with
permittivities of vacuum and the crystal, ang corresponds  time if the conditionng<ny, prevails in the experiment. In
to the mean conductivity of an illuminated sampl€he co-  principle, this circumstance should be taken into account in a
efficient « depends on the recording mechanism and the redetailed description of the dynamics pfx,t) formation.
lation betweerk andL,, and/orL, respectively:* For the Thus, starting from the time, the grating will be re-
condition assumed hefgem 3, «=1. corded while DDB is maintained, and therefore fert,, the
Obviously, when recording under conditions of steady-distribution of the space-charge grating electric field,
State phOtOCOﬂdUCtiVity, the exact form of the kinetics byEgC(X't)' will be described by the same expression as in the

which it was attained does not practically have any signifi-case of recording under steady-state photoconductivity
cance. The process by whichattains the steady-state level

(7s) is described by a monotonic relationshipThe situa- E2{(x,0) [ 1in(x,t) [ dnpy(X,t)/dX]. )
tion may, however, change dramatically if the quasi-steady- o )
state condition is not met, ie., forre>my. The However, taking into account thfﬂtph may dep_end nonlin-
nonequilibrium-electron  concentration  distributiam,(x) early onl, Eq.(2) can be conveniently recast in the follow-
[and hence, p(x)] forming in this case in a time N9 form

t~ 7y is no longer stationary and may vary substantially as b

the photoconductivity approaches its final state. We shall il- Esc D= [0 JLdngr(x, DA Jd100/dX]. - (3)
lustrate this with the diffusion mechanism of interference|n contrast to stationary recording, E®) contains now not
grating recording under the condition of nonsteady-statghe steady-state distributiam(x) but a distribution corre-
sample photoconductivity. sponding to a timé&=t,. Hence if the illumination is con-

In order to describe the formation @{(x), one has t0 tinued, the E2(x) distribution may, in a general case,
prescribe the shape of the spatial photoinduced-electron dighange, and the dynamics of this change will be associated
tribution n(x). When recording takes place under steady-yith the given kinetics of photoconductivity growfhe., of
state conditions, the relation betwea}, and | is usually Npr(t) .
assumed to be linedwhich is indeed valid for most of the We shall be interested in what follows in the evolution
known photorefractive crystalsand therefore the shape of ¢ the E2(x,t) grating amplitudeEp(t), which determines
npy(X) reproduces exactly the light intensity distribution. The the diffraction efficiency > (Ep)? of recorded gratings.

Iinearity_ of then;h(l) relation does not, howevgr., ext_:lude the Equation(3) yields the following expression fdEp(t):
possibility of existence on the photoconductivity rise curve

of sections where,, depends on in a nonlinear way, i.e. Ep(t)xmk ng+ng(t)] Y dng(t)/dl,]. 4
Ny |P, wherep# 1. Obviously enough, the,(x) distribu- i _

p p
tion will now differ from I(x). In our case of recording of Eduation(4) permits one to construct the necessary and suf-
low-contrast interference gratings this difference will consistficient condition for the appearance of a local maximum
primarily in the difference between the photoelectron gratingMinimum) in Ep(t) and, hence, im(t). For instance, for a
percentage modulatiom* andm, or, to be more precise, particular timet,,=t, the following inequality must be met:
m* =pm. Besides, because the presence of nonlinear-in- -1

. . ' o : T Ng+ no(t dng(t,,)/dl

sections in the photoconductivity relaxation curve is inevita- [N+ Noltm) 1T dNo(tm)/dlo]
bly connected with variation gf in the course of attainment >[ng+ng()] dng(ee)/dlg]. 5)
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[The condition for the appearance of a local minimum in Ep(t)oem*(t), (13
n(t) is naturally connected with the opposite inequality or,. th it h

to be precise, two inequalities, the second of which must" (N€ OPPOSItE case we have

hold for ty<t<t,]. In the limiting cases ofhy<n, and Ep(t)=ng(tym* (t), (19

Na>nNo, Eq. (5) reduces to the inequalities and this explains why the extremum is described by(Ef).

dIn[ng(tm) 1/dlg>d In[ng(ee)]/dly (6) It should be pointed out that which of Eq4.3) and (14) is
found to be correct does not depend on the actual kind of the
nonlinearity inn,, relaxation.
dng(ty,)/dly>dng()/dl,, 7 Thus the results obtained here support the conclusion
) ) _ ) _ that the photoconductivity must be nonstationary and nonlin-
respectively. Obviously, inequalif) or (7) can hold only if o5/ at the same time for local extrema to appear inte
nonequilibrium-carrier recombination proceeds ”On”nea”ydependence in the case of holographic recording occurring
which gives rise to sections with different intensity—currentby the diffusion mechanism. One can readily show that as
characteristics in the photoconductivity rise curve. As an iI—|0ng askLo<1 holds this conclusion remains valid for the
lustration, consider two simple examples relating to the casegift mechanism of recording too.

of linear and quadratic nonequilibrium-carrier recombina- it this we conclude the general consideration and

and

tion. _ o o cross over to an analysis of particular examples of non-
In the first case, the kinetics of recombination are de-teady behavior ofy(t), which was observed in the
scribed by the well-known expressibn experiment$® on holographic recording in sillenite crystals.
Npn(t) =n{1—exp—t/7)], (8)
) . o 2. RECORDING IN IR-IRRADIATED BSO CRYSTALS
where 7 is the free-electron relaxation lifetime and
n®=Bal 7 (B anda are the quantum yield and light absorp- Studie$ of the diffusion mechanism of holographic re-
tion coefficient, respectively Inserting(8) into Eq. (4) we  cording in BSO crystals pre-exposed to IR light revealed that
obtain the diffraction efficiency reaches steady state nonmonotoni-
cally. This showed in the appearance of a local maximum in
Ep(t)xmkBa[ng+ng(t)] [1—exp(—t/7)], (9 5, which exceeded the steady-state leyglby an order of

where n$ corresponds td =1,. Using Eq.(3), one can magnitude. Significantly, the formation of this maximum

readily verify that as photoconductivity approaches Stead%vaila'ct:companlled t?}y a changi 'E tk;ﬁ kmﬁt'tcs of phto ttocptn—
state,Ep will vary monotonically. uctivity, namely, the approach by the photocurrent to its

In the case of quadratic recombination, which aIIOWSsteady-state level was considerably slower, and its growth

analytic description of the rise curve,(t) has the form acquired a Characteri_stic S-shape_d patl?ema Fig. 2 ir_1 Ref.
y P () 4). Unfortunately, this observation did not receive due

Non(t) = (Bel/y)2tant t(Bayl )14, (100  attention? although we believe it to be of fundamental im-
portance.

The light-intensity—current characteristics of steady-state
photoconductivity in BSO crystals exhibit a practically linear

where vy is the recombination coefficient. Substituting Eq.
(10) into (4) yields

Ep(t)emK ng n;h(l) dependence, which sets in a considerably shorter time
4 2 N thanry, . However, the kinetics aofi,, growth cannot always
+no(D)]” H{L2A Balloy) tantt(Baylo) ] be fitted by Eq.(8). This relates also to thay(t) curves

+1/2( Bat)cosh [ t( Bayl o) V2! (12) presented in Ref. 4, whose S-shaped character indicates

clearly nonlinear filling of the trapping levels in the samples
Consider the behavior of relatiofil) in the cases of that were pre-exposed to IR light. When describing these
ng>no andng<<n,. Differentiation of the corresponding ex- photocurrent kinetics, we shall proceed from the electronic-
pressions with respect to time shows that in the first case thvel and optical-transition diagram accept&tifor BSO
maximum inEp(t) appears at, satisfying the equation crystals(Fig. 1), by which localT centers at room tempera-
12 _ 12 -1 ture play the role of multiple trapping levels for electrons.
tanftn(Baylo) ] =[tn(Barylo) . (12 (Acturz)all;//, sillenites have 2 grof;? o? relatively low-lying
In the second cas&p(t) passes through a maximum at levelsi® all of which we shall refer to ag levels) The
t=0, to fall off subsequently smoothly to the value at whichfilling of the latter may vary substantially depending on the
non is reached. It is obvious, however, that becaligecor-  prior sample history. For instance, when kept a long time in
responding to the onset of DDB is reached in tithery, it  the dark or subjected to IR illuminatior;-level electrons
is in this time domain thaE (t) will reach a maximum in an  undergoing multiple transitions to the conduction band end
experiment. up by finally becoming trapped at tii& or M levels, which
It becomes clear that the maximum iy, is physically leaves theT levels practically empty. If the sample pre-
associated in this case with the monotonic decrease*of treated in this way is illuminated with blue-green lighian-
with increasing photoconductivity, froom* =m for t~ 7, sitions from theM levels to the conduction band, Fig, the
(where n,~1) to m*~0.5m for the steady-state value initial stage ofng, growth will be accompanied by the re-
n;h~|1’2. Note that while fomg,>ngy verse process of electron capture by Théevels. It is when
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FIG. 1. Diagram of energy levels in the band gap of nominally undoped /\ ===
sillenite crystals. T and D levels—multiple trapping centers and deep traps 1
for electrons, respectively, M—centers responsible for extrinsic absorption
in the intervalhv~(2.3-3.0) eV, A—compensating acceptor centers. The 1 1 ! 1 )
solid and dashed arrows identify optical transitions occurring when extrinsic 0 20 60 80 100

40
photoconductivity is excited in the blue-green and ted IR) spectral re- ﬂ“lot//‘/ry arb. units

gions, respectively.
FIG. 2. Time dependences of the diffraction efficiency obtained for the

following values of theN.t/N; parameter: 0.05, 0.1, and 0.4 for cunds
2, and 3, respectively. The inset shows similar experimental relations ob-
R . served in Ref. 4a) without and(b) with pre-exposure of a BSO sample to
their filling has changed considerably that tg(t) depen- | ijumination.

dence will acquire the S-shaped character. The kinetics of

photoconductivity in this case was considered theoretically.

We are interested in the initial stage of thg(t) relation, identical, which obviates the need of invoking the model of
because it is there that the local maximumydh Ref. 4 was  carrier bipolar diffusion proposed in Ref. 4 to account for the
observed. The corresponding expression rigi(t) can be  opserved dynamics of growth.

writter®

Npr(t) = = L/2(N7+ Nep— Balt) +[1/4(N7+ Nt 3. IR RECORDING IN BTO CRYSTALS

— Balt)?+ BaltN1]*2, (15 A study® of energy transfer dynamics in two-beam cou-

hereN- is the t ing level densit is the eff pling experiments revealed a nonmonotonic behavior of the
whereNy is the trapping level density, artd; is the effec- photorefractive gain factor (Fig. 3), which in the experi-

tive DOS n t_he conducupn band reduced to mmvels?- mental conditions of Ref. 5 was found to be proportional to
Substituting now(15) in (4), we can determine the time 7*2. In contrast to Ref. 4, the writing beam wavelength was
dependgnce ofp _fqr gratlngs. recorded by the dlffusmn here in the IR rangeN=1.06u.m), and the nonmonotonic
mechanism. Omlttlng. the fairly lengthy EXPressIon, We.., rse of” was seen most clearly in samples pre-exposed to
present here only the time dependence_a °bt?"”eo' from 't_ visible light. The model proposed in Ref. 5 for interpretation
(or rather, the (_Jlependence on a dimensionless varlablgf the data obtained was a slightly modified version of the
Balo/Ny) (see Fig. 2 for some values_ Of thélor/Ny P& one used in Ref. 4, and it was also based on the concept of
rameter[Note that because E(_q4) d_escrlbes the behavior of holes creating a space-charge grating of opposite phase.
EE? c_)nly fqrtZTM , the curves in Fig. 2 do not start from the Turning now to an analysis of the data of Ref. 5, we
origin.) It. IS easy to ShOW. Fhab passes through a MaxXIMUM - 519 point out that until now we have been associating the
at tm sgtlsfylng thg CondltlomT+ Ner=/Bal oty [the point nonlinearity ofng(1) only with the variation of the lifetime
of maximum bending in th@‘?h(t) curve, _Ref. 3 and that (more precisely, of the relaxation lifetifeof nonequilib-
7max 1S given by the following expressiofor ng<Nuh, iy carriers in the course of attainimg,,. However in the
wh|ch_ is in agreement with the actual experlmentalcase of extrinsic excitation the charactengf relaxation can
conditions) be affected also by the variation af which is caused by
ﬂ%gx“ED(tm)“m{1+[(NT+ Neq)/2No ]2 (16) §ubstantial yariatio_n in the p.qpulation _of the Ieyels invplved
in photoactive optical transitions. This behavior mf, is
As seen from Eq(16) and Fig. 2, the extent by which,,,x ~ well illustrated by the so-called induced extrinsic
exceedsy, depends on such parameters of the materilas photoconductivity’ which is observed under simultaneous or
andN.t, which, in principle, can be derived from a study of successive illumination of a sample in the intrinsic and ex-
photoconductivity kinetics. trinsic absorption regions. Such a situation was realized in
A comparison of the curves in Fig. 2 with the data of BTO crystals: and, as we are going to show, it may account
Ref. 4 (see inset to Fig. 2shows them to be qualitatively for the behavior ofl” observed in the quoted experiment.
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FIG. 3. Time dependence of the gaihobtained from Eq(18) for the ~ Wherer;=Nr7/n}7*, andr,=¢{/qny 7*. Figure 3 displays
following pazrametersl, rz, g, and2§: (1) 4,0.5;0.5; 2.5<10’2I (22,05, I'(t) plots obtained using Eq19) for differentq, ry, r5,
0.1; 5X10 4, and(3) 2; 1; 5X10 %; 0.1. The inset shows similar experi- andé (I, was assumed to be unjtyA comparison with ex-

mental relations observed in Ref. 5 in a BTO crystal for various delays rimental relation hiB btained for the dvnami f

between the end of sample pre-exposure and the beginning of recording: éb,e enta ?a 0 ,S 59 _a e .0 e _y amics o

h, 18 h, and 20 s for curvek 2, and3, respectively. signal-beam intensity variatiofsee inset to Fig. 3shows
them to be in a qualitative agreement. We believe that given
data on the photoconductivity kinetics observed in the
sample in the same experimental conditions, our approach

The kinetics ofnp(t) in the case of induced extrinsic ¢4y provide a quantitative description of the results of Ref.
photoconductivity can be described by the following 5 55 well.

expressiof Thus even with the overly simplified character of the
_ _ _ _ _ model used here, taking into account the clearly nonsteady-
Nen=LQIN7/(1/7=ql)][exp(—glt) —exp(—t/7)], 17) state nature of the recording conditions and the nonlinear

behavior of photoconductivity in Ref. 5 permits one, while

whereq is the photon capture cross section by electrons atemaining within the frame of the monopolar conduction
the levels(T levels in our casewhich have been populated Model for BTO crystals, to explain the cited behavior of
in the pre-exposure of the sample to intrinsic illumination. I'(t).

Equation (17) does not, however, adequately describe
the real behavior of induced photocurrent, which for latge 4. OSCILLATORY BEHAVIOR OF THE DIFFRACTION
tends not to zero but rather to a “quasi-equilibriufiValue.  EFFICIENCY IN BTO CRYSTALS
This is because repeated electron capture by trapping levels

was disregarded in the derivation of Ed.7). The real be- - . o
havior of ny(t) can be most conveniently fitted by two ex- nonsteady-state photoconductivity with a variation of local-

ponentials with different decay rates, complemented by level filling th_at is responsibl_e for the oscillatqry b_eha\9iof
time-independent terntthe latter is due, first, to a nonzero 7 Of the gratings recorded in BTO by the diffusion mecha-
filling of the T levels fort—c, and, second, to optical ex- NiSM after interruption of one of the writing bearfisig. 4).
citation of other centers, for example, Bf levels: The conditions favoring the onset, and the specific features
' ' ' of the observed effect, such as the high spatial frequency of
Non=qINTexp( —qlt) +qIn% 7 exp(— £q1t)] + 1, recorded g_ratmgs, the_ presence of a degllnlng section in the
Ph T T (18) 7”'(t) relation of the initially recorded gratings, and the 180°
spatial shift in phase between the primary and secondary
where n} and 7 are theT-level filling and the electron gratings permit us to put forward the following interpretation
lifetime after the “quasi-equilibrium” excited state has been of its nature.

We believe that it is a specific combination of

reached, respectively, and paramefetl. (We have also The behavior ofP'(t) indicates that similar to Ref. 5 the
assumed that the condition7® ql is met, which apparently photoconductivity of the samples in Ref. 6 illuminatediat
is applicable to the experiment of Ref). 5 =0.63um was(most likely, partially of an induced origin

In the conditions of weak energy transfeF,<Ep, and involving theT levels. The relatively slow decay rate gf'
therefore substitution qfL8) into (4) yields an expression for suggests the quasi-equilibrium state of Thievels, in which
theI'(t) relation (for the ny<<n, case the decrease of their populatidfike the decay ofn,) is
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described by an exponential with a long time consfdme  some value ok), one should observe a steep growjtf*
se_cond term in Eq§18)). Nonun_lformlty of |Ilum|nat|oq iN «k8 up to the valuekLy<1, to be replaced thereafter by a
this stage of recording of the primary grating should give rise, 2 pehavior. This is apparently what accounts for the

in this case to a spatially nonuniform distribution in the ghseryatiof of the above effect only when recording grat-
sample ofT levels with different populations, which at time ings with highk.

tc (point C in Fig. 4) can be written Thus, we see that the characteristics of the effect re-

N (x,to)=n%(0)exd — £qtelo(1+sin(kx))], (200  ported in Ref. 6 can be explained also without invoking the
) o i o idea of bipolarity of photo- or dark conductivity of BTO,

wherent (0) is the initial quasi-equilibriunT-level popula- \yhich was put forward in Ref. 6 and developed further in
tion [Eq. (20) takes into account that the gratings recorded inRef. 11. Turning now to the results of the above analysis, it
Ref. 6 hadm=1). Clearly, a crossover to uniform illumina- spoyld be stressed once more that in a general case correct
tion of the crystal theny (x,t,) distribution will produce in  jnterpretation and detailed description of the process of ho-
the latter a spatially nonuniform electron dlstnbumg’ﬁc(x)._ lographic recording in photorefractive media requires accu-
The Fourier component of5i{) at the fundamental spatial rate data on sample photoconductivity relaxation observed in
frequency.ngiix.K), will be shifted by 180° with respect to the experimental conditions in which the holograms were
nb(x,k) of the primary grating. The effect under consider- recorded.
ation was observéconly in the case where uniform illumi- Thus, we have shown that if recording in photorefractive
nation was turned on after a fairly long time interViaideed,  ¢rystals is done in conditions of nonstationary and nonlinear
the switching at poinB (Fig. 4) did not cause oscillations in - pnotoconduction, one has to take into account the specifics
7], which was considerably in excess of the erasure time 0hf how steady state is reached in the illuminated sample.
the primary gratingsectionCD in Fig. 4). Therefore by the  Among these specific aspects is the nonmonotonic way in
end of erasure the nonuniformity imf could not decrease \hich the diffraction efficiency of holograms reaches steady-
substantially, which could make possible recording of thestate level, which was observed in some experiments per-
secondaryopposite-phasegrating during subsequent illumi-  formed on sillenite crystats:® Our analysis has revealed that
nation (sectionDE). As time goes on, however, uniform the observeti® effects can be explained, at least qualita-
illumination should result in equalization dt-level popula-  tjyely, without invoking the idea of sillenite photoconduction
tion, which, in turn, would bring about erasure of the sec-peing bipolar. A comprehensive quantitative description of
ondary grating, exactly as observed in the experinteid.  nolographic recording in photorefractive crystals, particu-
4). larly in the conditions discussed above, requires investiga-

Actually, this effect was observédnly when recording  tion of the photoconductivity kinetics in the samples used.
gratings with a very small period comparable to the diffusion
length Ly~0.3um). This implies that the nonuniformity in | , _
* . *E-mail: grach@shuv.pti.spb.su

nT created solely by the above mechanism was apparently
not large enough for recording holograms with a noticeable——

. . . . 1 H 0
7°% [Using data in Fig. 4 and E419), one can estimate the f-t:/-ZKi‘;gt?{g;ég"sma Zh. Tekh. Fi2, 1114(1976 [Sov. Tech. Phys.

* —10-1 ; ; i, SEq DI ett. 2, -

Contr_azsmT(X’k) as :_I'O » which p_rowdes a ratioy (7_#3 ~ 2M. P. Petrov, S. |. Stepanov, and A. V. KhomenRiotorefractive Crys-
~10 . Atthe same time the experimental value of this ratio tals in Coherent Optical SysteniSpringer, New York, 1991[Russian
was ~10"1.] An additional, more precisely, the major con- 3original, Nauka, St. Petersburg, 1992 _
tribution to the contrash#(x,k) in the high spatial fre- S. M. Ryvkin, Photoelectric I_Effect; _In Se‘m|c0nducto(§onsultants

d . ided. in our opinion. by the positive Bureau, New York, 1964 Russian original, Fizmatgiz, Moscow, 1963
quency qum WraS provi ’ p ’ _y P 4A. A. Kamshilin and M. P. Petrov, Fiz. Tverd. Te{aeningrad 23, 3110
and/or negativep®'(x,k) component. The maximum of the (1987 [Sov. Phys. Solid Stat23, 1811(1981)].
first component formed by positively charged donors lies in°S. G. Odulov, K. V. Shcherbin, and A. N. Shumeljuk, J. Opt. Soc. Am. B

; ; ; 11, 1780(1994.
the region of the .maXIml.Jm Ih(X), and that o.f the second 6M. Miteva and L. Nikolova, Opt. Commuré7, 192 (1988.
component assomatgq with glectron capture into local levels7a | Grachev, Fiz. Tverd. TeldSt. Petersbung40, 2178 (1998 [Phys.
conversely, at the minimum ih(x). Hence if T levels con- Solid State40, 1975(1998)].
tribute even partially tpP(x,k), the percentage modulation °A. II.dGrachev, FiZ-( Tveﬁ- Teldleningrad 26, 227 (1984 [Sov. Phys.
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gratings. After this contribution to the nonuniformity of > Zhivkova and M. Miteva, J. Appl. Phy8g, 3099(1990.

n¥(x) has become dominant over the first dstarting with  Translated by G. Skrebtsov
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A mechanism is proposed for electronic reconstruction of excited oxygen-defi€&ntcenters

in doped quartz glass, associated with partial delocalization of one of the valence electrons.
Using Falicov’s model Hamiltonian, the binding energy, radius, and criterion for an electron
transition from a localized state to a state of intermediate radius are qualitatively determined.
Densification of the glass matrix surrounding the OD centers is predicted as a possible
consequence of the reconstruction of their valence electrons. An explanation is proposed

for the irreversible photoinduced changes in refractive index, photoluminescence spectra, and
electron paramagnetic resonance that are experimentally observed in doped quartz glasses
after processing with large doses of ultraviolet light. ®99 American Institute of Physics.
[S1063-78349)01906-1

Doped quartz glasses, which are extensively used in con- Note that in undoped Si) oxygen vacancies lead to the
temporary optoelectronics, have physical properties that arformation of Si-OD centers, with a characteristic absorption
of great interest both to scientists and engineers. Most adband in the neighborhood of 248 nm; however, ultraviolet
these are primarily related to the presence of defects in thiight does not give rise to a photorefractive effect in this
glass network. One of the most striking physical phenomenaase. It is possible to make germaniumless quartz glass pho-
exhibited by these quartz glasses is the photorefractive etosensitive by replacing some of the oxygen atoms with
fect, in which the glass suffers an irreversible and rathenitrogen? in this case a photorefractive effect is observed
large change in refractive indeAf~10 %—10 3) after ab- when the glass is exposed to laser light at a wavelength of
sorbing a high dose of ultraviolet lightThis photorefractive 193 nm, but is absent when the glass is excited via the Si-OD
effect underlies the technology of writing filamentary refrac- center absorption band.
tive index gratings—important components of optical com-  The spectroscopy of OD centers in high-purity quartz
munications systems and fiber-optic detectors. Although theglasses has been studied in great detsgle, for example,
photorefractive effect has been observed in quartz glassd®ef. 3. Besides the absorption bands already mentioned
with various doping additives and has been studied in con¢248 nm for undoped SiQand 242 nm for SiQIGeQ,),
siderable detail experimentally, it is still unclear at this timethere are very interesting luminescence bands with wave-
what physical mechanism causes it and how to derive afengths of order 400 and 290 nm that are associated with
adequate theoretical model to describe it. electronic transitions from OD-center excited states to the

Due to their extensive use as constituents in fiber-optiground state; the luminescence times for these bands differ
communications systems, glasses and light guides with thiy three orders of magnitude. It is characteristic that the
composition SiQ/GeO have been studied in the most detail.photoinduced changes in refractive index observed in
It has been established that the magnitude of the photorefra&iO,/Ge(G, are accompanied by photoinduced bleaching
tive effect in these glasses depends on the number of germaway of the luminescence bands of diamagnetic OD centers,
nium oxygen-deficienfGe-OD centers in the glass struc- with simultaneous formation of other paramagnetic centers
ture. The Ge-OD center is a well-known defect of thewhich are easily observed by EPRhis conversion of dia-
“oxygen vacancy” type, and has an absorption band in thanagnetic centers to paramagnetic centers is evidence of a
ultraviolet with a maximum near 242 nm. The photorefrac-photoinduced redistribution of the valence electrons of OD
tive effect, which appears when the glass is illuminated at &enters. In this case, electronic reconstruction is accompa-
wavelength lying within the absorption band of the Ge-ODnied by a strong atomic relaxation in the neighborhood of the
center, is accompanied by an irreversible structural change i®D center’
the glass network associated with the destruction of the Irreversible reconstruction of the OD center structure
Ge-OD center. In addition, processing with high-power ul-during relaxation from the excited state serves as a starting
traviolet light causes densification of the glaggth Ap/p premise for the majority of theoretical models of the photo-
~1073). refractive effect. However, it is usually assumed, as in Ref.

1063-7834/99/41(6)/6/$15.00 928 © 1999 American Institute of Physics
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7 \ ; FIG. 1. Sketch of structural recon-

o o . ° struction of an OD center under pho-
toexcitation: a—localized unrelaxed
center before excitation;
b—Ilocalized relaxed photoexcited
OD center (“normal” configura-
tion); c—localized relaxed photoex-

(o] cited OD centel(*anomalous” con-
figuration.
. o guration
VN “e
> f
° °

5, that the atomic reconstruction is limited in scale to the firstof the literature in Ref. § which is widely used to explain
coordinate sphere of the OD center, and that electronic rethe optical properties of silicon dioxide. At the basis of this
construction leads to photoionization of a valence electron ofnodel is a representation of the OD center as a peculiar
the oxygen vacancy with subsequent trapping by anothehydrogenic “molecule” consisting of two Si atoms that are
point defect(or the same defect, now relaxed weak spot  neighbors of the vacancy and which also form the vertices of
in this “lattice-site” approach to the system reconstruction isSiOs-tetrahedra. In the ground-state singI8g) state, the Si
the fact that in order to obtain than~10"%-10"% ob-  atoms are strongly shifted towards each other, and the bind-
served in experiment, postulating reasonable concentrationsg of sp-hybrid Si orbitals along the SiSi axis causes
of 10®cm ™2 for OD centers “reconstructing” under the ac- them to form a stable complex which is incorporated into the
tion of light, the reconstruction must increase the polarizabilsilicon dioxide matrix (see Fig. 1a The lowest singly-
ity of an individual point center by two to three orders of excited intracenter state®; (singled and T, (triplet) in the
magnitude. To date, no one has proposed a mechanism fQi Si—Sij] system are characterized by a transition of one of
such an increase. the twos p-electrons from a binding to an antibinding orbital.

In this paper we discuss an alternative model, in whichexperiments on the optical absorption and photolumines-
photoexcitation of OD centers is accompanied by not onlycence show that the singlet—singlet dipole-allowed transition
structural but also radical electronic reconstruction, with Benergy isE(S,)—E(Sy)~4.5-5.0eV. The singlet—triplet
change in the scale of the wave function of one of the vayansition is spin-forbidden, but the position of tE&T,)
lence electrons. We will assume that this electron makes gyl relative to theE(S,) level can be estimated from pho-
transition to a partially delocglized state that is ge”etical'_ytoluminescence experiments(S,) — E(T;)~1.5-1.8eV.
related to the band of delocalized states of the glass matrixe exact values of the energies of intercenter single-particle
Partlalldelqcahzatlon of a O_D cente_r.ele.ctron in turn initiatesgy citations E(S,) —E(S,) and E(T,)—E(S,) do not in
a strain-driven reconstructiotuensification of the glass, {hemselves play an important role in the construction of our
spread over ten or more SjQetrahedral-unit volumes 4| e note only that the doubly excited st&tecon-
around the ceqter. In th|§ case, the eI.ect.romc Conmbu,t'orﬁected with intracenter singlet—singlet transitions lies much
(related to partial delocalizatiprand strain-induced contri- higher in energymore than 10 eYand will not be discussed
bution (connected with densificatigrio the change in index ere.
An can t”F” out io be the same ordgr of magnltude, and can We must emphasizé that transitions to an excited state
easily achieve the values observed in experiment. are accompanied by a considerable relaxation of the Si atoms
in the V[ Si—Si] complex. In particular, the distance between
them increases compared to the configuraign(Fig. 1b.
Thus, “equilibrium” values of E(S;) and E(T;) must be

In order to investigate the photosensitivity, we will con- understood as total energi@scluding relaxationof the cor-
struct an energy scheme for OD centers starting from theesponding configurations.
model of a neutral oxygen vacan®y§ Si—Si (see the survey In addition to excitations that do not change the charge

1. ENERGY SPECTRUM OF LOCALIZED ELECTRONIC
STATES OF PHOTOEXCITED OD CENTERS
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FIG. 2. Change in the single-electron spec-
— trum as an excited oxygen vacancy converts
from the normal(a) to the anomalougb)
state.

state of thev[ Si—Si] complex, there are also charge-transferof the OD center changes, because the correlation between

excitations of this complex. Let us discuss in more detail thes p-electrons of the two constituent Si atoms of the OD cen-

singly-charged configurations M Si—Si]. Denoting the en-  ter is weakened due to the weak overlap of the corresponding

ergy of such a configuration bg", we introduce the ener- orbitals. As a result, the difference between singlet and trip-

giesA(A) of single-particle excitations with charge transfer let excitations practically disappeafsee Fig. 2 and we

to the vacancy, measured relative to the enefgyof the ~ can speak simply of a single particle excitation eneigy

bottom of the band of delocalized allowed states, that isomitting the labelsSandT. It is natural to assume that the

A(A)=E4—e(A), wheree(A)=E"—E(A). HereE(A) are  energyA does not exceed the minimut(A) of the most

configuration energies, atd=S,, S;, T, (see Fig. 2a We  strongly bound complex with the “normal” configuration,

can make only a crude estimate of the valueAgR). We i.e.,A<1-2eV, and in any case lies comparatively close to

will take A(S;)~1.5-2.5eV,A(T;)~3—-4 eV, andA(S,) the bottom of the band of allowed states. The latter fact has

~7-9eV; specific values vary Strong|y when a portion of sinot been included in calculating the electronic Spectra of OD

is replaced with Ge in germanium-rich glasses. centers up to now, and in the next section we will turn to a
The excited configuration of the OD center is structur-discussion of its role.

ally nonrigid (see the discussion in Ref),%and the departure

of one of the electrons from the valence bindggorbital 2. A WEAKLY LOCALIZED STATE IN THE ELECTRONIC

may be accompanied by an additional incre@senpared to SPECTRUM OF EXCITED OD CENTERS, AND CHANGES

the configuration shown in Fig. 1in the distance between IN ELECTRON POLARIZABILITY

Si atoms, followed by total reconstruction of the OD center

g . Based on the assumptions we have made so far, let us
structure. Following Snyder and Fowiemnve will refer to

hi ition f he * P fi . construct a model of the electronic spectrum of photoexcita-
E IS as ? tra},nsmofrj rom t IS' ni)rma configuration 10 an jions of a completely relaxed oxygen vacancy for OD cen-
anomalous™ configuration(Fig. 1. ters, taking into account the possibility of charge transfer to

The dynamics and mechanism for irreversible reconine complexV[ Si—Si] and a transition of an electron to the

;trugtlon of the OD center struc.ture undgr UIU&.‘V'OI?t excita, er (delocalized shells formed bysp-orbitals of silicon
tion is a separate problem and is of no immediate interest t

h It is sianif h h 8 | d Bioxide.
us here. It Is signiticant, however, that experimental data Let us turn to a mathematical formulation of our model.

suggest that both direct singlet—singlet excitation figrto We will use the simplest Falicov Hamiltonigfiwhich was

Slf' an.d s!ngle)%—trlplre]t excitation (}rorﬁo ftoth cl:hange the proposed for a system with two types of particléelocal-
refractive index. Furthermore, studies of photo UMINESCENCE;; 64 and localized on a cenjand includes the possibility of

kinetics show that the lifetime for the excited st&teis short charge transfer to the center:

(a few tens of ng and that the primary channel for intrac-

enter relaxation of a photoexcitation with substantial quan- _ . . .

tum vyield is a nonradigtive transition to the long-lived tr?plet Ho= _An°+f L7 (D&Y g(r) =4 (N (1=no)

state T, (around 100us) with subsequent luminescente.

This implies that reconstruction of the OD center structure X(nU(r)]dr, @

will take place from the configuratiof; with high probabil-  where ¢(r) is the envelope of the wave function of band

ity. The total energies of the origindunreconstructed’;)  statesng is the number of filled localized states with energy

and structurally modified configurations are close in magni-— A relative to the lower edge of the band of delocalized

tude, to accuracy of a few tenths of an eV, and are separatesiatese(V/i) is the kinetic energy, and(r) is the interac-

by an energy barrier of order 0.5 eV. tion potential of an electron from the band of delocalized
We point out that in the anomalous configuration thestates with an OD center in the anomalous configuration. The

entire nomenclature of single-particle electronic excitationssituation np=1 corresponds to a localized state of an
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sp-electron on the anomalous OD center configurationapplicable, because* ~m, ag~ay~2—4 A is the radius of
while ng=0 represents single excitatigionization of this  the OD center core, whil&y,>U, andcy>a, according to
configuration. The state witmy=1 was discussed in the the conditions of the problem.
previous section; we now will focus our attention on the state
with ng=0.

For simplicity let us assume that the interaction potential

OO in Ba. (D) is atite | i the neiahborhood of th 3. INTERACTION OF AN EXCITED OD CENTER WITH THE
(r) in Eq.(1) is quite large in the neighborhood of the core ¢, \s5 MATRIX AND CHANGE IN THE REFRACTIVE

of the OD _center(i.e_., over d_istances of order the distance | \ypex cONNECTED WITH DENSIFICATION OF THE MEDIUM
between Si atoms in th¥[Si—Si] compleX¥ and falls off

rapidly outside this region. The detailed form 0{r) does It has been established experimentally that photoexcita-
not play an important role in discussing the reconstruction ofion of OD centers under UV illumination leads to densifi-
the electron density over scales large compared with the sizgation of the glass. In principle this densification also could
of the OD center core. be a reason for the change Am that is not directly associ-

In the model of a spherical rectangular potential wellated with the change in polarizability of the OD center itself.
(U(r)=U, for r<ag, U(r)=0 forr>ag, where the effec- We will relate this densification to strain in the glass matrix
tive radiusa, is the same order as the radius of the ODaround the OD center core when the latter makes a transition
center corg it is well known that a bound state appears forto a state with delocalization of one valence electfion, to
U(r)>Ug min, WhereU g pin=m%/8m* aﬁ andm* is the effec-  the state of Hamiltoniafil) with ny=0). The mechanism for
tive mass of the particle. FQtJo/Uq min—1/<€1 the binding  this strain arises from the interaction of delocalized electrons

energy of this stafé for the HamiltonianH,, is with long-wavelength acoustic phonons of the glass matrix,
2 and a microscopic description of it will not be given here.
|(Ho)| :EOZ%UO(UO/UO min—1)2. (20 We Iirnit c_)ursel\{es toa phenom'eno!ogical model o_f this in-
teraction in the isotropic approximation for the strain poten-
The wave function(r) at large distances>a, falls off ~ tial (see, e.g., Ref. 12
like 1
H =J — (1) P(r)p(r) + 5 Bp?(r)
) exp(—r/cy) @ ! 2
r~-——7m—
(r/cy) 1 ,
Herec, is the radius of the bound state * Ey(gradp(r)) r, ™
co=(V|Eo|) "tn>ay, (4)  whereo is the electron—lattice interaction potentialr) is

the relative change in the medium density, ghdnd y are
elastic constants. By varying the Hamiltonié®) with re-
spect top(r) we obtain the self-consistency equation

where 7= (2m*) Y2, Thus, if Ug>Ug min and Eg>A, the
state with wave function(3) turns out to be energetically
favored. This state is very similar to an exciton with inter-
mediate radius and an infinitely heavy hole, and it serves as  — YV 2p(r)+Bp(r)— o™ (r)¢(r)=0. 8
the key to understanding the reconstruction of the .electroniero lowest order in perturbation theory with respect to the
spectrum of the system in modél). The radius of this new  gain potentialo we can neglect the distortion of electron
statec,>a,, which immediately leads to a sharp increase INgensityN(r) = ¢ (r)4(r) due to the interaction of an elec-
the polarizability of the system. In fact, according to Ref. 11,4 with the glass matrix, and write the solution to Eg).in
the polarizabilitynm of an electron in a spherical well in the explicit form. In the approximation of a rigid medium, as-
presence of a single boursestateE, equals suming that the correlation length for variation in the me-
m* ecl dium density is&o=(y/8)Y?<c,, we can neglect the gradi-

A= (5) ent term in Eq(8) and obtain a simple expression
for concentrations of reconstructing centblsyc the change p(r)= i N(r)~ i exp(——Zr/zc.Q 9
in refractive indexn= & wheree is the dielectric permit- B B (rlco)
tivity of the medium(e=1+4ma, wherea is the total polar-  for r>a,. Thus, p(r) is nonzero only in the region around
izability), comes to the OD center where the charge density changésorder
2 4 cg). In the approximation of a soft medium, f§g>c,, the
T Qg 7 Cy . . .
Ang~ _NODCZZ_ —Nope, (6) change in the density of the glass matrix encompasses a re-
n n ag

gion considerably larger thary. From Eq.(8) it follows that
where ag is the Bohr radius of an electron with effective far from the OD cente(for r>c) the functionp(r) has the
massm* . At concentration®Ngopc~10"¥cm 2 and values of  form

n~1.5, the change in index of refraction due to the elec- o r
tronic reconstruction of the OD centers is estimated to be p(r)~ e p(— -
Ang~(co/ag)*10 8, which for cy/ag~3-5 can easily o
reachAng~10"%—10 3. Note that in our model we must The change in system energy connected with the matrix
have cy/ag>1 in principle in order for the model to be strain can be estimated as

Aaryr ' (10
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o2 empirically into the energy spectrum of the OD center in

AEderVB—Q' A=max £o,Co}, (1) order to explain the complicated temporal dynamics of its
photoluminescenck.

while the relative Change in the average denSity of the gla.SS A fundamental question iS, what is the energy advantage

in the neighborhood of the OD center comes to of the new state. It is clear that only if
AE
F% O-def. (12) E0>A, (15)

_ _ _ will the charge transfer state of the center with partial delo-
The total relative change in the average density of theglization of one of the electrons be more favorable in energy
glass for a concentration of centedgpc can be estimated than a localized state, as shown schematically in Fig. 2b.

directly from the HamiltoniarH, after summing over all the Condition (15) is apparently not satisfied in undoped
centers: quartz glass. Addition of Ge, on the one hand, redutes
o while leavingE, unchanged, due to lowering of the bottom

Pdef™ ENODCZF( Nopch®). (13)  of the conduction bandrecall thatA and E, are measured

from Eg, see Fig. 2h In the solid solution Gg5i; O, this
Taking the reasonable valuep~10"2-10"' and effect can come to 1-2 eV wher~0.1-0.2. On the other
(Nopch®)~ 1072, we obtainpger~ 10 *—10"3. The change hand, the swelling of the glass matrix when Si is replaced by
in refractive indexAngy; due to densification of the medium Ge increases the strain-induced contribution to the energy

can be estimated from the Clausius—Mosotti relation (11) by decreasing the coefficiegk
(n?—1)(n2+2) This latter effect in itself is not largéof order 10'*
Andef:ngeﬁ 0.604ef- (14 —10 2eV), but it can play a role when the difference be-

tweenEg andA. is small. Both of these factors work toward

Thus, the experimentally observed increaseAim can  satisfying the criterior{15). The swelling of the glass matrix
include a strain-induced contributibhcomparable in order when Siis replaced by Ge can also lead to replacement of the
of magnitude to the electronic contributi®®). By virtue of  rigid regime for formation of OD centeréf<<cy) by a soft
their origins, both of these contributions are responsible for gegime ¢y,>c,) due to an increase iiy. This in turn will
radical electronic and structural transformation of the ODincrease the effective fraction of volume in which the densi-
center and the glass matrix atoms surrounding it, caused Wjcation of the medium takes place.
the formation of a partially delocalized stagestate of inter- A special case is quartz glass doped with nitrotfen.
mediate radiusunder ultraviolet photoexcitation. Technological conditions for its synthesis require that this
glass be formed under highly oxygen-deficient conditions.
We may therefore expect that the addition of nitrogen leads
to formation of V[Si—Si|:N complexes, whose photoexcita-
tion energies are 1.5-2 eV larger than thos&/psi—Si].*®

The state of the complex described above in which bothtWe may also assume that the nitrogen atom bound in the
the intrinsic OD centefi.e., its cor¢ and the glass matrix complexV[Si—Si|:N forms a deep leveloccupied that lies
participate, can be classified as a peculiar type of excitowonsiderably lower than the original levél for single-
with intermediate radius, in which the core plays the role ofparticle excitation of &/[ Si—Si| center. The hybridization of
the positively charged centda hole with infinite mags  these two levels will cause them to repel one another, and as
while a second electron is partially delocalized and can be result theA* state will be higher than (i.e., closer to the
ionized fairly easily from its bound state into the conductionbottom of the conduction bandwhich favors the fulfillment
band. It is clear that an oxygen vacancy undergoing such af criterion (15). Thus, in both systemgwith Ge and N
structural change has a completely different photoexcitatiomloping leads to changes in the electronic spectrum that favor
spectrum from the original center, and can no longer contribthe formation and increase the energy advantage of a state of
ute to the absorption coefficient at a wavelength of 242 nmintermediate radiugin the Ge system, the primary change is
This could explain the observed phenomenon of photoanprobably connected with the parameters of the matrix, while
nealing of this band, and also the suppression of the intensitiyn the N system it is connected with the local parameters of
of triplet luminescencé® We can also explain the compli- the OD center We note in passing that in the latter case the
mentary appearance of red luminescence as a byproduct ¥fSi—Si:N centers are accompanied by the original
the creation of structurally altered OD cent&tsyhich emit V[ Si—Si] complexes, with excitation energies 4.5-5 eV. As
light as they recombine with electrons photoexcited from theén the case of undoped quartz glass, the absorption of 5 eV
state of intermediate radius to the conduction band. It is alsaltraviolet light photons by this glass does not make the sys-
clear that the remaining electron bound to the silicon will betem photosensitive. This is naturally explained within the
a paramagnetic center, and hence should contribute to tHfeamework of our model, since criteriofl5) is violated for
EPR signal. “pure” OD centers in the undoped quartz glass matrix.

Even if this state with intermediate radius is metastable,  Additional experimental confirmation of our model can
its effect on the relaxation dynamics of OD center photoexbe obtained by studying how ultraviolet processing of the
citation in glass can still be strong. For example, the I&gel glass affects the activation energy for electrical conductivity.
probably plays the role of the intermediate state introduce®ince the partially delocalized electron of a reconstructed

4. CONDITIONS FOR REALIZATION OF THE MODEL AND
ITS INTERRELATION WITH EXPERIMENTAL DATA
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oxygen vacancy can act as a donor, with an energy locateglver, even in the latter case a metastable version of this state
near the edge of the conduction band, its thermal ionizationill have a considerable influence on the dynamics of pro-
into the conduction band gives rise to an activated temperazesses by which photoexcited valence electrons of OD cen-
ture dependence of the electrical conductivity with activationters relax to their original equilibrium state.
energyE,. . .
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Expressions are obtained for the hyperfine splitting in EPR spectra of impurity ions with electron
spin 1/2 and arbitrary nuclear spin for arbitrary anisotropy ofgkactor and hyperfine

structure constants. These results generalize the previously obtained results'ofovwei case

of weakly anisotropig-factors and hyperfine structure constants. 1@99 American

Institute of Physicg.S1063-783#9)02006-7

It is well known that the parameters of EPR spectra withof the Hamiltonian(1) to third order, using the magnetic
hyperfine structure must be determined either numerically ohyperfine interaction as a perturbation to the Zeeman energy.
via perturbation theory. In calculating these parameters, their The use of third-order perturbation theory is required
exact values are determined by computer calculations whichecause contributions to the spacing between the lines
involve complete diagonalization of the corresponding spin-m< m and—m« —m are comparable in magnitude for tran-
Hamiltonian matrix with reference values found from ap- sitions arising from second- and third-order hyperfine correc-
proximate calculations. Therefore, in order to analyze EPRions, and therefore must be taken into account at the same
spectra with hyperfine structure it is important to have aptime. Actually, the shifts in second-order resonance lines are
proximate analytic expressions for the resonance magnetjoroportional tom? and therefore have the same sign for
fields of the hyperfine structure lines and hyperfine splittingsm« m and —m« —m transitions; however, they can easily
i.e., the spacingén magnetic fieldl between the positions of differ in magnitude because the resonance magnetic fields for
these lines. m«m and — m«— —m transitions are different in first order.

In this paper we obtain several useful relations for resoTherefore, the change in spacing between rhend —m
nance magnetic fields and hyperfine splittings in EPR spectrines caused by second-order shifts will differ from these

described by a spin Hamiltonian of the form shifts by factors equal to the ratio of the hyperfine interaction
energy to the Zeeman energy. Consequently, the change in
Hs= B(gH, S+ 9 H,S,+g,H,S,) distance betweem and —m lines obtained to second order
S o yHySy T 8:H. in perturbation theory is actually a third-order effect. On the
+ASITAS I +AS,. (1) other hand, the shifts ofmi<>m and —m« —m transition

HereS=1/2, | is arbitrary, and all the remaining notations
are conventional. Note that the EPR spectra of many impu- ™INg It
rity rare-earth ions in crystals are described by the spin DT T T T ]
Hamiltonian (1) with strongly anisotropig-factors and hy- ' I l I I L I IH”Z
perfine structure constants. For the case of weakly aniso
tropic g-factors and hyperfine structure constants, Weil ob-
tained a very simple relatidror the magnetic field spacings
between hyperfine lines with the sarnm| (wherem is the !
nuclear magnetic quantum numhede derived this relation | I l
by writing the spin Hamiltoniaril) as the sum of an isotro- L
pic and an anisotropic part, and used first-order perturbatior
theory with the anisotropic part treated as the perturbation,
This result, which was very interesting and useful, was in- e ' Hilz
troduced in the monograph Ref. 2 where it was analyzed in | I | | | | I I
detail. However, since it is correct only for weak anisotropy 743y 43%
of the g-factor and hyperfine structure constants, its applica- - 1'70 - ;0 JULO 350
bility is limited. L

In this paper we generalize the results of Weil to the case Megnetic field, mT —

of arbitrary aniSOtrOpY of thg-factor anq hyperﬁne.StrUCture FIG. 1. Theoretically calculated positions of hyperfine structure lines for
constants by extending the perturbation-theoretic treatmemd®* ions in single crystals of Pbgl
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lines calculated to third order contain linear and cubic term<Eq. (3) coincides with the result of We(Eq. (14) of Ref. 2.

in m and therefore will have opposite signs. ConsequentlyEquations(2)—(4) can be used both fdd|x andH|y if the

the change in distance betweenand —m lines obtained to  following replacements are made in them:»x—y—z and

third order will be the same order of magnitude as their corz—y— Xx—z respectively.

responding shifts, i.e., third-order effects. Figure 1 shows the positions of the hyperfine lines
If we assume that the magnetic field is directed along theAm=0 for the N&* ion (S=1/2, | =7/2) in single crystals

z axis, and calculate the energy levels of Hamiltonjgnto  of PbCl obtained numerically by exact diagonalization of

third order in perturbation theory for resonance magnetiche spin Hamiltonianl) and using values of thg-factors

fields, we have foAm=0 transitions that and hyperfine structure constants measured in Ref. 3. To il-
hy  Am Ai L A2 Ai A2 lustrate the usefulness of Eq®)—(4) given here, we used

Hy=—s— Y- YI1(1+1)—m?], them to recalculate these values of magnetic field for the
9.8 9.8 2(2hv)7|  4g,phv lines shown in Fig. 1. The discrepancy between the results

was so insignificant that we could not show it on Fig. 1. Note
where v is the microwave frequency used to measure théhat for H|x and H|ly the lines shown in Fig. 1 moved in
EPR spectrum. From Ed2) we can obtain the following parallel(i.e., maintaining their relative spacings unchanged

simple relation: so that their origin coincided with that of the|z lines.
Hom—Ho_ A [ AHA .
2m 9,8 2(2hv)?|’

1J. A. Weil, J. Magn. Resort, 394 (1971).

From Eq.(2) we also can obtain 2M. L. Meilman and M. I. Samitevich, Introduction to EPR Spectroscopy
A A2+ A2 A2+ A2 of Activated Single Crystaliin Russian (Atomizdat, Moscow, 1977
z X \ X y
Hno1—Hm=—5|1+ - m—1/2). p. 93.
m-1 ™ 9,8 2(2hv)? ZgZBhv( ) 3A. G. Badalyan, P. G. Baranov, V. A. Chramtsov, C. Barta, and J. Rosa,
(4) Solid State Commurk8, 877 (1986.

For weak anisotropy of the hyperfine structure constantJranslated by Frank J. Crowne
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Diffusion properties of plastically deformed silicon crystals
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The effect of dislocations generated by electroplastic strain on the electric-field-driven transport
of impurity atoms of indium in single crystals &fsilicon is investigated experimentally.

It is shown that when electrodiffusion of indium and strain are induced simultaneously, the
impurity ions are preferentially dragged towards the anode.1999 American Institute

of Physics[S1063-783#9)02106-1

Studies of the role of impurity-dislocation interactions in respect to depth were monitored by successively removing
the electroplastic deformation of silicon crystals have redayers and measuring the concentration of indium atoms by
vealed that they influence the plastic properties of this mateAuger spectroscopy.
rial in several stagesSince electroplastic deformation may Figure 1 shows plots of the concentration distribution of
also be viewed as an electrodiffusion process, it is entirelyndium versus penetration depth in the anode and cathode
appropriate to try to study how impurity-dislocation interac- regions of the silicon, obtained by averaging the results of a
tions affect the diffusion properties of single crystals of number of identical experiments. It is clear from these curves
P-silicon as well. that electrodiffusion is accompanied by preferential transport

It is well known that structural defects in semiconductorof indium toward the anode. Previously, Sterkrenal® in-
crystals, in particular dislocations, can strongly affect thevestigated the effect of growth dislocations on electrical
atomic transport of impurities in these crystafsMuch con-  transport of indium inP-silicon. They observed that for
tradictory data regarding the nature of impurity migrationsamples kept at a temperature- 900 °C in an external DC
has been obtained from studies of electrical transport, botklectric field, indium atoms were transported along disloca-
through the bulk of the host material and along structurations to the cathode. These authors postulated a vacancy
features. In some cases, the transport is observed to speed apgchanism as the probable cause of the diffusion process,
while in other cases it is slowed doWn.The reasons for while associating the direction of preferential transport of
these disagreements probably lie hidden in the differing deindium impurities and the high value of their effective charge
fect contents and degrees of structural imperfection of th@long a dislocation with hole drag.
crystals used in the studi@sn contrast, there have been no In our experiments we observed transport of indium to-
investigations of the nature of impurity migration in crystals wards the anode, in contrast to the data of Ref. 8. This hap-
both under strain and in an electric field, i.e., crystals simulpened because of the different conditions under which we
taneously subjected to strain and electrodiffusion. created the diffusion, the most important of which was the

In this work we subjected samples of single-crystalcreation of plastic deformation simultaneously with the elec-
P-silicon, initially doped with gallium and with hole concen- trodiffusion. Under these circumstances, mobile dislocations
trations of 185cm™3, to electroplastic deformatichthereby  were being generated as the diffusion was taking place, and
initiating electrodiffusion of indium along thgl10] crystal-  were drifting along with the front of diffusing impurities. On
lographic direction. This same direction also served as théhe other hand, the different conductivity type of our crystals
direction of compression of the crystal. Our samples wereand temperature conditions under which the experiment was
shaped like parallelepipeds with dimensions<I®X5mm  carried out also impose their peculiarities on the results of
and edges that coincided with the crystallographic directionsur trials. In Ref. 9 the authors observed accelerated penetra-
[112], [111], [110] respectively. We strained these samplestion of helium atoms into crystals of lithium fluoride plasti-
in the stationary creep regime by applying a constant shearally deformed in liquid helium. The authors of this paper
stress of 12 MPa at a temperature of 750 °C for 30 minutesexplained the anomalously high diffusion coefficient for he-
Samples with broad110 planes on which a layer of impu- lium atoms by postulating that they were penetrating the
rities was previously deposited from a constant source wererystals along growing and moving dislocations, i.e., the dif-
placed together in pairs and compressed between the vidasion was dynamic and “pipe-like.” The interaction of dif-
grips of the strain apparatus. A constant current passinfusing impurities with mobile dislocations was also dis-
through a sample served simultaneously to heat the samptaissed by Geruzin and Matsokin in Ref. 10, who argued that
and to create a constant electric field. At the end of the exthe impurity cloud that forms at dislocations significantly
periment the samples were mechanically separated and stripffects their motion and the way that the diffusion zone
with dimensions 183X 1 mm were cut from their anode and forms. These authors introduced the concept of a
cathode regions in order to record their concentration-versus‘dislocation-impurity cloud” system, which migrates in the
depth distribution profiles. The impurity distributions with viscous—diffusion flow regime. It is also well known that
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The fact that the diffusion is made up of two components
is clearly revealed by the presence of a kink in the experi-
mental plots of the impurity concentration profiles shown in
Fig. 1. Following Ref. 17, we label these components of the
diffusion “slow” and “fast,” so as to imply the simulta-
neous presence of two mechanisms for diffusion of a single
impurity.

In our experiment, the slow diffusion component arises
from the replacement of solvent atoms in the near-surface
region via the vacancy mechanism. Thus, the surface of our
deformed crystal coated with an electrically active impurity
begins to act like a generator of dislocations with a diffusion
pump. This means that the actual diffusion of the impurities,
which generates dislocations due to the dimensional factor, is
slowed down[The “fast” component is identified with dif-
fusion of an impurity along dislocation tubes as it is dragged
, . . along by mobile charge carriers of the plastic deformation.

5 10 X, pm Our analysis of the possible mechanisms for transport of
indium impurities leads us to postulate a special role for

10]9

10lS

FIG. 1. Distribution of indium concentratioN in silicon plotted versus the  mabile dislocations when both diffusion and strain occur Si-

coordinatex. 1—Cathode part2—anode part. multaneously.
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A Raman spectroscopic investigation of the fractal structure on the surface of cracks of different
size scales in glassy SjGs reported. A study was made of the crack surface and of the

distorted layer formed after grinding and polishing and comminution. The parameters of the fractal
structure thus found reflect the properties of the material and the crack nature; namely,

fractal dimension is of greater importance for more compact materials, and the geometric size of
fractal units(i.e., the size in real spaceorrelates with crack dimensions. €999

American Institute of Physic§S1063-783@9)02206-9

Investigation of the mechanical behavior of solids onl. TECHNIQUES
different size scales permits one, by establishing the corre- )
sponding correlations, to relate the processes occurring in all 1€ fundamentals of the theory of Raman scattering of
stages of fracture, from formation of elementary defects td'9Nt from a fractal structure were presented in Ref. 6, where,
main-crack propagation. This problem is traditionally ap-°Y @nalogy with phonons, the concept of fractons as vibra-
proached by finding the response of mechanical parameter’?naI excngtlons on fractal units was introduced, and the
to structural changes. Studies of glassy materials made aloﬁzé’"e_Spondlng den5|ty?of-states functig(w) and the wave
these lines reveal how the specific features in glass framefyncuon ¢(r) were defined:
work structure(concentration of ruptured bonds, size of the  ;(r)cexp —ard), (1)
correlation sphere, valence-angle distribution, Jetre re-
lated both to the strength of a matetiahd to its mechanical Where d,, is the so-called superlocalization paraméter,
characteristics, such as Young's modulus and hardnéss. Which characterizes damping with distanicand is related to
The advent of the theory of fractals provided a radicallythe parameters of a fractal structuré as
new tool for establishing the relation between phenomena ~ o~
occurring on the structural and macroscopic levels. The in- d,=(2-d)D/d, 2
variance of fractal qn_|t_s with respe_ct to dimensions n realwhere"d andD are, respectively, the fracton and fractal di-
space offers a possibility of extending the results relating to : ) . . .
a given scale level to events taking place on a totally differ-c>10NS- The d|f_ferece in the p_hyS|caI meaning between
ent space scale. Thus the problem of the correlation betweetrrw]ese param(iters IS thtchgract.erlzes the geometry of the
micro- and macroscopic phenomena in fracture may gain Structure, andl that of the vibrations. _
new appearance if one shows that the process develops in a 11€ expression for the frequency dependence of the in-
self-similar manner throughout the range accessible to med€NSity of light scattering from fractal V|b_rat|olrg)al modes
surements. This work may be considered as a step in thigorrected for the level populatipran be writtef?
direction. I(w)w/[n(w)+1]0<w", (3)
It was prompted by data in Ref. 5, where an analysis of
microscopic measurements, namely, of the relation betweewhere, assuming the vibrations in a fractal volume to be
the area and perimeter of the micron-scale islands appearirigcoherent,
on a fracture surface led to a conclusion that the surface of a _
growing crack in glass ceramics has fractal geometry. In ¥=(d/D)(2d,+D)~1, (4)
view of the abovg—mentioned scale invarianc_e, the amho;?ndn(w)=1/[exp(nw—k‘|)—1] is the Bose factor. Using Eq.
suggested that brittle fracture of glassy materlgls is a fragt )), relation(3) can be simplified considerably
process on deeper structural levels as well. This communica-
tion reports the first observation of a fractal structure on a y=3-1, (5)
glass surface made by measuring the frequency dependence
of the Raman scatterin@RS) intensity in the region devoid and one finds that the scattered intensity at frequende-
of structural bandgup to 240cm?), i.e., actually on the pends only on the fractal dimensiah
atomic level, because the RS tensor is determined in this case -
by vibrational displacements of fractons. l(w)o/[n(w)+1]cw3 9 (6)
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FIG. 1. Low-frequency Raman spectfd) of the volume and2) of the
hot-pressed interface zone between fragments of a fractured blank. 3

Therefore the frequency dependence of fracton-scatterec 2F
light intensity drawn on a log—log scale, kw)w/[n(w)
+1]} vs log), is a straight line. Such a spectrum differs . - : .

radically in pattern from the spectrum of conventiofrabn- 12 16 20 24

fractal) amorphous material, where in the low-frequency do- . '

main (20—80cm?) one always finds the so-called boson log (@, cm™)

peak caused by the correlation f.unCtlon of a disordered strl'":lflG. 2. Spectra of Fig. 1 redrawn in reduced coording@sspectrum 1(b)

ture and the phonon DOS function. spectrum 2. Here and in Figs. 3b and 5b the arrow identifiesathgy
frequency.

2. EXPERIMENT 3. RESULTS AND DISCUSSION

The measurements were carried out on samples of glassy F19ure 1 presents low-frequency spectra of the volume
SiO, obtained by gel technology. This material has a capa- and of the hot-pressed zone of the fractured blank fragments.
bility of reconstituting solid parts under hot pressure from1he spectrum of the volume exhibits a boson peak charac-
fragments produced in fracture of the original sample. It isteristic of amorphous materials with disordered structure. No
the interface between the fragments, which was assumed RNds are seen in the frequency range studied in the light
retain structural traces of the preceding fracture, that was thecattered from the hot-pressed zone. The log—log spectrum
subject of the study. The procedure was performed at a pre&f the volume also exhibits the boson pe&ig. 23, and the

sure of 7 MPa and temperature of 1150°C over Carefu”y'spectrum of the healed crack transforms above a certain cut-

_ _1 . . . .
matched surfaces of a crack between a pair of parts obtainéljl TéqUeNCYweuoi=18 cm ~to a straight line characteristic

by fracturing a blank along a previously cut notch. The com-of a fracte_ll str_uctureéFig. 2b). In the case of scattering from
paratively weak pressure and the fact that the hot pressingonon vibrational modes one SCOUId expect the slope of the
was performed below the glass formation temperatiig ( Straight-line portion to bev=4. The_exp_enment ylelded_
=1160°C) gave one grounds to hope that the contact zonk-36:0.02 for~the slope, however, which, in accordance with
would retain the memory of the modification of the material EQ- (5), givesd=1.64+0.02 for the fracton dimension.
caused by crack propagation. Let us consider Ref. 12, where low-frequency Raman
We also prepared samples hot-pressed over polishegpectroscopy was used to observe fractal structure in the vol-
planes of two fragments. The junction interface could not beime of aerogel, a material consisting of coagulated primary
discerned by eye in all the solid blocks thus prepared. particles with a radius=2 nm, which retains memory of the
The spectra were excited by theAlaser line at 488 nm  original heterogeneous structure. The value efas found?
and measured with a double-grating monochromator proto be 1.5@-0.05, with the straight-line relationship found at
vided with a digital data processing system. The spectra weritequencies from the cutofo.,z=27 cm t up. After the
recorded in 90° geometry as the exciting beam passesamples were ground to powder the fracton dimension in-
through the sample volume, or along the hot-pressed intecreased to 1.67 ane..x to 47 cml. The structure ob-
face. The light beam focused onto the zone under study waserved in the powder was calfédractal dust, because it was
about 100um in diameter. The region within which the light believed to have been inherited from fractals of the solid
interacted with the sampl@long the beaiwas limited by a  aerogel but distorted by spatial limitations associated with
diaphragm to a length of 1 mm. grain size.
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FIG. 3. Low-frequency Raman spectfd) of the volume and2) of the
hot-pressed interface zone between polished surfaces.
3t
When comparing our data with those of Ref. 12, one
immediately notices that the value of the paramelter the

powder coincides with that obtained for the fracture z¢ne
1.67+0.05 against 1.640.02, respectively which implies 1.2 1.6 2.0
closeness of the fractal geometries in the two cases. In oul
case, however, the fractal structure could not be of relic na-
ture, because there is no such structure in the volume of thaa. 4. Spectra of Fig. 3 redrawn in reduced coordina@sspectrum 1(b)
sample(Fig. 29. Therefore it may be conjectured that the spectrum 2.
fractal geometry of powder particles described in Ref. 12 is
likewise not connected with memory of the original structure
and is rather due to submicrocracks created in the course & the fracton dimension a value characteristic of S
comminution of glassy Si® In these conditions, the nearly gel origin.l)
threefold difference between the cutoff frequendiég and However the cutoff frequenci.,f=26 cm * obtained
18cm ) reflects a substantial difference between the spatiafor a polished surface turned out to be intermediate between
conditions of microcrack propagation under dispersion tdts values for a fracture surfa¢gé8 cm %, Fig. 2) and powder
powder and main-crack growth. Roughly, the frequency ofgrains(47 cn?, Ref. 12. This is in accord with the conjec-
the longest-wavelength vibrational mode within a confinedture that spatial constraintsrack size in powder grains, pol-
region depends on the sonic velocityand the dimension of ished interface, and brittle surfacaffect the size distribution
this region L as w¢ye=27V/L. Assuming V=4 of fractal units.
X 10° cm/s for amorphous Sigand transforming from wave To verify that fractal geometry does indeed depend on
numbers to cyclic frequency, we obtain ferw=47 and  specific features in the structure of a material, we applied the
18cmt L=27 and 74 A, respectively. These values are thehot-pressing technology used here to conventional fused
upper limits for the geometric dimension of the fractal units,quartz. Pieces of KU-grade quartz glass were ground in wa-
which is limited by the size of the parts of the cracks thatter to grain size~2 um, and the water suspension was elec-
remained intact after hot pressing. trophoretically precipitated to a dense mass, which was sub-
To check whether the difference i o (and, hence, in  sequently sintered at 1150 °C. The pressure at sintering was
the maximum fractal siZeis indeed determined by crack in this case increased to 180 MPa, because interaction among
type, we measured the spectrum emitted from the hoteven highly hydrated particles of fused quartz is consider-
pressed interface between two polished surfaces of the fraably weaker than that among silica gel grains possessing a
tured block. The cracked layer produced by polishing alsdiigh molecular mobility.
includes numerous microfracture surfaces whose scale size The results are displayed in Figs. 5 and 6. While a
(1-2 um) may be viewed as intermediate between fractalstraight-line section characteristic of fractal structure has in-
islandS on a macroscopic brittle surface and submicrondeed appeared in the sintered matetsalen in reduced co-
cracks on powder grains. ordinates in Fig. 6 it is shorter(herew,,,,=50 cni %), and
A spectrum from the hot-pressed interface of polishedts slope is substantially smoother than that in the hot-pressed
plates is shown in linear and reduced coordinates in Figs. Biterface spectrdFigs. 2b and 3p The fracton dimension
and 4, respectively. The slope of the linear section in thecalculated using Eq5) is 2.34+0.04.
frequency dependence is 1:80.02, which, according to Note that the procedure used to obtain the last result is

Eq. (5), yieldsd=1.69+0.02. Thus we have again obtained not very rigorous. Substituting=2.34 into Eq.(2) yields a

log (w,cm™)
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d parameter. Similarly, when crossing over to a material with
a higher structural connectivitffused quartz Si¢), we ob-
served an increase in fracton dimension.

At the same time the onset of the straight-line section
(50 cmi ) nearly coincides in this case with the magnitude
of weyr quoted? for powder (47 cm®). This indicates that
- the size of fractal units in real space is dominated by crack

1 extent, and that there is no noticeable dependence on specific
features in the structure of an amorphous material.
z Thus, low-frequency Raman spectra contain rich infor-
mation on the fractal structure of fracture regions in glass.
L L 1 ! The lowest frequency of scattering from fracton vibrations
50 100 150 200 (weutoff) is determined by the maximurtEuclidean size of a
P self-similar formation and does not depend on individual fea-
®, M tures in the “supermolecular” structure of a given substance.
The fracton dimension reflects the degree of compactness in
the structure of an amorphous material and is not dependent
on the scale size of a self-similar formation. This is indicated
by the fact that different types of brittle cracks in samples of
negative value fod,,, which has no physical meaning here. identical origin exhibit the same fracton dimension.
The inconsistency between these parameters is accounted for The results presented here give one grounds to maintain
by the fact that Eq(2) was derived for Mie scattering from that fractal surface geometry of brittle fracture, which was
fractal globules, while the fractals we are dealing with are orpreviously known from macro- and microscopic observa-
the rough surface of particles. tions, manifests itself even on size scales of the order of the

Nevertheless, the increase @fobserved as one crosses Correlation sphere of amorphous material, i.e., at the nano-
over from silica gel to fused quartz is in qualitative agree-structural level.
ment with the well-known correlation between fractal struc-
ture and properties of a substance. It was pointetfdtithat
as the density of aerogels increases, their fractals become

) . - - . Py . L . .

more compact, and this manifests itself in an increase of thelt is approprlate to add here that the comudence'of the frgcton dmeqspn
for a single macroscopic crack and randomly oriented microcracks indi-
cates a scalar nature of the fracton localization length and, thus, supports
the conjecture of incoherent scattering in a fractal volume made when

I, arb . units

FIG. 5. Spectra of amorphous quarft) Starting sample(2) sample sin-
tered from powder at 1150 °C and 180 MPa.

using Eq.(4).
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The effect of weak magnetic field®.1-0.8 T on the internal friction and Young’'s-modulus

defect of LiF crystals is investigated over a range of relative strain amplituglé®m

10" to 10" at frequencies of 40 and 80 kHz. Experiments with these fields show that the internal
friction increases and the effective elastic modulus decreases, indicating an increase in the
plasticity of the samples. Plots are obtained of the internal friction versus the magnitude of the
magnetic field at various values of the strain amplitade © 1999 American Institute

of Physics[S1063-783#19)02306-0

The question of how weak magnetic fields affect thestrain to within 5%. The attenuation of the unloaded quartz
mechanical properties of insulators, semiconductors, andias an order of magnitude lower than the system attenua-
metals has attracted much attention from investigators. Mantion.
of them have attempted to address this question by investi- The magnetic field was applied using a permanent mag-
gating the effect of a magnetic field on the behavior of denet or an EM-1 electromagnet powered by a universal
fects in crystals subjected to active loading or cré€On  UIP—1 power supply. The magnetic inductiBnwas varied
the other hand, only a few papers have discussed how ia the range from 0.1 to 0.8 T. The orientation of the sample
magnetic field affects the inelastic behavior of these materiwas characterized by the polar angebetween the fourth-
als under an alternating load. Among these we should mererder axis and the direction of propagation of the ultrasonic
tion Refs. 4, 5, whose authors investigated the effect of avave. In this work we used LiF samples with orientation
weak magnetic field on internal friction in metals at hertz@®=0. The magnetic inductioB was directed along the crys-
and megahertz frequencies respectively. tallographic directio100) perpendicular to the direction of

In this paper we investigate the effect of a weak mag-propagation of the ultrasonic wave.
netic field on the inelastic properties of LiF crystals under an  The initial state of the samples was characterized by a
alternating load in the kilohertz frequency regime. The in-yield stress of 3.5 MPa and dislocation density 6
elasticity of the crystals in this frequency range is controlledx 10° m~2. Fresh dislocations were not introduced into the
by dislocation processes. Under the conditions of our experisample before the start of the ultrasonic-wave tests. The prin-
ments these processes were induced vibrations of the disleipal divalent impurities in the LiF crystals we investigated,
cations and their multiplication in the field of the ultrasonic according to spectrographic analysis data, were Ca and Ba.
wave. We followed the change in the state of the sample by

monitoring the current—voltage characteristics of the com-
pound crystal resonator. The density of dislocations and their
distribution in the sample was monitored by selective etch-
1. EXPERIMENTAL TECHNIQUE AND SAMPLES ing.
INVESTIGATED The current—voltage characteristi€J) or Ug(U) of
the two-component crystal resonator are plots of the current

We used the two-component crystal resonator métfod strengthl in the quartz at series resonance versus the voltage
to investigate the inelastic properties of our LiF samples atJ applied to its package. The value of the currkmg pro-
frequencies of 40 and 80 kHz. Longitudinal vibrations set upportional to the voltagé&) z across an additional resistanRe
a standing strain wave in a quartz-plus-sample resonator witbonnected in series with the crystal resonator. The amplitude
a relative strain amplitude, of 10" —10 “. In these inves- of relative strain in the sample, is proportional to the volt-
tigations, which were carried out at room temperature, weageUg. The slope of the |-V characteristics with respect to
measured the internal frictiof) and Young’s-modulus de- the current axis can be used to study the dissipative proper-
fect (AM/M) of the crystals. The differences in intrinsic ties of the sample. Using the cunkéz(U), we can deter-
frequencies of the piezoelectric quartz and the compoundhine with high accuracy the amplitudg at which changes
crystal resonator did not exceed 2%. The internal friction andake place in the behavior of dislocations, and the plasticities
Young’s-modulus defect of the samples were determined tof different samples can be compared based on the relative
within a maximum error of 8%, the amplitude of relative positions of their I-V characteristiés:®

1063-7834/99/41(6)/5/$15.00 942 © 1999 American Institute of Physics
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FIG. 1. Comparison of the |-V characteristiog(U) of a control LiF sampldcurve 1) with samples measured in magnetic fieRls 0.2 T (curve 2) and
B=0.5T (curve3). f;=80 kHz. The straight line 4 is for unloaded quartz.

Our studies were conducted in two regimes. In the firstquartz is also showtplot 4). It is characteristic that all three
regime, measurements were made with a magnetic field anidV characteristics exhibit low-voltage linear segments
an ultrasonic wave present at the same time. The results opOA; ,0A,,0A;) and nonlinear segments A(B;,A,
tained were compared with data for control sampl& ( B,,A;B;) that connect with high-voltage linear segments
=0). In the second regiméJ (or Ug) was held fixed and the B,C,, B,C,, B;C;. These |-V characteristic segments
magnetic field was switched on only for a certain time, andexhibit no sign of translational motion or multiplication of
then once more switched off. This regime allows us to invesgjs|ocations.
tigate the functiondUg(U) or 5(eq) for the same sample Figure 1 shows clearly that the I-V characteristics ob-
both in the presence of a magnetic field andEor 0. tained when a magnetic field and an ultrasonic wave act si-

In order to identify a possible influence of the mytaneously(curves2 and3) lie far below the 1-V charac-
“switching-on effect” on the measurement resultswe yeristic for B=0 (curve 1). This shows that the magnetic
plotted the functiond)g(U) for unloaded quartz under the (o4 is making the samples more plastic. We emphasize that
following conditions: B=0; a DC switched-on magnetic |_y; characteristics 1 and 2 correspond to samples with mir-
field of B=0.8T; and in several cycles of switching a mag- ror cleaves.

netic fieldB=0.8 T on and off. The results obtained all lay We note yet another peculiarity revealed by comparing

on one stralght line. Processing this data by thg method qf—V characteristic 1 with 2 and 3. The large change in slope
linear regression showed that under all the experimental con-

ditions the functiond) z(U) obtained were approximated by of tl as_we_f_passt Lror(r; sggmeﬂ;ﬁ?l 0 se?mendClI:t)ﬁ |nd|t—_ ¢
the same linear dependence; in all cases the correlation c8h?‘ esl signitican arCenlnéZ d3e ssm.p edunhﬁr he action o
efficient exceeded 0.9@urve 4 in Fig. 1. t e'utl.rasomc wave. Curvésand3, o 'ta}me while the mag- .
netic field was present, did not exhibit any such changes in
slope. This shows that when a magnetic field and an ultra-
sonic wave are present there is no hardening of the samples
2.1. Effect of a magnetic field on the |-V characteristics of for voltages less thald =200 V.

compound crystal resonators with LiF samples The change in slope of the first characteristic as we pass

Figure 1 shows typical examples of |-V characteristicsinto regionDE, is associated with the beginning of multi-
for a crystal resonator with a frequency of 80 kHzBat 0 plication of dislocations in the field of the ultrasonic wave,
and |-V characteristics obtained in the presence of both &hich is confirmed by data from selected etching.
magnetic field and an ultrasonic wave. Cunge<2, and 3 We used the method described in Ref. 10, based on find-
correspond to valueB=0, B=0.2T, andB=0.5T respec- ing the points of intersection of asymptotes to the segments
tively. For comparison, the straight lingg(U) of unloaded B;C,, B,C,, andB3;C; with the Uy axis, to determine the

2. RESULTS OF TRIALS
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TABLE |. Magnitudes of generalized Peierls—Nabarro barrigts ratios Uy, v
U/Ug, and vibration amplitudes of dislocation segmeisfor LiF at a 015+ 17
frequency of 40 kHz and for various values Bf

B, T 0 0.2 0.5 15 18

>t MPa 0.68 0.38 0.28
U/Ug 66.7 75.0 100.0

(&), um, £,=2.0<10°° 0.22 0.31 0.93 13
01r

16

stress7™ required to unpin dislocation segments at a given " 4
stage of ultrasonic wave action. In the terminology of Ref.
10, 7' is the magnitude of the generalized Peierls—Nabarro 9 12
barrier. Table | lists estimates of! for |-V characteristics 0.051 7
corresponding to a frequency of 40 kHz. In Table | we also
present estimates of the average displacements of vibrating 8
dislocation segments$s) for £,=2%10 °, obtained from 3/5
Young’'s-modulus defect data using the method of Ref. 12, 1
and the ratiod/Ugr measured on the initial segments of the 9 . ,
I-V characteristicsOA;. It is clear from Table | that 0 10 20
samples investigated in a magnetic field had smaller values u,v
of 'than the control samples, and that these values decrease _ o _
with increasing inductiom. Since according to Ref. 18tis FIG. 2. _Jur_nps&&U@ in the_IV characteristics of a LiF sample caused by a

. . . agnetic fieldBB=0.8 T. Points 2, 4, 6, 8, etc. correspond to measurements
proportlonal to the yield stress measured under active loa n a magnetic field, points 1, 3, 5, etc. to measurements in the absence of a
ing conditions, we can confirm that the latter decreases Witlmagnetic fieldf,= 80 kHz.
increasingB. The ratiosU/Ug, and consequently the dissi-

pation of mechanical energy, increase with increagings ) o ]

B increases, the average displacement of a vibrating disloc&¥ith curve3in Fig. 3, we see that the amplitude dependence
tion segment&) increases as well. 5(8.0) of a samplg subjecteq to the action of a magnetic field
We emphasize that the data shown in Fig. 1 are fronfluring the experiment begins at smaligy than the control
three different samples, two of which have mirror-like sgmple. The corresponding _small-_amplltude val_ue oflnter_nal
cleaves. The effect of a magnetic field on the inelastic propfriction (the so-called amplitude-independent internal fric-
erties of LiF can be demonstrated by results obtained fronfiOn) turmns out to be smaller in the control sample. All three

same-sample trials as well. Thus, in Fig. 2 we show th&Urves d(eg) in Fig. 3 are rectified in Granato-tke
function Ug(U) for a sample of LiF in a magnetic fielB coorqute§. This |nd|.cates th_at the _amphtude d_epgndences
= 0.8 T (points 2, 4, 6, etg.and in the absence of a magnetic 8(eg) arise from freeing of dislocations from pinning cen-
field (points 1, 3, 5, 7, et&. It is clear from the plot in Fig. 2 t©rs. _ .

that the magnetic field causésg to decrease, and conse- The inset to Fig. 3 shows the amplitude dependence of
quently the amplitude of relative strain at antinodes of the the Young's-modulus defecAM/M(eo) for the sample
standing ultrasonic wave decreases as well. The changes {¥10S€ internal friction is shown by Figs. 1 and 2 respec-
Ug, AUg, and consequentlte,, caused by the magnetic tively. It is cl_ear _that the a_mplltude fjependence of
field depend on the amplituds,. In Table Il we show val- AM/M(g,) obtained in a magnetic field begins at smailgr
ues of the jumpsie,=eS=%— &l for the range of ampli- (curve 1a). than the dependence f_a:o (cur_nga), which
tudese, measured at 80 kHz f@=0.5T. Ae, is largestin ~ 29rees with curved and 2 for the internal friction.

the amplitude range,~ 105, and exhibits a maximum at In order to obtain curves for the internal friction in a
£0=2.5610"5. sample versus amplitude at different value8pfve used the

following experimental procedure. While keeping a certain
2.2. Effect of a magnetic field on the internal friction and Yalue _Of the amplitude,, fixed, W_e decrease_d the m_agnetic
Young's-modulus defect of LiF induction from 0.76 T to 0, while measuring the internal

. o i . ) friction & at several values d3 chosen in this interval. After
The internal frictions of LiF samples increases in a

magnetic field, which can be seen from Fig. 3. In this figure

we plot the internal friction versus amplitude for two LiF TABLE Il. Magnitudes of amplitude jumps in the relative strair, for

samples at a frequency of 40 kHz. Cundesnd? refer to the ~ LIF samples in a magnetic field.

same s_ample. The_ points corresponding to curveere ob- £0,10° 12 39 68 146 205 256 317 512 73.0 109.0

tained in a magnetic fiel8=0.2T, those for curv@ are for A, 10¢ 02 05 09 17 22 61 37 24 12 0

B=0. A comparison of these curves shows clearly that theN - — T T e o T T field
. . P . - NOte. gg IS e amplituae o e relative strain wi e magnetic fie

a_‘mp“tUd(_a dependence of the internal friction m a magnetlcswitched off,Aeq is the corresponding decrease in amplitude caused by the

field begins at smalleg, than forB=0. Curve3 is from a  magnetic field. These results were obtained at a frequégreB0 kHz in a

control sample with a mirror cleave. Comparing cunte®  magnetic fieldB=0.5T.
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FIG. 3. Internal friction versus amplitudé(s,) for a LiF sample plotted in the presence of a magnetic fieldve 1) and forB=0 (curve 2). Curve 3
corresponds to the control sample. The inset shows the amplitude dependences of the Young’s-modulsddbféet) for the samples corresponding to
curvesl and2. f;=40kHz, B=0.2T.

this we increased the amplitude to a new valgeand again
measured the internal friction at various valuesoin Fig.

4 we show several plots af(¢) for a LiF sample at differ-

ent values oB in the range from 0.76 T to O. It is clear that

the internal friction of LiF at small amplitudes, increases

with increasingB, and the onset of the amplitude dependence
shifts to smaller values,. From Fig. 4 it is also clear that

the curvesés(eg) for B=0 andB=0.14T practically coin-

cide. Consequently, there exists a threshold valug above

which the magnetic field ceases to affect the amplitude de-
pendence of the internal friction in LiF. The curvéée) <
from Fig. 4 are rectified in Granato-cke coordinates. Fol- §
lowing Ref. 14, we estimated the “unpinning strain” S
~Fmn/l., whereF , is the maximum force of interaction of a
dislocation with its pinning center ant. is the average
length of a vibrating dislocation segment. The results of
these estimates are listed in Table IIl. Here we also list the  77[ 6—
amplitudee corresponding to the onset of amplitude depen- 5
dence of the internal friction, the corresponding stress ampli- ‘

tude o, 7, the ratioU/UR for initial segmentsOA; (see 4 */

Fig. 1), and the average displacement of vibrating dislocation J oo

segments forq=4.0-10"°. It follows from Table Il that g 7,2 §—F—* . .

the values ofl” decrease with increasir This could be a 0 1 2 3 g,x10°

consequence either of smallef, or a larger average length FIG. 4. Amolitude d q Bey) for a LiF o at var |
. . . . . . 4. AmMplituge depenaences ofegp) Tor a LIF sample at various values
of the oscillating dislocation segmenlis. The ratioU/Ug of the magnetic inductiol: the points of curvel (starg correspond td

on segmentsOA;, and consequently the amplitude- —o; curve2 (illed dots areB=0.14 T;3—0.26 T;4—0.51 T;5—0.64 T;
independent internal friction up to 0.8 T, increases propor—o0.76 T.f,=80 kHz.

13r
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TABLE lll. Certain quantitative characteristics obtained from experimentsgver a wide range of,. The curves in Fig. 5 correspond to
using samples of LiF in magnetic fields with various magnetic inducti®ns amplitudes:;o for which no new dislocations are created as
B, T 0 014 026 0.51 0.64 076 the sample is excited by the ultrasonic wave. For smgll
corresponding to amplitude-independent internal frictién,

Z‘; %V?PZ 2107 2107 1153 1131 10'%7 0(5.8776 depepd; Iingarly oB (see plot .1 in Fig. b This agrees w.ith
St MPa 073  0.69 0.64 050 0.49 0.42 data indicating that the quantity/Ur measured on the ini-
r,104 122 121 1.17 1.15 1.13 0.94 tial segments of the I-V characteristio®\; depends linearly
U/Ug 979 984 1023 1043 1116 1188 on the magnetic inductioB. With increasings, the charac-
fj':’ﬂ 10-5 012 013 0.22 0.29 033 04 ter of the functions(B) becomes more complicated. Thus,

for g=3.6xX 10" ° (see plot 2 in Fig. bthere are two ranges
of B, B<0.2T andB>0.55T, within whiché is a weak
function of B. The amplitudee,=3.6x10 ° lies in the
tional to the magnetic inductioB. The average displace- range of amplitudes for which the curvéée,) are rectified
ments(¢) in the presence of a magnetic field exceed then Granato—Lgke coordinates. It is in this range of ampli-

displacements of dislocation segments win0, and in-  ,ges that the magnetic field causes substantial juins
crease a8 increases. Following Ref. 15 we assume that for(See Table ). Curves3 and 4 in Fig. 5 correspond to the

the same amplitude, the displacement of a vibrating dislo-

cation segment is proportional tﬁ). From this we conclude hardening of the samplsee segmer;D; of I-V charac-

fchat the_ value of; increases with mcrea_su@, €., aN eVET  aristic 1 in Fig. 2. A maximum is clearly observable on the
increasing number of segments are being released from their .
curvesd(B) for this range ofe.

pinning centers. These conclusions correspond to a picture in . . .
) o - o . Our experimental data, and our analysis of it, prove con-
which the magnetic field facilitates the unpinning of disloca- . . . . .
vincingly that a weak magnetic field can affect the inelastic

tions from paramagnetic centéfs. . . o
Using the experimental procedure described above, it jproperties of LiF crystals. Our results agree qualitatively

possible to obtain the dependence of the internal friction on)_{v'th data !n(ﬁcat_mg an eﬁ?Ct ofa C(?nstant magnetlc f|g|d on
the magnetic induction for different valuesaf= const. Fig- internal friction in other diamagnetic materi4l3,and with

ure 5 shows characteristic plots 6¢B) for a LiF sample effects observed in alkali-halide crystals under other loading
conditions in the presence of a magnetic fitld.

range of amplitudes in which the ultrasonic wave causes
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The effect of thermal processing on the mobility of dislocations is investigated in NaCl crystals
doped with impurities of various types—high-solubility impurities ¢©aand low-

solubility impurities (PB"). The results obtained after aging and thermal processing indicate that
the type of impurity and its stat@.g., level of aggregationn the crystal have a strong

effect on the relative mobility of edge and screw dislocations, and also on the parameters of double
transverse slip. ©1999 American Institute of Physids$1063-783#9)02406-5

The question of how point defects affect the mechanicak. EXPERIMENTAL RESULTS AND DISCUSSION
properties of crystals and the mobility of dislocations has
been discussed in a number of papersHowever, there Figure 1 shows the effect of aging on the paramétét
have been practically no studies of differences in the behavs clear that there is one concentration of“Ca(3.65
ior of different kinds of dislocations, for example edge andx 10”2 mol. %) at which¢ increases considerablipy a fac-
screw dislocations, when point defects are introduced ofor of 2.6. This comes about because an increasdin
when their collective statée.g., level of aggregationis  (~60%) is accompanied by a decreasel in(~40%). This
changed by various external factors, in particular thermatnusual change in the mobilities of edge and screw disloca-
processing. lonic crystals such as NaCl are convenient olions under the influence of the same deféet, the mobility
jects for these studies. Whé@01) cleavage planes of these of some dislocations increases, while that of others de-
crystals are indented, dislocation rosettes appear around tisgeasescan be explained as follows. Like any other disloca-
imprint of the indentor whose rays consist of ensembles ofion, these dislocations are braked by ion impurity-cation va-
edge and screw dislocation half-lodps. cancy dipoles, both singly and in aggregates and precipitates.
In this paper we study the mobility of edge and screwHowever, screw dislocations, in contrast to edge disloca-
dislocations in crystals of NaCl containing impurities of vari- tions, can undergo double transverse slip. In this case “frag-
ous types: high-solubility G4 and low-solubility PB*. ments” can form(dipoles made up of edge dislocations,
prismatic loops, and point defegtshat cause additional
braking of the screw dislocatiofis1° The state of the point
defects in the crystal affects the parameters of the double
transverse slif!* As a crystal ages, impurity complexes
1. EXPERIMENTAL METHOD (precipitateg appear, which stimulate the double transverse
slip of screw dislocations and greatly enhance their braking.
NaCl:Ca and NacCl:Pb crystals were grown by the Czo-Hence, the mobility of these dislocations will decrease, de-
chralsky method, with concentrations of Cain the range  spite the “purification” of the matrix via aggregation which
10 3 to 1.6x10 ! and PB" in the range X10 % to 1.65 forms large-scale defects. In such crystals, the motion of
X 10" 2 mol. %. edge dislocations becomes easier, and henicereases dur-
The (001 cleavage planes of these crystals were deing aging.
formed at room temperature using a PMT-3 microhardness A situation of this kind can only arise in crystals with a
meter with a load of 10 g at the indentor. The dislocationcertain type of impurity, for a specific value of concentration,
rosettes that appeared around the imprint of the indentaand under specific aging conditions. In light of this fact, it is
were identified by selective etching. The mobilities of theseunderstandable why the concentration depend&fcg ex-
dislocations were characterized by the ranfieand | of  hibits a well-expressed maximum only for NaCl:Ca at one
edge and screw dislocation ensembles in the stress field @hpurity concentration. The low solubility of Bb in
the indentor. NaCl:Pb suggests that impurity complexes and precipitates
The measurement error of these quantities was 10%. Thare present in these crystal even before aging; therefore, this
parameteré=I,/l5 was used to compare the mobilities of process results in a smaller change in the parangdtean in
edge and screw dislocations. The state of the impurities itNaCl:Ca. However, aging also changes the shape of the
these crystals was varied by agitR years at room tem- function £(C) for the lead-containing crystalgurves3 and
perature and quenching. Several quenching temperatiliyges 4 in Fig. 1). Note that the post-aging curvehas a minimum
were chosen in the range 323—-723 K, with the samples keptt C=8x10"%mol. %. In our paper Ref. 14, we argued that
at each temperature for 6 hours. this shape, which is also mirrored in the concentration de-

1063-7834/99/41(6)/3/$15.00 947 © 1999 American Institute of Physics
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FIG. 1. Effect of aging on the parametg=I./l for NaCl:Ca(l, 2) and  of the parameteé for crystals of NaCl:Cd1, 2) and NaCl:Ph3 and4). 1

NaCl:Pb(3, 4) crystals. 1 and 3 are before aging, according to the data ofgnd 3—co-aged crystal2 and4—quenched crystals.
Ref. 7;2 and4 are after aging.

change inl4 is less markeda factor of 2 forlg, a factor of

pendence of other plastic deformation parameters of NaCl:Ph.1 forl,).
crystalg®~4 (yield strength, coefficient of strain hardenjng We interpret these results as follows. In crystals of Na-
is a consequence of the development of impurity aggregateSl:Ca, quenching disrupts those impurity complexes that ef-
and precipitates. fectively brake screw dislocations by double transverse slip;

Thus, we find for the example of co-aged NaCl:Ca andtherefore| increases, despite the contamination of the crys-
NacCl:Pb crystals that different impurities can yield strikingly tal matrix, which decreases the mobility of edge dislocations
different shapes of the function§ C)—in this case, one |.. On the other hand, co-aged NaCl:Pb crystals with a sig-
curve has a maximum while the other has a minim{i@®e nificant concentration of low-solubility impurity Q
curves2 and 4 in Fig. 1). The results of aging lead us to =10 ?mol. %) probably contain large-scale impurity com-
conclude that the type of impurity and its state in the crystaplexes(~500 A and largerand precipitates before quench-
can have a strong effect on the relative mobility of edge andng, whose effect on double transverse slip of screw disloca-
screw dislocations, and on the parameters of double transions is comparatively slight. After quenching, which leads
verse slip. Note that in Ref. 15, after investigating the effecto some disruption of these defects, the number of defects
of another parameter—temperature—on the ratib@ihdl, ~ contaminating the crystal matrix increases, which decreases
for NaCl crystals, Klyavin was moved to question the ideathe mobility of edge and screw dislocations. But, these de-
that changes in this ratio were associated with changes in thfects could have an even stronger effect on double transverse
frequency of double transverse slip for screw dislocations. slip, in which case screw dislocations will be braked more

Trials in which co-aged crystals were quenched showstrongly after quenching than edge dislocations, iewill
that NaCl:Ca and NaCl:Pb crystals differ markedly in theirdecrease more thdg.
behavior when subjected to this type of processing as well. In Fig. 3 we plot the parametérversus quenching tem-
As an example of this we show results fbr=423 K in Fig.  perature for NaCl:Ca crystals. It is clear that the changg in
2. Itis clear that after quenching the curdC) shifts down-  for “pure” crystals (which, of course, contain uncontrolled
ward for NaCl:Ca, while for NaCl:Pb it shifts upward. These impurities and for crystals with comparatively small con-
results indicate that the impurity state affects crystals coneentrations of impurities (%10 3mol. %) is smaller than
taining C&" and PB* differently. for samples withC~10"2mol.%. In the first case, the

Quenching is found to produce especially large changeshange in¢ is within the range 2-3, in the second case in the
in the value of¢ for samples with an impurity concentration range 1-4. This indicates once more that the different mo-
C~10 2mol. % (i.e., 3.65< 10 2 for NaCl:Ca, curved and bilities of edge and screw dislocations in these crystals de-
2in Fig. 2, and 1.6% 10 2 for NaCl:Pb, curve8 and4 in  pend on the type and concentration of impurities they con-
Fig. 2. In this case¢ changes by roughly a factor of 2, tain. It is also cleafFig. 3) that the state of the impurities
decreasing for NaCl:Ca and increasing for NaCl:Pb. In crysalso significantly affects this difference. For example, for
tals of NaCl:Ca this corresponds to a decreaséqiby a  crystals withC=3.65x 10 2 mol. %, £ decreases by a factor
factor of 1.1, along with an increase linby a factor of 1.6.  of 4 when we go fronT ;=323 K to T,=673 K (curve4 in
In the crystals NaCl:Pb bott, and I, decrease, but the Fig. 3.
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caused by transverse slip, while maxima are connected with
its increase. This is also true of the functiof(<C) (Figs. 1

and 2. Therefore, by studying how the paramefarthanges
under the action of impurity defects we can draw conclusions
about the influence of these defects on the additional braking
of screw dislocations, and on the intensity of double trans-
verse slip.

Thus, we have shown for the example of doped NaCl
crystals that the mobility of edge and screw dislocations vary
differently. For samples subjected to aging, the shape of the
concentration dependence of the paramétel, /I depends

n L ! | L on the type of impurity introduced. For high-solubility impu-
300 #00 500 600 700 400 rities in NaCl (C&") the function&(C) has the form of a
T, K . . LT -
¢ curve with a maximum, for low-solubility impurities (Pb)

g
FIG. 3. Dependence of the parameteron quenching temperature for it h_as a mlmmum' The parameter changes Slgnlflcantly
NaCl:Ca crystals1l—Undoped crystals2—4—doped crystalsC, mol. %: ~ during quenching of co-aged crystals. These changes have
5% 1073 (2), 9% 1072 (3), 3.65< 10 2 (4). different characters for NaCl:Ca and NaCl:Pb. Regular
changes in the parametérduring aging and quenching of
these crystals are explained by taking into account additional

For samples with this impurity concentration we observeslowing down of screw dislocations connected with double
a smooth decrease fwith increasingT, as this parameter transverse slip. Based on these changes we may deduce the
is varied from 323 to 673 Kcurve4 in Fig. 3. This decrease €&ffect of impurity defects on the intensity of transverse slip.
is connected with the fact that increasing the quenching tem-

perature of the sample usually increases the mobility of edng Aerts. S. Amelinck 4 W. Dek Acta Metdl.29 (1959

. . . . . Aerts, 5. Amelinckx, an . Dekeyser, Acta Ve . .
and screw dislocations, Wlt_i} changing more S”O”Q'V than 2L. M. Saifer, in Physics of the Condensed StfiteRussian (Physicotech.
le due to decreased slowing down connected with double |nst. Low Temp. Ukr. SSR Acad. Sci., Kharkov, 1973
transverse slip. For example, in going from samples®P. Grau and F. Frohlich, Phys. Status Solidb8, 479 (1979.

a4 .
quenched at 473 K to samples quenched at 673 K the mobil-E- Orozco, J. Soullard, and F. Agullo-Lopez, Philos. Mag53 513
) . . . (1987.
ity of edge dls.locatlons increases by a factor of 3.3, that ofsy g Boyarskaya, D. Z. Gradko, and M. S. Ka®&ysics of Microinden-
screw dislocations by a factor of 12. Further increase€§,0f  tation Processefin Russian (Shtinitsa, Kishinev, 1986
lead to an increase i# (curve4 in Fig. 3) because the de- °A. A. Predvoditelev, V. N. Rozhanskiand V. M. Stepanova, Kristal-
crease ifl is larger than the decreaselin(by factors of 8 ~,lografiya7, 418 (1962 [Sov. Phys. Crystallog, 330 (1962].
d3 S ti . T ch f 673 to 773 K th M. A. Linte, The Effect of Point Defects on Microhardness and Other

an : respec lvel'ylje" as a c arjges rom 0 . e Parameters of the Plastic Deformation of Single Crystals of N&@ic-
braking of screw dislocations via double transverse slip in- toral Diss.[in Russiad (Inst. of Applied Phys., Acad. Sci. of the Molda-
creases. vian SSR, Kishinev, 1985

_ 8 . . ; )
It follows from Fig. 3 that the shape of the curvé@T,) sBié:{] (SNn;LEZV’LZﬁ:gg?;ﬁnlggfcmre and Hardness of Crystdis Rus
for samples with impurity concentrations10 3 mol.% 9, 3 Giman. J. Appl. Phy€3, 2703(1962.

(curves2 and3) is similar to that for crystals witlC=3.65  °w. G. Jonston and J. J. Gilman, J. Appl. Ph§$, 632 (1960.
X 10"2 mol. % (curve4). 1R, P. Zhitaru, V. O. Klyavin, and B. I. Smirnov, iRhysical Processes of

For NaCl:Pb, as for NaCl:Ca, the shape of the function E:g\s/ncig?e“l;ormanon at Low Temperaturfis Russiar (Naukova Dumka,
§(.Tq) s fognd to be n_onmonmomc- However, aside Tromleu. S. Boyarskaya, R. P. Zhitaru, and M. A. LinfEhe Relation between
this similarity the functions for the two crystal types differ Various Parameters of Plastic Deformation of Doped NaCl Crystals in the
y Y yp
markedly in overall shape. In particular, a rather significant ,Temperature Eange 73 *E_['” RUSS('jaﬂ (Shtinitsa, Kishinev, 1983 -
change in¢ for NaCl:Pb is observedn the range 2-¥even Ig'%le(’fgg;f aya, R. P. zhitaru, and M. A. Linte, Cryst. Res. Technol.
for crystals with impurity concentrations as low as 2 14y, s Boyarskaya, R. P. Zhitaru, and N. A. Palistrant, Pisma Zh. Tekh.
X 10"*mol. %. Fiz. 19, 60 (1993 [Sov. Tech. Phys. Letll9, 458 (1993].
) ) 15 , . )

For both types of crystals we can identify the usual regu-": V-[K'ﬁ"'”t Pﬂhg'lj'csk"f e Hard”f;;“ Crystals at Helium Tempera-

larities: minima for curvest(T,) are connected with de- " or oo TRAUKE, MOSCOW,

creased additional slowing down of screw dislocationsTranslated by Frank J. Crowne
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A new type of surface spin wave in magnetoelectric crystals
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It is shown for the case of a two-sublattice model of an antiferromagnet with a linear
magnetoelectric effect that a new type of surface spin wave can arise at a boundary between a
magnetoelectric and a nonmagnetic metal or between a magnetoelectric and a nonmagnetic
insulator. This type of surface magnon arises from hybridization of the exchange and electric-
dipole spin-spin interaction mechanisms. 1®99 American Institute of Physics.
[S1063-783109)02506-X

Many papers, both theoretical and experimental, havézed electromagnetic excitation cannot exist in the quasistatic
discussed the conditions for formation and properties ofimit (w/c—0). The spectrum of type-l polaritons, where
propagation of surface spin waves in bounded magneticallyl) holds, can be studied without dealing with electromag-
ordered crystals. A large number of these investigations fonetic retardation¢< ). Using this fact, many authors have
cus on the short-wavelength asymptotic behavior of the spedeen able to study the conditions for formation of type-I
trum of transverse-electridTE) magnetic polaritons, that is, surface magnetic TE polaritons by analyzing their short-
magnetostatic spin wavés? The widespread use of thin wavelength asymptotic limit, i.e., magnetostatic spin waves.
magnetic films and multilayer magnetic structures in variousOf course, by virtue of the principle of duality under field
devices for processing and storage of information has reexchange, analogous structure can also appear in the spectra
cently spurred interest in analyzing the conditions for propaof surface magnetic TM polaritons. However, in order for the
gation and generation of surface magnetic polaritons. Thisystem to support this class of magnetic polaritons, the un-
type of oscillation, as is well known, consists of an electro-bounded magnetic material must include among its normal
magnetic wave localized near the boundary between two mespin-wave oscillations modes of uniform magnetic oscilla-
dia, whose spatial and temporal structure simultaneously sations that are odd under inversion, and consequently electric-
isfy the Maxwell equations, the material relations, and thedipole-active. Examples of these crystals are centrosymmet-
boundary conditions. In particular, it has been shown thatic crystals with magnetic ions in noncentrosymmetric
magnetic crystals at a magnetic-vacuum boundary can supositions (for example, hematite, ferrite-garnets, ferrite-
port two basic types of surface magnetic TE polaritons. Legpinels, orthoferrites, etc.A detailed analysis of the spectra
us derive conditions for their existence for the simplest casesf both bulk and surface excitations in such magnets was
when the dynamic magnetic permeability tensor of the maggiven in Refs. 6—8. The types of polariton excitations found
netu is diagonal. Letu; and u, be the principal values of there were the result of hybridization of an electromagnetic
this tensor in the direction of propagation of the electromagwave of TM type(an H-wave with an electric-dipole-active
netic TE wave k, ) and normal to the surface of the magnet, mode of the spectrum of exchange magnetic oscillations of
respectively. Ifk, is the wave number and the frequency the crystal.
of an electromagnetic TE wave propagating along the sur-  The observation of a high value of the magnetoelectric
face of the magnet, then the necessary condition for generaysceptibility in terbium phosphdtprovided a strong impe-
tion of a surface TE polariton is that one of the conditions s for further intense study of how magnetoelectric interac-

. tions affect the resonance properties of magnetically-ordered

w <0, u, <0; () , :

crystals. In theoretical papers after Ref. 9 it was shown that
kaZ the magnetoelectric interaction can strongly affect both the

p<0, =7 (20 magnetoelasti®!! and polaritoh? dynamics of bounded
magnets through acoustic magnons. In particular, the results
be satisfied. Here is the velocity of light in a vacuum. of Ref. 12 indicate that in tetragonal antiferromagnets with
Depending on which of the conditior{g) or (2) is ful- structure %2;1‘ the magnetoelectric interaction implies

filled, we assert that the magnet-vacuum boundary can suphe presence of previously unstudied surface magnetic TM
port either type-| or type-ll surface magnetic TE polaritons, polaritons, both type-l and type-Il. In this case, in contrast to
respectively. Ref. 7, these localized electromagnetic excitations in the
An important feature of type-Il polaritons is that their magnet owe their existence to the fact that the acoustic mode
spectra have points of termination; hence, this type of localef the magnet's magnon spectrum is odd under inversion

1063-7834/99/41(6)/6/$15.00 950 © 1999 American Institute of Physics
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(electric-dipole-activie Properties of the spectrum of this F) o B

type of surface magnetic polariton arg lack of inversion F=M§ §m2+ E(VDZ— §|§—mH+Fme

symmetry w(k,)#w(—k,), 2) the possibility of conver-

sion of a type-l surface H-wave into a virtual surface TM X, K,

wave. However, all the studies to date of how magnetoelec- + EPZ+ TPL_PE'

tric interactions affect the dynamics of magnetoelastic crys-

tals share a very significant limitation: in their calculations, My+Mp M —My 3
the authors of these studies neglect spatial dispersion of the 2My 2Mgy

magnetic medium induced by the nonuniform exchange in- heres. o and 8 are respectively the constants of uniform
teraction. In Ref. 12, after reproducing the results of Ref. 13V P @ B spectively stants of unitor

Buchelnikov and Shavrov simply mention that spatial dis_’and nonuniform intersublattice exchange and anisotrépy,

persion of the magnetic medium can invalidate the macrof’lndH are respectively the electric and magnetic figtds

scopic approach, in whichk, <1 (wherea is the lattice the elegtric polari_zgyipn vector, and, , x are the inverse
constant andk, is the wave vector of a polariton excitation dielectric suscept|b|I|t|e_s. . . . .
traveling along the surface of the magnét describing po- The malgg)rjleztoelectnc mterac;hon energy in &8), as is
lariton dynamics of a magnetic crystal. However, in Ref. 14,We” known, can be written in the form
de Wameset al. show for the case of a semi-infinite easy-  F .= y,5,m,l 4P, (4)
axis ferromagnet that the simultaneous inclusion of . .
magnetic-dipole and nonuniform exchange interactioné’\’here_7 IS the tensor of magnetoelectric constants.
makes it possible to specify conditions for the generation of Within the frgmework_of our phenomenologmal Freat—
a new type of propagating surface EH wave. In the limit ofment, the dynamic properties of thIS' system are_descrlbed by
no electromagnetic retardation, this type of localized excita? system. of coupled vector equatiortd; £ oH/5j (where
tion consists of a generalized surface spin wéhe square j=m,|l,P):
of the component of the wave vector normal to the surface of2/gMy)m,=[mH,]+[IH,], (2/gM)l;=[IH ]+ [mH,],
the magnet is a complex quaniity

Later, in Ref. 15, Ivanowt al. also obtained an analo- fPu=Hp,

gous result for slow surface TE waves in the quasistatic 14D 1 9B

limit, i.e., asw/c—0, within a model of an easy-axis anti- rotH=— —, rotE=—— —,

ferromagnet. The physical mechanism for creating this type ¢ dJt c at

of localized excitation is the coupling in the presence of ajivD=0, divB=0. (5)

guasi-two-dimensional defe¢the surface of the magnenf

the electromagnetic TE wave and a normal magnetic-dipoletlere g is the gyromagnetic ratio. If we assume that|

active spin mode. <|l|=1 (smallness of the relativistic interaction compared to
Note that all the results described above were obtainethe intersublattice exchangethen if the oscillation fre-

for boundaries between a magnet and a nonmagnetic insulgiuency of the system satisfies the condition

tor, since it is easy to yerify that metallization of the surfz_ape w<min{goM g, (x, 1T)Y2 (/T )12, (6)

of a magnet with a diagonal high-frequency permeability

tensori.(u,k, ) leads to delocalization of both types of sur- we can eliminate the vectors and P from the discussion.

face magnetic TE polaritons listed above. As a result, the equations that describe the dynamics of a
In this paper we will show that nonuniform exchange magnetoelectric in approximatiof®) can be written in the

and magnetoelectric interactions can give rise to a previouslform

unknown propagating surface magnetic polariton of TM

type, at either a metal-magnetoelectric boundary or a non-

magnetic insulator-magnetoelectric boundary. The short-

wavelength asymptotic limit of this type of magnetic polar-

8 4
- —(IH)l— E(IH)[IH]

__| -
2t Tl Sws

I(I 1 JWa

2
(81P&ll + 2(TP)1,+ 17Pll,— 7Pl}

iton is a new type of surface dipole-exchange spin wave. + S0
S
2;\ ~ ~
+(—ssl{(lH)(yPI)-l—H(FP)—yPH}ZO. (7
1. FUNDAMENTAL RELATIONS Herel' ,=y,4,l gl ,, ws=gM;, ande is a unit antisymmet-

ric tensor. The vectorm and P entering into the Maxwell
Following Ref. 12, we choose as our example of a magequations within the approximatiof) are coupled in the
netoelectric material a two-sublattice model of an antiferrofollowing way to the components of the antiferromagnetism
magnet(where M, , are magnetizations of the sublattices, vectorl:
[M1|=|M,|=M,;). The energy density as a function of the ) 2 5
ferromagnetism vectom and antiferromagnetism vector m=1{ —[l]+ =(H=I(IH)) } + —{I(TP)— 3P},
can be written in the form dws 6 dws

O=F+F e, P=(%)"YE—%m). (8)
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The tensorx has the following nonzero componentg;,  near the metallized magnet surface is impossible whether or
=Ky = K| Ky K not we take into account nonuniform exchange interactions,

Thus, in the low-frequency limi(6) the set of dynamic in what follows we will not consider these modes. As for TM
equations that determines the interaction of the electromagnodes, as we said at the beginning of this article, the condi-
netic and spin subsystems of the magnetoelectric materiglons for their localization near the surface of the magneto-
couples only the components of vectdy#d, andE to each  electric £=0 with boundary condition$9) and (10) will be
other. This reduction of the system is correct for arbitraryderived forw/c—x, i.e., the quasistatic limit. In this case,
values of the deviation of the antiferromagnetism vedtor for an unbounded magnetoelectric mate(i@) the relation
from its equilibrium orientation. between frequency and wave vector for these magnetic TM

Since in this paper we are interested in the surface dypolaritons(dipole-exchange spin wavesr k e XZ is deter-
namics of the magnetoelectric, this system of dynamic equamined by the expression
tions must be supplemented by the appropriate boundary

. 8k2 -1
conditions. . w2=(w§+32k2)(1— , x .

Let us assume that the surface of the magnet is metal- ks + bk
lized, since, as we have already mentioned above, in this _—

. : i - V2
case none of the types of surface magnefuc polaritons belo_ng —| 1+ 4mx 1, gpt (1+4mx 1)1,
ing either to E- or H-waves can exist in a nongyrotropic o
crystal (assuming external magnetic and electric fields are
8myPx | 2 adw?

zero. pm Y L X9 (12)

If the magnetic material occupies the half-space0 S(1+4mx 1)’ 4 -

where ¢ is a coordinate along the normal to the boundar . . . .
( ¢ 9 y As an example let us consider two relative orientations

between the magnetic and nonmagnetic medliathen for a
crystal whose surface is metallized but whose magnetic mon the vectorn normal to the suriace of the magnetOZ

ments are completely unpinng¢d special case of the Rado— ?ggrggOo>r(16'[r:iror:haErg.c(tt?sgcfoelIOV\;ot:actalrlil ggs ??tsc‘aen t’?iethe
Wirtman condition the following boundary conditions ap- ponding Istic equat wh !

form (5= w3+s%k?)

ply:
i q*-P,9°+P,=0, nlOZ, (12
0—5—0, ET_O, £=0. (9) 'Zo%i—szkfb—wz (Tog—wz(b—s)) )
- 1:Tv 2= T i;
Herel describes small oscillations of the antiferromagnetism
vector | around its equilibrium orientation, anH, is the q*—P,q°+P,=0, nlOX,
tangential component of the electric fididin the magnet.
Since in this paper we analyze excitations localized near b&3+ s’k —w?(b—e)
the boundary of the medig&&0), in addition to Eq(9) we P1= s2b '
also must satisfy the conditions
- wgo— w? 5
-0, |E|—0, &——. (10 Pz=(w)ki- (13

Calculations show that within this model of an antifer- Thus, it follows from Eq.(11) that within the electric-

romagn_et it is_ poss_ible to realize one of iwo equilibrium dipole approximation ¢/c—0) the polariton wave propa-
magnetic configurations: an easy-axis configuratifi®Z) gating along the surface of a magnet that satigfds an

- H 10,11
and an easy-plane configuratior. ©Z). excitation of two-partial type when spatial dispersion is in-

Let us consider the same propagation geometry for thy,qeq. This is true both fanlOX andnilOZ. The resulting

electromagnetic wave and equilibrium magnetic configurayaial structure, e.g., of the scalar potential of the electric

tion used previously in Ref. 12, V\ihose authors neglectegey , (whereE=grady) can be expressed in the following
nonuniform - exchange interaction: the easy-axis phasg,, (wherek, is the wave vector of the oscillations under

(I!O_Z,_ IM|=[P[=0) of a tetr{;\gonal antiferromagnet_ study along the direction of propagation of the spin wave, as
4,2, 17. As the plane of propagation of the electromagneticyatarmined by the vectar, ; note thatr, L n):
wave we pick the plan¥Z. We will assume that the normal = *

to the surface of the antiferromagnet coincides with one of 2

the Cartesian coordinate axg®., fork e XZ eithern|OZ or b= 21 Ajexpg;§)expliot—ik,r, ). (14)

nlOX is possiblg. Calculations show that the Fresnel equa- 2

tion for the spectrum of bulk normal polaritons of the un- Hereg?= — (kn)?, 01 is specified from Eqs(12) and(13)

bounded magnetic medium, taking into account nonuniformas a function of the external parameters, i.e., the oscillation

exchange interactions, factorizes. As a result, in our geomfrequencyw and wave vectok, .

etry we have independent propagation of TE and TM waves Thus, using Eqs(12)—(14) we can classify the possible

(see also Ref. 12 types of propagating dipole-exchange surface spin waves de-
Since calculations show that for the boundary conditiongpending on the character of their localization near the surface

we have chosen localization of polariton modes of TE typeof the magnetoelectric crystés).
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2. CLASSIFICATION OF POSSIBLE TYPES OF SURFACE 3. ANEW TYPE OF SURFACE DIPOLE-EXCHANGE SPIN
DIPOLE-EXCHANGE SPIN WAVES WAVE

Analysis of Egs.(12)—(14) shows that two-partial sur- If we carry out the calculations proposed above for each
face spin wavesd3>0, g5>0) will arise in the medium of the two orientations of the normal to the surface of the
under discussion when magnetn, we find that fork e XZ that conditiong(14)—(20)

imply a new type of surface magnetic polariton of TM type

2 2_-~2 2 2
wi (k) <o <@g, , Kki>ki propagating along the metallized surface of the magnet under

(hereb, =b/(b—¢)), or study. However, this will be possible only foilOZ. The
spectrum of the new surface excitation can be found explic-
w?(k))>w? k <w_(0)/s itly in the quasistatic limit(where it is a dipole-exchange
surface spin wavefor arbitrary values of the wave vector
for nOZ, and K, :
N, N, |2 112 w(Z)8
wi(kl E7i((7) —Nz) ) ki=%, 02=agb*_[%(b_8)1/2

N;=2[®3+s?bk?]—4s%k>(b—¢), s2K2 (b—e)]12) 2

) - ’(I)O(b*—l)+T } . (21
N, =[5+ s?bk? 12— 4s?k* &2b, (15)
B2=0? (16) Comparing this dispersion relation with Eq42)—(19)

shows that fork, <k,, , wherek,, is defined from the
for nlOX. equation

If the frequencyw and wave numbek, of a normal
electric-dipole active mode in the spectrum of magnetic os-
cillations of an unbounded version of the magnet under disthe dispersion relatiof21) corresponds to a propagating
cussion satisfy the relations generalized surface magnetic polariton of TM type (Re

% (Kyy )= 03+5%K2, (22)

~2 2 #0, Img? ,#0). Fork, =k,, the dispersion curve deter-
b,<w* nlOZ, 1 . 1.2 Lo R : : ;

@by =@ | (9 mined by Eq.(21) smoothly transforms into the dispersion

®5<w? nloOX, (19  curve for a TM type of two-partiald;>0, g5>0) surface

magnetic polariton, which propagates wHen>k,, .
then near the boundary of this magnet a two-partial pseudo- I we introduce the notatior; ,=q,*=iq; (where @;
surface (2>0, g5<0) dipole-exchange spin wave can form. =0 for Req? ,#0, ImgZ ,#0), it follows from Egs.(12)—
In the range of parametetsandk, specified fomllOZ  (19) that for the surface magnetic TM polarit¢21) we have

by the relation for o= that
w? (k) )<w?’<w3(k)), (19 2 1( 112 Pl)
g =5\F2" v 5|
the magnetic medium under discussion can support a two- T2 2
partial generalized (R® ,#0; ImgZ,#0) surface spin 1 b
wave. qi2=—( P32 —l) : (23
Finally, for nllOZ and 2 2
wi(kl)<w2<z)(2,b* Lk, <k, (20) Analysis shows that this type of surface magnetic polar-

iton cannot exist unless we take into account the nonuniform

it is possible for a two-partial exchange polariton of TM exchange interaction. In the quasistatia/¢—0) limit the
(qf,2<0) type to propagate along the chosen surface of theurface magnetic TM polariton whose spectrum is given by
magnet under discussion. (21) constitutes a new type of two-partial generalized surface

Thus, the results of this analysis imply that foe XZan  spin wave foik, <k,, or a two-partial surface spin wave for
electric-dipole-active mode of the spectrum of normal oscil-k, >k, , . In contrast to previously known types of dipole-
lations can be localized near the surface of a magnet of typexchange surface spin wave excitatiéhs’ this type of sur-
(3) with nllOZ only if the polariton frequencw and its wave face magnon is a result of hybridization in the presence of a
numberk, satisfy one of the relationél5) or (19); when  quasi-two-dimensional defeéhe crystal surfageof the ex-
nllOX they must satisfy relatio(lL.6). However, thisis only a change and electric-dipole mechanisms for spin—spin inter-
necessary condition for localization of this type of electro-actions. It is not difficult to verify that dipole-exchange mag-
magnetic wave near the surface. The corresponding dispenons described in Refs. 14 and 15 cannot exist at a boundary
sion relation for the surface-wave spectrum is determinedbetween the magnet and a nonmagnetic metal surface.
from the condition for existence of a nontrivial solution to Metallization of the surface of the magnetoelectric ma-
the system of boundary conditiof®) and (10), which must  terial is not a necessary condition for the existence of the
br solved with respect to the unknown partial amplitudgs  surface magnetic polariton of TM type considered in this
(12). paper. If the magnet is bounded by a nonmagnetic dielectric
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medium, then the following system of boundary conditionsknown that the form of the wave-vector surface of a normal
must be satisfied at the surface of the magnetoelectric mateaode of the spectrum of oscillations of an unbounded crystal

rial whennllOZ and the spins are completely fréhe label
v refers to the nonmagnetic mediym

al

—=0, Dn=E,n,

E.=(E =
0z T ( V)T’ z

0;

|E,|]—0, z—x, (24)

whereD=E+47P is the electric displacement.
If we havek e XZ, nllOZ as before, taking into account

Egs. (12-(14) we can write the corresponding dispersion

is an important factor in determining the distinctive features
of the interaction of this mode with the boundaries of the
crystal. In the present case, it follows from EGl) that in
the quasistatic limitw/c— 0 the intersection of such a wave
surface ink space with the plane of propagation of the wave
under study X2) is determined by an equation of the form
(tand=k,/k,):

) e sin & )

eV V222
1= o2 9+bsi?y, €o=SK- @7

(O]

relation that determines the spectrum of surface TM polari-

tons at the boundarg=0 between a magnetoelectric mate-

rial of type (3) and a nonmagnetic insulating medidwhose
dielectric permittivity is unity in the form

rk, (0% + 05+ 0102~ bk?) +d102(d1+ ) =0,

( 47\ 71
r=l1+—
x

(25

Now it is no longer possible to derive an expression for
the spectrum of dipole-exchange surface waves in explici¥v

form for arbitrary values ofk, . In the short-wavelength

limit k, >k, , an expression for the dispersion law of this
surface magnetic TM polariton can be obtained from Eq

(25) in the form
(b, —1)@2r 2
sk (r+b")(b—¢)"*

Comparing Eq.(26) with Eq. (12) it is not difficult to
verify that Eqg. (26) specifies
asymptotic behavior of the dispersion law for surfaqé‘z(

O2=pdb, — (26)

From Eq.(27) it follows that when the condition

wbb,

2
~1+b-b,

w

(28)

is satisfied, a segment forms on the cu(2@) with negative
curvature and a maximum &= /2. Comparing this result

ith the conditions for the existence of the new type of sur-
ace magnetic polariton leads us to conclude that the pres-
ence of a segment with negative curvature on the curve de-
termined by the intersection of the wave vector surface of the
type of nhormal wave of the unbounded magnet with the wave
plane of propagation is a necessary condition for the conden-
sation of this type of normal vibration into the corresponding
surface wave. In this case, the direction of the normal to the
surface of the magnet must be perpendicular to the direc-
tion in which the segment with maximum negative curvature

the short-wavelength forms.

Analysis shows that this criterion is fulfilled not only for

>0) magnetic TM polaritons propagating along the bound-magnetic TM polaritons but also for the surface magnetic TE
ary between a magnet and a nonmagnetic insulating mediurgoaritons discussed in Refs. 14 and 15 for a normal magne-

It is worth recalling here the results of Ivanet al. re-

tized easy-axis ferromagnet or antiferromagnet with the

exchange wave can propagate in this same geométry (

e XZ, nllOZ, spins atz=0 completely freg along the

Thus, in this paper, based on analysis of the short-
wavelength asymptotic behavior of the polariton spectrum of

boundary between an antiferromagnetic insulator and thg magnetoelectric material, we have shown thag first-
nonmagnetic insulator. This wave is the magnetostatic “m'brinciples inclusion of spatial dispersion of the magnetic me-

of the magnetic TE polariton.

dium (derived from the nonuniform exchange interacjion

Thus, this geometry of the problem allows the indepeneads to localization of a slow electromagnetic H-wave both
dent propagation along the boundary between the magnetgt the boundary between a magnetoelectric material and a
electric and nonmagnetic insulator of two types of surfacénetal and at the boundary between a magnetoelectric mate-
magnetic polaritons: TM and TE. For a magnetoelectric ofijg| and an insulator, and to the formation of a new type of
type (3), whenk e XZ the structure of the TM magnetic po- syrface magnetic TM polaritofa surface dipole-exchange
lariton is specified by nonzero coupled oscillations ofspin wave; 2) this type of surface excitation is the result of
ly,my,Ex,E;,Hy, while the structure of the TE magnetic hybridization in the presence of a quasi-two-dimensional de-

polariton consists of nonzero vaIuesTgf,’mx Ey . Hz Hy.

4. CRITERION FOR EXISTENCE OF DIPOLE-EXCHANGE
SURFACE SPIN WAVES

fect (the crystal surfageof the spin and electromagnetic
modes of the spectrum of normal oscillations of an un-
bounded magnetoelectric materia); tBere exists a one-to-
one correspondence between the local geometry of the isof-
requency surface of the normal polariton mode of an

A question of undoubted interest is: what criterion mustunbounded magnet and the conditions for formation of the
the spectrum of a normal electromagnetic H-wave satisfy imew types of surface magnetic polariton, both TM and TE.

a magnet in order to give rise to this new kind of surface

In keeping with the results of Refs. 10—12, we can list

magnetic polariton near a surface when boundary conditionsirutiles'’ and rare-earth phosphatesnong the crystals that

(9) and (10) are imposed there? From crystal opﬁ’c'ﬂ is

could support this new type of surface magnetic polariton.
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Experimental studies of the ferromagnetic resonance spectra of polycrystalline hexagonal ferrites
of the system Cgo ,Zn,W in the frequency range 16—32 GHz are described. It is shown

that interpretation of the experimental data requires the assumption of an anisotropic effective
magnetomechanical rati@r g-factor). The results of these experiments are compared

with calculations based on the equations of motion, which ensure the conservation of the
mechanical moment length. Concentration dependences are determined for the components of the
magnetomechanical ratio tensor and the anisotropy field of this system of hexagonal ferrites

at room temperature. Possible reasons why anisotropy fields measured in the vicinity of a spin
reorientation transition will differ from results given by other methods are discussed.

© 1999 American Institute of Physid$51063-783#9)02606-4

The complex structure of ferromagnetic resonanceaopy fields the authors of Refs. 2, 5, and 6 assumed that the
(FMR) lines—additional maxima in the absorption, steps,g-factor equaled two, while in Ref. 7 it was left unestimated.
etc.—observed in polycrystalline ferrites with large magne-However, it is well known(see for example Refs. 8-jlthat
tocrystalline anisotropy was first explained by Schémn in hexagonal ferrites thg-factor differs greatly from two,
within a “independent grain” model. In Refs. 1-3 he and in uniaxial materials it can also be anisotropic under
showed that the features in the FMR curves occur at valuegertain conditions!—13
of the magnetizing field corresponding to stationary direc-  when|k,|~|k,|,|ks| holds, which occurs in the neigh-
tions in the angular dependence of the resonance fieldgrhood of a spin-reorientation phase transifibthe angu-
Hgr(®,®) for single-crystal grains, i.e., the crystallites that lar function Hx(®,®) can develop additional stationary
make up the polycrystal. Her®,® are the polar and azi- girectiond® at angles® other than zero owr/2. Hence, it is

muthal angles of the magnetizing field vector relative to thenecessary to identify in advance the maxima and steps in the

crystallographic axes of the crystal. These directiongegonance curves observed during the experiments with the
(®,i ®;), which correspond to maxima, minima, and ,S,addlestationary directions corresponding to them. Here one must
points of the surfaceHg(®,d), satisfy the condition

. _keep in mind that in real materials the damping of uniform
HF?(@’(D):O' In hexagonal crystals, the magnetocrystallmemecession will smooth out features on the resonance curves
anisotropy energy has the form and the field values at which they are observed will differ as
Fa=ky sir? 0+k, sin® 6+ ky sin® 6+ k, sir® 6 cos 6p, a rule from the fieldHg(®,;,®;) of the corresponding sta-
(1)  tionary direction(see Ref. 15, and also Fig. 1 of this paper

Thus, in order to increase the accuracy of estimates of
anisotropy constants. The natural stationary directions for 5he. anisotropy field b_ased on FMR .experlme.nts in polycrys-
spherical sample in the limitik,|>|ks|,|ks| are along the talline he_xagonal ferrites, we must first examine the range of
hexagonal axis ®,=60,=0) and in the basal planéd, 5 frequ-enmes. used to determine the value of ghfactor and
=0, =712, Dy=,= 76, D3=gs=0). For these direc- pos&_ble anisotropy of the Iatt_er. Secondly, we_must compare
tions, the FMR resonance frequencies of a spherical sampl&°t SImply the values of the fields for the maxima and steps
can be easily obtained, e.g., by the method of Suhl an@" the experimental curves with E@), k_)ut rather the over-
Smith? see Eq.(4) below with y,=y,=y. Here y all shapes of the calculated and experimental curves. In Ref.
—ge/l2mcis the magnetomechanical ratig,is the effective 15, the author and his colleagues derived a method of calcu-
g-factor, e and m are the charge and mass of an electron/ating the resonance curve of a polycrystalline hexagonal fer-
respectively, ana is the velocity of light. rite in the independent-grain approximation for arbitrary re-

The availability of the analytic expressiad) makes it ~lations between the anisotropy constants, based on solving
possible to determine the anisotropy field based on featurd§e equation of motion of the Landau-Lifshits magnetization
on the experimental FMR curve of the polycrystals. Usingvector. However, the mathematical relations used there do
this method, the authors of Refs. 2, 5 and 6 found the anisorot apply to a medium with an anisotropiefactor, since
ropy fields for a number of ferrites with hexagonal structure this equation does not conserve the lengths of the mechanical
and ferrites with cubic and tetragonal structures in Refs. &nd magnetic moment vectors, nor does it fulfill the law of
and 8. The measurements reported in Refs. 2, 5—7 wereonservation of energy. A generalization of the calculations
made at one frequency; therefore, in calculating the anisotef Ref. 15 will be given below.

where 6,¢ are angles of the magnetization vector &ndre

1063-7834/99/41(6)/4/$15.00 956 © 1999 American Institute of Physics
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51s w?=(I'sino) *[FyF 4, — (Ff,)71. 3

Mal

s The first two equations if3) determine the equilibrium ori-

=] entation of the mechanical moment, i.e., the andlgsp,
10 - . . .
E‘ while the third determines the resonance frequency for uni-
S form precession at preset anglésd. The system(3) is
<S5 solved numerically by the method of successive root refine-
& ment, starting with® =05, &=&;. We varied the angles

E 0 0,0 within the rangesr/2=0=A0, 0<®=<=/6 in steps

of A®,Ad. For each direction of the field the solution to
Eq. (3) for the previous case is used as the zero-order ap-
proximation. The roots of systefi8) for an initial direction
Hr(®;,d3)=H; and along the hexagonal axis
Hr(®,,®,)=H; are found from the resonance frequencies
for the stationary directions

—
(9]

o1ly=Hi+(y ly)Har,
(w23/7,)?=(Hp3%Hg)(Hyz—He = Hg/6). (4)

Here H 1 =2k;/M, Hg=2(k;+2k,+3k3)/M, Hg

=36k, /M is the anisotropy fieldy is the circular frequency,

M=y, | is the saturation magnetization, aHd are the val-

‘ ’ ues of the resonance fields. In calculating the resonance

0 5 10 15 20 curve for the polycrystal, we included the finite width of the
H, kOe crystallite line(AH=«a(w/vy,), wherea is the attenuation

constant in the equation of motipasing the expression

—
(=

W

FMR absorption, arb. units

(=]

FIG. 1. FMR lines for the hexagonal ferrites £QZnW. a—x=1, 1—f
=16.886 GHz, @=0.23; 2—f=32.720 GHz, =0.19; b—x=1.5, 1—f W(h) 1 fwfh 1 a

=21.468 GHz, «=0.15; 2—f=32.720 GHz,«=0.11. The vertical seg- a4 TTh_ 21 42
ments on the resonance curves indicate the position of stationary directions. 4m Jo Jo m[h hR(® P)] @

Xsin®@dodo, (5)
. ) ~ wherehgr(0®,®)=vy, Hx(0O,D)/w.
In Ref. 12, Vlasowet al. obtained an equation of motion The FMR spectra were studied experimentally at room

that satisfies the conditions of conservation of the length Ofemperature in the frequency range 16—32 GHz using spheri-
the mechanical moment and energy in a medium with ary| samples with diameters 0.6-0.8 mm, made from poly-
anisotropicg-factor. This equation is useful for analyzing crystalline  hexagonal  ferrites of the  system
FMR in hexagonal crystals with two collinear 5Ub|attice$Bva_XZnXFelﬁoy (Co,_,Zn,W) with 0.5<x<1.6. Our

with inclusion of terms withk, .k, (see Ref. 1Bin the en-  chojce of these materials was dictated by the wealth of avail-
ergy anisotropy. In this latter reference, Gurevettal. also  gple information about hexagonal ferrites of this system:
showed that in analyzing low-frequency “ferromagnetic” thejr magnetic structure is known, magnetic phase diagrams
oscillations it is also possible, as in the case of an isotropigave been plotted, and characteristics such as the anisotropy
g-factor, to treat a ferromagnetic crystal as a ferromagnefie|d and saturation magnetization in static and pulsed fields
with effective parameters. The expression for the free energyye peen investigated both for single crystand in poly-

density of such a crystal can be written crystalline samplé$ over a wide temperature range. For ma-
F=Fp+F,=—IH[y, sin® sin6cog®— ¢) f[erials with low concentrations of zinc ions magnetic or_der—
ing of the planar type occurs at room temperature, while at
+ v, €0s0 cosb]+F,, (2 higher concentrations an axis of easy magnetization appears.

whereF, is the Zeeman energy is the value of the mag- A spin-reorientation phase transition is observed via an in-
netizing field,| is the modulus of the mechanical moment termediate phase with a cone of easy magnetization at room
vector, andy, ,y, are the components of the effective mag- lemperature near the concentratian- 1.31718 Thus, for
netomechanical ratio tensor in directions parallel and perpent-hese _materlals_we can compare our_FMR measurements of
dicular to the hexagonal axis respectively. The second terrH€ anisotropy fields with results obtained by other methods,
is the anisotropy energy, which is analogous to @gbut is and check the agreement of_theory with experiment for sev-
expanded in powers of the mechanical moment vector. Th&al types of magnetic ordering.

angular dependence of the resonance field can be found by Our experimental method was as follows: using feed-
solving the system of equations through rectangular multimode resonators wilith; o, modes

) and a standard apparatus KSVn network analyzer, we first
Fo(00,90,0,P)=0, plotted ferromagnetic resonance curves at fixed frequencies
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- YJ./2n o Y”/zﬂ TABLE I. Anisotropy field of hexagonal ferrites from the system
Co,_,Zn,W.
3.1f
i { } Concentration Hg, kOe H,1, kOe Ha,, kOe
SRS ]
E 29T 0.8 ~10.4
O ] 0.9 -10 -10
t_\:‘ 2.8 F-------w=ccecf--f----rmmm e 1 —77 —-7.7
g i * 1.1 -5.8 -4.8 -1
2.7+ * i 1.2 ~5.2 —4.2 -1
- i i 1.3 -25 -1 -15
26 1.38 -1 0.5 -15
N 15 2.1 3.6 -15
2.5 a1 L 1 1. 1.6 4.5 55 -1

L 1 1 " 1 " L
04 06 08 10 12 14 16 x
FIG. 2. Concentration dependence of the components of the magnetome-
chanical ratio tensor of the hexagonal ferrites, G&n,W.

The anisotropy field in the basal plane can only be given

an upper bound, since the experiments do not reveal splitting
within the range described above. Then the fields correpf the maxima at the resonance fields,Hs. In this case
sponding to steps and maxima on the FMR curves were de@mposing the fieldH, turns out to have the same effect on
termined and their frequency dependences were plottedhe resonance curve as increasing the attenuation parameter
Least-squares fitting of our data to the function E4).al- 4. we find thatH ;< 1.5 kOe holds for all concentrations of
lowed us to find values of;,y, , and approximate values of zn?* jons, which agrees with the results presented in Ref.
the anisotropy fields. We then chose the magnitude of theg.

anisotropy field and attenuation constanso as to achieve Results of measuring the concentration dependence of
the best match in the shapes of the calculated and experimegnisotropy fields are shown in Table I, with an error of
tal curves at several frequencies, thereby obtaining refined 0.3 kOe. Away from the vicinity of the spin-reorientation
values of the fieldH,;,He ,He. In Fig. 1 we show the phase transition, the values of the anisotropy fields are in
experimental(points and calculatedsmooth curvesreso-  good agreement with data obtained by other methods, both
nance curves for two compositions of the materials investifor single crysta® and for polycrystalline textured

gated, one with a plan@) and one with an axigh) of easy  samples’ In the neighborhood of the spin-reorientation
magnetization. For all other concentrations of Zions the phase transition (12x<1.4) it is assumed thaty,/2m
agreement between calculations and experiment is found te 3 GHz/kOe when estimating the anisotropy field, since this
be good, except for the low-field{—0) segments of FMR s the value of the magnetomechanical ratio observed both
curves measured in samples with certain compositions. F§bove and below this range of concentrations. The magni-
these samples certain additional losses are observed whefirdes and signs of the fieldtsg ,H ,, obtained for these com-
ever the measurement frequencies coincide with a band Qfositions differ from those measured for these same materi-
frequencies for natural ferromagnetic resonafideigure 1b  zis in Refs. 17 and 18. The fiellly changes sign at
shows resonance curves that are typical of such samples aka-1.42; moreover, for compositions=1.3, 1.38 a cone of
frequency 21.468 GHz. Note that the attenuation parametefifficult magnetization is observed, whereas according to
« decreases with increasing frequency and concentration Refs. 17 and 18 the following relations should hold at
its value (~0.3-0.1) indicates that the crystallites have ax=1.3 and room temperatureHg=0, H,;<0, H,,
rather large intrinsic linewidtiAH~2-1 kOe. =|H,4|, which are typical for a cone of easy magnetization.
Figure 2 shows concentration dependences of the mea- Although the applicability of the independent grain
sured magnetomechanical ratios along the hexagonal axifmodel to materials with anisotropy fields comparable in
i.e., yy/2m, and in the basal plane, i.ey, /2. The straight magnitude to the saturation magnetization, i.e., materials
line parallel to the abscissa labels the Va|UﬂZ7T such as the hexagona| ferrites 2CannW with 1.2<x
= 2.8 GHz/kOe(for g=2). The magnetomechanical ratio is <1.4, is open to criticism, the discrepancies between our
clearly anisotropic at large concentrations ofZiions, such  measured values of the fielths ,H,, and the data of Refs.
that v, — v, >0. With increasing this difference decreases, 17 and 18 have nothing to do with methodological errors.
and near a compositior=0.9 we switch toy,~y,. For  One possible explanation from them involves the presence of
compositions withx<0.8 the issue ofy-factor anisotropy g-factor anisotropy. Since the length of the magnetization
remains unresolved, since no one has yet observed a step g&ctor in this case depends on orientation with respect to the

the resonance curves in the direction of difficult magnetizacrystallographic axes, the expansionfof in powers should
tion (since the fieldH,=20k0O8@. The magnitude ofy, can-  contain terms of the forfd

not be determined in the range of concentrations<k?2 ) 4 ) on a2 4

=<1.4, i.e., in the neighborhood of the spin-reorientation Fa=pB1iM*+ BoM™+ M7+ BUM M+ BsM +...,
phase transition, since the anisotropy is small there and fea- ©®)
tures on the FMR line are hard to see. where theB; are anisotropy constants. When tipdactor is
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isotropic, only terms proportional t8; and 85 appear in this these materials, based on a multisublattice model whose
expansion. Using the relation betwekeandM, we can ex- Hamiltonian includes not only the anisotropy energy but also
press the constants entering into EL.in terms of those that anisotropic and antisymmetric exchange interaction energies,
describe anisotropy of the magnetic momés)t and thek; as proposed in Refs. 19 and 20.
will depend on the constantg; that characterize both the
anisotropy of the magnitude and tlzecomponent of the *E-mail: ptica.rff@elefot.tsu.ru
magnetization vector. Different methods of defining the an- _
isotropy fields can lead to different combinations of the con-;E- Schlanann, J. Phys. Radiu0, 327 (1959.
stantsg; in the k; , which could also explain the discrepan- £ Schlanann and R. V. Jones, J. Appl. Ph#d, 177(1959.
. . . E. Schlanann, J. Phys. Chem. Solifs 257 (1958.
cies between the anisotropy fields we measured and the dat, G Gurevich Magnetic Resonance in Ferrites and Antiferromagfiets
of Refs. 16—18, in whicly-factor anisotropy was not taken  Russiaf (Nauka, Moscow, 1973
into account. 5E. P. Naden, G. I. Ryabtsev, V. A. Zhuravlev, and V. I. Goleshchikhin,

Moreover, the observed dependence of the type of mag- EgégT(‘ggg]T elalLeningrad 27, 3155(1989 [Sov. Phys. Solid State7,

netic ordering(e.g., cones of difficult magnetization versus sy, s. korogodov, V. A. Zhuravlev, and V. I. Goleshchikhin, Izv. Vyssh.

cones of easy magnetizatjoon the presence or absence of a 7Uchebn. Zaved. Fiz5, 118(1987. _ _

magnetic field at concentration=1.3 could indicate the in- m-] M. Brgzgunovsacgd Q‘Egﬁm Bull. Acad. Sci. Latvian SSR, Ser.
. . . L ys. and Engn. \ .

adeqqacy _Of using Fhe expansidh to tr_eat am_SOtrO_plc n-— s Onyszkievicz and J. Pietrzak, Phys. Status Solidi3\ 641 (1982.

teractions in the neighborhood of a spin-reorientation phase . m. silber, C. E. Patton, and H. F. Nagvi, J. Appl. Phisl, 4071

transition. In Refs. 19 and 20 Acquarone showed that that th%(1983). -

presence of nonmagnetic ions in hexagonal ferrites can causr%-Y'-5 ngfgséé' B. Sokoloff, C. Vittoria, and W. Spurgeon, J. Appl. Phys.

Iopal distortion of .the symmetry.c-)f exchqnge CQUp“ngS an_dllE. A. Turov, Physical Properties of Magnetically Ordered Crystals

bring about conditions that facilitate anisotropic and anti- (Academic, New York, 1965[Russian original; Acad. Sci. USSR Publ.,

symmetric exchange interactions. He found that the ex- Moscow, 1963

. . . BT .
change integrals for these interactions are comparable in o —'(-1'986'])\"3”" and B. Kh. Ishmukhametov, Fiz. Met. Metalloved, 3

der of magnitude t(_) the isotropi_c exchange integ_rals. 13A. G. Gurevich, V. A. Sanina, E. |. Golovenchits, and S. S. Starobinets,

Thus, our studies of FMR in hexagonal ferrites of the J. Appl. Phys40, 1512(1969.
system Ce¢_,ZnW show that the effectiveg-factors of 1A, 1. Mitsek, N. P. Kolmakova, and D. I. Sirota, Fiz. Met. Metalloved,

: o ; : 3, 464(1976.

these m.atenals exhibit _consudera_ble anisotropy, at least fqrsV. A. Zhuravlev, V. S. Korogodov, and V. I. Goleshchikhin, Izv. Vyssh.
compositionsx=0.9. Anisotropy fields deduced from fea- ychebn. zaved. Fiz, 58 (1984.
tures on the measured resonance curves of polycrystals agréa. Paoluzi, F. Licci, O. Moze, G. Turill, A. Deriu, G. Albanese, and
with published data away from the concentration neighbor-l7E- Calab;ese, J. Appll. Phy83, 3074(198% ) -
hood in which spin-reorientation phase transitions occur. In Edgill\ggoen'v' I Maltsev, and G. I. Ryabtsev, Phys. Status Soll2@
this latter concentration neighborhood our measurements dissy. A, zhuravlev, V. I. Suslyaev, E. P. Nden, and V. 1. Kirichenko, Izv.
agree in magnitude and sign with anisotropy fields measuredvyssh. Uchebn. Zaved. Fig, 107 (1990.
by other methods. This could be a sign of the inadequacy oﬁm- ﬁcq“afonev ,J:'hphy; ‘52';325&;21797125
the traditional phenomenological approach and the need to™ cquarone, Fhys. Rev. B4 (1983

develop a more general treatment of phenomena observed Translated by Frank J. Crowne
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Spin fluctuations and properties of the thermoelectric power of nearly ferromagnetic
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The thermoelectric power of nearly ferromagnetic iron monosilicide, which passes through an
electronic semiconductor—metal transition with increasing temperature, is investigated
theoretically. The results of this investigation indicate that a sizable paramagnon-related increase
in charge carriers can occur in nearly ferromagnetic semiconductors, and that spin

fluctuations can modify the electronic spectrum and thereby renormalize the diffusion component
of the thermoelectric power. The transition from semiconductor to metal decreases the
paramagnon component sharply and the thermoelectric power changes sign, which agrees with
experimental data for iron monosilicide. @999 American Institute of Physics.
[S1063-783%9)02706-9

1. Iron monosilicide (FeSj is typical of a class of conductivity!® This latter data reveals the dynamic nature of
nearly ferromagnetic semiconductors that undergo dhe spin fluctuations, along with the existence of a character-
semiconductor—metal transition with increasing temperaturdstic time 74~ 10~ 12— 10" 35,1 and also the fact that tha
This transition is accompanied by disappearance of the erelectrons are the majority carriers of electric currértdow-
ergy gap in the itinerant-electron spectrum between the ever, the question of how these dynamic spin fluctuations
“valence” and “conduction” bands:? It also causes a sharp affect the thermoelectric power of nearly ferromagnetic FeSi,
increase in the magnetic susceptibiliggT),® and, as experi- which should be most sensitive not only to spin fluctuation
ments on inelastic neutron scatteffrehow, a considerable excitations but also to features of the transformation of the
increase in the amplitude of spin fluctuations in theelectronic spectrum, has remained unaddressed up to now.
d-electron system. According to spin-fluctuation theory, in 2. In this paper we will discuss how spin fluctuations
nearly ferromagnetic materials thitelectron energies are affect the temperature dependence of the thermoelectric
spin-split in the fluctuating exchange fields leading to  power in almost ferromagnetic semiconduct@siong them

renormalization of their density of statés iron monosilicide using the theory developed in Refs. 5, 6,
and 8-10. In calculating the diffusion component of the ther-
g(s.§)=z g(s+0' )12, (1) moelectric power ofl electrons we will use the well-known

relation from Ref. 12, while incorporating the spin-

In almost ferromagnetic semiconductors this process alsgﬁgu:ﬁgodn;nns?ucgg_:;gs(rgae“ezzuqu(;f;zg (ezl)e):.ctron spectrum
changes the width of the energy gap between the valence ty q ’

d-band and the conducticsi-band: Sy(T)=1,(&)/eTly(&), &)

Eq(6)=E4(0)—2¢, @ where the kinetic integrals are

which eventually disappears due to the monotonic increase Ite(om)

in &(T). | :F B n(_ Fle.p ) 4
Here o'==*1 is the spin quantum number correspond- n(é) _m¢(8'§)(8 2 de de, @

ing to axes of quantization connected with the spatial and

temporal fluctuations of thé fields, g(e) is the density of ) de

states of noninteractind-electrons ¢=Q+(m?), (m?)*?is ¢(e,£)=k (Slf)Tﬁ' ®)

the amplitude of spin fluctuation®) is the parameter for

intra-atomic Coulomb interactions, ag(0) is the width of e is the electron chargé(e, ) is the Fermi—Dirac function,

the forbidden band in the spectrum of noninteractinglec-  the electronic quasimomentuk(s,£) is defined via the

trons. functiong(e,€) in the effective-mass approximation, and the
The hypothesis that spin-fluctuation-induced renormal+yelaxation time

ization of thed-electron spectrum occurs in FeSi is indirectly

confirmed when the results of calculations are compared 2r—1d8

with experimental data not only for the magnetic 7=Ck™ 5k

susceptibility but also for the heat capacifythe temperature

coefficient of thermal broadenirfy, and the electrical for r=3/2 corresponds to scattering by phonons.

1063-7834/99/41(6)/3/$15.00 960 © 1999 American Institute of Physics
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The functiong(e, ¢) is modeled with the help of Eql) is the pressure, an¥l is the volume. A similar relation is
in conformity with the results of band calculations and theobtained by using a crude approximation for the contribution
expressions for the spin-fluctuation amplitudes given in Refsto the thermoelectric power from phonon drag as well. Tak-

6, 7, and 9: ing into account Eqs(6)—(8) and (10), we can rewrite Eq.
. (11) in a form convenient for calculations as follows:
£=Q'm*=QX fo fo(@/T)IM(D (&) + X(0,0))dw 5071
d Som(T =355 §Q(49(M,§)—nef/§)
~Q*B’D(£)(D™H(§)+a) (6) ,
Here -D (¢ d(dr:_> (12)
D(£)=(1-2Qne((£)/36—QY(w)/3)~* (7

. ~ 3.In order to compare these expressions for the thermo-
is the exchange enhancement factor of the magnetigiectric power with experiment, let us use the results of cal-

susceptibility>”’ culations of thed-electron density of states of FeSi taken
M, _1g(u+a'é) from Ref. 1, along with estimates of the spin-fluctuation am-
()= — , plitudes from Refs. 7 and 9. Then, using the functign, ),
9(w.¢) we calculate the functiong(£) (from the condition of elec-
1 % trical neutrality andk(e,£) (in the effective-mass approxi-
Ner(§)= 52 U'J fr(e,pn)g(e+0'§)de (8)  mation. Using Egs.(3)—(5), we then can determine the dif-
o’ 0 fusion component to the thermoelectric power of FeSi. In
is the effective number of magnetic carriers, this case we find that that the diffusion component of the
. thermoelectric power gives a satisfactory description of the
X(a,0)=Q(x°(0,0 ~x(q,@))=ag’~iBw/(4Q). experimental data in the metallic region, but that it becomes

Hereq is the quasimomentum vector in units of the magni-much smaller than the observed valuesSt) in the semi-
tude of the Brillouin vectorw is the fluctuation frequency, conducting phaseT(<T,~100K). The latter fact indicates
and x°(q,®) is the Pauli susceptibility. The coefficienés @ need to include mechanisms for the drag of electrons by
andB, which specify the dependence of the susceptibility onphonons or paramagnons.
frequency and quasimomentum, are determined either from At this time it is not possible to estimate the effects of
band calculations or from the results of magnetic neutrorphonon drag in FeSi, due to a lack of information about the
scattering"** For FeSi, according to Refs. 1, 7, and 9, we phonon spectrum and magnitude of the electron—phonon in-
havea=0, B=6, andQ=0.8¢eV. teraction. On the other hand, the value of the temperature
Moreover, according to spin-fluctuation theory, the ef-that maximizes the phonon drag in the semiconducting
fect of paramagnon drag, which is analogous to phonon dragghase, obtained by taking into account the temperature de-
should contribute to the temperature dependence of the thependence of the concentrationand the phonon and para-
moelectric powel? In order to estimate this contribution, let magnon contributions to the coefficieat(which, in confor-
us calculate the electron pressure caused by interaction ofity with the Grineisen relation, is proportional to the
electrons with paramagnons, corresponding contributions to the heat capacity three
times larger than that of the paramagnon contributiGnis
o= (?Fpm, (9) the metal phase, the temperature at which the thermoelectric
P Vv power connected with phonon drag is a maximum, according

whereV is the volume, and the paramagnon portion of the!® Ref. 12, is estimated to be 0@3 (for FeSi, Op
free energy is given according to Refs. 6, 7, and 9 by the~ 260K, see Ref. 13 which does not correspond to tem-
expression peratures at which FeSi is gaplé8sAt the same time, the

temperature at which the contribution$¢T) from paramag-
* X(q, o) non drag is a maximurtb0 K) is close to the experimentally
Fpm_}q: Jo fe(w/T)Im D &)+ X(q,0) do. (10 observed valugsee Fig. 1 In this case it is worth noting
that the abrupt increase in concentration of mobile charge
Then, assuming that the force caused by this pressure equ@lgriersn as the energy gap collapsese Eq(1)) can sup-
the force arising from the Coulomb interaction of the elec-press contributions from the drag mechanisms, which ac-
trons due to their redistribution over the length of the CON-cording to Ref. 12 and Eq12) are inversely proportional to
ductor (under steady-state conditionsve find the following  , Figure 1 shows calculated results for the temperature de-
approximate expression for the paramagnon contribution t%endence of the thermoelectric power of FeSi, along with
the thermoelectric power: experimental data for a polycrystalline samgfeom Ref.
1 #PFpm 1 0P 14). Compariso_n of f[heory with expe_rimentf_;ll _data shows that
Som(T) = on IVaT — en v %om (11 below T4 the diffusion component is negligibly small and_
S(T)~S,n(T). In the gapless temperature range the contri-
wheren is the carrier concentration, which satisfies the rela-bution of the negative diffusion component is abruptly en-
tion n=2n,; in the semiconducting phase,, is the para- hanced, so that the equatid®(T)=Sy(T)+S,(T) was
magnon component of the thermal broadening coefficient, used in the calculations. In addition, dynamic spin fluctua-
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100 K. In this paper we do not discuss these alloys, since we
feel that they could actually be two-phase systems, i.e.,
FeSi—FeSi (Ref. 16.

Thus, our analysis of the thermoelectric power of FeSi
shows that dynamic spin fluctuations can have a significant
effect on the form of the functio®(T) in nearly ferromag-
netic semiconductors, by subjecting the current carriers to
paramagnon drag and splitting the electronic terms. The
mechanisms for paramagnon drag and spin fluctuation renor-
malization of the diffusion component & T) are important
not only for nearly ferromagnetic systems, but also for tran-
sition metals in general and those of their compounds that

600
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exhibit itinerant ferromagnetism.
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DThis is because at low temperatures the phonon heat capacity is propor-
FIG. 1. Temperature dependence of the thermoelectric power of iron mono-tional to T3, the paramagnon heat capacityTo

silicide: points—results of experiments in Ref. 14, solid curve—calculated
results for the total thermoelectric power, which b« Ty coincides ap-
proximately with the paramagnetic component. The dots show the tempera;
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A Hubbard model with infinite Coulomb repulsion is studied in a many-electron operator
representation. A picture of the density of states is constructed using expressions for the one-
particle Green’s functions of first order inzl/Its behavior is studied near the Fermi

level, especially Condon effects. The stability of saturated ferromagnetism is examined. The
corresponding critical current carrier densities are found for semielliptical and rectangular seed
densities of state, and for square and cubic lattices. These results are compared with earlier
work. © 1999 American Institute of Physids$$1063-783@9)02806-3

Despite the large number of publications on the topic,  The use of high-temperature expansions in the early pa-
the magnetism of narrow-band electronic systems describegoers gave vague results regarding the stability of ferromag-
by the Hubbard modétemains at the center of attentiéi>  netism in the model because of poor accurdciiowever,
Physically, in this case the picture of magnetism is characaccording to the latest resufté ferromagnetism also devel-
terized by the existence of local magnetic moments and difeps near5=0.3.
fers substantially from the Stoner picture of a weak collec- Note that a hole concentratiof=1/3 for a symmetric
tivized magnetisnt® seed density of states corresponds to a change in sign of the

According to Nagaoka? in the limit of infinite Hubbard  chemical potentialrelative to the center of the banih the
repulsion the ground state for simple lattices is a saturatetiHubbard-I” approximation® and an instability of the para-
ferromagnetic state for a low densi#yof current carriers magnetic state develops at this paint.

(pairs or holes in an almost half-filled band Experimental data on ke,CoS,'® a system with
Roth™® used a variational approximation for the electronstrong correlations, give large values &f (saturation ferro-
Green'’s functions to obtain two critical concentrations. Themagnetism is preserved up to conduction electron concentra-

first (8;) corresponds to a transition from a saturated ferrotions n=1—§ of order 0.2, but degeneracy effects in the
magnetic state into an unsaturated state, and the seddhd ( conduction band appear to be important in this system.

to a transition from a ferromagnetic state into a paramagnetic The approaches that have been considered do not, as a
state. For a simple cubic lattice, they were found to equafule, analyze the structure of the one-particle spectrum and
8.=0.37 ands.=0.64. density of states in the ferromagnetic phase of the Hubbard

Next, the region of stability of the ferromagnetic state model. The simplest approach for the electronic spectrum,
was studied by various methods in a large number of‘Hubbard-I,” proposed in Hubbard’s first papércorre-
papers®=3°In particular, an improved Gutzwiller methdd  sponds to zeroth order in the reciprocal coordination number
gives 8.= 0.33 for simple cubic lattices, and an expansion inl/z (average field approximation for electron transpditis
t/U% gives 5,=0.27. In the case of a square lattice, a varia-completely unsatisfactory for describing ferromagnetiém.
tional method has been usSem obtain §,=0.251, while a particular, there are no ferromagnetic solutions at all for
renormalization group method for the density maftix simple models of the seed density of states.
yielded §.=0.22 and a crude estimate 6f~0.40. A rigorous calculation of the one-particle Green’s func-

Therefore, in a majority of the calculations the critical tions for a low carrier densitythe Nagaoka limjt has been
concentrations, is near 0.30 for a wide variety of lattices. carried out>>*There it was shown that the incoherénon-

(In Ref. 22, however, a value of 0.045 was obtained for aguasiparticlg contribution is important for the picture of the
simple cubic lattice; the similar method of loffe and Larkin  density of states, but it is of fundamental importance if the
gives much larger values of, for a square lattice,5,  kinematic relations are to be satisfidGee Section 1.Ex-
=0.25) pressions for the Green’s functions have been obtained

An interpolation scheme for describing magnetic order-which are valid over a wide range of temperatutes.
ing in narrow bands, which yields saturation ferromagnetism  In this paper, the stability of the saturated ferromagnetic
in the case of low current carrier densities and an unsaturatestate as the current carrier concentration is raised is studied
peak for high concentrations, has been propt/s&bn the  using one-particle Green’s functions of first order irz.1/
basis of an analysis of the dynamic magnetic susceptibilityThis approach makes it possible to construct a rather simple
However, the critical concentrations themselves were not deand physically clear picture of the density of states in a satu-
termined. rated Hubbard ferromagnet.

1063-7834/99/41(6)/6/$15.00 963 © 1999 American Institute of Physics
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1. CALCULATING THE GREEN'S FUNCTIONS AND THE where we have neglected longitudinal spin fluctuations. The
SELF CONSISTENCY EQUATION equation of motion for the Green’s function

I XTI, 791X e has the f
We shall use the Hamiltonian for the Hubbard model |n<< a "X“q|XZk))e has the form

the limit of infinitely strong Coulomb repulsion in the many- E((Xg~ "X “J|X%))e
electronX-operator representatioh,

= (X3 OXZINHXGT+ X 1

H=2, tXOX¢°, (1)

o + % to((XG X e X0+ XTI X g Xy
wheret, is the band energ)xﬁﬁ is the Fourier transform of P 00 wO—ous0u— o0
the Hubbard operator*#=|i«a)(iB8| (0 denotes holes and FXg Kimq-pXp T Xg-pXp Xig
== i i i aviy — 0l o
o==(1,]) denotes singly occupied states + X2 OXIY X TIX VTN - (6)

It should be noted that in this problem of an infinitely
strong Coulomb interaction, a number of difficulties arise inSplitting the Green’s functions on the right of E@) and
connection with the non-Fermi excitation s&tatistics. Thesdntroducing the notation
difficulties show both in the diagram techniguend in the o 00 o oo
equations-of-motion method. In particular, it has been (Xq X-q)=(SgS- )= Xao <xgkxk0>:nk'”’
found®’ that in an expansion with respect t1the analytic  we find
properties of the retarded Green'’s functions were violated for

the paramagnetic state. Xg,0t Nk—g,—o
, . . Gy (E)=|n,+ng+ 2, t,_
We shall consider the retarding anticommutator Green’s o(E) o0 zq: K YE—ty_q -0 00q
functions N
teXg,o k=g~ tWNk-gq,—o|
— 0]y 0 X _ _ , s .
G o(E)=((X{°|X%))e, IME>O0, @ Bt 2 ba™ B gy 0

Sp'_““”g the ch_ain of equations of motion in the IO‘_’VGSt In the leading approximation in 2for the one-particle oc-
approximation, which corresponds to the zeroth order m 1/ cupation numbers, it is necessary to use the “Hubbard-I”
and is known as the “Hubbard-1" approximation, gives approximation, i.e.

(XX E=(Not+N ) (E=t ) Y, 3 Mo =(No+Ny) (L o),

N,=(X""), tx,=t(Ng+n,). but the chemical potential must already be chosen from the
) Green’s function(7). As opposed to Eq(3), the Green's
As opposed to the approach employing one-electronn tions(7) contain terms with resolvents and have cuts
operator_sl, the many-electron Hubbard operator formalism hich describe non-quasiparticléncoherent contributions
help clarify why the “Hubbard-1” approach is unsuitable for , ihe gensity of states. It is the latter which ensure qualita-
describing ferromagnetism. In fact, the Green’s functi®s e agreement with the sum rui@) for o= | . At the same
strongly violate the kinematic relations at a single site andjme there are no poles of the Green’s function for this pro-
cannot satisfy the condition jection of the spin for smalb above the Fermi level, i.e., the
S=ny=(X% = <X?rrxiu'0> saturated ferromagnetic state is preserved.
Note that, as opposed to the one-electron appr&aitte
Green’s functionG, ;(E) does not reduce to the free elec-

— 0oy 00
_; (XX tron Green's function, even in the saturated ferromagnetic
state, since fluctuations in the hole occupation humber con-
1 tribute to it.
T ;Ek: J Im Gy ,(E)T(E)AE, ) The result(7) can be represented as
which follows from the spectral representatitifE) is the Gy (E)= a,+(E) ®)
Fermi function, for both projections of the spin in the case ko by »(E)—ay ,(E)ty’
(S #0. At the same time, the quasiparticle pole o+ | ith
corresponding to a narrowed band and lying above the Ferni"
level of the holes, does not provide an adequate description Xao+ Nk—g—o
of the energy spectrum and leads to the appearance of finite ako(E)=2 ti_q E ¢ pp— 9
n,, i.e., the saturation ferromagnetism breaks down. K kmamo d
Following Ref. 35, we perform the splitting in the next and
stage. We write the equation of motion in the form 0
_E_ 2 k-g-o
(E~tk0)Gr,o(E) i R o e B (10
=ngtn 4+ >t ((XTTIXOOIXOT VY 5 In the case of a saturated ferromagnetic state, the
o % S d K ql e ® Green'’s function(7) takes the form
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_ q(l nO) -t
GKYT(E)—(E/ 1+§ E—tong tk> , (12)
G, (E)=E>, ———— %+ | E[1—

k1 (E) E EC tk o+ g { No
(E_tk)nk—q -t

+2

q E_tk,q‘i‘ C!)q

_% tkanq) )

12

wheren, =f(t,). Neglecting the resolvent in Eq11) and
the last term in the denominator of Ed.2), we obtain

Gy, 1(B)= Gy, (B)=

E—t’ E—ty—2y (E)’
-1

Ek,uE):—(l—no)(E M- , (13

q E_tk*q—’_ (l)q

which agrees with Refs. 18 and 38 in the lirbit-oo.

It is possible to go to the self-consistent approximation

from Eg. (8). To do this, the denominator in Eg&) and

(10) must be replaced by the exact Green’s functions, i.e.,

Ak,u’(E)
By.o(E)— Ay »(E)ty’

Gy,o(E)= (14

where

Xq,rr+ nk*q,*d‘
Ac(B)=3 1 |
K, zq k—q Bkiq‘ia(E)—Aqu‘,U(E)tk,q—o'w(qls)

and
Bk,(,(E):E—% th_q

nk—q,—zr
(E)_Ak—q —U(E)tqu_a'wq.

X 16
e (16

In the case of the self-consistent approximation, it is also
necessary to express the one-particle occupation numbers in ($ >—

terms of the exact Green’s function,

= (X% X0 = — Lm f Gy .(E)f(E)dE.
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For simplified numerical calculations, we use the transforma-
tion

>

q

f(wq)=§ f Kq(@) Flw)do

whereK o(w) = d(w— wg) is the spin spectral density, which
replaces the last expression by the average over the Brillouin
zone,

Kq(w)—i(wpé Kq(w)=% Sw—y).

This approximation allows us to correctly describe the en-
ergy dependence of the density of states near the Fermi
level® and can be justified in the limit of high spatial dimen-
sionalities. As a result, the quantiti€9) and (10) in the
Green’s function(8) are independent of the wave vector,
with

G (E)— a,(E) an

B b B -a, B
where

etNg o

aU(E)=J K(w)E ty - t “_de, (18)

and
—E- | Kk 2_ Ma-0
b,(E)=E fK(w)% t2 E_tq’_a_(mdw. (19)

In the self-consistent approximation, E¢$5) and(16) cor-
respond to an analogous form.

The chemical potential is determined from the normal-
ization condition(4), which must be satisfied for both values
of o, and the magnetization is given by

=S o(x70x)
k,o’

1
> af MGy ,(E)(1—f(E))dE. (20

For the density of states, we have an expression in terms of The approximation of Edwards and He(t3) does not

the exact resolvent,
N,(E)= 1| > Gy L(E)= 1| R,(E
0'( )_ 7ka,0' k,o'( )_ ﬂ_m o( )!

with

R,(E)=Ro{By o(E)/Ay ,(E)}, RO<E>=;

E—t,

2. NUMERICAL CALCULATIONS AND DISCUSSION

In the case of saturated ferromagnetism, we have

Xa.o x+=1-6, x-=0.

—Xo»

violate the analytic properties of the Green'’s function. At the
same time, such a violation is possible for the approximation
(7). In the case where the ground state is a saturated ferro-
magnetic state, the Green’s functi@y | (E) (7) has no sin-
gularities in the upper half plane. Thus, the normalization
condition(4) is satisfied foro= |, if we choose the chemical
potential from the condition ofsy (E). The sum rule

n0+n0=—%; f Im Gy ,(E)dE, (21)

however, fails for both spin projections. This failure is
caused by the existence of a parasitic pole of the Green's
function (7) in the upper half plane,
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FIG. 1. Density of states in different approximations for a hole concentratiod.02: 1 N;(E) (the curve is the same in all approximatigr@and3 N, (E)
in the non-self-consistent approximatién with and without spin dynamic#t N (E) in the self-consistent approximatig¢th4). Curves2 and3 essentially
overlap right up to the peak tip determined by the dynam{@ssemielliptical seed density of statéb) simple cubic lattice; the enerdy is in units of the
band half width and the transport width, respectively.

n, ) Nk_q—o density of magnon states was chosen to be equal to the width
E=- tk,an—_i_nOJf; ti—q E—t, 0w of the magnon density of states for a simple cubic lattice,
—o -q,-0¢ q
3/2
-1 — Dw?4 w<wmax
«|1- ty Xq,(r+nk—q,—(r . (22) K(w)Z[O - , (23)
N_,+No“g E-ty_gq -0~ 0wy ' W= Wmax

where

As can be seen from E€R2), this pole exists for any current
carrier concentration. It make a small negative contribution
to the density of states in the band center. For low hole
concentrationss, however, the failure of normalization is
essentially unnoticeable; even fér close to &, it is still
small. In the Edwards—Hertz approximati¢hd), these pa-
thologies are absent. Note that self-consistency can lead
new causes for breakdown of the sum rggd), but this
failure may be even weaker, numerically, than in the non- wq:; (g~ TNk
self-consistent approximatioti.

An instability of the saturation ferromagnetism developswe obtainD =t|§ for a simple cubic lattice, whereis the
in this approach because of the appearance of spin-polardransport integral.

B ) B B 67T2 1/3
Oma=Dadp,  Umax=d0=|——|
Vo

gp is the Debye wave vectop, is the unit cell volume, and
D is the spin rigidity constant. Using the expression for the
fnagnon frequency to first order inz13

states with spin down, which lie below the Fermi le¥%f® Calculations of the density of states in the saturated fer-
and the emergence of a corresponding contributiom, téor romagnetic state using Eq4d.7)—(19) and(23) are shown in
T=0. Figs. 1 and 2. The density of staths(E) is nonzero below

For simplicity we shall use the Debye approximation forthe Fermi level only because of the incoherent contribution.
the magnon spectrum. We note, however, that the results deor low hole concentrations, the normalization conditidn
not change significantly with a more realistic choice of spinis satisfied with high accuracy for both projections of the
dynamics. The width of the model band for a semiellipticalspin. Whené is increased, conditio¥) begins to depend on
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FIG. 2. Density of states in different approximations for a hole concentratiof.2, close to criticall and2 N, (E) andN,(E) in the non-self-consistent
approximation(7) (spin dynamics has no significant effect on the form of these cyr@and4 N, (E) in the approximation of Edwards and Heftk3)
including spin dynamicsgthe peak is sharpened when the dynamics are negjeatebin the self-consistent approximatiti#); 5 N;(E), which essentially
coincides with the seed density of states in the last two approximations. The seed density of states is semielliptical.

the method for choosing the chemical potential, but the fail-out. In terms of the self-consistent approximatid®) and
ure of normalization is insignificantFor 5= 0.20 the failure  (16), the form ofN, (E) approaches the seed density of states
of normalization is roughly 2—3%. o and the peak is completely spread out, even neglecting the
When the spin dynamics are neglectét{ )= 8(w)),  Spin dynamicgFig. 1), so that the latter plays no significant
in the non-self-consistent approximati¢n) and in the ap- role.
proximation of Eq/(13), the density of state| (E) changes Near the critical concentration, the peak in approxima-
discontinuously to zero on passing through the Fermi levetion (7) (but not in the Edwards—Hertz approximatjois
(Fig. 1). For low hole concentrations, below the Fermi level again spread outFig. 2), a but this spreading out is no
(up to a narrow neighborhood of)jtwe have N,(E) longer noticeable fo=0.15. In Fig. 2 one can also see a
~N|(E), and whend is increased, a peak & becomes significantly different position of the chemical potentiaé.,
ever more noticeable in the density of stal¢gE). Math-  whereN,(E) goes to zerpin the different approximations.
ematically, it originates in a Condon logarithmic singularity The critical concentration for stability of the saturation

which appears in the integral ferromagnetism for a simple cubic lattice in all the approxi-
F(ty . o) mations(8), (13), and(14) is determined by the appearance
E E ‘f{*q ~ —In|E—Eg|N(Ep). of a pole in the Green’s functioBy | (E) atk= (7,7, 7). In
q “k+q

approximations(8) and (14), for 5>, the normalization
For very low &, a significant logarithmic singularity exists condition(4) fails decisively for both spin projections, while
only in the imaginary part of the Green’s function, which the density of state®\|(E) ceases to be positive definite
corresponds to a finite jump in the density of stafe¥. below the Fermi energyRecall that these pathological fea-
However, whens increases, it is necessary to take the resoliures also occur below the critical density, but there they are
vents into account in both the numerator and denominator afractically unnoticeablgHence, the further evolution of the
the Green’s function, so that the real and imaginary partelectronic spectrum and the description of the saturation fer-
“intermingle” and a logarithmic singularity appears in the romagnetism cannot be considered in these approximations.
density of states. When the magnon frequencies are included The critical concentrations, for loss of the stability of

in the denominators of Eq$9) and (10), the singularity is  saturation ferromagnetism for a number of seed densities of
spread out over the interval,ox and the peak is smoothed state, as calculated in the different approximations consid-
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TABLE I. Critical concentrationss, for rectangularra) and semielliptical This work was partially supported by the Russian Foun-
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face-centered cubic lattices in the nearest neighbor approximation. )
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A study is made of phase transitions in doped 431, ;MnO; compounds using combined x-ray,
electrical, and magnetic measurements. Structural phase transitions are observed
accompanied by a change in the cell volume at temperatures of 100-110 K and 300-340 K.
These structural changes are found to be related to different contributions of the rhombic
Jahn—TellelQ, mode to the formation of the crystal lattice. The structural transition at

100-110 K is accompanied by distinctive magnetic and electrical properties. The data are analyzed
in detail. © 1999 American Institute of PhysidsS1063-783#09)02906-9

Interest in research on the magnetic properties, eledng to Refs. 1 and 8, the compoundglgSr, ;MnO; has two
tronic states, and crystal structures of the perovskite-likenagnetically ordered structures: a “canted” antiferromag-
R;—xAxMnOs, s manganites, where RLa, Nd or Pr and netic structure at low temperatures transforms to a ferromag-
A=Sr, Ca or Ba has recently grown in connection with thenetic state upon heating. Thus, there are two magnetic phase
huge magnetic resistance observed in these compoundsansitions in this materidt® At the same time, the diagram
There is special interest in studying the ferromagnetic comef Ref. 2 implies that this compound has only one magnetic
pounds with strontium, which have a Curie temperature negphase transition, specifically, from a low-temperature ferro-
room temperatur&-® This makes it easier to use these com-magnetic orthorhombic “polaron-ordered” P-phase into a
pounds in practical applications, since the colossal spike ifparamagneti¢O- or J) phase.
the magnetic resistance is usually observed in the neighbor- The task of this paper is to study ¢.¢5r, ;MnO; with
hood ofT,. In addition, for the compounds with strontium, it the aid of combined x-ray, electric, and magnetic measure-
is much easier to obtain high quality single crystal samplesMents. At present, there are essentially no data in the scien-

Despite a large number of papers on these compound$fic literature from magnetic studies of the phase transfor-
the data from structural, magnetic, and electrical studies difations in Lg ¢St ;MnOs or on the temperature dependence
fer among them. This is especially true for concentrations off the crystal lattice parameters.
the dopant element witx<<0.2. The structure of the
(T,x)-phase diagrams in this concentration range is the most
complicated and contradictofy>® For example, the dia-
gram of Ref. 3 shows that the compound,k@r, ;MnO;,

which we have chosen to study, has only one orthorhombic  gamples were obtained by zone melting with radiative
O’ phase within the temperature range 80—400 K. Anothepeating without a cruciblg.Blanks for zone melting were
diagram, given in Ref. 2, shows that this compound can havgrepared bylr=1300 °C sintering of a presynthesized com-
three modifications of the orthorhombic phase, denoted thergound which had been made beforehand fromQsaand
by O, J, and P(The symbol O represented a phase whosevin,0, powders and dried SrGOpowder annealed at
formation essentially involves no contribution from Jahn—T=1000°C with intermediate grinding. A grown sample
Teller modes)), a state involving J-T modes, afd a state  consisted of cylinder with a diameter of 4 mm and a length
with ordering of the MA* cations, i.e., a polaron-ordered of 20 mm. Along the direction of growth the samples had
phase). However, no quantitative diffraction data which dis- two types of structural domains at room temperature, with
tinguish these phases are presented in Ref. 2. Neutron difg10] and[lOT] orientations.
fraction data are used in Ref. 8 to show that Jhphase is X-ray diffraction studies were done on the powders us-
orthorhombic, while the O and P phagdsand P are denoted jng DRON automated x-ray diffractometers equipped with a
by O" and J, respectively, in Ref. Bare pseudocubic. It vacuum chamber for studying powders at temperatures from
should be noted that the regions where the pseudocubiz7 to 370 K using monochromatized Kj-radiation.
Pbnm modifications exist differ substantially in Refs. 2, 3, The electrical resistancRB was measured by the four
and 8. probe method and the magnetic measurements were made on
The published data on the magnetic state of the lightlya Quantum Design MPB-5—XL magnetometer in fields up
strontium-doped manganites are also contradictory. Accordto 50 kOe.

1. EXPERIMENTAL TECHNIQUE

1063-7834/99/41(6)/5/$15.00 969 © 1999 American Institute of Physics
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(123) 5.554, respectively, in good agreement with published
(240) data®*1%As the temperature is reduced, thé-ghase is re-

(040) (321) (042) tained essentially unchanged down Te=115K. Further
e cooling of the samples causes a shift in several of the dif-
163 K fraction lines and changes in their relative intensities. For

’ example thg004) diffraction line of the O-phase shifts to-
344 K
h N

ward the(202) line ((220) in a cubic description while its
123 K M small almost tol ~ 105 K. Then, neal =105-100K a sud-
den shift in the diffraction lines is observed accompanied by
a change in the cell volume from 239.2 to 2383 ig. 2.
J\\/\J 107 K Below this temperature, additional, weak diffraction lines ap-
90 92 9

decrease in intensity and shift toward {321) line ((222) in
a cubic representatipnetc. (See Fig. 1. Note that when the
samples are cooled, changes in the first order diffraction pat-
terns show up in the intensities of the diffraction lin€sg.
1) beginning byT~ 115K, while the shift in these lines is
tion patterns; it was not possible to label these lines with
integersh, k, |I. The intensities of these lines decrease with
cooling. Figure 2 shows the temperature variations in the
orthorhombic lattice parametess b, ¢, and volumeV.

Heating the samples above room temperature to 360 K,

like cooling them below~100K, causes a shift in the dif-
fraction lines, brings the parameteais b, andc closer to-

relative intensity decreases. Tti23), (042), and(240) lines
pear near the intense, wide fundamental lines in the diffrac-
N 97 K
95 K

70 72 74 4 gether(Fig. 2), and reduces the cell volume, with the distinc-
20 tion that during heating, as opposed to cooling, the

FIG. 1. X-ray diffraction line shapes for different measurement tempera-Uniabelled diffraction lines are not observed. In addition, the
tures. cell volume decreases suddenly with cooling at 100 K, while

for heating from 310 to 340 K, the change takes place

smoothly. The character of the change in the parameters dur-

ing cooling and heating of the samples is indicative of a
X-ray studies of the LgSry ;MnO; samples showed that transformation of the orthorhombic '¢phase into a

at room temperature they were essentially single-phase withseudocubic phase, in accord with neutron diffraction data

an O orthorhombic structurgHere and in the following we on L&, g7551g 124VINOs3.

use the notation of Ref. BThe spatial group wa®bnm The electrical resistand® measured at temperatures of

with lattice parametera, b andc equal to 5.580, 7.754, and 80-300 K has singularities af;~100K and T,~150K

2. RESULTS

558 F
-
<€ 5.54 }
S}
-Q: i FIG. 2. Temperature variations in the
3 crystal lattice parameters of the com-
pound Lg ¢Sty ;MNOs.
550
S OUIPUE DR SV SR S b
100 200 300 =
5.46
L 1 I ) ST W TN S DS S USRS U I Il 1 1 1

140 180 220 260 300 340 380
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FIG. 3. Temperature variation in the electri-
cal resistivity.

10 000 |

1000 |

80 100 120 140 160 180 200
T, K

(Fig. 3. At these temperatures the functi®{T) changes. changes, as does the contribution from the paraprocess to the
The figure shows that over the entire range from 200 to 80 Knagnetization. In addition, within the small temperature
the electrical resistivity increases with cooling, but thisrange 56<T<115K, a singularity(a clearly distinct inflec-
growth is essentially different in the intervals 80—-107 K, tion) is observed in the magnetization curves at fields
107-150 K, and 150-200 K. The most rapid change in the-10kOe. At high temperatures, this inflection in thigH)
electrical resistance is observed in the range 80-107 Kgurve shifts toward higher field§See curve® and3 of Fig.
while the slowest is over 107-150 K. 5)

The temperature variation in the magnetizatioh(T), The magnetic measurements showed that in the para-
of a pseudo-single crystal measured along the easy directianagnetic temperature region252 K, there is an anomaly in
is shown in Fig. 4 and the magnetization cunMg$H), in  the reciprocal of the magnetic susceptibility as a function of
Fig. 5. The measurements bf(T) were done with cooling temperaturey =H/M, measured in a field of 100 kOe
of the sample in a magnetic field along the same direction(Fig. 6). The temperature of this anomaly coincides with the
while M(H) was measured in the following cycle of varia- region of rapid changes in the crystal lattice parameters ob-
tions inH: 0— +50 kOe—~0——50 kOe—~0—+50kOe—~0.  served at 300—400 K.
As can be seen well from these figures b8 MnO; is
magnetically ordered at temperatufies T,. The Curie tem- 3. DISCUSSION OF RESULTS
perature of this compound, as measured by the Beloff—
Harrot method, is 152 K. AT=T,; a change in the magnetic In order to establish the nature of the structural phase
state is observed: the magnitude of the magnetizatiotransitions observed at temperatures of 100—-115 K and 300—

o0 /4™ ™ /-7

FIG. 4. Temperature variation in the magne-
tization of pseudo-single crystal
Lag oSth4MnO; for various magnetic field
strengthg0.3(1), 1 (2), 3(3), 10(4), and 50
kOe (5)). The measurements were done by
cooling the sample in a magnetic field ap-
plied along the direction of easy magnetiza-
tion.

M, G.cm3-g'l
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100 T T T T T T v T y T
4 |
3
2
1 FIG. 5. IsothermsM(H) of pseudo-single
_ crystalline Lg ¢Srp ;MnO5 (120 K (1), 110K
(2), 100 K(3), 50 K (4)). The measurements
were made along the easy direction over the
E following cycle in the fieldH (kOe): 0—
+50—0— —50—0— +50—-0.
.
y L [l 1 1 I 1 L i Y J 1
0 10 20 30 40 50 60

H, kOe

340 K, we have calculated the Mn—0O interionic distancesure range, whild rises suddenly with heating at 100 K and
(m,s,1) in the MnQ; octahedronFig. 7). For this purpose, falls slowly above 300 K. The quantitytends to behave in

the following formula$ were used: the opposite manner: a sharp drop at 100 K and a slow rise
1 above 300 K. The observed variation lins stronger than
m2=—2(a2+ b2+c?), (1) thatins.
3 The temperature variation in the Mn—O interionic dis-
1 tance implies that for temperatures below 100 K or above
52=§b2—m2, (2) 340K, there is no contribution of the rhombic J-©F mode
to formation of the crystal lattice in lgaSr, ;MnO;. The
and switching on of theQ, mode as the sample is heated at 100
a2s2 K results in a structural phase transition from a low-
|2_m, (3) temperature pseudo-cubic modification of the orthorhombic

O'-phase into a Jahn-Teller orthorhombic-ghase. As
wherea, b, andc are the lattice parameters. In these calcu-noted above, this transition leads to a sudden change in the
lations rotation of the octahedra is neglected. The results dfinit cell volume typical of first-order transitions. The change
the calculations are shown in Fig. 8. As can be seen from thiif the intensity of the diffraction lines observed at tempera-
figure, the calculatedh is constant over the entire tempera- tures between 100 and 115 K occurs because the transition
does not take place at the same time over the entire volume

10 000 [

T 7500
£

Q -
)

_~ 5000
"=

2500

0 s 1 s L L t i 1 N 1
150 200 250 300 350 400
T, K
FIG. 6. The reciprocal of the magnetic susceptibiligy,’=H/M, as a O La O O @ Mn

function of temperature for pseudo-single crystalling, St ;MnO3; the
experiment was done &t =100 kOe. FIG. 7. Structure of the compound LaMpO
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2.06 As for the feature observed in tid(H) curve at tem-
[ Y Al peratures 58 T< 115K (Fig. 5 in fields H>10 kOe, it ap-
[ & & pears to be related to the effect of the magnetic field on the
2.02 [ e m ‘(M"‘gl) By O"-0' phase transition. In this case the magnetic field evi-
j - Z j :gMEZOZ; dently raises the temperature of this transition. The mecha-
% Logl.a 2 &, nism by which the magnetic field influences this temperature
g e RN is not entirely understood. It may be assumed that the mag-
! conte netostriction of Lg ¢Sy MnO; plays an important role in
1.94 _%:7“ ® e * e oo Y this mechanism.
- W Thus, the orthorhombic Gphase, whose formation in-

volves the rhombic Jahn-Teller,Qnode, exists within a
limited range of temperatures, 100-340 K, in
Lay oSty 1MNO;. Below this temperature range the compound
undergoes a transformation into pseudo-cubic modifications
FIG. 8. Temperature variation in the Mn—O interionic distances. of the orthorhombic phase”Cand O, in which there is es-
sentially no contribution from @ The effect of the @mode

in this compound causes an increase in the cell volume in the

of the sample. This last circumstance is responsible for th&®'-phase by~0.5%. The structural changesTat- 100K are
existence of a mixture of the two orthorhombic phasés O accompanied by a discontinuous change in the cell volume
and O within this temperature range. and a change in the magnetic state of the samples. According
When the samples are heated+®840K, theQ, J-T  to our magnetic studies, the’@nd O phases are magneti-
mode is again shut off and there is yet another structuragally ordered forT <140K, while the O phase is paramag-
transition from the O to the O-phase. As opposed to the netic. A magnetic field obviously can cause a change in the
low-temperature transition, this transition takes placetemperature of the G-O’ structural phase transition, shifting
smoothly as the temperature rises, as indicated by the coff-to higher temperatures.
tinuous changes in the distanams s, andl and in the cell
volumeV (Figs. 2 and 8 *JE-mail: gaviko@imp.uran.ru
In the above discussion we have also noted that the low
temperature G-O’ transition is accompanied by a change in 1H. Kawano, R. Kajimoto, M. Kubota, Phys. Rev. 33, 2202 (1996.
the magnitude of the saturation magnetization and a chang@Y. Yamada, O. Hino, S. Nohdo, R. Kanao, T. Inami, S. Katano, Phys.
in the contriputign from the paraprocess. The discontinuity in35_63‘}261'\‘:;;7’R?02;ﬁ%?6' M. Kubota, Phys. Rev. 53, R14709(1996.
the magnetization observed in tHd(T) curves as the 4J. F. Mitchel, D. N. Argyriou, C. D. Potter, D. G. Hinks, J. D. Jorgense,
sample is cooled in fieldsl>1 kOe atT~100K (Fig. 4), and S. D. Bader, Phys. Rev. B}, 6172(1996.
can be ascribed to various causes, such as a possible change Urushibara, Y. Moritimo, T. Arima, A. Asamatsu, G. Kido, and

: ; ; ; _ Y. Tokura, Phys. Rev. 551, 14 103(1995.
in the magnetic moment of the Mn ions or a different ex bV. E. Arkhipov, V. P. Dyakina, S. G. Karabashev, V. V. Marchenkov,

change energy in the magnetically _Orde_red' @n_d Ya. M. Mayakovski, V. E. Nash, V. E. Startsev, E. P. Khlybov, and
O"-phases. If the energy of the magnetic anisotropy in the A. Chopnik, Fiz. Met. Metalloved84, 93 (1998.
O'-phase is substantial, then the existence in this phase ofé Mk Bagbagho‘t/ GS ﬁmg?fgggfﬁgga\( M. Mukovskii, and S. A.

verkov rys ro
structural domains with different orientations can also CauSes "pincard . Ro driguez-Carvajal, and A. Revcolevschi, J. Alloys Compd.
a discontinuity in the magnetization. Detailed additional 262.263 152(1997.
magnetic studies of the compoundglg8r, ;MNO; are under  °A. K. Bogush, V. I. Paviov, and L. V. Balyko, Cryst. Res. Techri#,
way in order to establish the reasons for the change in thg)589L 1’\?83 Usp. Fiz. NaUk66, 833 (1996,

agaev, Us 1Z. Nau:
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Dielectric nonlinearity of crystalline Li  ,_,Na,Ge,O4 (x~0.23)
A. Yu. Kudzin and D. M. Volnyanskil

Dnepropetrovsk State University, 320027 Dnepropetrovsk, Ukraine
(Submitted June 4, 1998; in final form, October 6, 1998
Fiz. Tverd. Tela(St. Petersbupgdl, 1070—-1072June 1999

The dielectric nonlinearity of ferroelectric Ji,Na,Ge,0q (x~0.23) crystals is measured in the
neighborhood of the phase transition temperatures. The magnitude of the nonlinear
coefficientB is estimated from the shift iif, and the reduction i, under the influence of
E_, from the dielectric nonlinearity in the paraphase, and from the temperature
dependence oPg in crystalline Lb_,Na,Ge,Oq (X~0.23). The resulting values ¢f are 1.87,
1.26, 2.17, and 1.2710 ° (CGSE cm) ~2, respectively. The mechanism for the phase
transition in crystalline Li_,Na,GeOq (X~0.23) is discussed. €999 American Institute of
Physics[S1063-78319)03006-3

Compounds  belonging to the ternary systemmental plots ofe(T) for Li,_,NaGeQq (x~0.23) crystals
Li,_«NaGegOqy (0=x=1) have ferroelectric properties. The gt differentE_ .
CompOSition withx=1, i.e., LlNaGQOQ, has been studied in As the figure ShOWS, when a fiel_ is app”ed’S de-
most detaif:™* Solid solutions develop as is varied. The creases, especially in the region of the phase transition, while
interesting feature of these compounds is that the phase trathe temperature of the phase transitidi)(is shifted toward
sition temperature of LGe,Oy (x=0) is considerably lower higher temperatures. The shift ii, as a function ofE_
than for the solid solution witix=0.2>° The phase transi- follows a curve which tends to saturate in high electric fields
tion temperature fok=0.2 is~ 140K higher tharT, for the  (Fig. 2.
composition withx=0. Little is known about the dielectric Beyond the phase transition, the dielectric permittivity
properties of these compounds. The available datxfot decreases witk_ at a fixed temperature. This is a clear sign
suggest a number of interesting features. In particular, critiof a second-order phase transition. Data from experimental
cal retardation has been observed at frequencies belostudies ofe =f(E)t at different temperatures in crystalline
1 kHZ and a Debye frequency dispersion has been observdd > yNa,Ge,0g (x~0.23) are shown in Fig. 3. All of the
in the megahertz range during measurements near the phagigrves were taken with increasing bias fields. These plots are
transition? clearly nonlinear, the nonlinearity decreasing as the tempera-
Thus, there is some interest in studying the dielectridure rises.
properties of crystals in this series. In this article we present The experimental data shown here can be explained in
the results of some measurements of the dielectric nonlineaterms_ of the phenomenological ~Ginzburg—Devonshire
ity of crystals withx=0.23. We have chosen this composi- theory® for second-order phase transitions. In order to de-
tion because forx=0.23 the crystals have a highi,  termine the coefficie_nB, vyhich is a quantitative measure (_)f
=295 K, which makes it easier to carry out the experimentsth® degree of nonlinearity, we can use several equations
In addition, we were unable to grow crystals with<@ which follow from thermodynamic theory. If we stopat terms
<0.2 that are suitable for the measurements. in P% in the expansion of the thermodynamic potential in
The techniques for growing ki Na,Ge,0, crystals by ~ POWers (_)f the polarization, then the shift in _temperature cor-
the Czochralski method and preparing the samples for di[espondlng te hax @s a function of the electric field strength
electric measurements have been described else\theré).beyS the formula
Samples were prepared in the form of slabs with a principal ~ AT_=DE??, )
(100 plane, which were polished before the platinum elec- i o B L 313 )
trodes were deposited by cathode sputtering. The slab thick? this aPPVOX'maE{O” we have =(6p/a"")", wherep is
ness was about 0.5 mm and the electrode area was abdf coefficient oP”, a’=4x/C, andC is the Curie-Weiss
5mn?. The dielectric permittivity was measured using anconst%nt. Using the data of Fig. 2, we constructed Al
E8-2 capacitive bridge at a frequency of 1 kHz in the tem—:f(E ) Cu'jge' which is I|_n2ear. Equatio(l) then yielded
perature region of the phase transition. The constant tem@:l's7>< 10°°(CGSEcnf) %,

perature measurements were made with the temperature Shadodﬂ:)? t?]fpr:gs??raﬂzﬁilgnnucma:aallii g’;'ﬂ;:g tgeég?nbog;e the
bilized to within 0.05 K. The external bias field was as high P P

thermodynamic theory with experiment. In this approxima-
as 20 kv/cm. . . : o
. - . : tion, the maximum value of is related to the electric field
It is known that polarizing a ferroelectric sample in a

e strength as
constant electric fielE~ has a large effect on the anomalous g
permittivity ¢ near a phase transition. Figure 1 shows experi-  1/e pa,—= (3/4m) BYEZS, 2

1063-7834/99/41(6)/3/$15.00 974 © 1999 American Institute of Physics
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FIG. 1. Permittivitye of crystalline L, _,Na Ge,0Oq (X~0.23) as a function
of temperature for different fieldg_ : 1—0; 2—0.51; 3—1.12; 4—1.94;
5—3.57;6—5.61 kv/cm.

The function 1#,,=f(E?) for crystalline Li_,Na,Ge,0q
(x~0.23), constructed from the data of Fig. 1, is well fit by
a straight line. The coefficiemg calculated from the slope of
the line is 1.26¢ 10 ° (CGSE cmd) 2.

The phenomenological theory shows that,
paraelectric phase for high fields and temperatures figar
the function 1#— 1/e,= f(E??) is linear with a proportion-
ality coefficient 3/4rx BY3. Heree, is the permittivity for

E_=0. The experimental data of Fig. 3 for several tempera
tures abovd ;. were used to construct these curves, which fit

the straight lines well. The values @gfcalculated from these
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FIG. 3. Permittivity of crystalline Li_,NaGe,Oq (x~0.23) as a function
of E_ for various temperatures ned;=293.3K: 1—T.+0.1K; 2—T,
+0.5K; 3—T.,+09K; 4—T.+1.2K.

data show that nearT.,, a larger value of
B=2.17x10"° (CGSE cm) 2 (T—T,=0.1K) is observed.
It decreases linearly with distance from in the paraphase
[B=1.09<10 °(CGSEcm) 2 for T-T,=1.2K] and re-
flects a rapid loss of nonlinearity by the crystalline
Li,_,NaGe,0Oq (x~0.23). If theB(T) curve is extrapolated
to intersect the temperature axis, th@s0 occurs at a tem-
perature~1.6 K aboveT..

It is known that for second-order phase transitighisan
also be estimated from the temperature dependende, of
nearT., which is given by

a/

B

It has been found from experimental plotsRy{(T) mea-
sured for crystalline Li_,Na,Ge,Oq4 (X~0.23) over the di-
electric hysteresis loops, that in these crystals (Byis sat-
isfied for T.—T<10K. The slope of the straight line gives
an estimate fop of 1.17x10 ° (CGSE cm) 2.

We have, therefore, estimated the nonlinearity coeffi-
cient 8 for Li,_,Na,Ge,Oq (Xx~0.23) crystals from the shift
in T, as a function ofE_ [1.87x10 °(CGSE cm) 2],
from the dielectric nonlinearity in the parapha$2.17
X 10 °(CGSEcm) 2 for T-T.=0.1K], and from the
temperature variation iR [1.17X 10" ° (CGSE cm) ~2].

B has been determined for various crystals by many au-
thors (e.g., Ref. 8. For free BaTiQ crystals, 8 equals
—2.5x10 ¥ (CGSEcm) 2 at the Curie point. The most
reliable value ofB for crystalline triglycine sulfate is 7.7
X 10" 1°(CGSE cmi) 2 near the phase transition tempera-
ture. For free crystalline Rochelle salB is about
6x10 8 (CGSE cm) 2. Therefore, of these three classical
ferroelectric materials, the nonlinear properties of crystalline

PZ=—(T.—T). 3)

FIG. 2. The shift in the temperature of the phase transition as a function oki2-xN&G&0q (for x~0.23; and, according to preliminary

field strengthE_ for crystalline Lp_,Na,Ge,0Oqy (X~0.23).

data, for the rest of this systerare closest to those of crys-
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Dielectric properties of single-crystal deuterated triglycine sulfate (DTGS) in
ultra-weak low- and infra-low-frequency electric fields

A. V. Shil'nikov, V. A. Fedorikhin, A. P. Pozdnyakov, and A. V. Sopit

Volgograd State Architecture-Construction Academy, 400074 Volgograd, Russia
L. A. Shuvalov

Institute of Crystallography, Russian Academy of Sciences, 117333 Moscow, Russia
(Submitted October 8, 1998
Fiz. Tverd. Tela(St. Petersbupgl, 1073—1075June 1999

The complex permittivitye* is studied with separate readings for and&” at low and infralow
frequencies and ultraweak fields. The effective conductiyitg determined. An Arrhenius
dependence is observed fordf{1/T), In&"(1/T), and Iny(1/T), both in the paraphase and in the
polar phase. It is proposed that the conductivity of crystalline DTGS in the paraphase is an
ion jump conductivity. ©1999 American Institute of Physids$$1063-78349)03106-9

In the last decade there has been renewed interest in The complex permittivitye* was measured under qua-
experimental and theoretical research on crystals with hydresistatic temperature conditions with a temperature step size
gen bonds and the contribution of these bonds to variousf at most 0.2 K in the neighborhood of the phase transition.
macroscopic(in first order, dielectri¢ properties of these The value ofe* was found with separate readings for the
crystalst™ Despite extremely thorough and wide rangingreal (') and imaginary £”) components of the complex
studies of the role of proton conductivity in various crystals, permittivity with accuracies of 1 and 2%, respectively. The
the character of the conductivity in triglycine sulfaigTGS) temperature was maintained within 0.05 K, with a measure-
crystals has not been examined yet, as far as we know. Thaent sensitivity of 0.001 K. The effective specific conduc-
conductivity of these crystals was also not discussed in #évity v was determined from the values of for the par-
comparatively old, specialized monograph. ticular frequency of the measurement field.

In this paper we attempt to fill this gap by examining the ~ We have found thaidepending on the direction in which
dielectric properties of crystalline DTGS at loWF) and the sample temperature is varieid the paraelectric phase
infralow (ILF) frequencies ¢=10 *—10*Hz) with a mea- the Ine”(1/T) and In(1/T) curves have an Arrhenius depen-
surement field amplitude dEy;=0.2V/cm at temperatures dence(Fig. 1) over temperatures of~120—-85°C at fre-

ranging from 2 to 120 °C, including a phase transition. guenciesr=1—10Hz. The Ire'(1/T) curves has the same
5.1F
-14 M
5.0
16k —+— 10 Hz a0l
—s— 1 Hz ’
“w
g £ L
_ish 4.8
47
_20 -
461
22 97 72 50 30°C 113 106 99 9?"C
25 2.7 29 3.1 3.3 3.5 2.54 2.59 2.64 2.69 2.74
UT, 1073, 1K /T, 1073, 1/K

FIG. 1. Temperature variations in the effective conductivity of crystalline FIG. 2. Temperature dependence of the dielectric permittivity of crystalline
DTGS for a measurement field amplitudg=0.2 V/cm at frequencies DTGS for a measurement field amplitufig=0.2 V/cm at a frequency of
v=1 and 10 Hz. v=1 kHz.

1063-7834/99/41(6)/3/$15.00 977 © 1999 American Institute of Physics



978 Phys. Solid State 41 (6), June 1999 Shil'nikov et al.

TABLE I. The effective conductivityy and activation energy for crystal- 0.04
line DTGS in the paraphase.

v, Ymax» Ymin » U, Yoo s
Hz 1/(Qm) 1/(Qm) eV 1/(Qm) Ayly,% 0.03 | —— 1000 Hz
10 1310 2810% 0.93-0.01 1.091C° 2.1
1 1610 1410°% 0.93+0.01 1.131C° 2.3
»
— 0.021

dependence at a frequency of 1 kHEg. 2). Therefore, the
LF polarization and ILF conductivity are thermally activated
processes. Here the activation energy for hdtland y, ob- 0.01+F
tained by cooling the sample after annealing—&t20 °C, is
U=(0.93-0.01) eV (Table ), while for ¢’ U=(0.24
+0.01) eV. Note that’, ¢" and y also have an Arrhenius
depende_nce in t_he polqr phase, but the temperature_lnterva 025 20 55 20 25 100
over which this is true is very narrowA(T ~4K) and lies T °C
immediately adjacent to the phase transition. In other words, ’
in effect the polar state suppresses those thermally activatetiG. 3. Temperature dependence of the reciprocal of the permittivity of
processes which show up C|ear|y in the nonpo'ar phasé;rysta[line DTGS for a measurement field amplituglg=0.2 V/cm at fre-
Note, however, that the slope of the line1/T) for the ~ duencies=1, 10 and Hz.
polar phase is the same within a narrow range of temperature
as for the nonpolar phase, i.e., the activation energy is the
same as in the nonpolar phase.

We emphasize that the maximum conductivity at 120 °C+0.01) eV, may, we believe, be evidence that abdyegly-
at a frequency =1 Hz is yn=1.6x10 8 (Q " tm™1), and cine | participates in a thermally activated jump motion be-
the minimum, at 62°C isymny~1.9x10 8(Q"!m™1). tween two equivalent potential wells, which determines the
Therefore, within a temperature range/of =62 K, the con-  characteristic feature of the order—disorder phase transition
ductivity changes by two orders of magnitude. At the samen crystalline DTGS®
time, we note that at the phase transition poiptFig. 1, In conclusion, we note that the functionel~f(T)
like &' and &”, passes through a maximum of obeys the Curie—Weiss law for all the frequencies studied
10°(Q ImH-107(Q *m™Y) for different measure- here(Fig. 3), with different deviations from itspreading in
ment frequencies. the peak ofe’) in the neighborhood of the phase transition,

Analyzing the behavior of the experimental data, we cardepending on the measurement frequency, the direction in
assume with great reliability that the conductivity of crystal- which the phase transition is passg@e., a transition from
line DTGS in the paraphase is an ion jump conductivity the polar phase to the nonpolar, ice versa, and, in gen-
and is probably caused by jumps of deuterons, for which theral, the previous history of the crystal. Here the law of two
activation energy is~0.93eV. The activation character of (the ratio of the slopeg(1/e)dT above and beloW ;. equals
the polarization process in DTGS in the unpolarized phasénc®) does not hold(as noted before for Rochelle Shlt
(the Arrhenius dependence of at 1 kHz, Fig. 2, which is  while the ratio of the corresponding Curie—Weiss constants
characterized by a comparatively low activation ene@24  lies between 1.7 and 3See Table .

TABLE Il. Data on the Curie—Weiss constants=C/(T— 0) of crystalline DTGS.

Ty, wl2, —Cf, CP,

Crystal K Hz K K —cP/cf
Heating DTGS to 125 °C 326.8 1000 3715 10065 271
after aging in the polar 10 3756 10060 2.68
phase (=5.8-10 3 m) 1 3791 10055 2.65
Cooling DTGS after 327.8 1000 3604 10622 2.95
annealing in the nonpolar phase 10 3803 11020 2.9
(h=5.810"3m) 1 4012 11828 2.95
Heating DTGS to 100 °C 327.7 1000 2634 4950 1.88
after aging in the polar 10 2673 4942 1.85
phase h=5.8-10"3m) 1 2709 4917 1.82
Cooling DTGS without 328 1000 2761 4835 1.75
annealing in the nonpolar 10 2787 4859 1.74
phase h=5.8-10"3m) 1 2792 4874 1.75

Note. C and CP are the Curie—Weiss constants for the palaolydomain crystal and nonpolar phases,
respectivelyh is the sample thickness.
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FIG. 4. Polarization loops of crystalline DTGS for a measurement field
amplitudeEy= 74 V/icm and temperatur€=51.7 °C, at frequencies=1,
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Structures responsible for quasisynchronism in second-harmonic generation
in BaTiO 5:Fe

E. V. Bursian*) and V. G. Zalesskil
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Second harmonic generatig8HG) of light in iron-doped BaTiQ crystals occurs primarily at an
angle of about 7° to incidert=1.06m radiation. It is shown that the quasisynchronism

is accounted for by a 90° domain structure with a spatial wave veii@11] and a spatial period
of about 3um. This result may serve as a basis for interpretation of the anomalous SHG
enhancement near the phase transition. 1999 American Institute of Physics.
[S1063-78389)03206-2

The radiation obtained in barium titanate after frequency  Figure 1 shows the second-harmonic intensity distribu-
doubling(0.532um) was observed to exhibit a characteristic tion 12® as a function of the angleg and 6, which was
distribution in scattering angle. Its intensity reaches a maxiderived by computer processing the signal obtained in scan-
mum not in the direction of the incident radiatiok®’, but  ning with a movable detector. In all cases, the directional
rather at a small angle to the latfef. response function contained two maxima along the direction

A substantial enhancement of second-harmonic generdidentified in Fig. 2 by theQ vectop at angles of (Z1)° to
tion (SHG) efficiency has also been observed when the Crysthat of incident radiatiork”. As the crystal is rotated about
tal is heated through the transition to the cubic phase, and e incident beam, the angular distributig(¢, 6) changes
still larger one(by a few time$ when moving in the reverse SO that theQ line connecting the humps turns together with
direction, i.e., when cooling through the transition. SHG inthe crystal through the same angle. The height of the maxima
barium titanate is caused by spontaneous polarizaign in caseb is about twice that in casa. _As the crystal is
and it would thus seem that the second-harmonic intensitj'ned through a small angle about axigFig. 2, one of
12¢ should decrease with decreasiRg as one approaches € maxima decreases, and the other increases.

the transition; therefore the observed temperature depen- Scattering of weak cw radiation of frequency 2i.e.
dence should be regarded as anomafous. without the w— 2w conversion produces on the screen a

The refractive indices of BaTiQ(at room temperature it band parallel t@. It does not exhibit any maxima within the

is a uniaxial crystal with ;mim=C,, symmetry and the 5-10° interval.

wave vector magnitudes at the YAG laser wavelength are . The laser !'gh.t was polarlged,.wnh the direction of elec-
listed in Table I tric vector oscillations shown in Fig. 2. It was found that the

Thus, the wave synchronism in BaTj@oes not have second-harmonic polarization in casesndb is parallel to

any natural direction. Millertherefore proposed as far back the lineQ connecting the humps, and if the crystal is turned

as 1964 to use periodic structures of antiparallel domainghmngh an angle other than 90°, the Padiation is ellipti-

enerated artificially by an electric field cally polarized.
9 y by ) , - An essential factor for interpretation of these observa-
Later, for ferroelectrics a number of natufaé., existing

ithout field licationstruct found which tions is the symmetry of the optical nonlinearity tensii
wrthout Tield application s EUUC uris Were found Which Ensure j, 4, q equation for the second-harmonic field amplitude
momentum conservatick?=2k“+q, whereq is the wave

vector of such structurés1® Barium titanate is a ferroelec- EZ“~dijE/’Ey . (1)

tric I\<Nlth a cq(;nplgx dr:)mam pattern. The ‘EFJefCtNE of this ¢ tensoid; is similar to that of the piezoeffect, and after
work was to identify the structure responsible for the quasiyne alignment only the elemertige=dy,., dgy= dap, andda;

synchronism. We are going to show that SHG of a fairly 45 ot vanish for the mm symmetry. Direction 3 is chosen

high intensity in iron-doped BaTi{Xxrystals is due to a natu- para|ie| to the optical axis. For barium titanate in the tetrag-
ral structure with 90° walls.

Crystalline platelets were grown by the Remeika method
and contained an Fe impurifil. wt% in the charge They

were cut anng[lOO]-type crystallographic directions and TABLE |. Room-temperature refractive indices and wave vectors for

were 0.2 mm thick. The sample was illuminated with unfo- il

cused YAG laser pulsea & 1.064um). The pulses were 18 ), um No Ne Ko, pm? Ke, pmt
ns long, and the pulse energy was within 40 mJ, with an’ 2.3379 2.2970 13.810.01 13.56
instability of about 10%. The beam diameter was approxig s3o 2 4760 24128 2024 28.50

mately 3 mm. No electric field was applied to the crystal.

1063-7834/99/41(6)/4/$15.00 980 © 1999 American Institute of Physics
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FIG. 1. Second-harmonic intensity distribution in scattering angle. The angular distance between the maxima is about 14—15°.
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FIG. 2. Geometry of studies of the angular distributionl ¥f for different crystal orientations with respect to the incident beam.
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k20— 2k

Y= arctanw . 2

Using the above figures for geometey in Fig. 2 yields
Y~41°, and for geometryp, ~54°. This discrepancy is
possibly associated with experimental errors and inaccura-
cies in the available values of’ andn?“. Thus, the vector
of the structureg is apparently directed at an angle close to
45° to the crystal surface. This structure is most probably
connected with a periodic arrangeménitth a high spatial
frequency of 90° walls(Fig. 4). This structure is frequently
observed in barium titanate. The sharp wedges in an
a-domain plate with polarization normal to the surface are
usually induced at the surface by the electric field which is
always present there. As follows from Fig. 3, the period of
this structure is A=2x/q=2mx/[(k**—2k®)v2]~2
=3 um.
Judging from the diffuseness of the peaks in Fig. 1, the
onal phase, d3;=-19.33x10 ?m/V, dy=—7.79 scatter inq is large enough, and the spectrumagois almost
X 10 2m/V, and d;s=17.85<10 *m/V.* Figure 2 pre- continuous, but the SHG mechanism automatically chooses
sents the corresponding geometries for the case of spontante spatial Fourier component from the domain structure of
ous polarizationPg (which at the same time is the optical the type shown in Fig. 4 which is required for quasisynchro-
axis) directed perpendicular to the incident bed&t. The nism to set in, although it partly involves components close
P4Ik® case is not considered, becaus¥ does not appear to it as well.
for symmetry considerations. One may ask an obvious question of whether this struc-
The direction of the optical axisP) can be determined ture is stationary or forms only in the strong field of a laser
from the fact thatds; is approximately twiced;;. Because pulse. Generally speaking, one observes in ferroelectrics
the generation efficiency in casein Fig. 2 is higher, the laser-induced structuregsee Ref. 11, as well as the recent
spontaneous polarization is always aligned with papers Refs. 12 and L3To find an answer to this question,
Thus, thea geometry in Fig. 2 corresponds to the casespecial experiments with variation of tli amplitude were
where the extraordinary ray of the second harmomicié  carried out. Decreasing® down to the threshold of second-
created due to that of the first harmoniegf and can be harmonic generation, as well as varying the total irradiation
identified with coefficientdss; (dsg). The two other geom- dose by properly choosing the number of light pulses inci-
etries relate to the schemesod)—e(ds;) and (0e€) dent on the same region of the crystal did not produce any
—o0(dyg). In the latter case there are al&y components new results, which suggests that this structure is stationary at
along the 1 and 3 axes, i.e., coefficiedts anddsz, which  room temperature. At elevated temperatures this is appar-
gives rise to elliptical polarization of the generated ray. ently not so, and this is related somehow to the anomalously
The predominant scattering to 7(in a material this large magnitude of’® near the phase transition. This aspect
angle is 7°h~3°) implies that the vectoq is involved in  remains, however, unclear.
the processin accordance with Fig.)3 The angley can be The authors owe their thanks to V. V. Maslov, V. V.
found from the relation Rychgorski, and A. A. Leshchev for fruitful discussions.

FIG. 3. Momentum conservation in SHG.
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FIG. 4. The most probable domain structure
responsible for the quasisynchronism in
BaTiO;:Fe crystals.
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A self-consistent method based on the interaction of a piezoelectric sphere with a piezoelectric
medium that has anisotropic elastic and dielectric properties is used to calculate the
components of the tensor piezoelectric modulus of BgTi€amic in all three ferroelectric
modifications. A comparison of the calculated and measured piezoelectric moduli shows that at
least 60—70% of the piezoelectric effect in Bafi€ramic is caused by domain boundary
movement throughout the entire ferroelectric region. 1899 American Institute of Physics.
[S1063-783409)03306-1

It is well known that the physical constants of polycrys- 512 312+ 4Q12PSX33,
talline ferroelectric materials include a so-called orientational
contribution owing to reversible motion of domain bound-  Sts= Szt 4Q1,Q11P3X 33,
aries. Estimating the magnitude of this contribution is one of E—cP 1 a02.p2 T
the tasks of the physics of piezoceranic€alculation$® 53~ St 4Q1Psxas,
show that the intrinsic piezoeffect associated with lattice de- 544 344+ Q44P5X11,
formations is comparatively small in BaTi@eramic, while
the large piezoelectric moduli observed experimentally are 366: S443
caused by the domain mechanism. It follows from Ref. 3, foffor the orthorhombic phasen2:
example, that the piezoelectric effect in ceramic samples of
BaTiO; is more than 60—70% determined by vibrations of ~ Sti=S11t4QPexzs,
domain boundaries separating domains with mutually per- _ _ 2.7
pendicular spontaneous polarizations. Estinfagt®w that $17= i+ QuA 2Qur+ 2Quz~ Qua) Pixss,
domain processes, together with movements of interphase st,=s7,+Q1(2Q11+2Q 5+ Qa9 P2x 1,
boundaries, play an equally important role in lead zirconate 1 1
titanate ceramic. For example, in nloblum—modlfle_d lead zir- 352:—(2551+ 2352+ 554)+ Z(2Q4,42Q4,
conate titanate roughly 70% of the transverse piezoelectric 4
modulus is caused by these processes.

These data* were obtained at room temperature. In
practice, however, it is necessary to kn¢at least approxi- e 1 4 b op. 1 )
mately how important the orientational contribution is at  S23= 7 (2511+ 2815~ S44) + 7 [(2Qu1+2Q1))
different temperatures. In this paper we use a phenomeno-

—Q44) 2 PgX;3 )

logical theory to calculate the temperature dependence of the — Q44] PSX331
dielectric, elastic, and piezoelectric constants of single- 1 1
crystal BaTiQ in its tetragonal, orthorhombic, and rhombo- 3§3=Z(251P1+ 2S5+ Spy) + 7(2Qut2Qy;

hedral phases. Here an expansion of the thermodynamic po-
tential of the form given in Ref. 5 was used. The expansion + Qu)2P?
coefficients were taken from Ref. 6. Analytic expressions for a4 SX33’

the permittivity and piezoelectric modulus tensors are given  sf,=2s" —2s7,+4(Q11— Q1) ?P2x3s.
in Ref. 7. The elastic compliancesﬁ (for a constant field

are calculated using the following formulas: for the tetrago- S55 544+ Q44PSX11’

nal phase mm, E —gP -
66 44

st =511+ 4Q3,P2x 33, and for the rhombohedral phasen3
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e 1.5 PPy, L
Sp1= 2 (2811F 281,59 + 1—8(2Q12— 20Qq;
2p2. T , L 2p2. T
+Qua)Psx11t §(4Q12Jr 2Q11— Q40 “P5X 33,
e L1 _p p_py L
812—1—2(2511+ 10s7,—Sp) — 1—8(2Q12— 201,
1
+Qua)%P2x1,+ 5(4Q12+ 2Q11— Qua)?P2xs,

sE=E(25P+4sP—SP4)+E(4Q +2Q11— Quy)

13~ g (2S1t 4817 Sl T g 12 11~ Qa4
X(2Q12+Q11+Q44)P§Xg3a

e V2 _» PP V2

S14= 3(2511_ 281, Sp9) T 1_8(2Q11_ 2Q1,— Q44
X (4Q11—4Q1+ Qup) P2x1y,

1 4
S55= §(Sfl+ 25T+ Sy + §(Qn+ 2Q1+ Qua)?Pixds

e 1 5 PPy, L
Si=3 (451, 48151 Sy + 5(4Q11_ 4Q1,

+Q44)2P§X111 ©)

whereQ is the coefficient of electrostrictiorxlk is the per-

mittivity of a mechanically free crystaR is the spontane-
ous polarization, and thqﬁ’( are the elastic compliances for

constant polarization.

The components of the piezoelectric moduli of BaJiO

Luchaninov et al. 985

tal. For textures with axial symmetry, such as a polarized
ferroelectric ceramic, these equations simplify to the follow-

ing:
1) = (915t 1] + Badio N 15+ (1+ aysed) +01sdis) 11,
£53 = 2(ga1e5s + Bradiat Bridh+ B3N s
+ (93853 + Baxdhat 281505 Nagt (1+ agaesy
+ 035033+ 2931030 133,
d51= (1+ 33633 + gaadist 2051050 N a1+ (91833
+ B3+ Bradist Bradi) X1t (gneds + Brdh
+ B1ad3s+ B1ad3y),
d%3= (1+ arzee 33 + gagdist 203105 N aat (Jases
+ Bagdls+ 2B130%) Xaat 2(0zels + B1adis
+ B1131+ B12031) 13,
d¥s= (1+ agsely +g1sdi) N 15+ (9158 + Baadis) xaa,
S5 = (aggd31+ gaiSts + 0aiSTT +0ssSis ) Nart (9audsy
+ B1aSts + B1oSit + B1aSTy) Xaat (1+gauds,
+B1sSY; + B1aSTs + BuiSTT) X1zt (9axdhy
+ B1aSTT + BasSts + B1aSTy ) X13s
Sts = (333t 93553 + 2031575 )N a1+ (9ard3s
+B135%5 + B1zSTs + B1iSTs ) x11+ (9a103s

+ B15Sta + B1sShs + B11Sts ) X1o+ (1+ 0303,

ceramic which are determined by the intrinsic piezoeffect in

single domain crystallitehese components are sometimes
referred to as intrinsi¢ can be calculated quite accurately

+ BasShs +2B155%5) X13,

*E_ * * E * E * E
using a suitable averaging procedure. Of the known averag- 511 = (3311 93151, + 031511 T 933813 ) Aa1t (1

ing techniques, the most correct are the self-consistent meth-

E E E
+ 093103+ B12S12 + B13STs + B11S11 ) X 11

ods proposed in Refs. 8—-10, which make it possible to in-

clude the piezoelectric interaction between crystalfites,

possible anisotropie@ielectric and elasticin the ceramic,

and the presence of a piezoelectric effect in the medfum.
These methods are based on solving the problem of the in-

teraction of a piezoelectric sphere with an isotrofit its
elastic and dielectric propertiesonpiezoelectric mediufh,
with an anisotropic nonpiezoelectric medidnand with an

anisotropic piezoelectric mediutf. The magnitude of the

+ (93105 + B1aSTs + BLSiT + B1iSTs ) X1z

+ (935 + B1sSTE + BasSis + B1sSTy ) X1ss
S33 = (@3dat 03sS33 2031513 )Nt (1+ gagd3s

+ B33Shs +2B13573 ) X3t 2(Gard3st BraShs

E E
+ B11S13 + B12ST3) X13

orientational component can be estimated as the difference g * +E * +E
between the experimental and calculated piezoelectric Ss5 = (118157 Q15555 )N 15+ (1+ Gusis+ Baasss )X44;1

moduli.

In this paper we use the averaging scheme of Ref. 10, In Egs.(4), e} is the permittivity of the ceramic under
which is the most rigorous and systematic, for calculating theconstant mechanical stress" is the elastic compliance of

lattice piezoelectric moduli of BaTiQpiezoceramic in the

the ceramic in a constant electric fieldf; is the piezoelec-

different ferroelectric phases. In this approximation, the pi-tric modulus of the ceramiay, B8, andg are the matrices of
ezoelectric moduli of the polarized ceramic can be foundhe depolarizing coefficients, and, A, and y are matrices

using the corresponding general equatiorasid for arbitrary

which account for the orientational distribution of the crys-

symmetry of the crystallites and for an arbitrary distributiontallites. The matrix elements, 8, andg are rather compli-

*x E

of their orientationg relating the piezoelectric moduli of cated functions of the tensos§,’ , siF, andd?’ which are
the ceramic and the piezoelectric moduli of the single crysto be determined. The elements of the matriggs\, and
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200 T T T It is clear from the figure that, in all the ferroelectric
phases, the calculated piezoelectric moduli lie well below the
experimental data. There is no doubt that the origin of the
160 — 7 difference between the calculated and experimental values of
the piezoelectric moduli of the polarized ceramic in the
: rhombohedral and orthorhombic phases is the same as that of
120 = : the corresponding differences in the tetragonal phase at room
temperature, which® are caused by domain processes. It
should be noted that the room-temperature piezoelectric
: moduli  calculated here (d%,=—22x10"12 d3,=55
6 \J Xx10 %2 and d}s=109x10 m/V) are in satisfactory
> 40 | 3 - 8 | agreement with the data of Ref. (8%=—25x10"12 d},
x 2 e =47x10 12,_z1a2nd dfs=94x 10 2m/Vv) and Ref. 3(9;1
2 =—-28.3x10 %2 d3,=71x10"' and d};=119x10 *?
0= 4 — m/V). A comparison with experimental data over the entire
7 - 7 range of existence of the tetragonal phase yields roughly the
X\ same estimaté60—70% for the contribution from the orien-
-40 — - tational component as Ref. 3. As the figure shows, the dif-
ferences between the calculated and experimental piezoelec-
tric moduli are especially huge in the orthorhombic and
-80 — 7 rhombohedral phases, so the contribution of the orientational
l l | ] | ' component is considerably larger than in the tetragonal
-150  -100  -50 0 50 100 phase. For example, at the midpo{rt50 °C) of the ortho-
r,°C rhombic region, the calculation givel§,= —8.3x 10" *2and

* __ — 12 H : H * _
FIG. 1. Piezoelectric moduli of BaTiXeramic as functions of temperature. 33_71192X 10 . m/v, Wh”?ltzhe experiment g|V§d31— 41
The calculations are done by a self-consistent method including the anisot< 10” ~~ anddz;= 106X 10~ ~“m/V. Correspondingly, for the
ropy and piezoeffect of the medium. In the tetragonal phase, 1/6 of themidpoint (—130°CQ of the rhombohedral region, we have
domains participate in 180-degree reorientation, in the orthorhombic phaseagl: —3.4%x10" 12 and d§3= 8.4xX 10" 22m/V and dgl: —o5
1/12, and in the rhombohedral phase, /&4, 7, 16—d3,; 2,5, 8, 11—d3}s; %10~ 2 andd*.= 70X 10" 2m/V. A comparison shows that
3,6, 9—d%. 1-9—computational resultst0, 11—experimental data. 33 ) - i
roughly 80% of the piezoeffect is caused by domain pro-
cesses in the orthorhombic phase and roughly 85% in the

x depend or:}, , siF andd? , as well as on the constants of rhombohedral phase. The large contribution from reversible
the single crystal. Algorithms for calculating the elements ofdomain boundary motion in these phases is apparently
these matrices are given in Ref. 11. caused by a larger number of possible directions for the

In taking the average, the fraction of 90-degree reorienspontaneous polarization than in the tetragonal phase and,
tations in BaTiQ ceramic was neglected for simplicity and therefore, by a more complicated domain structure.
in accordance with experiment, which shows that it is rela- hi K d by th . dation f
tively small. (This simplification does not affect the essence | NIS Work was supporte 32't e2Ru55|an 2Foun ation ((er
or generality of the conclusions reached from a discussion gpasic Researctgrants No. 95-02-06295, 95-02-06366a, an
the results. Thus, the polarization process can be treated in%'15'96504'
the tetragonal phase, as a change to the opposite orientatioln _
by 1/6 of the domains in a given ceramic and in the ortho-,"" C- 'TSL:’rf’If‘én gir?egﬁgﬁ%ﬁaﬁﬁ/(:LZ§:179|"ekh Fia7, 1944(1977 [Sov
rhombic and rho.mbohedral phases, respectively, by 1/12 andéhys' Tech. Phy22, 1127(1977].
1/8 of the domains. 3A. G. Luchaninov, L. Z. Potikha, and V. A. Rogozin, Zh. Tekh. 58,

The system of nonlinear equatio® for the unknowns 616 (1980 [Sov. Phys. Tech. Phy&5, 368 (1980)].
Sukck'l' Si*kE and di*k was solved by successive approximations 4A. G. Luchaninov, A. V. Shil'nikov, L. A. Shuvalov, and I. Ju. Shipkova,

' . ) . " Ferroelectric98, 123 (1989.
The re_sults_ of the calculations are shown in Fig. 1. AlsOsg A smolenski V.(A. onov, V. A. Isupov, et al, The Physics of
shown in this figure are some experimental data for the trans-Ferroelectric Phenomenin Russiaf, Nauka, Leningrad1985.
verse piezoelectric modulw;; measured by the resonance— fJ- Daniels, Phys. Status Solidi 24, 497(1974.
antiresonance method and for the longitudinal piezoelectric Q'a(jl'( ng?agi';gg’ i\ée\slé (slgggkov, and L. A. Shuvalov, [zv. Ross. Akad.
modulus d%; measured by a quasistatic method at a fre-ey. marutake, J. F'>hys, Soc. Jphdl, 807 (1956.
guency of 78 Hz. The measurements were made on welPV. I. Aleshin, Kristallografiya32, 422 (1987.

. . . 10 H : ¢

aged(roughly 5 yeark large-grain BaTiQ ceramic prepared nx' : ﬁ:esp!”' gr'Sta”Ft’gé""_f'y{a/?&I T1|352<1?\193>-3902 ves
using standard techniques from commercial grade raw mate-"" - eshin, beposited in » feg. o e
rials. Translated by D. H. McNeill
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X-ray diffraction is used to study the temperature dependence of the lattice parameters and the
sequence of structural realignments in crystallingZrICIl, over temperatures of 4.2—-310

K. The appearance of and changes in the system of satellite reflexes indicative of structural
ordering are studied. Below 74 K, on going into the monoclinic ptiapace group

Alla), anomalies are observed in the behavior of the lattice parameters, and superstructural
reflexes develop with wave vectogs= a* /3+b* /2+ ¢* /2 corresponding to an increase by a large
factor in initial parameters, b, andc of the Pnmaphase. ©1999 American Institute of
Physics[S1063-783109)03406-1

Rubidium tetrachlorzincate RBnCl, belongs to the modes at 80 and 50 K, which are the basis for the proposed
B-K,SO, structural type with a general formula,BX,, possible existence of a new incommensurate phase in this
where A is an alkali metal and BXare tetrahedral groups. temperature range:' Note that an additional low tempera-
Like many crystals of this family, during cooling BAnCl,  ture incommensurate phase in crystals of thBX, family
undergoes a series of phase transitions, which are listed imas been observed previously only in crystallingZ KCl, by
Table I. The sequence of phase transitions is normalpeutron diffractiont?4° Later synchrotron x-ray studies
incommensurate-commensurate phase, which has been stddiled to confirm the incommensurate character of this
ied in some detait; the data on the low-temperature phasephaset®
transition at 74 K(monoclinic phase IYare incomplete and A reliable explanation for the sequence of phase transi-
contradictory. Thus, a symmetry analysimsed on the hex- tions in crystalline REZnCl, as a model object is important
agonal protophasP6;/mmc assumes three possible spacefor understanding the behavior of the,BX, ferroelectric
groups for the low-temperature monoclinic phagla, family. Studies of the low-temperature phase IV, for which
Alla, andP1. Some Raman spectroscopy ddtanply that  x-ray data are current lacking, require special attention. For
the cell size is doubled below 74.6 K compared to the comthis purpose, in this paper we have undertaken a systematic
mensurate phase Ill and the space group becoRf1  x-ray diffraction study of the configuration of the reciprocal
(Z=24). According to measurements of the dielectric chardattice and measured the interplanar distances over a wide
acteristics, the phase below 74 K is ferroelectric with polartemperature range, 4.2—310K.
ization along thea andb axes, so in this caseRlla space
group has been propos&f An NMR study of the Cl atoms
in crystalline RhZnCl,,” as well as molecular dynamics
calculation® showed that the symmetry of phase IV is Samples were cut from a crystal of ZmCl, grown
monoclinic Alla. The structure of phase IV at 60 K has from a water solution by evaporation at 297 K. Optical trans-
been determined by neutron diffraction to be of fPra2, parent single-crystdlL00), (010, and(001) cuts with dimen-
space group, neglecting the multiplication of the unit cellsions of 2x1.5x 0.3 mn? were used. For the measurements
below 74 K? Later neutron studies below 74 K detectedthe samples were placed in a helium cryostat with tempera-
superstructural reflexes at the (B+ 1/2, 1+1/2) sitest®!!  ture regulation to within 0.1 K. The measurements were
Recent Raman studies have revealed the formation of nemade on a Siemens(Brukepn D500 diffractometer

1. EXPERIMENT

TABLE I. Sequence of phase transitions in,RhCl, .

Phase transition temp. T,=74K T.=192K T;=303K

Phase \Y, 1} 1] |

Space group Alla P(Pn2la:—1-15s) P(Pnma—1ss) Pnma

Cell parameters a’'=3a a’'=3a a'~3a a=9.272 A
b’=2b b'=b b'=b b=7.285A
c'=2c c'=c c'=c c=12.733A

Wave vector (1/3* +(b* +c*)/2 (1/3)a* (1/3—-8)a*

Formula number Z=48 Z=12 Z=4

1063-7834/99/41(6)/7/$15.00 987 © 1999 American Institute of Physics
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T]:Atlf]LEf 1. Crc])ef'ficier}ts gf :?Ierrl”zloeiépzlsion within temperature intervals Kzan|4.18 Note that in the elementary cell g8-K,SO,,
of the four phases of BANCL ( ): perpendicular to the smallest paramdighere are two mir-

Space group, ror m planes(at levels of 1/4 and 3/4), on which all the
temperature interval @100 @010 @01 atoms of the cell ABX, (Z=4) lie, except for eight X atoms
Prma 4.38 6.00 4.05 belonging to po_sitions of. the general .cc_znfig.uration. This lay-
363-310 K [Ref. 17] ered structure is then distorted negligibly in the regions of
P(Pnma—1s9 4.68 3.56 5.43 the incommensurate Il and commensurate Il phases. Ac-
303-195K cording to structural data for the related crystaiO¢Cl,,*°
P(Pn2,a:~1-1s) 3.86 3.33 3.92 in the monoclinic phase the atoms are displaced parallel to
J‘&ZMK 137 —1.30 11.20 the b axis. It is possible that a similar displacement in
74—4.2 K Rb,ZnCl, leads to “distension” of theé axis during cooling

of the crystal. Observations of a soft mode during neutron
diffraction studies in the neighborhood of this phase
transitiot®!! are further evidence of oriented atomic dis-
(CuK -radiation equipped with a two-circle goniometer. placements in crystalline RBnCl, at 74 K.
The apparatus could record the intensity ##60 and 6 scan Evolution of the incommensurate-dommensurate Il
regimes and along an undistorted mesh of the reciprocal laphases. The configuration of the reciprocal lattice of
tice (g-scanning. Charts of the two dimensional distributions Rb,ZnCl, undergoes substantial transformations in all the
of the intensity in given sectors of the reciprocal lattice werephase transitions. This shows up especially in the appearance
recorded using a computer program based on the previousfyf and changes in the additionédatellite and superstruc-
measured parameters of the crystal lattice. The interplandural) reflexes. Belowl; =303 K satellite reflexes show up in
distances along the crystallographic axes of the initial higra diffraction experiment. Let us consider the development of
temperature phase were determined from the centers of grasatellites in the reflection planék0) shown in Fig. 2. The
ity of the Bragg reflection12,0,0, (080, and (0,0,16  satellites in this plane are associated with ordering of the
recorded in a9/26 configuration. The measurement accuracyorientations of the tetrahedrons and displacements of the Rb
was better than 1410 %A. Before each scan of the dif- atoms, which are perpendicular to teeaxis?® The first-
fraction reflex intensity profile, the sample was held fororder satellite reflexes lie nedB,of/3 positions and not
~10min at the specified temperature. An analysis of the exaroundG;o¢3, whereG,q, denotes the vector of the inverse
tinctions of the diffraction peaks and a search for satellite200 lattice of the initial normaPnmaphase with respect to
reflexes were conducted by scanning in tha i{*0), the direction of the grazing reflection plane along éhexis.
(0b*c*) and @ 0c*) nodal planes. In the incommensurate phase, as the temperature is reduced,
there is an increase in intensity and a shift in the position of
the satellite reflexes, and new higher-order satellites appear.
The temperature behavior of the incommensurability param-
Temperature variation in the interplanar distanc&ata  eter § determined from the position of the first-order satellite
from the measurements of the interplanar distantgg, (2/3+6,6,0 is shown in Fig. 3. In the low-temperature por-
do10, anddgg; and of the cell volume from 4.2 to 310 K are tion of the incommensurate phase, satellites of higher har-
shown in Fig. 1. In the initialPnma phase, abovd; the = monics are observed, ranging from 2nd order at 240 K to
structure of crystalline RZnCl, (8-K,SO, type) was char-  5-th near the phase transition into the commensurate phase.
acterized by the lattice parametera=9.272(2)A, This indicates that, as the amplitudes of the atomic modula-
b=7.285(3) A, andc=12.733(2) A. The relatiot~v3b tions increase, the harmonics at a higher level are damped to
provides an indication of the hexagonal paraphase by anaferm domain-like structure$:?? Satellites of ordem lie at
ogy with related compounds in thg-K,SQ, family, al- the positionsG = m(2/3+ §)a*, whereG is the Bragg re-
though, prior to melting at~-810 K, no transition into a hex- flex from which them-th satellite develops. Satellites of or-
agonal phase was observed for ,RhCl,. Values of the der 2, 4, and 5 were observed around the primary satellite
coefficients of thermal expansion corresponding to the rereflexes. These positions lie in the region of the expanded
gions where these phases exist are listed in Table Il togeth@rillouin zone and correspond to distortions in the structure
with published datH for the interval 310-363 K. The mea- associated with the damping of the optiG&} mode. The
surements revealed no noticeable features at the temperatiagymmetry in the neighborhood of the first-order satellites is
pointsT; and T, (Fig. 1). Clearly distinct anomalies are ob- related to the effect of the harmonics on the structural dis-
served in the neighborhood of the third phase transition atortions. Harmonics 4 and 7, which lie at larger reflection
T,=74K on theb and c axes. The discontinuities in the angles relative to the (2/36)a* satellite, are considerably
coefficient of thermal expansion near 74 K indicate a secondsmaller than the harmonics 2 and 5 recorded on the smaller-
order phase transition. One noteworthy feature is the devehlngle side. Unlike the primary satellites, the Bragg reflexes
opment of a negative coefficient of thermal expansion alonghk0) have symmetric surroundings on both sides from 3rd
the b axis over the entire range of existence of the low-order satellites associated, respectively with the- (i2k,0)
temperature phase. Similar behavior in the coefficient ofeflexes. These satellites extend into the region of the normal
thermal expansion along the crystallographiaxis has been Brillouin zone and correspond to the acousiig mode. Dis-
observed in the monoclinic phase for the related crystatortions in harmonic 3 of th&; mode withq=3éa* deter-

2. RESULTS AND DISCUSSION
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2 150 b .
mine the sinusoidal polarization of the incommensurate §
phase near the lock-in transition, while in the ferroelectric g .
phase, having transformed into displacements of Bag 5= 100 F -
mode, they determine the polarization along brexis?! The G
structure of the incommensurate phase ofARI€1, has been § 00
determine® at 210 K in a harmonic approximation, i.e., = 50 =) .
taking the intensities of only the 1st order satellite reflections Q
into account. Recording the higher harmonics of the satellite i NJ ]
reflexes shows that the real structural distortions are de- () - SENAVERIVLL L e
scribed by a superposition of ti¥, optical (harmonics 1, 4, 00 02 04 06 08 10 12 14
and 9 and3.; acoustiqtharmonics 3modes. During cooling 200y~ v v T T T )
the satellites approach rational positions and merge discon- 180 [ ]
tinuously into superstructural reflexes corresponding to a « 160 [ c .
wave vectorq=1/3a* at 192 K, wheres=0 (Fig. 2). The 2 140f 3
character of the first order lock-in transition is also indicated 2 120 £ ]
by the splitting of the first satellite reflex in the hysteresis < 100 F ]
region® 2 o
Less intense satellites were recorded in th81) plane 5 80T s ]
(Fig. 4). In the region of phases Il and IlI, these satellites are & 60 - g ]
not sensitive to displacements of the Rb atoms in the perpen- 40 L R
dicular direction, so they only contain information about the 20150 J
ordering of the ZnCJ groups. In this plane the satellites are 0 ’/ ! \.*"T”‘\/\-r\’*r‘A“r‘/.L”‘i‘fY"‘j —d A
located at positions close 8,y43 in the direction of thea 00 02 04 06 08 10 12 14
axis. No satellites of higher harmonics were observed inthis  JgoTT—T—— T T T
reflecting plane. In the region of the low-temperature mono-
clinic phase, satellites in thenQl) plane become more in- d
tense, perhaps because the contribution from dlsplacements“ 150 .
of Rb atoms is turned on. 5 i |
In all the temperature region above 74 K, conditions & W
corresponding to the grazing planaghk0:h=2n) andn = 100F .
(Okl:k+1=2n) were observed for the Bragg reflections. & '
The condition of a grazing plareebelow 192 K is retained, {:3’
including a tripling of the translational component along the ~— 50 1
a axis. These conditions are consistent with the space groups | L |
of the normalPnmaphase, the averagd@hmastructure in 0 / o\ WF“AWMhMJI ) L‘/“

the incommensurate phase, and the pdfar2,a phase 00 02 04 06 08 10 12 14
(Table ).

Space group of phase I\rhe condition for existence of FIG. 4. Position of the Bragg008) and satellite reflexes along the nodal
hk0:h=2n phases below 74 K indicates the maintenance oferies (08) at temperatures of 21@), 108 (b), 65 (c), and 9 K(d).
a grazing reflection plane, perpendicular to the axis, in
the low-temperature monoclinic phase, as well. This phase is
characterized by a transformation of the reciprocal lattice
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FIG. 5. Map of the distribution of the scattered intensity in part of thel{q®ane at 10 K(a) and a projection of itb).

into the (k1) plane. Below 74 K additional reflexes are range beginning witT; . These processes have been identi-
observed at positiong= (b* +c*)/2. Figure 5 shows a map fied through the appearance and modification of additional
of the two-dimensional distribution of the scattered intensityx-ray reflexes. The ordering of the tetrahedral groups in crys-
in this plane aff=10K. This map made it possible to de- talline RZnCl, proceeds through the following steps: in the
termine the position of the maxima of the intensity peaks andnitial Pnmaphase the ZnGltetrahedra are characterized by
to find the conditions for damping in this plane. Superstrucrotations between two equivalent positions which are
tural reflexes were recorded at positions where ttoimndk  coupled by a mirror symmetry plane. The incommensurate
were half-integral, and when their sum is a half integer, theyphase has an infinite number of orientations between
are damped. In the new, doubled notatigks= 2k, | =2I),
these damping conditions for the diffraction peaks
Ok’l":k"+1"=2n, 0k'0:k’=2n, 00 ":1"=2n) in the (k1) 100 T T T T T T
plane are consistent with the centered space gwila.
Here the volume of the cell increases by a factor of twelve - %
(3X2x2) compared to the initiaPnmaphase; hence, the °
formula number iZ=48. We chose the most intense of the 800 o 7
accessible structural reflexe),0.5,8.5, to study the tem-
perature behavior of the position and intengiyg. 6). The
cross sections of the satellite along thie andc* axes were
scanned at different temperatures. The position of the satel-
lite did not change, and this is evidence of the commensurate
character of the modulations. An anomaly in the intensity
around 50 K and a residual intensity above 74 K owing to
diffuse scattering can be seen in Fig. 6. Here the width of the
superstructural peaks became much greater than for the
Bragg reflexes. No variations in the damping conditions were
observed at temperatures above and below 50 K. Possibly °
the anomaly in the behavior of the intensity of the super- 200 | N
structural reflex(0,0.5,8.5 in this region is associated with o,
realignments of the ferroelectric domains*(#-c*)/2 into a i %
more uniform distribution alongg*. The realignment of 0 o
these domains takes place either through local ordering of o
the ZnC]}, tetrahedrons or through stresses between domains. 0 10 20 30 40 50 60 70 80
The analysis presented here has established that pro- Temperature, K
cesses associated with ordering of tetrahedral groups takgs 6. Temperature dependence of the integrated intensity of the super-
place in crystalline RZnCl, over the entire temperature structural reflex0,0.5,8.5.

(0,0.5, 8.5)
600 | .

400 ° 7

Integrated intensity, arb. units
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Ceramic samples of the solid solutions PbMyb,,;0;—SrTiO; are synthesized. The dielectric
properties are studied and a phase diagram is constructed. The results obtained are

discussed in terms of ideas concerning relaxor ferroelectrics for solid solutions on the PMN side
and from the standpoint of potential ferroelectrics on the SgEide. The introduction of

SrTiO; into PMN gradually degrades relaxor properties, and the introduction of PMN into $rTiO
does not result in initiation of the ferroelectric phase transition, possibly because of the
appearance of random fields in the lattice. The possibility of practical applications of the
synthesized system is also discussed. 1899 American Institute of Physics.
[S1063-783%09)03506-9

Complicated perovskite-structure compounds with thewhich compensates the charge arising from cell doubling.
general formulaA®* (B,B]_,)** O3, wherey is determined  This could increase the degree of ordering.
by the valence of the catiorB’ and B”, form a group of For the solid solution PMN—PT the appearance of a third
ferroelectrics with a diffuse phase transition or, as they aréon (Ti*") in the B sublattice should introduce a large disor-
now called, relaxor ferroelectrics. This class of ferroelectricsder in the distribution ofB ions, and should therefore
was discovered by Smolenskand his colleagues nearly strengthen the relaxor properties. However, experiments
40 years ago. The classical relaxor ferroelectric is show* that as the PbTiQconcentration increases, the phase

PbMg,sNb,,:05 (PMN), which can be viewed as a model transition becomes less diffuse and acquires features charac-
object for ferroelectrics of this kind. Despite the large num-teristic for a normal ferroelectric. This behavior could be due
ber of works devoted to PMN and other relaxdsee, for to the very strong ferroelectric activity of the second compo-

example, Refs. 238the physical nature of ferroelectric re- N€Nt PbTIQ. TheT.—x phase diagram of PMN-PT appar-

laxors is still not yet completely understood. For this reason?mly contains two branches, corresponding to fransitions

it is still of interest to obtain new experimental data in this N0 @ glassy state and into a normal-ferroelectric state. The
field. Specifically, it is of interest to study the evolution of MPerature range where the glassy phase exists decreases
the properties of a relaxor ferroelectric in solid solutionsw'th Increasing Ple@concgntratlom and vanishes com-
based on it as a function of the dilution of the solid solutionpletely near the morphotropic phase boundary-0.3). For

by a different componen(neither relaxor nor ferroelectpic iexakrjnplrei/, '3 itnhte Soé'id 5|°|_Ut|'0n O.t8 tF’l\/|{\|3—502-ZKF"[l a trailirr115|t|o:d
In the literature the data for PMN-based solid solutions"> *>oc Ve 0 a dipole-giass stare a on coolng, a

are given for two binary systems PMN—PbE@®MN—PT® an ordinary ferroelectric phage trapsition occurs at 32@ K.
nd PMN to which up to 50% La is addéBMN—LMN:L In the pre;ent Work we myesngate.a_\ more compll|cated
a P .. PMN-based binary solid solution, specifically, the solid so-
the latter system can be regarded as the solid SOIUt'OPution PMN—SITiQ, (PMN—ST), where substitution occurs
PbMgy/5ND,/305~-LaMgy/dNb, 50). The effect of small con- i, yne A andB sublattices. The identical structure and close

centrfcmons.of vanoug impurity ions i andB positions on values of the lattice constantthe lattice constant difference
the dielectric properties of PMN has also been studffed. g 3.599 made it possible to obtain a continuous series of
For PMN—-LMN solid solutions it has been shown that ¢4jig solutions.

the degree of ordering in th® sublattice increases with the In the PMN—ST system the second component (SgJTiO
La content and reaches 1 with 50% ¥%&”This is explained g ferroelectrically inactive. On the other hand the substitu-
by the excess charge of the La ions. It is knd@hi that  tion of the main ions in thé andB sublattices in this system
regions of ordered phase with cell doubling are observed ighould increase the degree of disorder and therefore possibly
pure PMN, i.e., for the ratio Mg:Nb 1:1 instead of the sto- strengthen the relaxor properties.

ichiometric ratio 1:2. The effective charge per formula unit  Another interesting question associated with our system
PB,MnNbQOg is —1, and the charge of a doubled cell be-is an impurity-initiated ferroelectric phase transition in the
comes—4. The introduction of L& ions, which replace potential ferroelectric SrTi@ It has been showfi8that in
PE’*, into the lattice results in an excess positive chargeSrTiOs-based solid solutions with CaTiQ BaTiO,;, and
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PbTiO; a ferroelectric phase transition is initiated even at g
low concentrations of the second component at a temperatur § 2000 -
i 172 2
that depends on the concentrationTas A(x—X.)~'<, where @
X. is the critical concentration of the second component of &
the solid solution. It has been found that for Ca, Ba, and Pb 4900 4
the critical concentrations,. are essentially the same, about
0.002!8 The system (* x) SrTiO;—xPMN considered in the
present paper is a case where simultaneous substitution ¢ 0 . ' . .
the main ions at thé andB positions occurs in the SrTiO 0 50 100 150 200 250 300
lattice, wh|_ch in principle could result in even lower critical Temperature, K
concentrations.

Finally, the solid solutions (£ X)PMN—xSrTiO; on the  FIG. 2. Temperature dependence of the permittiityof the solid solution
PMN side could be of practical interest, specifically, for ap-xPMN-(1-x)SrTiO; with x=0.9 andx=0.8. The frequencies at which
plications in the form of thin films in DRAMrandom axis measurements were performed are indicated in the figure.
dynamic memory. Ferroelectrics with a high permittivity in
the paraelectric phase are used in such devices. Pure PMN -
has a high permittivity in the working temperature range:/.m.h the mlnlrrllpm (}Ot?]tem of Ithe pyrochlc&re tpgz%gd?lretj
(more than 10000 at 1 kHz and room tempergtubmit it 'mm.?):y an?el?)lonog 01158 fgmg €s Wg.s con l:ﬁ edin pia |.rt1_um
depends on the frequency, since the temperaitpref maxi- ;:ruzl hej'r? bat h_ btai d, epen mgdo'nt gcompoz{ lon,
mum permittivity depends on the frequen@pr example, c};{r .d 165 gc Othalrlled' vl\ias p;jessgo :\r;”:(’) mm in '%I_T]'
T,=—10°C at 1 kHz and,,=+5°C at IMH2. The tem-  c'o' @nd 1.o—2 mm thick disks under a pressure. the

peratureT ,, should be expected to decrease in PMN-ST solioﬁnal anneali?g of the samples was performed at temperature

solutions, since the second component of the solid solution%;ZSO_1400 Cfor1h. T.O prevent lO.SS of lead the annealing

(SrTiOy) is ferroelectrically inactive. This makes it possible process was conducted in a lead oxide atmosphere.

to decreasdor eliminate the frequency dispersion of the . X-Ray structural analysis showed.that all samples were

permittivity at high frequencies in the working temperaturesmgle'phase and po;sesseq perovskite structure. The lattice

range while maintaining a high value of the permittivity. parameter of. the solid splquns at room temperature were
measured using germanium as the standard.

Figure 1 shows the composition dependence of the lat-
tice parameter in the entire series of solid solutions
Ceramic samples of the solid solutions PMN—-ST werexPMN—(1—x)SrTiO;. As follows from Fig. 1, the experi-
prepared by the standard ceramic technology. The most conmental system does indeed form a continuous series of solid
mon method for synthesizing PMN via an intermediate com-solutions, and a virtually linear composition dependence

pound columbite, MgNfDg, was used to obtain samples (Vegard's law is observed for the lattice parameter.

1. EXPERIMENT
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FIG. 4. Temperature dependence of the imaginary gfadf the permittivity

FIG. 3. Fig. 2 witk=0.4 3.
G. 3. Same as Fig. 2 witk=0.4 and 0 with x=0.9 and 0.8,

The dielectric properties of the synthesized solid solu-
tions were investigated. Samples for the measurements weedl compositions wittx=0.3. Just as in pure PMNxE 1),
7 mm in diameter and about 1 mm thick. Silver paste washe temperature dependence of the permittivity is character-
used as electrodes; the paste was annealed in the sampleszatd by a large frequency dispersion, which decreases with
a temperature of about 500 °C. The permittivity measurethe PMN concentration. This dispersion can be character-
ments were performed on a Solartron Si 1260 impedancized, specifically, by the quantityAT,,=T,, (1 MHz)
analyzer at frequencies ranging from 10 Hz to 1 MHz at—T,,(100Hz). Figure 5 showAT, versus the concentra-
temperatures from 4.2 to 300 K. The amplitude of the meation x. One can see that T, decreases with the concentra-
suring field was 1 V/icm. The temperature measurementtion, attesting to a decrease in the frequency dispersion of the
were performed in an Oxford Instruments continuous-flowpermittivity.
cryostat with a cooling rate of 1 K/min. To describe the frequency dispersion it is helpful to use

also the Vogel—Fulcher relation

o=wgexp—U/K(Ty—Ty)),

Figures 2—4 show the temperature dependence of thehere wq is the frequency of attemptd) is the activation
reale’ and imaginary” parts of the permittivity for certain  energy, andl is the freezing temperature.
values ofx. The measurements showed that peaks, which  Figure 6 shows the experimental curves of the frequency
apparently attest to a transition into a polar state, are obw/27 versus the temperaturg,, for x=0.9 andx=0.8.
served in the temperature dependence of the permittivity folhese curves were constructed using data on the temperature

2. EXPERIMENTAL RESULTS AND DISCUSSION
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FIG. 5. AT,=T, (1 MHz)-T,, (100 Hz), characterizing the frequency
dispersion, versus the concentratian
troduction of SrTiQ, but rather it is due simply to a decrease

dependence of the imaginary part of the permittivity at vari-"" the PMN content when it is diluted with a neutral, in the
sense of ferroelectric activity, component (Sr{O

ous frequencies. It was found that the Vogel—-Fulcher rela- Fi 7 sh tha —x bh di f th lid
tion holds for all concentrations>0.4, the temperaturg, gure 7 Snows m— X phase diagram ot the soll
decreasing monotonically from 200 to approximately 10 Ksolutlons investigated. It is evident that the temperaliyés
with decreasing PMN concentration almost a linear function ok. There is no transition into the
Thus as the SrTiQconcentration in the solid solutions po!a.r state' n composﬂmns With=<0.3. .Thls result'|s at
PMN-ST increases, the relaxor properties weaken, and r_|k|ng variance With th_e results for_SrTgEbased solid so-
PMN concentratiorx<<0.3 the transition into a polar state utlon_s with CaTiQ, BaT!O3’ and Pleg,_where, as alread_y_
vanishes completely. ment|oned_, a ferroelectric phase transition occurs at a critical
On the whole the results obtained show that the evolufaxﬁntfio&(_)fxa)blc,)zuitsoﬁgg'a'\gg;?viﬁr’t;ed:p;gi??r?\?ezzifhe
tion of the relaxor properties in the system PMN-ST is due m ¢ y

. . . . . ted.
not to an increase in the degree of disordering PMN on in92 o . . .
9 g In summary, substitution of the main ions in SrEi@d

the A andB positions simultaneousl§in addition, the main

ion Ti** in the B positions is replaced by a combination of
ions (MgysNb,)**) does not result in the initiation of a
ferroelectric phase transition at low concentrations, and a
transition into a relaxor ferroelectric state is initiated only at
concentrations above 0.2.

The result obtained shows that the initiationa of ferro-
electric phase transitions in the potential ferroelectric SgTiO
by impurities depends decisively on the type of ions replac-
ing the main lattice ions and on their positioh or B). In the
system investigated a phase transition into the normal ferro-
electric state does not occur at all at any concentrations
This could be because the three ions with different valences

107

140 150 160 170 180 190 200 210 gt theB positions(Ti*", Mg?*, Nb>") give rise to random
T K fields which prevent a ferroelectric phase transition from oc-
curring.
A high permittivity and absence of frequency dispersion
=16x10%s,, U=0085eV, and T,=129K (x=0.9), wo=2.2 of the permittivity in the working temperature range are im-
X 102571, U=0.072 eV andly=100K (x=0.8). portant for possible practical applications of the system in-

a

o
1%30

FIG. 6. Frequencyw/27 versus temperatur&,, for x=0.9 and 0.8. The
solid lines correspond to the Vogel-Fulcher relation withg
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LATTICE DYNAMICS. PHASE TRANSITIONS

Modeling of a structural phase transition inLa  ,_,Sr,CuO,
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The structural, vibrational, and elastic properties 0§QC@#0, are calculated using a model for
calculating the energy of the crystal based on interionic potentials with the multiparticle
Jahn—Teller contribution included explicitly. The microscopic reasons for the structural instability
of the LaCuQ, lattice relative to rotations of the oxygen octahedra are investigated. A

structural phase transition from the orthorhombic ph@gace group[)%ﬁ) into the tetragonal
phase(space groupDﬂ) under hydrostatic compression of an,LaSr,CuQ, crystal is

modeled. The P,x) structural phase diagram for aSr,CuQ, is constructed. ©1999

American Institute of Physic§S1063-783@9)03606-(

A large number of investigations of copper—oxygen In the present paper the model of interionic pair poten-
HTSC compounds have shown that the ground state of theg&ls with the Jahn—Teller contribution included explicitly in
systems is complicated because of the strong interaction dhe energy and dynamical matrix of the crystal is used to
the electronic, spin, and vibration degrees of freedofhe  describe the effect of hydrostatic pressure on a second-order
ionic shell model, which takes account of both the short-structural phase transition associated with a change in the
range repulsion of the ion shells, due to the Pauli principlespace group of the crystal froméﬁ (orthorhombic phasedo
and the long-range Coulomb interaction, has been found tDﬂ (tetragonal phaseThe microscopic reason for the insta-
be effective for the microscopic description of the vibrationalbility of the La,CuO, crystal lattice relative to rotations of
subsystem. Many early treatmentsised a large number of the oxygen octahedra remains a subject of investigation. Spe-
force constants, in consequence of which the force constantifically, detailed knowledge of the relationship of the vari-
obtained there were in many respects physically meaningsus interionic interactions whose approximate balance leads
less. Other treatments employed Born—Mayer ion—iorto lattice instability is of interest. Hydrostatic pressure,
potentials*® This made it possible to describe the phononchanging differently the contributions to the energy of the
spectra of LaCuQ,, Nd,CuQ, and YBaCuOy crystals. crystal, disrupts the balance of the contributions and strongly
However, difficulties due to the positive charges of the ioninfluences the structural phase transition. Such an investiga-
shells and the need to introduce two very different copper-tion is of interest primarily because of the fact that hydro-
oxygen potentials arose in the interpretation of the mode$tatic compression of La,Si,CuQ, makes it possible to

parameters obtained. increase substantially the superconducting transition tem-
On the other hand our experience in working with theperature.
Jahn-Teller crystals KCyFand K,CuF,°~8 has shown that Crystals doped with certain impurities are of interest

including the multiparticle Jahn—Teller contributigwith a ~ from the standpoint of using copper—oxygen compounds
single linear coupling constait,) explicitly in the energy  Wwith layered perovskite structuteln the case of LgCuQ,
and the dynamic matrix makes it possible to describe the&rystals of the form La_,Me,CuQ, (Me=Ca, Sr, Ba-) are
structural and dynamical properties of these crystals withousuperconducting. From this standpoint it is of interest to fol-
unfounded introduction of a large number of adjustable palow the relation between the concentrati®nof impurity
rameters describing the anisotropy of the Cu—F interactionSF* and the critical pressur@, at which a structural phase
Such a model has also been successful in describingansition occurs.

La,CuQ, in the tetragonal phaseMoreover, the importance

of including in the dynamical matrix the pseudospin—phonon

interaction(Jahn—Teller by natujewvas pointed out in Ref.

10, where it is shown that the dispersion dependence of CeH- MODEL FOR CALCULATING THE ENERGY OF THE

tain phonon modes of LEUQ, in the tetragonal phase can crysTAL

be explained only if the pseudospin—phonon interaction is

taken into account explicitly. Finally, the Jahn—Teller contri- The equilibrium lattice constants as well as the equilib-
bution to the energy has been found to be important in derium values of the ion coordinates within the primitive cell
scribing the changes induced in the crystal and magnetiof the crystal can be found by minimizing the energy of the
structure of the KCuF, crystal by hydrostatic pressute. crystal. The energy per primitive cell can be represented as a

1063-7834/99/41(6)/6/$15.00 999 © 1999 American Institute of Physics
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sum of lattice and Jahn—Teller contributiofthe latter is  TABLE I. Lattice constants of L#uQ,.
taken into account only for crystals containing Jahn—Teller

) a, pm b, pm c, pm
ions) p p p
Calculation 569.37 542.12 1326.51
E=EqtEyr. (1) Experiment? 541.61) 533.521) 1310.581)

In the approximation of pair interactions and in the shell
model the lattice energy can be written as

1 1 5 the stable phase for the $@uQ, crystal is the phase with the
U|at:§Ei k(;) Vit EZ kidi ) space groufDis. For this reason the parametBr of the
short-range L3 —O?" repulsive potential was redetermined

where the index labels all ions in the primitive cell, ankl by optimizing the fit between the computed and experimen-
labels all ions in the crystal. The contributidin§i2 describes tally determined? lattice constants of L&uO, (assum-
the core—shell interaction energy of theh ion if the ion  ing the space groupD3®). The value found is
shell is shifted relative to the core by the amouht The D=1.664a.u.
interactionV;, between a pair of ions is

X X Y. Yy XYy Y. Y 2. MODELING OF THE STRUCTURE OF AN La,CuO,
ik= + + + CRYSTAL
“rye = al  Irktad - re— 8+ ad
As we have mentioned above, at low temperatures and in
*fi(rio) + gi([rik— &+ ), @) the absence of external pressure,Ca0, is in the ortho-
where the term rhombic phase. According to Ref. 13, the elementary trans-
lation vectors are
fik(r)=—Ai exp(—Bjr)/r 4
describes effects due to interpenetrationscreeninyof the a=(b/2,c/2,0); a=(—b/2,c/2,0);
electronic densities of the interacting ions, and the term a;=(0,0,a), 7
9ik(r)=Ciexp(—Dir) — N, /18 (5)  wherec>a>b are the lattice constants of the crystal. The

rimitive cell of La,CuQ, contains two formula units. The

W*" ions are in the a(0,0,0) positions, the 133 ions are in
the 4f(0,y,z) positions, the (ﬁ);exions are in the 4(0\y,2)
positions, and the B, — ions are in the 4(1/2y,1/2)

describes the close-range repulsion between the ion shell
written in the form of the Born—Mayer potential, and the van
der Waals interactionX, and Y, are, respectively, the
charges of the core and shell of the ion; angs=|r| is the "
distance between the ion cores. positions. )

The multiparticle Jahn—Teller contribution to the energy. Th_e structure of the LU0, crystal was simulated us-
for an LaCu0, crystal can be approximated by a sum of N9 this model to calculate the energy of the crystal. The

expressions for the lower sheets of the adiabatic potentials Gemputational re;ults forthe crystal structure and the experi-
the CuQ clusterg mental dat¥ obtained aff =60 K for La,CuQ, are presented

in Tables | and Il. Comparing the computed and experimen-
tal values shows that our model reproduces quite well the
observed experimental crystal structure o§Ca0, (in mak-

ing the comparison the fact that only one parameter of our

where the index labels all C" ions in the primitive cell, el was found by fitting the experimental data on the
and the symmetrized coordinat@s andQ, characterize the |,yice constant of LCuO, should be taken into consider-
gy distortions of the oxygen octahedra around the COPPELtion).

ions.

En= —2 [Vl (Q%(n)+Q2(n))*2 (6)

L ) It is of great interest to determine the microscopic rea-
The values of the. interionic interaction pa_rameters andSons for the appearance of a low-symmetry orthorhombic
methods for determining them are presented in Ref. 9. Thghaqe in | 5cuO,. The transition from tetragonal to ortho-
basic idea of our model of interionic potentials is that therhombic phase is customarily attributed to freezing of the
interionic potentials should be transferable between differengoﬁ vibrational mode at th& point of the Brilllouin zone
compounds. For this reason, in Ref. 9 the parameters of theyis 1ade is related to the rigid-body rotation of an oxygen

interionic intera_ct_ion potentials_ were found either r_‘one_mpi”'octahedron surrounding the €uion around thg110] axis
cally or by obtaining the best fit of the structural, vibrational, (or the[—1, 1, O axis for the other ray domainFor this
and elastic properties of NiO, SrO, and,M#O, (we assume Y

that the difference in the short-range CuO?” and

Ni>*—O?" interaction potentials is negligibly small and the TABLE Ii. Coordinates of ions within a primitive cell in LEUO.
difference in the properties of LHiO, and LgaCuQ, is due
to the Jahn—Teller contribution to the energy of the latter
The potentials obtained in Ref. 9 for modeling the structure y z y z y

of La,CuQ, yield stability of the tetragonal phagspace Calculaion —00128 03627 00490 01809  0.0122

17 : ;
groupDyy). However, according to the experimental déta, Experimert? —0.0084(3) 0.3616) 0.04033) 0.18341) 0.00892)
at low temperature and in the absence of external pressuee

La3*(4f) O?(4f) 0% (4e)
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A B B AL N AL AL B AL TABLE lll. Frequencies ofA, vibrations at thel” point of the Brillouin
zone in LaCuQ,, cm L.
ECoul -
0.4 [ ] Calculation 165 210 295 353 551
! Experiment* 126 156 229 273 426

Brillouin zone appear in the orthorhombic and tetragonal
] phases. The remaining three vibrations arise as a result of
0.0 E ] mixing of vibrations from thd” and X points of the Brillouin
zone in the tetragonal phase. As a result these vibrations
I ] should vanish at a structural phase transition to the tetragonal
i ] phase. Besides th#, vibrations, the vibrations with symme-
try By, By, andBsg should also be Raman-active. How-
ever, these vibrations could not be identified experimentally.
Comparing the computed and experimentally determined fre-
quencies of theA, vibrations shows that the calculation
[ j overestimates the frequencies of all vibrations. This leads to
B y the conclusion that in the modeling the crystal lattice is
[ ] stiffer than the experimental data.
[ Table IV gives the computational results and experimen-
08 b L tal datd® on the elastic constants for J@uQ,. Just as in the
-5 4100 S 0 5 10 15 case of the vibrational properties of the lattice, it is evident
@, that the calculation overestimates the stiffness of the crystal
FIG. 1. Total energ of the crystal, the Coulomb contributidir, to the  lattice, since all computed elastic constants are greater than
total energy of the crystal, the contribution of the short-range interactiorthe corresponding experimental values. On the other hand,
Esnon to the total energy of the crystal, the Jahn—Teller contribuignto  the ratio of the computed elastic constants agrees quite well
the energy of the crystahll in eV) as a function of the rotation angleof  \yith the ratio of the experimental elastic constants. Thus, it
the oxygen octahedr@ll quantities are given in the form of a difference . . . . .
relative to their values ap=0). is interesting thaCgs; is almost two times smaller tha@,,
and C,,, indicating substantial anisotropy of the elastic
properties of the latticéve note that the elastic constants are

reason, we investigated the energy of the crystal as a fungresented in the coordinate system adopted in the present
tion of the anglep of rotation of the oxygen octahedfia the ~ Paper.
orthorhombic phage The results are presented in Fig. 1. As
expected, this dependence is symmetric relative to the origin
of Fzhe coordinatepsystem and >r/)ossesses two minimapforg 3. EFFECT OF HYDROSTATIC PRESSURE ON THE
: : STRUCTURAL PROPERTIES OF La,CuO,

#0 and a maximum ap=0. The barrier between the two
minima was found to be 62 meV. The figure also shows the It is well known that pressure strongly influences the
¢ dependence of various contributions to the energy of thetructural properties of La ,Sr,CuQ,. For a crystal in the
crystal. It can be concluded from Fig. 1 that the instability of orthorhombic phase hydrostatic compression decreases the
the crystal at the poing=0 is due to the short-range inter- rotation angle of the oxygen octahedra and the difference
action between the ions in the crystal lattice. On the othebetween the lattice constarasandb.? At a certain critical
hand, stabilization of the crystal structure fo#=0 is a con-  pressure a second-order structural phase transition occurs, in
sequence of the anharmonic dependence of the Coulomb im¢hich the space group of the crystal changes from ortho-
teraction between the ions on the angl®f rotation of the  rhombicD3 to tetragonaD3{, (OT transition).
oxygen octahedra, since the character of ¢hdependence It has been established experimentally that hydrostatic
for the contribution due to the short-range interaction bepressure also makes it possible to increase substantially an
tween the ions and the Jahn—Teller contribution to the totalimportant property of the crystal under study: the supercon-
energy of the crystal is harmonic to an adequate degree afucting transition temperaturgé.. In Ref. 16 the effect of
accuracy. It is interesting that the Jahn—Teller contribution tgoressure o, was investigated for La ,Sr,Cu0Q, samples
the energy of the crystal decreases the orthorhombic latticeith various Sr contents (0.55x<0.22). In the present
distortions. work it is shown that hydrostatic compression of a crystal

Besides modeling the structure, calculations were perincreasesT., the value ofT. reaching a maximum at the
formed of the vibrational and elastic properties 05,Ca0,  pressure of the OT transition. Thus, at atmospheric pressure
in the orthorhombic phase. Table Il gives the computationall ;=38 K, while at 3 GPal ;=42 K. After the crystal makes
results for theA, vibrations at thel” point of the Brillouin  a transition from the orthorhombic into the tetragonal phase
zone. The vibrations with this symmetry are Raman-activethe value of T, becomes essentially pressure-independent.
the corresponding experimental d4tare also presented in Judging from these results, it can be concluded that the su-
Table I1l. Two of the fiveA, vibrations at thd” point of the  perconducting transition temperatufg, is related to the

-0.4

T
|
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TABLE IV. Elastic constants of L&LuO;, GPa.

C11 C22 012 ClB Cza C33 CA4 C55 066
Calculation 285 355 106 137 115 165 94 125 79
Experiment® 230 276 102 98 92 156 75 102 64

structural properties of L,a Sr,CuQ, and that the tetragonal nonzero.’ The order parameter is found to be proportional to
phase of La_,Sr,CuQ, is optimal from the standpoint of its the rotation angle of the oxygen octahedra.
superconducting properties. Figure 2 shows for comparison the rotation angpesf
A detailed experimental investigation of the effect of the oxygen octahedra calculated in our model and deter-
hydrostatic pressure on the structural properties of both pur@ined experimentally in the pressure range where the experi-
and doped La ,Sr,CuQ, at low temperaturesT=60K)  mental investigations were conducted. As already noted
was performed in Ref. 12. In the present work the latticeabove, in Ref. 12 the pressure at which a structural phase
constants for La_,Sr,CuQ, and the coordinates of the ions transition would be observed was not reached ipQLED;.
in the primitive cell of the crystal were determined up to aFor this reason, we found the critical pressure, equal to 7.2
pressure 0.6 GPa. However, in the course of the experimePa, on the basis of Landau’s theory of phase transitions.
pressures at which a structural OT transition would be obUsing Landau’s theory it can be concluded that the rotation
served were not reached. angle ¢ of the oxygen octahedra should depend on the ap-
In the present work the effect of pressure on the strucplied pressuré® as
tural properties of LgCuQ, is investigated using the model o~ (P P)12 ®)
described in Sec. 1. However, under hydrostatic compression ¢ '
conditions the equilibrium crystalline structure should bewhere P, is the critical pressure. The result of fitting this

found by minimizing not the energl (1) of the crystal but
rather the thermodynamic potentidl=E+ PV of the crys-
tal, whereP is the pressure an¥ is the volume of the

formula for the computed and experimental values of the
rotation anglesp at pressures from 0 to 0.6 GPa are also
shown in Fig. 2(solid lineg. The use of this formula for

primitive cell. A theoretical model makes it possible to in- fitting our computed values af gives 8.7 GPA for the criti-

vestigate the change in the structure of the crystal under hycal pressure at which a structural OT transition occurs.

drostatic compression at pressures, which for one reason or However, calculations of the crystal structure of

another were not obtained experimentally. La,CuQ, at pressures above 0.6 GPa give a somewhat dif-

In accordance with Landau’s theory of phase transitionsferent pressure dependence of the rotation angled the

a structural phase transition with the space group of the cryssxygen octahedréFig. 3). The critical pressure at which the

tal changing fromD3! to D8 can be described by a two- angleg vanishes and the crystal undergoes a structural phase

component order parameter, only one component beintjansition into the tetragonal phase is found to be 5.0 GPa.
Moreover, although the character of the pressure dependence
of ¢ remains the same, i.e.,

¢~(Pc—P)P, (©)

the exponenp decreases from 0.5 to 0.28. Therefore using
Landau’s theory to extrapolate the values of the argtal-
culated using Eq(8) to pressures far from the critical pres-
sure overestimates the critical pressige For this reason,

4'51.,..11-
0.00

0.30

7.0
from our standpoint the value ¢f. presented in Ref. 12 is
dence of the lattice constants of JGuO, and to compare the
v) the lattice constants andc in the orthorhombic phase. The
PGP far from the phase transition point. The modeling shows that
y a

6.5 ‘-\‘\.\-\l\-\.-

I ] also higher than the critical pressure that would be obtained

° 55%F ¥ if the experiments were performed at higher pressures.
character of this dependence in orthorhombic and tetragonal
phasegFig. 4). The most notable features are the nonlinear-
linear pressure dependence of the lattice constants obtained
experimentally” can be explained by the fact that the experi-
the nonlinear character of the dependence is due to the sub-
stantially anharmonic dependence of the thermodynamic po-

It is of great interest to investigate the pressure depen-

5.0 i ] ity and the nonmonotonicity of the pressure dependence of
ments were performed in a narrow pressure range and quite

tential of the crystal lattice on the displacements of the apex

FIG. 2. Rotation angler of the oxygen octahedra versus the presdure
Squares—calculation, triangles—experiment, solid lines—fit using(@gq.
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FIG. 4. Lattice constants of L&uQ,, in pm, versus the pressukein the

FIG. 3. Computed rotation angle of oxygen octahedra versus the pressure orthorhombic and tetragonal phases.

P. Squares—calculation, solid line—fit using E¢Q), dashed line—
extrapolation of the computational data in the rangeFo<0.6 GPa accord-
ing to Landau’s theorysee text
induced phase transition. For example, according to the re-

sults of Ref. 19 a structural OT transition occurs at
oxygen ions and lanthanum ions in the direction of the latticeT =10 K andx=0.21.
constanta. The nonlinear character of the pressure depen- In this section the results of the investigation of the ef-
dence of the lattice constants implies that other physicalect of pressure and of the degree of doping on the structural
properties of LaCuQ,, in all probability, will show a non- properties of La_,Sr,CuQ, are reported. The equilibrium
linear pressure dependence. At the same time it is interestingystal structure of La ,Sr,CuQ, was modeled using the
to note that the primitive cell volume decreases with increasfollowing approximations. First, it is assumed that thé*Sr
ing pressure essentially linearly everywhere except in a naimpurity ions are distributed randomly through the lantha-
row range near the phase transition point. num ion sublattice. As a result it can be assumed that in the

After the crystal passes into the tetragonal phase the dgsrimitive cell of L& _,Sr,CuQ, with a fixed concentratiox

pendence of the thermodynamic potential on the lattice conef impurity ions the positions where lanthanum ions would
stants and the coordinates of the ions within the primitiveoccur in LgCuQ, are occupied by L3 with probability
cell becomes harmonic. For this reason, in the tetragonal —x and by S#* with probabilityx. In addition, it is known
phase the pressure dependence of the lattice constants is lihat when L™ ions are replaced by 3 ions holes local-
ear, and the constantdecreases with pressure almost twiceized on the oxygen ions in the CuO plane form in the crystal.
as rapidly as the constaat At the same time the ratio/a  Therefore it can be assumed that Gons occupy with prob-
remains essentially constant and equal to 2.43. This type afbility 1—x the positions of the planar oxygens and the ions
dependence for the tetragonal phase agrees well with th@~ occupy these positions with probabilig¢ Such an as-
experimentally observed resulfSExperimentally, the lattice sumption makes it possible to maintain electrical neutrality
constants also depend linearly on the pressure, while the raf the crystal for any value of. As a result the charge of the
tio c/a is 2.48. ion occupying the position of lanthanum dependsxoas

g=3-—X, and the charge of the ion occupying the position of
4. EFFECT OF DOPING ON THE STRUCTURAL PROPERTIES ~ Planar oxygen depends onas g=x—2. In addition, the
OF La,_,Sr,Cu0, short-range interaction interaction potential of the ions occu-

pying the lanthanum positions with oxygen ions should also

superconductivity is observed in the range G<6&0.24.

The maximum superconducting transition temperature, equal  V,;, o= (1—x)V| o+ XVsr_o (10

to 38 K, is reached ak~0.15° Moreover, doping also

changes the structural properties of,LaSr,CuQ,, leading where each potentia¥V describes the short-range ion pair
to a structural phase transition similar to the pressureinteraction(4) and(5). The average potential can be found
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6T T T T In closing, it should be noted that the proposed model
] for calculating the energy of the crystal with the multiparticle
] Jahn—Teller contribution included explicitly made it possible
1 to describe quite well the structural, vibrational, and elastic
properties of LagCuQ,. Using this model we were able to
Tetragonal ] explain the origin of the structural instability of the crystal
lattice of LgCuQ,, leading to the structural phase transition,
. and investigate the effect of pressure on the structural char-
acteristics of LagCuQ,. Moreover, the simple model for de-
1 scribing doping in La_,Sr,CuQ, made it possible to inves-
] tigate theoretically the effect of the degree of doping on the
| structural properties of La ,Sr,CuQ,.
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