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A modification of the theory of ‘‘incompressible’’ regions in an ideal spinless inhomogeneous
magnetized 2D electronic system near points on the electron density profilen(x) with
an integer filling factor is proposed. Such regions leads to the appearance of a finite capacitance
between the parts of the 2D system that are separated by an incompressible channel, so
that capacitive methods can be used to investigate such a system. The Corbino configuration is
especially convenient for these purposes. The parameters of the ‘‘incompressible’’ channel
in a Corbino disk with a spatially inhomogeneous 2D electronic system in the presence of an
individual point, near the channel, on the electron density profile with an integer magnetic
filling factor are determined. The magnetocapacitance between the edges of the Corbino disk
separated by an incompressible interlayer is found for cases of practical interest. It is
shown that this magnetocapacitance contains direct information about the width of the integer
strip. © 1999 American Institute of Physics.@S1063-7834~99!03706-5#
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References 1 and 2 give a description of the ‘‘inco
pressible’’ regions near pointsxi on the electron density pro
file n(x) where the filling factor is an integerv51,2,3, . . .
for a two-dimensional (2D) electronic system in a magnet
field normal to the plane of the system

n i5p l H
2 n~xi !, l H

2 5c\/eH, ~1!

l H is the magnetic length, andH is the intensity of the mag
netic field.

At low temperaturesT!\vc ~vc is the cyclotron fre-
quency! the diagonal conductivity of the integer strip is e
ponentially small, and the strip becomes essentially an in
lator. Under these conditions, to investigate the propertie
integer channels arising, as a rule, in inhomogeneous t
dimensional charged systems it is natural to consider
capacitive characteristics of the electronic system in a m
netic field.

The objective of the present work is to clarify the role
the incompressible regions in the problem of the magneto
pacitance of 2D electronic systems in contact with addition
electrodes. We assume the nonuniformity of the 2D elec-
tronic system giving rise to incompressible~integer! regions
in a quantizing field to be due mainly to phenomena aris
when the 2D system comes into contact with metal ele
trodes. Thus, for a one-dimensional unscreened configura
metal–2D-system–metal the contact electron-density per
bation has the form3,4
1001063-7834/99/41(6)/7/$15.00
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dn0~x!5
kwfab

p2e~w22x2!
. ~2!

Herefab is the contact potential difference,k is the permit-
tivity, and 2w is the characteristic size of the 2D system in
thex direction. The approximation~2! is applicable far from
the pointsx56w of the boundary of the 2D region for
ab* !w, whereab* is the effective Bohr radius.

It is obvious that the perturbation~2! is not compatible
with the optimal conditions for observing the quantum H
effect ~QHE! and therefore for observing a finite capacitan
between the edges of a Corbino disk~it is well known that a
necessary condition for the QHE and the associated feat
of the magnetocapacitance is spatial inhomogeneity of
electron density of the 2D system!. The distinguishing frea-
tures of the QHE and, specifically, the appearance of a fi
edge–edge capacitance for a Corbino disk appear only to
extent that flat diamagnetic sections arise on a smooth
pendencen(x).

The contribution of incompressible regions to the ma
netocapacitance of a 2D system is analyzed assuming th
the metal edges are flat and lie in the same plane as theD
system. For simplicity, we shall assume the Corbino disk
be quasi-one-dimensional, which is valid if

R22R1!
1

2
~R21R1!, ~3!
5 © 1999 American Institute of Physics
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whereR2 and R1 are the outer and inner radii of the two
dimensional Corbino region. It is obvious that the main pro
erty of Corbino samples—the closed nature of the curr
lines in the Hall direction—remains also in the quasi-on
dimensional approximation~all quantities are independent o
they coordinate, where they axis lies in the direction of the
Hall current!.

The problem of the magnetocapacitance of an
screened Corbino disk with a nonuniform electron density
of special interest. As noted above, the concept of cap
tance between the edges of the Corbino disk is meaning
in the absence of magnetic flattening of the electron dens
The formation of an integer channel in an inhomogene
Corbino disk and the observable consequences of the ap
ance of such a channel are discussed in Sec. 1.

The effect of the controlling electrode on the magne
capacitance of a 2D system is investigated in Sec. 2.

The problem of metastable integer channels in a Corb
disk with a current is studied in Sec. 3.

We believe that the magnetocapacitance is an effec
tool for studying the properties of incompressible regions
spatially inhomogeneous 2D electronic systems.

1. MAGNETOCAPACITANCE OF AN UNSCREENED
CORBINO DISK

The starting assumptions of our analysis are as follo
Assuming that an insulating strip of magnetic origin wi
dimensionsa,w can form at the center of the disk, it is ea
to correlate the presence of such a strip with the appear
of finite capacitanceC between the edges of the 2D system.
The problem reduces to determining the functionC(a) and
the relation betweena and the characteristics of the 2D sys-
tem in a magnetic field.

1! For a!w the effect of the ends6w on the capaci-
tance of the 2D system can be neglected. Then

C52pR ln
R

a
, R5~R21R1!/2, ~4!

if the relation ~3! holds. Therefore determining the edge
edge magnetocapacitance of a Corbino disk under QHE
ditions reduces to calculating the width 2a of the integer
channel.

2! The calculation ofa is largely based on the ideas o
Ref. 2.a! The starting point is the requirement that the ele
trochemical potentialm be constant along the magnetized 2D
system. Assuming the system to be ideal and spinless~just as
in Ref. 2! and confining ourselves to filling factorsn,2, we
have

m~x!5ew2T ln S~n!50, 2w<x<1w, ~5!

S~H,n!5
1

2 S 1

n
21D1A1

4 S 1

n
21D 2

1eS 2

n
21D , ~6!

n~x!5p l H
2 n~x!, n~x!5ns1dn~x!,

e5expS 2
\vc

T D!1, ~7!
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w8~x!5
2e

k E
2w

1w dn~s!

x2s
ds, ~8!

and dn(x) is the deviation of the electron density from th
equilibrium valuens in a 2D system with no contacts.

In the absence of a magnetic field the continuity of t
electrochemical potential along the Corbino disk leads to
appearance of a disturbancedn0(x) ~2!. In the range2w
<x<1w the electric potential is approximately consta
~with the exception of the neighborhood of the points6w!,
and the conductivity is metallic.

In a strong magnetic field the situation changes in
gions where the electron density satisfies the condition~1!.
At sufficiently low temperatures

T!\vc ~9!

the termT ln S in Eq. ~5! changes sharply as a function ofn
nearn51. In the limit T→0 this change reduces to a di
continuity

2T ln S5H 0, n→120,

\vc , n→110,D ~10!

with a jump that is independent of temperatureT ~the width
of the transitional region;T/\vc!.

Under the condition~9! the property~10! strongly influ-
ences the electron density distribution in the range2w<x
<1w, distorting the distribution~2!. Equilibrium in a 2D
system is now determined by the competition between
electrostatic energyew(x) and the magnetic contribution
T ln S(n) in the electrochemical potential, the required sc
T ln S being determined by small changes in densitydn(x)
!ns . As a result, the magnetic part ofm(x) perturbs the
electron density distribution~1! near pointsxi . In what fol-
lows we shall investigate the character of this disturbance
can be assumed that the situation near the points~1! re-
sembles a contact situation with the potential differen
efab5\vc . For this reason a restructuring of the electr
density, similar in some degree to the distribution~2! at the
endsx56w, should be expected near the points~1!.

In reality the magnetically induced electron-density d
formation does not undergo jumps at the pointsxi . This is
easily shown by writing the relation~5! near one of the
points ~1!

2
dn~x!

dx U
x2xi

5
2ee1/2

T

dw

dx
. ~11!

It is obvious that herem(x) flattens out to within exponentia
accuracy~the derivative~11! approaches zero ase→0!.

In connection with the remark made above, without p
tending to solve Eqs.~5!–~8! exactly fordn(x), we shall use
as the starting point the solution of the electrostatic probl
from Ref. 2, where allowance is made for flattening of t
electron density near the points~1!. We are talking about the
harmonic problem for an electric potential with bounda
conditions

w~x!50, a<uxu<w; n~x!5const, uxu<a. ~12!
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In the limit a!w the effect of the ends6w on the behavior
of a can be neglected, and the problem simplifies:

w~x!50, a<uxu<`, ~12a!

dn~x!5const2dn0~x!5~12n0!nl1
n09

2
x2,

p l H
2 5nl

21 , uxu<a. ~12b!

Here n05n(0) is the filling factor at the center of the 2D
system,n09[n9(x)ux50 .

The solution presented in Ref. 2 for Eqs.~12a and 12b!
has the form

ew~x!5
2pe2

k F S ~n021!nl1
n9a2

4 D ~d22x2!1/2

2
n9

6
~a22x2!3/2G , uxu<a. ~13!

In contrast to Eq.~2!, where the electric potential undergo
a jump at the contact boundary, for the more accurate
proximation ~13! the electric potential is continuous at th
points6a.

We shall now show that when Eq.~9! holds the condi-
tion ~5! can be satisfied as a result of a small~in the sense
dn!1! change in the filling factor in the rangeuxu<a. This
possibility is due to the above-mentioned property~10! of the
functionT ln S. In this case the condition~5! can be regarded
as a definition ofdn!1 as a function ofew(x) ~13!. Some
numerical results are presented in Figs. 1 and 2. We
talking about a truncated variant ofew(x) in Fig. 1 ~without
the square-root term; a more detailed discussion is give
the next section! written in the dimensionless form

f0~j!5
f0

3
~g22j2!3/2, f05

Vc

\vc
,

Vc52pe2~12n0!nlx0k21,

FIG. 1. Distribution of the potentialf0(j) ~13a! in a Corbino disk.
p-

re

in

j5
x

x0
, 2g<j<1g, g5

a

x0
~13a!

~x0 is determined below by Eq.~15a!! and the deviationdn,
related to this potential, of the filling factor from its electro
static valuen51 used in the formulation of the problem
~12!. The expression fordn is determined from Eq.~5! or its
dimensionless analog

f0~j!2t ln S@dn~j!#50,

t5
T

\vc
!1, 2g<j<1g. ~14!

The data in Fig. 2 demonstrate that the requirement~14! is
satisfied at the cost of small deviationsdn!1 at the center of
the plateau. Near the ends6g deviationsdn(6g) of order 1
arise for any finitet. Therefore the approximation of Ref.
becomes inaccurate near the points6g and all local proper-
ties of the channel must be determined more accurately h
which is naturally done by usingdn from Eq. ~14! to con-
struct the next approximations.

3! The potential~13! contains an indefinite quantitya,
which is one of the main characteristics of the dielect
strip. In Ref. 2 this indefiniteness is removed by assum
that at the ends6a of the interval the longitudinal electric
field ~i.e., the quantitydw/dx! cannot have a singularity
~even a square-root singularity!,

dw~6a!

dx
50. ~14a!

This can be accomplished by setting the combination
terms in front of the square-root term in the definition~13! of
w(x) to zero. As a result we obtain

a0
252x0

2 , ~15!

FIG. 2. Distributiondn~j! ~14! with f0(j) from Eq.~13a! for various values
of the parametert: a—0.1, b—0.05,c—0.01.
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x0
25H 2~n021!nl

n9
, n9,0, n0,1,

2~12n0!nl

n9
n9.0, n0.1,

~15a!

The coordinatex0 corresponds to the point where the dens
n(x) ~12b! changes sign.

But the requirement~14! does not follow from Eq.~5!.
The authors of Ref. 2 introduce it in addition to Eq.~5!,
mentioning mechanical equilibrium. However, vanishing
the mechanical forces at the ends6a of the range is not a
all necessary. We give as an example the problem of then–s
interface in the theory of superconductivity. The Ginzbur
Landau theory of such an interface5 assumes continuity fo
the magnetic field and order parameter in the transitio
region, but it does not rule out the existence of mechan
forces ~magnetic pressure!, which compress the supercon
ducting region of the metal, at then–s interface.

On this basis it is reasonable to give an alternative d
nition of a without using Eq.~14!. The required condition is
the natural requirement that the 2D system perturbed by
magnetic corrections to the electrochemical potential h
global neutrality. Specifically, turning to the expressi
~12b! we see that the deviation of the electron density fr
its metallic value near the origin of the coordinates~right up
to the points6x0! is independent ofa. Moreover, the solu-
tion ~13! automatically satisfies the requirement

E
2`

1`

dn~x!dx50. ~16!

Therefore the compensating part of the electron den
should depend ona, and its value is determined from Eq
~16!. Setting

a25g2x0
2 , ~17!

we find from Eq.~16! an equation for determiningg:

2

3
5E

1

g

~j21!dj1E
g

`S j

Aj22g2
21D dj

1E
g

`S j22
j32g2~j/2!

Aj22g2 D dj. ~17a!

g52.001. ~17b!

It is obvious that all functional dependences fora0 ~15! and
a ~17! are identical. Therefore they cannot be distinguish
by capacitive measurements. However, the linear electro
tic effect is sensitive to the details of the variants under d
cussion. The appropriate procedure gives information ab
the local distribution of the electric potential in the 2D sys-
tem ~see, for example, Ref. 6!, which is qualitatively differ-
ent for the cases~15! and~17!. In the first case the potentia
f0(j) ~13a! is monotonic. The variant~17! corresponds to
the potential

f~j!5f0F ~12g2/2!~g22j2!1/21
1

3
~g22j2!3/2G . ~18!
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If g252, the expression~18! reduces to Eq.~13a!. But in the
caseg254 the potential~18! has different signs near th
ends6g and at the origin. A similar behavior~which can be
seen clearly in Fig. 3! can be observed using the linear ele
trooptic effect.

Using the explicit form ofdn0(x) ~2! we find n9 and
therefore explicit expressions fora0 ~15! anda ~17!

a0
252x0

2 ; a254x0
2 ;

x0
25

2~12n0!nl

n9
, n9.0, n0.1,

n95
2kwwab

p2ew4 . ~19!

The definitions~19! are correct if

ew~0!<\vc .

The maximum value ofa0 in the approximation~15! is

S a0

w D 3

5
3p\vc

2efab
. ~19a!

Together with Eq.~4! the relations~19! and ~19a! can be
directly checked experimentally.

2. TAKING ACCOUNT OF SCREENING

1! To interpret the results of the investigation of th
linear electrooptic effect correctly it is important to estima
the effect of the additional screening electrode required
this method. Let this electrode be located at a distancd
from the 2D system, where

2a!d!2w. ~20!

These conditions correspond to the case of weak screen
where the screen is important for determiningdn0(x) of the

FIG. 3. Comparative behavior of the potentialsf0(j) ~dotted curve! and
ew(x), presented in the same dimensionless variables as Eq.~13a! ~solid
curve!.
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form ~2! but can still be neglected when calculatinga. The
distribution dn0(x,d) replacing the distribution~2! is then
given by

edn0~x,d!d

kfab
5

1

4p
1

1

2p F exp~2px/d!

exp~pw/d!2exp~2px/d!

1
exp~px/d!

exp~pw/d!2exp~px/d!G . ~21!

In the limit d/w@1 the expression~21! reduces to Eq.~2!

dn0~x!}
w

w22x2 .

It is obvious that in this case the condition of global neutr
ity is insensitive to the presence of the screening electro

In the opposite limitd!w the contribution of the secon
term in Eq.~21! far from the pointsx56w is exponentially
small compared to the first term, and an electron den
distributiondn0(x,d) typical for a flat two-electrode capac
tor arises. The additional charge of the 2D system is neutral-
ized by a charge of opposite sign on the screen. The ch
distribution is displayed in Fig. 4.

The finiteness ofd influences the second derivative
the perturbed electron density. Performing the correspond
calculations using Eq.~21!, we find the analog of Eq.~19a!

FIG. 4. Demonstration of the role of the screening electrode in the ch
distribution in a quasi-one-dimensional Corbino disk and accompan
screen for various values of the ratiod/w: A—1.0; B—0.1; C—0.05.
-
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ty

ge

g

S a

dD 3

5
3\vc~exp~pw/d!21!3

p2efab exp~pw/d!~exp~pw/d!11!
. ~22!

In the limit w/d!1 the expression~22! becomes~19a!.
2! For d!w the question of the effective width 2a of the

integer region becomes immaterial. It is more interesting
estimate the width 2D of the metallic interlayers at the end
of the 2D system, which remain so~to the extent that a
contact potential difference exists! irrespective of the state o
its central part. We give below qualitative consideratio
making it possible to identify such metallic strips by mea
of the linear electrooptic effect.

First let the 2D system be in a metallic state and let th
radius of the scanning laser beam beR. In this case the relief
of the electrostatic potential, as follows from the data on
electrooptic effect, should have the form

w~x!5H f ~x!, w22R<uxu<w,

const, uxu<w22R,
~23!

where

f ~x!5
pR2

2
2xAR22x22R2 arcsinS x

RD . ~23a!

The curve1 in Fig. 5 shows the transitional regionw(x)
~23! in dimensionless units, normalized tow(2`)51 and
R51 at the origin, which correspond to the center of t
laser spot on the right-hand boundary of the 2D system.

The curves labelled2 in Figs. 5 and 6 demonstrate th
relative behavior ofw(x) in two forms of the distribution of
sections of the electron density of the 2D system with an
integer filling factor. In the first figure the entire 2D system
possesses an integer filling factor and sow(x) decreases in a
square-root fashion away from the edges toward the cente
the 2D system.

Figure 6 presupposes that the insulator part of theD
system is separated from its ends6w by metallic strips

e
g

FIG. 5. 1—Effective distribution of the potential near the contact of a co
ducting 2D Corbino disk with one of the metal electrodes with a laser be
of finite radius scanning the sample;2—potential constructed taking accoun
of the finiteness of the laser beam and the insulating behavior of theD
system.
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d5(w2a)/R,1, so that the square-root decrease in the
rection into the system occurs with a delay proportional
dÞ0. The difference between Fig. 5~curve2! and Fig. 6 is
obvious: In the former the slopes of the curves1 and2 are
different for the entire transitional region and in the latter t
transitional regions 1 anda–c are identical on the finite
intervalx, after which the deviation of the curvesa–c from
the metallic reference 1 starts. This circumstance can
clearly observed in experiments with a linear optical effec6

3. METASTABLE STATES

At low temperaturest!1 the formation of an incom-
pressible strip should be accompanied by another effect
influences its electrostatics. The point is that varying
magnetic field, ordinarily done to change the filling facto
inevitably leads to azimuthal electric fields and in con
quence to charge transport in the radial direction. In the m
tallic parts of a Corbino disk this process is rapidly stopp
by reverse diffusion fluxes. But the charge transferred fr
one edge of the insulator strip to the other cannot return
the extent thatsxx!1. The metastable states that arise a
have been investigated in detail in a number of spe
experiments7–10 possess nontrivial properties, even with r
spect to the structure of the incompressible strip. Leaving
complete description of this effect for a more detailed pap
we shall confine our attention here to the limit of quite stro
transport fields, such that the corresponding potential dif
enceeVH between the edges of the strip reaches the s
\vc .

Quantitative estimates of the transported chargeQ are
quite difficult to make and depend specifically on the deg
to which the disk is insulated from the external devices
the disk does not react back on vortex-induced charge tr
port the relations describing such transport follow from t

FIG. 6. Comparative distribution of the effective potentials near the bou
ary: 1—potential corresponding to a metallic state of the 2D system;a–c—
potentials constructed taking account of the finiteness of the laser beam
the insulating behavior of the 2D system in the presence of conductin
interlayers of thicknessd separating the 2D system and the metallic contac
d/R: a—0.8; b—0.4; c—0.2.
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equation of continuity, the local Ohm’s law, and Maxwell
equations. As a result we obtain, following Refs. 7–10,

e
]ns

]t
5

sxy

c

]Hz

]t
, ~24!

or

Dns5
el

hc
DHz , l 51,2,3,... . ~25!

The quantized value of the Hall conductivitysxy5 le2/h is
used in Eq.~25!.

On the basis of the definitions~24! and ~25! charge
transport outside the incompressible strip is determined
the entire area of the Corbino disk within the radiusR.
Therefore for sufficiently large values ofR the potential dif-
ferenceeVH arising can be quite large, in any case comp
rable to\vc . We shall show that foreVH>\vc the width of
the incompressible strip is formed mainly by this potent
difference.

Let us consider once again the two-dimensional part
the disk R1<r<R2 containing the dielectric strip and th
adjoining metallic edges. A potential differenceVH exists
between the edges and gives rise to a radial currentj i ,

j i5e21s i i

]m

]xi
. ~26!

It is convenient to rewrite Ohm’s law~26! in the form

J

2pr
5e21s rr

dm

dr
, ~27!

or

m~r !5m11
eJ

ps rr
lnS r

R1
D , R1<r<R2 . ~27a!

The currentJ is related to the potential differenceVH on the
metal edges bym(R2)2m(r R)5eVH , and sincem(R1)
[m1 , we have

J

2ps rr
lnS R2

R1
D5VH . ~28!

As a result the expression~27a! can be rewritten in a form
independent ofs rr

m~r !2m15eVH lnS r

R1
D F lnS R2

R1
D G21

. ~29!

The distribution of the electric potential and electron dens
between the pointsR2 andR1 now follows from the defini-
tion of the electrochemical potential

m~r !5ew~r !2T ln S„H,T,n~r !… ~30!

together with the expressions~29!, ~6!, and~8!.
It is easy to see that the problem~30! is similar to the

equilibrium problem~5!–~8!, the only difference being tha
now the electrochemical potential~29! depends on the spatia
coordinate.

The assumption that there exists an integral chan
within the interval R1<r<R2 means that at a distanc
R1,r * ,R2 , defined by the condition

-

nd
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m~r * !5ew~r * !2T ln S„H,T,n~r * !51…, ~31!

the filling factorn(r ) becomes an integer.
Nearn51 the main contribution on the right-hand sid

of Eq. ~30! comes from the term2T ln S(H,T,n(r)). Under
these conditions

m~r !2m* .T lnFS~H,T,n51!

S„H,T,n~r !… G ~32!

right up to the boundaryr 5R2 , if eVH,\vc .
In the regioneVH.\vc the relation~32! determines the

size 2a of the integral channel,

eVH lnS r * 12a

r * D F lnS R2

R1
D G21

5\vc . ~33!

We note that according to Eq.~33! the effective width 2a of
the incompressible strip decreases with increasingeVH

.\vc . This assertion qualitatively explains the limite
growth of the total charge, under QHE conditions, at
edges of a Corbino disk when the magnetic field change
the experiments of Refs. 7–10.

So, two-dimensional Corbino samples with addition
contacts make it possible to study the properties of inco
pressible regions in magnetized 2D systems. The formation
~destruction! of such specific channels causes the appeara
~disappearance! of a qualitatively new, measurable characte
istic of the Corbino configuration—the capacitance betwe
its edges.

The appearance of channels is a quite general phen
enon, occurring in equilibrium problems~magnetocapaci-
tance! and in Hall transport under conditions where loc
sections of the 2D system with an integer filling factor form
The properties of each shelf in the dependence of theD
Hall conductivity on the magnetic field or average electr
density is formed with the participation of factors that det
mine the parameters of the incompressible channels.
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obvious that detailed study of such formations in simple s
ations like the Corbino disk is of great interest. Coulom
effects~redistribution of the electron density near a chann!
accompanying the formation of a channel are not typical j
of the boundaries of regions with an integer filling factor.
similar problem arises, for example, in the study of then–s
interfaces in the intermediate state of type-I superconduct
For example, the nonlocal phenomena11 characteristic of me-
soscopics–n–s channels to a certain extent are due to Co
lomb effects at then–s interfaces.

This work was partially supported as part of the progra
‘‘Physics of Solid-State Nanostructures’’~Grant No. 97-
1059! and by the Russian Foundation for Basic Resea
~Grant No. 98-02-16640!.

a!The prerequisites of the theory of Ref. 2 also contain assertions that ar
obvious. Alternative possibilities are discussed below where these pre
uisites are use; see the point 3! in this section.
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Two-photon-excited luminescence spectra in diamond nanocrystals
S. N. Mikov* and A. V. Igo

Ul’yanovsk State University, 432700 Ul’yanovsk, Russia

V. S. Gorelik

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia
~Submitted January 17, 1996!
Fiz. Tverd. Tela~St. Petersburg! 41, 1110–1112~June 1999!

Two-photon-excited luminescence~TEL! spectra have been recorded in the blue~400–500 nm!
and near-ultraviolet~300–400 nm! ranges for diamond particles with 4 nm average size,
which were obtained by detonation synthesis from explosives. The observed TEL bands are
attributed, by comparing the obtained spectra with the impurity luminescence spectra in
large diamond crystals, toN2 andN3 defects associated with the presence of nitrogen impurities
in diamond. The TEL spectra presented are found to have certain distinguishing features:
short-wavelength shift of the maximum and changes in the shape and width of the spectral bands
for ultradispersed diamond compared with the spectrum in bulk crystals. ©1999 American
Institute of Physics.@S1063-7834~99!03806-X#
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Together with the absorption spectra, the impurity lum
nescence spectra of crystals carry important informa
about the structure of defects and the electron–phonon in
action mechanisms in these crystals. The spectral prope
of the absorption and luminescence in natural and artifi
diamond crystals have now been quite well studied in ess
tially all spectral regions. Specifically, the absorption spec
in the infrared range have been studied in Ref. 1; a deta
review of the spectral properties in the visible and ne
ultraviolet ~UV! ranges is given in Ref. 2; and, the recomb
nation radiation spectra of diamond crystals in the UV reg
are presented in Ref. 3. A characteristic feature of the opt
properties of diamond as compared with most other crys
is the presence of luminescence in the blue and UV range
the spectrum. This feature is used, for example, to determ
the quality of diamonds.

So-called ‘‘explosion diamonds’’—ultradisperse di
mond powder obtained by detonation synthesis fr
explosives4—have been generating great interest in rec
years. X-ray crystallographic investigations5,6 and the study
of Raman scattering spectra~RS!6–8 have made it possible to
identify reliably a diamond-type crystal lattice in explosio
diamonds. A unique property of these materials is that
particle sizes of the diamond powder lie in the range 3
nm.

This circumstance is attracting special attention to
investigation of these objects, since quantum-size effe
should arise in them. Specifically, it is shown in Ref. 9 th
the characteristic features of the RS spectra of explosion
monds with average size of the order of 4 nm can be
plained by size-quantization of the phonon spectrum and
influence of spatial confinement on the photon–phonon
teraction.
1011063-7834/99/41(6)/3/$15.00
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The study of TEL spectra is also of interest becau
there are few published data on the TEL spectra of d
monds, and for ultradispersed diamonds there are no s
data at all.

In the present paper we report the results of an inve
gation of impurity TEL excited in ultradispersed powders
explosion diamonds by a visible-range laser source.

1. EXPERIMENTAL PROCEDURE

To record the TEL spectra the samples were prepared
the following procedure. Diamond powder was carefu
mixed with pulverized potassium bromide~KBr!, after which
the mixture was compacted in a special press. Compres
the mixture of powders with a force of about 2 kN produc
a 10 mm in diameter and 3 mm thick tablet, which was us
for the investigations. The mass content of diamond pow
in the tablet was about 2%. This method of preparing
samples has definite advantages over the conventi
method of recording the spectra of micropowders. Here
KBr matrix plays the role of an immersion medium, which
a large extent decreases reflection and scattering of ligh
the boundaries of the particles.

A copper vapor laser with average radiation power 3
and two lasing lines—green (l5510.6 nm) and yellow
(l5578.2 nm)—was used as the excitation source in the
periment. The duration of the laser pulses was 20 ns and
pulse repetition frequency was 8 kHz. The radiation eman
ing from the sample was focused onto the entrance slit o
MDR-2 monochromator and then detected using a phot
counting scheme. The TEL spectra were investigated in
frequency ranges. To record the spectrum in the 400–500
range aBG-12 filter was placed in front of the monochro
2 © 1999 American Institute of Physics
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1013Phys. Solid State 41 (6), June 1999 Mikov et al.
mator slit and the spectrum was excited only by the yell
line ~the green line was suppressed by a filter placed in fr
of the sample!. To record the spectrum in the 300–400 n
range a UFS-1 light filter was placed in front of the mon
chromator slit and the spectrum was excited by both la
lines. Appropriate light filters prevented the exciting las
radiation from entering the detection system. All measu
ments were performed at room temperature.

2. EXPERIMENTAL RESULTS DISCUSSION

In Fig. 1 the solid line shows the TEL spectrum of th
experimental sample in the 400–500 nm range. The sp
trum is rescaled taking account of the spectral dependenc
the transmission of theBG-12 light filter. The spectrum con
sists of a smooth wide band~the width at half-maximum is
about 85 nm! with a maximum at wavelengthl5440 nm.
The increase in the radiation intensity near 500 nm is du
incomplete suppression of the green laser line at 510.6
The dashed line shows the known luminescence spectru
natural diamond.10 It possesses several local peaks which
absent in our spectrum, superposed on a 90 nm wide b
The strongest peak of the intensity lies at 455 nm. The s
ond difference of our spectra from the known spectrum
Ref. 10, corresponding to a large crystal, is a general b
shift of the contour of the spectrum.

It is known2 that luminescence in diamond in this ran
of the spectrum is due to electronic transitions betwee
doubly degenerate excited stateE1 and the nondegenerat
ground stateA1 of an N3 defect, which possessesC3v sym-
metry. Such defects consist of three nitrogen atoms, rep
ing carbon at the vertices of the unit cell and bound eithe
a common carbon atom or to a common vacancy. The e
tation of the electronic subsystem of the defect distorts
lattice near the defect, specifically, displaces the atoms ou

FIG. 1. TEL spectrum of diamond particles with average size 4 nm in
400–500 nm range with excitation by the yellow laser line 578.2 nm~solid
line!; the dashed line shows the luminescence spectrum from Ref. 10 fo
N3 defect of large diamond.
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the initial position of equilibrium. The direction of the shi
is determined by the decreasedE of the energy of the sys
tem. The decreasedE and the vibrational energyhn of the
lattice determine the Huang–Rhys factorS5dE/hn, which
according to the theory of Ref. 2 relates the spectral shap
the luminescence line with the nature of a specific defe
The position of the line is determined by the energy~wave-
length! of the zero-phonon transition, which in turn is relate
to the nature of the defect.

The close arrangement and the resemblance betwee
shape of the spectral line obtained in our experiment and
known line corresponding to anN3 defect in a large dia-
mond allow us to conclude that the observed line belong
a defect of this type. The absence of local peaks in the sp
tral curve presented in the present paper can apparentl
explained either by heating of the sample by the laser ra
tion or by the presence of defects in the crystal structu
Another difference between the spectrum and the kno
spectrum of a large crystal is the appreciable shift~20 nm! of
the short-wavelength edge in the direction of higher frequ
cies.

Figure 2 ~solid line! shows the TEL spectrum of th
sample in the 300–400 nm range, rescaled taking accoun
the spectral dependence of the transmission of the UF
light filter. The spectrum contains a sharp maximum
l5356 nm and a weak maximum atl5380 nm. The width
of the line at half-maximum withl5356 nm is 16 nm. This
spectral line can be attributed to anN2 defect, which is
formed by substitution of nitrogen atoms for the two neig
boring carbon atoms located on the body diagonal. Acco
ing to Ref. 11, such a defect possessesD3d symmetry and
two dipole transitions with zero-phonon transition wav
lengths of 317 and 330 nm.

It should be noted that the position of the TEL line a
its relatively small width, which we determined in the e
periment, do not agree with the data from Ref. 11, where
position of the energy levels of the defect and the strength
the electron–phonon interaction were calculated. If phon

e

an

FIG. 2. TEL spectrum of diamond particles with average size 4 nm in
300–400 nm range with simultaneous excitation by two laser lines witl
5510.6 and 578.2 nm~solid line!. The dashed line shows the spectru
calculated for anN2 defect according to the theory of Ref. 2.
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with the highest density of states in diamond~hn50.155 and
0.112 eV! are used to estimate the phonon energy, then
experimental luminescence spectrum presented here in
300–400 nm range can be described, using the theory of
2, by a contour withS50.5 and the wavelength 344 nm o
the zero-phonon transition~dashed curve in Fig. 2!. This
corresponds to a weak Jahn–Teller relaxation (S<1). In
Ref. 11, where the luminescence spectra of large diamo
with one-photon excitation are presented, the Huang–R
factors for the two indicated lines are estimated to be q
large (S;10).

In summary, in the present work the first investigation
the two-phonon-excited luminescence spectrum for ultra
persed powders of explosion diamonds in the near-ultravi
and blue ranges of the spectrum was performed using
two-photon excitation method. It was shown that diamo
particles with an average size of 4 nm manifest luminesce
properties which are typical of large diamond crystals,
there are definite differences in the position and shape of
corresponding spectral lines between the ultradisperse
mond powders and large single crystals.

This work was supported by the Russian Foundation
Basic Research~grants Nos. 97-02-16710 and 98-02-0332!.
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The photoconductivity in the range 0.3–0.9 eV was investigated in a high-quality C60 fullerene
single crystal. It was concluded that the crystal investigated is an extrinsic semiconductor.
© 1999 American Institute of Physics.@S1063-7834~99!03906-4#
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The photoconductivity of fullerenes has usually been
vestigated in the intrinsic absorption range 1.5–2.5 eV
establish the basic parameters of the band structure in
films1 and in single crystals2 at comparatively high tempera
tures (T.120 K). In the present work the photoconductivi
in the IR range~0.3–0.9 eV! in nominally pure high-quality
single crystals to observe and study the energy levels
duced by intrinsic defects of the crystal or typical impuritie
existing even in a nominally pure crystal. The method dev
oped to investigate the photoconductivity of insulators a
used previously to study the photoconductivity of color
alkali-halide crystals3,4 was used.

A C60 single crystal was grown from the vapor phase
a sealed, evacuated, quartz ampul. The raw materials
tained at least 99.95% C60. An approximately 232
36 mm3 sample with an irregular shape was placed betw
the plates of a capacitor in a closed circuit consisting of a
voltage source, the capacitor itself, and an electrometer.
source voltage was 50–500 V, and the current amplit
detected with the electrometer was 10–0.1 pA. An IKS-
spectrophotometer was used as a source of monochrom
light.

The spectral dependence of the IR photoconductiv
and the temperature dependence of these spectra in the
10–160 K are presented in Fig. 1. The spectrum itself
the photoconductivity depend strongly on temperature. Si
the photoconductivity at 160 K is approximately 200 tim
greater than at 10 K, the spectra are presented on an arb
scale and are shifted along the vertical axis~indicated on the
left side of the figure for each spectrum!. It is evident from
the spectra presented that the spectrum consists of indivi
peaks whose amplitude increases with temperature, and
maximum of the general spectrum shifts with increas
temperature to higher energy so that forT.110 K it falls
outside the experimental range. This means that either
amplitude of the shorter-wavelength peaks grows more
idly or, if they have the same temperature dependence
the higher-energy side outside the experimental range a
toconductivity peak exists whose amplitude and~or! width
possibly increases with temperature, causing the lo
wavelength shoulder of this peak to shift into the experim
tal range in addition to the peaks existing here and giving
observed effect.

An attempt was made to distinguish from the gene
1011063-7834/99/41(6)/2/$15.00
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spectrum the individual peaks near 650 and 900 meV
determine the activation energy responsible for their te
perature growth. It is evident from the spectra presented
besides the peaks near 650 and 900 meV there is also a
near 500 meV. Since the material employed in the IKS-
lithium fluoride prism contains in the range 450–550 meV
series of narrow absorption lines due to the presence of
droxyl groups in the material, the treatment of the light-be
intensity in this range is unreliable. For this reason, the d
only from the range 550–1000 meV are used for furth
analysis and an optimal fit assuming the existence of th
peaks—near 650 meV, near 900 meV, and outside the
perimental range near 1200 meV—is made. The amplit
and half-width of the peaks and the exact position in the fi
step were treated as adjustable parameters. At the se
step of the fit the position and half-width of the 650 and 9
meV peaks were approximated by a linear temperature

FIG. 1. IR-photoconductivity spectrum of a C60 single crystal for different
temperatures:1—10 K, 2—30 K, 3—60 K, 4—80 K, 5—100 K, 6—120 K,
7—150 K.
5 © 1999 American Institute of Physics
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pendence obtained on the basis of the data from the first s
The position of the first peak was found to be essentia
temperature-independent and was 665 meV~865–905 meV
for the second peak!. The temperature dependence obtain
for the amplitudes of both peaks is presented in Fig. 2. T
activation energies were 5.6 meV for the first peak and
meV for the second peak. The reliability of the estimates
not high; the only sure thing is that both quantities lie in t
range 5–10 meV.

Next it was found that a dark current is first observed
T5120 K. This current increased rapidly with a further i
crease in temperature~Fig. 3!. The activation energy of this
process is 165 meV.

It follows from the data obtained that the experimen
fullerene crystal is an extrinsic semiconductor. If it is a
sumed~only for definiteness! that its conductivity is elec-
tronic, then the activation energy 165 meV can be associ
with the depth of the Fermi level from the conduction-ba
bottom. The position of individual peaks in the photocondu
tivity spectrum should be associated with the depth of
donor levels corresponding to these peaks~large lattice re-
laxation should probably not be expected in this crystal!. The
activation energy 5–10 meV can be associated with the c

FIG. 2. Temperature dependence of the amplitude of the
photoconductivity peaks~1—885 meV and2—665 meV!.
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ditions of conduction electron transport, for example, t
depth of the levels of attachment centers or irregular mo
lation of the conduction band bottom because of small
numerous intrinsic defects, for example, due to disorienta
of individual C60 molecules. In this case this activation e
ergy should be expected to be the same for any peaks.

However, if it is assumed that donor centers respons
for the observed photoconductivity peaks have, beside
ground state, a shallow excited state below the conduc
band bottom, then the photoionization process will proce
in two stages—a light-induced transition into the excit
state and further ionization due to temperature. In this c
the activation energy 5–10 meV can be associated with
depth of the excited states, and then generally speaking
energy will be different for different peaks. Of course,
mixed case where some donor centers will have such exc
states and others will not is also possible.
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FIG. 3. Temperature dependence of the dark current.
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Small-inelastic-strain rate spectrum of C 60 single crystals near the phase transition
at 250–260 K
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The temperature spectrum of small-inelastic-strain rates in a vapor-phase-grown C60 single
crystal has been measured within the 200–290 K interval with a high-precision strain-rate meter
based on a laser interferometer. The spectrum exhibits a strong peak in the region of the
phase transition at 250–260 K and a slight strain acceleration at;240 K, which correlates well
with the calorimetric curve. The first maximum is associated with strain that developes
more easily in an fcc than in a primitive cubic lattice, and the second, to the effect on the strain
rate of annealing of the defects created with fast crystal heating. ©1999 American
Institute of Physics.@S1063-7834~99!04006-X#
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It was shown1,2 that compression of C60 single crystals at
temperatures above and below the phase transition from
primitive cubic ~pc! to fcc lattice affects differently the en
ergy characteristics of the transition determined by differ
tial scanning calorimetry~DSC!. The strain-induced distor
tions of the peak shape atT577 K were substantially smalle
than the distortions produced by compression at room t
perature, where the peak became almost fully washed
even after application of comparatively low pressures.
conjecture was put forward2 that this was due to the fact tha
local strains preceding fracture were more likely to deve
in the highly symmetric fcc than in the pc lattice or th
glassy state in which C60 fullerites reside below 85 K~Ref.
3!. One of the consequences of the strain responsible for
strong peak distortion could be formation of dimers a
more complex polymerized structures.4,5 Small inelastic
strains can be detected by laser-based interferometry, w
proved to be very useful in studies of small strains occurr
at phase and relaxation transitions in metals~the ductile-
brittle transition in zinc and steels6,7! polymers ~a- and
b-transitions8!, and high-Tc superconductors~the supercon-
ducting transition9!. The temperature spectra of inelas
strain rates of various materials obtained in Refs. 6–9 an
a number of other studies proved to be a high-resolution
for detection of transitions of various nature and analysis
the effects of various factors on microplasticity. In th
present work, the rate spectrum of small inelastic strains
used to investigate structural transitions in the C60 fullerite
crystal and the role they play in microplasticity. The wo
was aimed also at revealing small strains, which until
cently were studied only by microhardness measuremen

1. EXPERIMENTAL TECHNIQUES

C60 single crystals were grown from the vapor phase,
starting material being small C60 crystals purified preliminar-
1011063-7834/99/41(6)/4/$15.00
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ily by multiple vacuum sublimation.2,10 The C60 single crys-
tals obtained by this technique were well faceted, weigh
up to 30 mg, and varied in size up to a few mm.

The interferometric method of strain recording in time
the form of successive beats,11 which was used in this work
permits one to determine strain rates«̇ from small changes in
sample length to within 5%. One beat in an interferogra
corresponds to a strain incrementuD l 0u50.3mm. The tech-
nique employed to obtain rate spectra of small inelas
strains and their interpretation was described in consider
detail elsewhere.6–9 To obtain a spectrum, the C60 single
crystal was placed in the test chamber11,12and cooled rapidly
to a temperature;150 K, after which it was warmed up
slowly and loaded several times by a compressive force o
N at progressively increasing temperatures from 200 to
K. Heating from 150 to 200 K favored the onset of a stab
thermal regime, which improved the accuracy of subsequ
measurements. The average heating rate was 1 K/min,
the isothermal loading pulse was 2 min long. The error w
which the temperature was determined and maintained c
stant during the loading was60.5 K, and the strain rate wa
measured 1 min after the beginning of loading at each te
perature.

The data subjected to the analysis included also th
obtained by DSC. The calorimetric measurements were
formed on a Perkin–Elmer DSC-2 calorimeter by the te
niques described in Refs. 1 and 2. To make both meth
close in temperature conditions, the C60 sample was cooled
rapidly with liquid nitrogen2 before being placed in the calo
rimeter chamber. The measurements were carried out wi
the 220–300 K interval at a constant heating rate of 5 K/m
The DSC curves recorded thermal effects occurring in
sample during the pc–fcc transition, as well as other ther
7 © 1999 American Institute of Physics
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phenomena which could be observed in the tempera
range under study.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents interferograms of a C60 sample loaded
at 218 and 280 K~far from the phase transition!, as well as at
260 K ~in the transition region!. It is seen that small inelasti
strains can occur throughout the temperature range stud
At the same time the interferograms obtained at differ
temperatures exhibit the following features: at 218 K, t
strain rate is small, and the strain is damped rapidly, at 26
one observes a comparatively long~1.5–3 mm!, nearly
steady-state stage, and at 280 K, one can see noticeabl
croplasticity at the time of loading, followed by a fast d
crease in the strain rate. This behavior is characteristic
various solids near relaxation transitions6–8 or a supercon-
ducting transition in high-Tc superconductors.9 The sample
strain limit in the region of microplasticity is small and un
dergoes a jump in the transition zone; the low rate is d
either to the original strain in the pc lattice being small~Fig.

FIG. 1. Strain interferograms of a C60 single crystal obtained atT ~K!: ~a!
218, ~b! 260, and~c! 280. One beat corresponds to a strain change
uD l 0u50.3mm.
re

d.
t

e
K

mi-

of

e

1a! or to its becoming exhausted in the fcc lattice before
measurements~Fig. 1c!. The transition region itself is char
acterized by a nearly uniform strain rate in the first sta
~Fig. 1b!, followed by damping in the final stage. The pr
cedure chosen to measure the rate a preset time afte
beginning of loading~in our case, in one min! reveals a
maximum in the temperature dependence of the rate of s
inelastic strains«̇(T).

The «̇(T) relation, or the rate spectrum of small inelas
strains, obtained on a C60 single crystal within the 200–300
K region is presented in Fig. 2. Also shown for comparis
is a calorimetric curve obtained on the same sample. B
curves are seen to have the same shape. The main pe
«̇(T) corresponding to the phase transition is obviously
lated to local strains in the fcc lattice developing easier th
those in the pc lattice. This suggestion is buttressed by
monotonic growth of the strain with increasing temperatu
in the initial, nonstationary part of the interferograms whi
characterizes the so-called short-time creep, i.e., the stra
the instant of load application~compare the left-hand parts o
panelsa, b, andc in Fig. 1!. An alternative to this explana
tion of the increase in the strain rate at the phase transi
could be stimulation of strain by a simultaneous structu
rearrangement, which may increase the defect mobility.

y

FIG. 2. ~a! Rate spectrum of small inelastic strains and~b! DSC curve
obtained at a heating rate of 5 K/min on a quenched C60 single crystal.
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It should be also pointed out that the strain-associa
maximum is considerably broader than the calorimetric o
This effect cannot be initiated by heating rate effects,
cause, if we disregard the isothermal stage in the strain
periments, the heating rates in both cases are close in m
nitude. It may be conjectured that the strain spectrum
affected by loading-induced defects forming in the fcc l
tice, as well as in the pc lattice in the region adjoining t
phase transition. The strain-induced maxima are, as a
fairly broad, and some peaks measured with small temp
ture steps often exhibit a complex structure, which implie
complex nature of the transition under loading, provided
loading is small.6–9 While the reasons for the appearance
broad maxima in the rate spectrum of small inelastic stra
remain unclear, nevertheless the results obtained in this w
suggest that the approach involving construction of str
rate spectra may be used besides other techniques, su
microhardness studies or ultrasonic methods, to detect
analyze phase transitions in fullerites and other solids.
instance, the review in Ref. 13 compares the tempera
dependences of microhardness obtained by various aut
The microhardnessHv(T) of C60 single crystals exhibits
breaks atT'155 and 240–260 K.14 The break inHv(T)
observed to occur in C60 single crystals near the phase tra
sition temperature was found also in Ref. 15, while acco
ing to Ref. 16 theHv(T) relation for C60 polycrystals is
monotonic within the 80–570 K range. An internal frictio
peak and a minimum in the temperature dependence of s
velocity were detected atT5250 K.17 The observation of a
peak in the temperature dependence of the rate of sma
elastic strains provides support for the suggestions1,2,13–16

that the phase transition affects the deformation propertie
fullerites.

Besides the main peak in«̇(T) at T'260 K, one can see
a small maximum atT'240 K, similar to that observed2 in a
DSC curve and called a ‘‘quenching’’ peak, because it
pears only in rapidly cooled samples. The quenching ef
was associated2 with the existence of nonequilibrium orien
tational order in quenched fullerite crystals. The orientatio
order is determined by the population ratio of the pentag
(np) to hexagon (nh) configuration,np /nh , whose equilib-
rium value depends on temperature. For instance, at r
temperature, where C60 molecules rotate nearly freely, on
may accept np /nh'1. Within the temperature interva
85,T,260 K, this ratio isnp /nh'4, and forT,85 K, i.e.
in the orientational-glass state,np /nh'5.3 Fast cooling
~quenching! fixes at a low temperature the nonequilibriu
state corresponding to a higher one, where thenp /nh ratio is
shifted in favor of the higher-energy hexagon (h) configura-
tion. Thus the quenching defects present in the pc lattice
the fullerite are annealed before the pc-fcc transition
reached, a phenomenon becoming manifest in DSC cur
as well as in strain curves, which respond to the mobility
defects in the course of their annealing. The shift of
strain-induced maximum by about 10 K towards lower te
peratures compared to the calorimetric one~Fig. 2! is possi-
bly associated with the effect of loading on the quench
defects, as well as with the lower heating rate. It is kno
that, unlike phase transitions, relaxation transformations
d
e.
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characterized by a more pronounced decrease of the tra
tion temperature with decreasing heating rate.18

The weakly pronounced deviation of the strain spectr
from a monotonic course in the 200–220 K interval is sim
lar to the multiple transitions observed12 to occur in complex
systems. It may be conjectured that this spectral shape i
cates nonuniformity of the defect structure in single crysta
an aspect discussed, for example, in Ref. 8.

Thus the temperature spectrum of the rates of small
elastic strains offers a possibility of detecting phase a
other transitions in C60 single crystals, as well as in othe
solids, from their effect on microplasticity. This spectru
differs somewhat from a DSC curve of a single crystal in th
the maximum in the phase-transition region is broader,
the second peak, assigned to quenching defects, is sh
toward lower temperatures. It is conjectured that the
changes are caused by the effect of mechanical loading
structural transformations of different nature~phase transi-
tion and a transition related to defect state!.

Support by the Russian Scientific-Technical Progr
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Properties of the microhardness of single-crystal C 60 fullerite
in sclerometric tests

A. G. Melent’ev, N. V. Klassen, N. P. Kobelev, R. K. Nikolaev, and Yu. A. Osip’yan

Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Moscow District,
Russia
~Submitted June 9, 1998; resubmitted November 11, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1119–1123~June 1999!

The mechanical properties of single-crystal fcc C60 fullerite are investigated by sclerometry and
precision contact profilometry. Quantitative estimates are obtained for the microhardness
anisotropy on the~100! and ~111! planes. Polarity of the mechanical properties is observed in the
~111! plane. The mechanisms considered for the orientational deformation of C60 single
crystals by a moving indentor confirm existing data showing that plastic deformation in solid C60

occurs along the@011# ~111! systems. ©1999 American Institute of Physics.
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Until recently the mechanical properties of fullerite
were investigated mainly by indentation.1–3 Methods such as
volume deformation by compression, bending, and so
were difficult to use because of a lack of sufficiently lar
single-crystal samples. The recent synthesis of C60 single
crystals with volumes up to several tens of cubic millimete4

opens up prospects for investigating the mechanical pro
ties of fullerites by other methods also, specifically, sclero
etry, which makes it possible to obtain more complete inf
mation about the character of the deformation of the mate
~especially about its orientational dependence! than does in-
dentation. Moreover, since a scratch is an elementary e
of many mechanotechnological processes, sclerometric
vestigations are of not only scientific but also practical int
est.

The present work is devoted to the investigation of
mechanical properties of single-crystal fcc C60 fullerite by
sclerometry and precision contact profilometry.

1. SAMPLES AND PROCEDURE

All measurements were performed on single-crystal
samples of solid C60. The method of sublimation and desu
limation ~growth from the gas phase! was used to grow the
C60 single crystals. Chromatographically purified 99.95
pure fullerite powder in amounts of 100–150 mg was plac
in a quartz ampul 8–10 mm in diameter and 250 mm lo
which was evacuated to 131026 mm Hg and heated to
300 °C. Organic solvents and volatile impurities were
moved from the powder over 8–10 h in a dynamic vacuu
Then the powder was subject to triple vacuum sublimati
Small C60 crystals purified in this manner were once aga
placed in a quartz ampul 8–10 mm in diameter and 150
long, which was evacuated to 131026 mm Hg, sealed, and
placed in a horizontal two-zone furnace. The single crys
were grown under the following conditions: sublimatio
temperature 600 °C, crystallization temperature 540 °C,
growth time 8–10 h.
1021063-7834/99/41(6)/4/$15.00
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Well-faceted C60 fullerite single crystals up to 10 mg
were obtained and then slowly cooled together with the f
nace to room temperature. The exterior faceting of the cr
tals was characterized by square, rectangular, triangular,
hexagonal faces. Laue diffraction patterns and x-ray to
grams confirmed that the C60 fullerite samples obtained wer
single-crystalline.

The sclerometric tests were conducted on the gro
faces of samples with two crystallographic orientation
~100! and ~111!. Scratches~primarily in the form of rectan-
gular loops! were made on the~100! faces in the@100# and
@110# directions and on the~111! faces in the@112# and@110#
directions, using a PMT-3 apparatus, by a Vickers diamo

FIG. 1. Sclerometric microhardnessHn of fcc C60 fullerite versus the loadP
on an indentor for different planes and crystallographic directions:1—

^1̄1̄2&(111), 2—^110&~100!, 3—^112̄&(111), and4—^010&~100!.
1 © 1999 American Institute of Physics
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1022 Phys. Solid State 41 (6), June 1999 Melent’ev et al.
prism with apex angle 136° and fixed loads from 1 to 7
The width of a scratch was determined either visually in
Neofot-2 optical microscope or~to tenths of a micron! with a
Talystep profilometer.5 The microhardness of the crysta
was estimated using the well-known relation

Hv5kP/b2,

whereHv is the microhardness in kg/mm2, k53.71 is a di-
mensionless coefficient,b is the scratch width in mm, andP
is the load on the indentor in kg. All experiments were p
formed on fresh samples~within a few hours after extraction
from the ampul! at room temperature.

2. MEASUREMENT RESULTS AND DISCUSSION

Investigations showed that the microhardnessHv for suf-
ficiently large values ofP ~Fig. 1! is virtually independent of
the load and even atP53 g we haveHv(P)5const. The
typical form of scratches made in different crystallograp
directions underP53 g on the~100! and~111! faces of a C60

single crystal is shown in Fig. 2. As one can see from
figure, the scratches are mainly of a viscoplastic charac
and they are accompanied by small cleavages, a few cra
and fault lines.

Scratches made in the@010# and @001# directions on the
~100! plane are identical and symmetric. The fault lin
along the edges of the scratches make an angle of 45°
the scratch axis and are directed opposite to the motion o
indentor. Cracks on these scratches are relatively rare
make an angle of 45° with the scratch axis.

Scratches made in the@011# directions are also symme
ric and identical to one another. The width of these scratc
is somewhat smaller, i.e., a small so-called anisotropy
microhardness of the first kind~Figs. 2 and 3! is observed on
the ~100! plane. A few cracks, emanating from a scratch
an angle of 45°, which change direction away from t
scratch by 90° with respect to the scratch axis, are obse
for scratches made in these directions. Fault lines are
always observed on these scratches. However, when
were observed~Fig. 2!, these lines made an angle of 90
with the scratch.

The scratch width on the~111! plane and consequentl
the microhardness of the crystal depend on not only the
entation of the scratch but also the sign of the direction
motion of the indentor~Fig. 4!, i.e., the so-called mechanica
polarity effect is observed on this surface.6 Here the exterior
form of scratches also depends on the direction of motion
the indentor~Fig. 2!. For example, scratches made in t
direction @112̄# are of a viscosplastic character, they ha
virtually no cracks, and they are accompanied by frequ
fault lines, making an angle of 30° with the scratch axis a
opposite to the direction of motion of the indentor. T
scratches made in the opposite direction@ 1̄1̄2# are brittle-
plastic; they are often accompanied by cleavages and by
frequent and short fault lines perpendicular to the scra
axis. For scratches made on this plane in the@110# directions
the mechanical polarity effect is manifested in the asymm
try of the scratches: on one side of a scratch numerous
.
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lines make an angle of 60° with the scratch axis, while
the other side of the scratch the fault lines are very infrequ
and are parallel to the scratch axis.

The experimentally observed character of the format
of scratches and the arrangement of the fault lines and cr
along them agree on the whole with existing published d
on planes of plastic glide and cleavage planes of the
phase of solid C60. Thus, according to Refs. 3 and 7 th

FIG. 2. Typical form of scratches made on~111! and ~100! planes by a

moving indentor withP53 g: a, b, c—~111! plane, directions:̂112̄&—~a!,

^1̄1̄2&—~b!; ^110&—~c!; d, e—~100! plane, directions:̂110&—~d!; ^010&—
~e!. The arrows indicate the direction of motion of the indentor.
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1023Phys. Solid State 41 (6), June 1999 Melent’ev et al.
glide systems in C60 are the systems@110# $111% and the
cleavage planes are$111% planes. Figures 5 and 6 show pr
jections onto the~100! and ~111! planes of the planes an
directions of dislocation glide along which material can
pressed into the interior volume and ejected onto the sur
of the crystal during the motion of the indentor in differe
crystallographic directions. Comparing the experimenta
observed fault lines~Fig. 2! with Figs. 5 and 6 suggest th
following schemes for the operation of the dislocation gli
systems.

On the~100! plane~Fig. 5!, as the indentor moves in th
@010# direction ~and also directions similar to it! material is
pressed into the crystal along the (111)̄ plane to the left of a
scratch and along the~111! plane to the right of the scratch

FIG. 3. MicrohardnessHv anisotropy of the first kind on a~100! plane of
fcc C60 fullerite with P53 g.
ce

y

while material is ejected along the (11̄1) and (11̄1) planes,
respectively. In the process, converging fault lines along

@011̄# and@011# directions should form on the surface of th
sample, and this is observed experimentally.

For scratching in the@011# direction material can be
pressed in along the~111! plane~in front of a scratch! and
along the (111̄) and (11̄1) planes, respectively, to the le
and right of a scratch, while material is ejected along
(1̄11) plane~in front of the indentor! and along the (11̄1)
and (111̄) planes to the right and left of a scratch. In th
process the microhardness of the crystal can be expecte
increase somewhat, at least because of the fact that, as
filometric investigations have shown, for scratching in th

FIG. 4. Mechanical polarity effect for microhardness on the~111! plane of
fcc C60 fullerite, P53 g.
FIG. 5. Diagram of the operation of glide systems during the motion of an indentor on the~100! plane of fcc C60 fullerite. Solid arrows—direction of ejection
of material on the surface of the crystal; dashed arrows—direction of development of deformation into the crystal.
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FIG. 6. Diagram of the operation of glide systems during the motion of an indentor on the~111! plane of fcc C60 fullerite. Solid arrows—direction of ejection
of material on the surface of the crystal; dashed arrows—direction of development of deformation into the crystal.
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direction a so-called deformation zone, which prevents
vancement of the indentor and results in narrowing of
scratch, forms in front of the moving indentor. It should al
be noted that in this case the crystal can deform along sev
glide systems simultaneously, and this means that here
probability that the glide systems intersect with one anot
is high, which therefore can result in a high concentration
internal stresses—which is probably the reason why a la
number of cracks are present for scratching in the@011# and
similar directions.

For scratching of the~111! plane, as one can see fro
the diagram in Fig. 6, the character of scratch formation
the directions@112̄# and @ 1̄1̄2# is different. This is respon-
sible for the polarity of the mechanical properties. Thus,
scratching along@112̄# material in front of a scratch is
pressed into the crystal—by glide along the (111)̄ plane; in
addition, here the systems@101#(1̄11) to left and @110#
(11̄1) can operate to the right, respectively, of a scrat
ejection of material on the surface of the sample occurs al
the systems@110#(1̄11) and @110#(11̄1) to the left and
right, respectively, of a scratch. In the process a converg
system of fault lines making an angle of 30° with the scra
should form on the surface~Fig. 2a!. For indentor motion
along @ 1̄1̄2# material is pressed in along two glide system

@110#(1̄11) and @110#(11̄1)!, so that the scratch dept
should be smaller here. Moreover, material is ejected on
surface of the crystal along the (111)̄ plane directly in front
of the indentor, which should also give rise to an additio
resistance to the processes forming the scratch. The incr
in microhardness~polarity of mechanical properties! ex-
pected in this case is observed experimenta
~Fig. 4!.

For scratching along the@11̄0# direction, as follows
from Fig. 6, the operation of the glide systems to the left a
right of a scratch is different. To the left of a scratch mater
is pressed in along the systems@011#(111̄) and@011#(11̄1)
and to the right of the scratch along the system@ 1̄1̄0#(11̄1).
In this case ejection of material on the surface to the lef
the scratch occurs along (11̄1) plane, which should lead t
-
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the formation of converging fault lines making an angle
60° with the scratch axis. To the right of a scratch mate
can be ejected on the surface of the crystal along the sys

@101#(111̄) and fault lines can form parallel to a scratch. A
this is observed experimentally~Fig. 2c!.

In summary, in this work the sclerometric microhardne
of C60 fullerite in the ~100! and ~111! planes was investi-
gated. It was established that scratches on the investig
planes of fcc C60 fullerite are mainly of a viscoplastic char
acter. It was shown that the~100! plane is characterized b
microhardness anisotropy of the first kind, and polarity
mechanical properties was observed on the~111! plane. The
results of the investigations of microhardness and scra
formation processes in different crystallographic directio
agree with the existing ideas about dislocation-glide syste
in solid fcc C60 fullerite.

We thank S. S. Khasanov for performing the x-ray cry
tallographic certification of the samples.
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Electronic structure of C 60 fullerite
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The complete systems of fundamental optical functions of single crystals and polycrystalline
films of fullerite (C60) are calculated on the basis of known reflection spectra and the imaginary
and real parts of the permittivity. The integrated permittivity spectra are decomposed into
elementary components. The three basic parameters of each component~the energy of the
maximum, the half-width, and the oscillator strength! are determined. The nature of these
components of the permittivity is discussed on the basis of existing theoretical calculations of
fullerite bands. ©1999 American Institute of Physics.@S1063-7834~99!04206-9#
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1. Two modifications of carbon are well known: dia
mond and graphite. Their properties have been studie
many works.1 A flood of publications devoted to a third an
unusual modification—fullerite—has been observed in
last few years.2,3 The most common modification amon
them is fullerite C60: the unit cell of the cubic face-centere
lattice contains four formula units. A number of properties
great scientific and practical interest have already been
tablished for it, including the existence of a high superco
ductivity temperature in intercalated fullerite (Tc'30 K).
For this reason, investigations of the electronic structure
C60 over a wide energy range of intrinsic absorption are
fundamental importance.

It is generally accepted that the most complete inform
tion on this problem is contained in an assortment of opt
functions.4 Among them the real part«1 and imaginary parts
«2 of the permittivity as well as the reflection coefficientR
are distinguished. This is due primarily to the fact that th
spectra can be measured experimentally over a wider en
range than for many other functions~the absorption coeffi-
cient, the refractive index, and others!. The energies of the
maxima of theR and«2 spectra are ordinarily taken as th
energy of intrinsic interband or excitonic transitions. Th
specific nature is determined after comparing experiment
theory.4,5

However, all measured spectra give the integrated cu
as a sum of all transitions. Of fundamental importance is
fact that because of strong overlapping many of them m
not be observed structurally.1,4,6 For this reason a fundamen
tal problem of any spectroscopy is to decompose the m
sured spectral curve into elementary components and to
termine their basic parameters: the peak energiesEi and half-
widths Hi and the transition probabilitiesf i . We have
employed a unique method for solving this problem us
Argand diagrams with no adjustable parameters. Howe
the «2 and «1 spectra must be taken into account simul
neously.

2. We have calculated complete systems of fundame
optical functions, decomposed the integrated«2 and«1 spec-
tra into components, and determined the parameters of
1021063-7834/99/41(6)/2/$15.00
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components (Ei ,Hi , f i) of C60 single crystals and polycrys
talline films. The calculations were performed using t
well-known methods1,4,6based on the experimentalR spectra
over the range 1–35 eV,7 the «2 and «1 spectra over the
range 1.5–5 eV~Ref. 8! for single crystals, and the«2 and«1

spectra over the ranges 1.5–5 eV,9 1.5–9.5 eV,10 and 1.5–7
eV ~Ref. 11! for films. Only the results of the decompos
tions of the integrated«2 and«1 spectra into components ar
presented here.

Twenty-two components of the«2 spectrum in the range
2–10 eV, instead of the four peaks of the integrated cur
were established. Figure 1 shows the oscillator strengthf i

of these components~vertical bars!; the numbers label the
components in order. Even though the integrated curves f
five different treatments were used, the positions of the pe
of the components were determined to a high degree of
curacy ~60.01 and6(0.0120.04) eV for the most intense
and all other bands!.

Two attempts have been made to reproduce~but not de-
compose!! the integrated«2 curves of C60 films using 16 and
10 Lorentzian oscillators with 38~Ref. 10! and 40~Ref. 12!
adjustable parameters. The fact that such a gigantic num
of adjustable parameters was used underscores once
that such methods of reproducing the integrated curve w
an arbitrary set of components are doubtful.

Analysis of the characteristic features of the decompo
tion of the«2 and«1 spectra of fullerite by a parameter-fre
method of Argand diagrams and reproduction of the«2 spec-
tra using an enormous number of adjustable parameters
vincingly supports the first method. Of course, th
parameter-free method of decomposing the«2 and«1 spectra
into elementary components is still not entirely adequate
is the zeroth approximation of a more perfect solution of t
problem. It should be stressed that in the standard appr
mation where the total permittivity is represented as a sum
contributions of individual Lorentzian oscillators the Argan
diagram method makes it possible to decompose uniqu
the integrated«2 and«1 spectra into a minimum number o
bands. Transitions with close energies but not necessa
close properties are summed in each band. For this rea
5 © 1999 American Institute of Physics
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FIG. 1. Oscillator strengthsf i of 22 components of«2 for C60 fullerite versus the energy of the components.
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the spectra can be additionally decomposed into sev
components each on the basis of theoretical models of
possible fine structure of the bands.

3. The electronic structure and optical spectra of a C60

molecular crystal have been calculated in many treatmen3

The absorption spectra vary comparatively little in the fr
molecule—C60 in solution—crystal series. For this reason
is assumed in advance that at least the intense bands ar
to small-radius Frenkel excitons, which are usually char
teristic for molecular crystals. The electronic structure of C60

fullerite has been calculated in a simplified manner in
approximation employing the molecular termshu , hg , gu ,
gg , andtu and bands; the three upper valence bandsV1 , V2 ,
and V3 and the three lower conduction bandsC1 , C2 , and
C3 are chosen from all bands.3 These calculations provide
basis for suggesting a general model of the nature of the
components of«2 which we have established for C60 fuller-
ite. In the band model they are due to the transitionshu

→t1g (V1→C2) for Nos. 1–3,hg , gg→t1u (V2→C1) for
Nos. 4–8,hu→hg (V1→C3) for Nos. 9–12,hg , gg→t2u

(V2→C2) for Nos. 13–15,gu , t2u→hg (V3→C3) for Nos.
16–19, andV1→C4 , C5 andV2→C3 , C4 for Nos. 20–22.
In the simplest approximation all occupied~unoccupied!
terms are five-fold~three-fold! degenerate. In real crysta
various perturbations lift this degeneracy. The terms sp
and each band always has a complicated fine structure.
gives a general, satisfactory explanation of the quite com
cated structure of the spectrum that we have established
the components of transitions in fullerite. A similar, gene
scheme of the nature of the components of the spectrum«2

can also be proposed in the small-radius exciton model.
fullerite C60 is a molecular crystal with very flat band
Therefore it is likely that the«2 components which we hav
established are due to small-radius excitons. One can h
that the use of the new information that we have establis
ral
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about the most complete component composition of tra
tions and their parameters (Ei ,Hi , f i) over a wide energy
range of fundamental absorption~1.5–35 eV! will aid in de-
veloping much more accurate and complete models of
electronic structure of fullerite and related materials.
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Properties of positron annihilation in metals
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Positron annihilation in bulk metals has been studied by examining the angular distribution of
the annihilation photons in polycrystalline samples of magnesium, aluminum, copper,
zinc, indium, tin, lead, and bismuth. It has been shown that conduction electrons as well as core
electrons take part in this process. The conduction electron densities and Fermi energies
have been determined. It is found that the electron density in the vicinity of a positron is
significantly higher than the density of the free electron gas. We believe that this is due
to the formation of Wheeler complexes and we estimate its charge. We have analyzed various
means of measuring the conduction electron density and conclude that the positron method
gives the most reliable information. ©1999 American Institute of Physics.
@S1063-7834~99!00106-9#
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Positron annihilation has been actively investigated
metals~see, for example, Refs. 1–4!. The reason is that the
annihilation method allows one to determine such import
properties of metals as the electron momentum distribut
the Fermi energy level«F ~eV!, the number of free electron
Zc per metal atom, and their number densitynp (cm23) in
the conduction band. These parameters, as is well known5–8

determine in large part the mechanical, electrical, and m
netic properties of metals.

In the crystalline lattice of a metal not all the valen
electrons are bound to their atoms. Some of them~Zc>1 per
atom! are mobile in the bulk of the metal and form an ele
tron gas in which the framework of positive ions is, as
were, immersed. The electron gas in turn compensates
electrostatic repulsion forces between ions and binds the
the solid~metallic bonding!. The number of mobile electron
Zc and the electron number densitynp , of course, differ for
ideal and real~e.g., polycrystalline samples! metals. There-
fore, in the present work we have undertaken an experim
tal study of positron annihilation@that is to say, of the angu
lar distribution of the annihilation photons~ADAP!# in a
number of polycrystalline samples of metals to clarify t
mechanism of annihilation and determine the parameters«F ,
Zc , andnp , and also their dependence on the nature of
metal in question.

1. TECHNIQUE, THEORY, AND RESULTS OF EXPERIMENT

ADAP measurements were performed on a setup inc
porating a parallel-gap geometry for recording the annih
tion photons. The setup underwent a redesign which inclu
automation of the experiment and recording of the loading
both detectors simultaneous with recording of coincidenc9

which makes it possible to introduce corrections to
8431063-7834/99/41(6)/5/$15.00
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ADAP curves due to absorption of photons in the subj
sample. A quantity of the radioactive isotope Na22 with an
activity of 100 mCi served as the positron source. The nu
ber of coincidences at maximum was;20 000. The investi-
gated samples with dimensions;10320310 mm3 were cut
from whole chunks of metal and were not subjected to a
special kind of treatment. We chose Mg, Al, Cu, Zn, In, S
Pb, and Bi for study. Two metals of this series~Al and Cu!
were already investigated earlier,10 but these were sample
with a different prehistory.

It is well known that for an experimental setup with
parallel-gap geometry of recording annihilation photons
electron densityne in momentum space is related to th
ADAP of the investigated metalf (u) by the expression10

f ~u!>A0E
pz2

1
2Dpz

pz1
1
2DpzdpzE

2Dpy

1Dpy
dpyE

2`

1`

ne~px ,py ,pz!dpx ,

~1!

whereA0 is a normalization constant;Dpy andDpz are the
resolutions of the setup in the momentum projectionspy and
pz , satisfying the conditions

Dpy@2pmax; Dpz!pmax.

Herepmax is the maximum value of the electron momentu
in the metal;u is the deviation of the emission angle of th
annihilation photons from 180°,

pz5umc,

wherem is the effective mass of the electron in the metal a
c is the speed of light. Therefore, if we are considering is
tropic materials~e.g., polycrystalline samples! the electron
momentum density~the z component! can be determined
from the ADAP data as
© 1999 American Institute of Physics
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FIG. 1. Angular distributions of annihi-
lation positrons in samples of magne
sium ~a!, aluminum~b!, copper~c!, and
indium ~d!. The dashed lines show thei
expansion into a parabolic~1! and a
Gaussian~2! component. The solid line
is the sum of these components, th
points are experimental values.
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In metals5–8 the valence electrons are usually divided in
two groups: the conduction electrons~free electrons! and the
electrons found in the ion cores of the atoms~bound elec-
trons!. The conduction electrons have the momentum dis
bution

ne~p!5FexpS p2/2m2«F

kBT D11G21

, ~3!

where«F is the Fermi energy,kB is the Boltzmann constant
andT is the absolute temperature. At low temperatures
distribution is nearly rectangular. Hence it follows that
parabolic component should be observed in the AD
curves of polycrystalline metals

f p~u!5H ~3I p/4up
3!~up

22u2!, uuu<up ,

0, uuu.up .
~4!

Indeed, this component shows up quite clearly for all me
even at room temperature. Figure 1 plots the ADAP spe
of a number of polycrystalline metals obtained in our expe
ments. The dependence remaining after subtracting out
parabolic part,f g(u), is described quite well by a Gaussia
i-

is

ls
ra
-
he

f g~u!5~ I g /A2pug!exp~2u2/2ug
2!. ~5!

HereI p andI g are the intensities of the parabolic and Gau
ian components, respectively, numerically equal to the re
tive area of the given component in the ADAP spectrum,ug

is the variance of the Gaussian, andup is the intersection
angle of the parabola with the abscissa~the u axis! ~see Fig.
1!.

Thus, the angular distributions of the annihilation ph
tons of the investigated metal samples are described q
well by the sum of a parabola and a Gaussian:

f ~u!5 f p~u!1 f g~u!. ~6!

Here, by virtue of the normalization of the ADAP of
defect-free metal

E
2p/2

p/2

f ~u!du51, ~7!

the relation

I p1I g51 ~8!

is fulfilled, which relates the relative contributions of th
parabolic and Gaussian components.
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TABLE I. Calculated and experimental parameters of the investigated metals.

Metal Zc

nA ,
1022 cm23

lexp,
ns21

Refs. 1–3
up

exp,
mrad

ug
exp,

mrad
ug

calc,
mrad I p

np(t),
1022 cm23

np(u),
1022 cm23

np ,
1022 cm23 s f

«F
exp,
eV

«g
exp,
eV

«F
calc,
eV

Mg 2 4.3 4.44 5.41 4.63 3.5 0.72 43.1 9.4 8.6 2.15 4.6 7.5 8.2 7
Al 3 6.0 6.13 6.83 4.46 4.3 0.69 57.2 18.8 18.1 2.85 3.1 11.6 7.6 1

6.4 Ref. 10 15.6
Cu 1 8.4 8.80 5.5 4.84 2.8 0.38 45.9 10.3 8.45 2.3 4.5 8.0 8.9

5.57 6.3 Ref. 10 15.2
Zn 2 6.5 6.76 5.85 4.85 3.5 0.45 41.1 11.9 13.1 2.05 3.5 8.7 9.0
In 3 3.8 5.08 5.77 4.43 4.0 0.56 38.5 11.4 11.5 1.93 3.4 8.5 7.5
Sn 4 3.6 4.98 6.15 5.02 4.7 0.64 43.4 13.8 14.5 2.17 3.2 9.6 9.6 1
Pb 4 3.3 5.15 5.62 4.63 3.8 0.41 28.6 10.5 13.2 1.4 2.7 8.0 8.2
Bi 5 2.8 4.27 6.01 4.72 4.3 0.55 31.5 12.9 14.1 1.5 2.5 9.2 8.4 9

Note.The errors in (up ,ug) and (I p ,I g) do not exceed 0.5 and 5%, respectively.
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Next, using the parameterup ~the angle at which the
parabola intersects theu axis, Fig. 1!, determined from the
experiment, it is possible to estimate the Fermi moment
pF and the Fermi energy«F of the investigated metal

pF5upmc, ~9!

«F5up
2~mc2/2!. ~10!

In the approximation of a free electron gas5 the parameterup

also determines the number of free electronsZc ~number of
conduction electrons! per metal atom and their number de
sity np(u)

Zc5~8p/3!~mc2/h!3~A/rNA!up
3 , ~11!

np~u!5ZcnA5~8p/3!~mc2/h!3up
3 , ~12!

and also the energy of the core electrons~i.e., of those elec-
trons for which the angular distribution of annihilation ph
tons in the ADAP spectra has a Gaussian distribution!

«g5~3/2!~mc2/2!ug
2 . ~13!

HereNa is Avogadro’s number,h is the Planck constant,A is
the atomic weight of the metal, andr is its density.

It is customary to compare experimentally obtained v
ues ofZc , «F , np , with the corresponding parameters of
ideal metal. We assume, following Kittel,5 that an ideal
metal is one in which all the valence electrons go into
conduction band. In this case,5–8 the number of conduction
electrons per metal atom,Zc , is determined by the numbe
of the group of the Periodic Table that the metal belongs
and the Fermi energy«F and number density of the condu
tion electronsnp , within the framework of the model of a
free electron gas, are constants for that particular metal

«F5~h2/8m!~3/pnAZc!
2/3, ~14!

np5Zc nA5~NAr/A!Zc . ~15!

HerenA is the atomic number density of the metal.

2. BEHAVIOR OF THE ADAP SPECTRA OF THE
INVESTIGATED METALS

Figure 1 plots measured ADAP curves for magnesiu
aluminum, copper, and indium together with their brea
m

-

e

,

,
-

down into parabolic and Gaussian components~dashed
curves!. The solid curves are the sums of these compone
and provide a good description of experiment. Table I li
the ADAP breakdown parameters of the investigated met
and also data from Ref. 10 for aluminum and copper. It
noteworthy that there are substantial differences in the va
of up , I p , ug , andI g obtained in the present work and take
from Ref. 10, for copper as well as aluminum. In light of th
fact that different samples were used in the two works, s
differences can be explained in defect content of the samp

Table I does not list values ofI g since I g512I p . As
can be seen from the table, the values of the intensities o
Gaussian componentI g and the parabolic componentI p are
comparable, i.e., positrons, with quite high probability, inte
act with electrons of the conduction band as well as w
valence electrons of the ion cores. The high value of
probability I p is probably due to the fact that a positron in
metal is employed by electrons due to the Coulomb attr
tion the positron exerts on the conduction electrons, wh
leads to its screening. According to Ferrante,11 in metals
even the formation of a three-particle Wheeler lept
system12 with the makeupe2e1e2 ~a positronium ion! is not
excluded.

In general we assume that in a metal a negativ
charged Wheeler complex Ps2h is formed, whose effective
chargeh(2e) depends on the nature of the metal. Such
complex can interact quite strongly with the valence el
trons of the ion cores through the formation of relaxi
metastable quasi-atomic systems Ps2h1 ~valence electrons
in the region of the ion core1the ion core! in analogy with
the formation of quasi-atomic systems of the sort posit
1anion in ionic crystals, which is the reason for the hi
values ofI g ~see Table I!. The electron wave functions of th
complex Ps2h are transformed in the region of the ion cor
into electron atomic wave functions of the outer valen
electrons, while the positron wave function of a weak
bound positron, apart from the possibility of finding the po
itron at the nucleus of the metal ion, can be chosen in
form13

C1~r !5Ar exp~ar !;Ar, for a→0, 0,r<r c . ~16!

The constantA, according to Ref. 13, is significantly smalle
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than unity;r c is the radius of the ion core of the metal. At th
point r 5r c the wave function~16! should satisfy the match
ing condition C1(r )5C15const, whereC1 is the wave
function of a thermalized positron in the bulk of the metal
the limit k1→0 ~Ref. 14!, k1 being the wave vector of the
positron.

In the Slater orbital approximation of the electron wa
functions15 and the positron wave function~16! the half-
width Gg at half-maximum of the ADAP curves~see Fig. 1!
can be calculated by the formula13

Gg5Cn(s,p,d)bn(s,p,d)/2, ~17!

and the widthug , corresponding to the variance of th
Gaussian component, is equal to

ug5Gg /A2 ln 25Gg0.85,

where Cn(s,p,d) is a conversion factor:C2(s,p)53.52,
C3(s,p)52.86, C4(s,p)52.52, C5(s,p)52.48, andC6(s,p);2;
bn(s,p,d) are the Slater parameters of the electronn(s,p,d)
orbitals of the atoms. We present an example of values oug

calculated for magnesium@12Mg(1s2)(2s2,2p2)(3s2)#. Ac-
cording to Ref. 15,b1s511.7, b2(s,p)57.85, and b3s

52.85. Calculating according to formula~14! gives
ug(2(s,p))511.7 mrad andug(3s)53.47 mrad. Compari-
son of these values ofug(2(s,p)) and ug(3s) with the ex-
perimental valueug54.63 mrad~see Table I! indicates that
positron annihilation in the region of an ion core occu
mainly on the outer valence 3s electrons of the atom and no
on the inner 2(s,p) electrons @since ug(3s);ug while
ug(2(s,p)) is much greater than the experimental value
ug#. Estimates show that this is the case for all the metals
investigated: positrons in the region of the ion core annihil
mainly on the outer valence electrons of the atoms, whic
confirmed by theoretical calculations.14 Table I presents cal
culated values ofug(n(s,p)) and experimental values ofug

for the investigated series of metals. The agreement of
calculated and experimental values ofug , despite the rough-
ness of the model~a free quasi-atom!, is entirely satisfactory,
which indicates that the chosen mechanism of annihilatio
metals is entirely reasonable.

3. DETERMINATION OF THE ELECTRON NUMBER DENSITY
„n p… IN THE CONDUCTION BAND OF THE METAL

As was mentioned, the number density of the conduct
electronsnp (cm23) is an important characteristic of the m
tallic state. Various methods are used to determinenp ~Ref.
16!: electrical, optical, galvanomagnetic~e.g., the Hall ef-
fect!, measurements of the electronic part of the specific h
of the metal and the surface impedance at radio frequen
Note that all of these methods measure the number densi
the conduction electrons, which have energy near the Fe
energy,6,7 and the temperature dependence ofnp allows one
to determine successivelypF , «F , and the number density o
the electrons of the free electron gas~np5N/V, whereN is
the total number of electrons andV is the volume!. For ex-
ample, the electrical conductivity of the metals is related to
np by the well-known formula

s5npel/pF5npet/m; t51/nF ; m5pF /nF , ~18!
f
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wherel andt are the mean free path and collision time of t
electron in the metal. Thus, to determinenp it is necessary,
for the given sample, to determine the quantitiess andl or t,
which sometimes causes some difficulties. The positron
nihilation method is a direct method for determining t
value of np in a metal. Starting out from formula~12! and
assuming that all the positrons annihilate in free collisio
we can write down an expression for determining the va
of np(u) from the given ADAP spectra~see Table I and Fig.
1!

np~u!55.94231020up
3 , cm23. ~19!

Information about the electron density in the conducti
band can also be obtained from measurements of the pos
annihilation rate in metals. Indeed, in this case positronium
not formed and the positron annihilation rate is determin
by the number density of the electrons with which they c
lide

ld5sdvne . ~20!

Here sd5pr 0
2/b5pr 0

2/vc is the Dirac cross section of 2g
annihilation,v is the positron velocity, andr 0 is the classical
electron radius.

Taking ne to mean the sum of conduction electron (np)
and core electron (ng) number densities, expression~20! can
be written in the form

ld5lp1lg , ~21!

wherelp and lg are the annihilation rates of positrons o
conduction electrons and on core electrons, respectiv
Thus, the probabilities of annihilation via each of the en
merated channels are equal to

I p5lp /~lp1lg!, ~22!

I g5lg /~lp1lg!. ~23!

From expressions~20!, ~22!, and~23! we can find a relation
between the measured positron annihilation rate in the m
lm5ld , the electron number densities~conductionnp and
core ng! and the corresponding annihilation probability~I p

and I g! determined from the measurements of the angu
distributions

np~t!5lmI ppr 0
2c51.354lmI p31023 cm23, ~24!

ng~t!5lmI gpr 0
2c51.354lmI g31023 cm23. ~25!

Herelm51/tm is the total positron annihilation rate,tm are
measured lifetimes, andI p andI g are the relative areas unde
the parabola and the Gaussian in the ADAP spectra~see Fig.
1!. Note that in formulas~19!, ~24!, and~25! up andug have
units of milliradians ~mrad!, and lm has units of inverse
nanoseconds (ns21). Thus, expressions~20! and ~24! allow
one also, like expression~12!, to estimate the number densit
of the conduction electronsnp , but now using the results o
measurements of the positron annihilation rate.

Table I lists number densities of the conduction electro
determined from the ADAP datanp(u) ~12!, measurements
of the positron annihilation ratenp(t) ~24!, and values ofnp

for ideal metals~15!. Comparison of these number densiti
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shows that the values ofnp(u) andnp are similar but differ
significantly from the values ofnp(t). In light of this, the
table also gives values of the factor

f 5np~t!/np~u!5Zc~t!/Zc~up!, ~26!

which characterizes, in our opinion, the increase in the e
tron density in the region around the positron in comparis
with the electron density of the free electron gas.4 As can be
seen from the table, the values of this parameter for the
vestigated metals lie in the interval from 2.5 to 4.5. Thus,
interaction of positrons with the electron gas leads to a lo
increase in the electron density and, consequently, to an
crease in the positron annihilation rate. At the same time,
increase in the electron density probably does not hav
marked effect on the values of the momenta and energie
the electrons~and, consequently, on the values ofup! enter-
ing into the makeup of the Ps2h complex, since the ADAP
spectrum describing annihilation from this complex is w
approximated by a parabola while the experimentally de
mined value of the Fermi energy is in completely satisfact
agreement with its theoretical value. Consequently, it may
assumed that the values of the electron density determ
by formula ~19! using only ADAP data will most reliably
reflect the values of the number densitynp of the free elec-
tron gas. This is indeed the case~see Table I!.

The value of the effective chargeh of the Wheeler com-
plex Ps2h can be estimated by comparing the number den
np(t) of the electrons in the region around the positron w
the number densityn(Ps) in a free positronium atom

n~Ps!53/4pr Ps
3 5231023 cm23, ~27!

where r Ps51.0631028 is the radius of a Bohr orbital o
positronium.

The ratio of these quantitiesw5np(t)/n(Ps) is listed in
the table. The value ofw averaged over all the investigate
metals turns out to be equal to 2.04. Obviously, this value
the effective chargeh is related to the parameterw by the
formal relation

h5w21,

i.e., h51, as it should in a Wheeler complex.
Thus, the mechanism of positron annihilation in met

via formation of a Wheeler complex seems to have fou
experimental confirmation.
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In conclusion, we note that the method based on m
surements of the angular distribution of annihilation photo
allows one to determine parameters of the electron
(np , «F , Zc), which are in quite good agreement with th
corresponding parameters obtained from the theory of
free Fermi gas. At the same time, a combination of meth
using the angular distribution and the temporal distribut
of annihilation photons allows one to obtain informatio
about the increase in the electron density in the reg
around the positron.

It should be stressed that using different methods of p
itron spectroscopy is undoubtedly extremely promising
studying the electronic properties of metals.

* !E-mail: grafutin@vitep5.itep.ru
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Using the self-consistent pseudopotential method, we have calculated the binding energy of the
image states for the~0001! (101̄0), and (112̄0) surfaces of beryllium. It is shown for the
~0001! face that there exists a pronounced resonance image state withn51 and energy20.95 eV
at the pointḠ of the surface Brillouin zone. In the (1010̄) surface, which has a wide band
gap in the vicinity of the vacuum level, the calculated image state withn51 at the pointḠ has
energy21.2 eV and is a surface state of gap type. For the~112̄0! face in the vicinity of
the pointḠ band gaps are absent. However, the symmetry of the bulk states near the vacuum
level enables the existence of a resonance image state withn51 and energy20.6 eV.
© 1999 American Institute of Physics.@S1063-7834~99!00206-3#
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It is well known that near metal surfaces, along with tr
surface electron states, whose charge density is localize
the most part in the vicinity of the surface atomic layer, the
also exist states associated with the image potential.1–4 The
larger part of the charge density of such states~image states!
is found outside the crystal, and its maximum is localiz
quite far from the surface~from several angstroms to sever
hundreds of angstroms5!. The energies of these states a
located within 1 eV below the vacuum levelEv , forming an
energy series converging toEv , similar to the case for a
hydrogen atom.1–4 Experimentally, the binding energies o
the image states were determined using inve
photoemission,6–8 two-photon photoemission,9,10 time-
resolved photoemission,11 and scanning tunneling
spectroscopy.12 Experimental and theoretical treatments
image states have been carried out mainly for surfaces
which there exists a forbidden energy gap in the vicinity
the vacuum level. In this case the crystal possesses a sig
cant reflectivity, which is a deciding factor for the formatio
of image states. This idea lies at the basis of theoretical m
els operating in the language of multiple scattering.3,13–15

On the other hand, results of a series of experime
works for Al~111! surfaces, where the forbidden gap is l
cated far from the vacuum level, testify to the existence o
feature in the inverse photoemission spectrum around 0.5
below the vacuum level.12,16,17It has been suggested that th
feature is associated with the existence of a resonance im
state with n51. This has stimulated the appearance o
large number of theoretical studies of image states on~111!
and~001! aluminum surfaces attempting to clarify the natu
of the formation of these states on a surface not havin
forbidden gap near the vacuum level. Using various mod
it has been shown that the energy of an image state
8481063-7834/99/41(6)/6/$15.00
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n51 for these surfaces lies in the range between20.4 eV
~Ref. 18! and 21.0 eV ~Refs. 19 and 20! relative to the
vacuum level. In more recent works the binding energy h
been located between20.8 and21.0 eV ~Refs. 20 and 21!,
which exceeds the experimentally observed value by alm
twofold. Thus, as of the present time there exists a w
discrepancy between the results of different studies for
aluminum surface. Although most of these works confirm
existence of a resonance image state on an aluminum su
whose existence is linked with reflection from the crystalli
lattice,12,21 the question of the magnitude of the binding e
ergy of this state remains open.

In the present study, we turn our attention to ima
states on a beryllium surface with low indices, specifica

for the faces~0001!, (101̄0), and (112̄0). For these three
surfaces various situations are realized from the point
view of the existence and location of a bulk energy gap re
tive to Ev .22–25 Therefore the possibility exists of studyin
the influence of the real crystalline structure on the appe
ance and position of image states for the same material.
the ~0001! face the wide energy gap in the center of t
surface Brillouin zone is located in the vicinity of the Ferm
level.23 Although for beryllium the forbidden gap is muc
wider and is located closer toEv than for aluminum, the
situation for this face is fundamentally similar to the situ

tion that exists for an aluminum surface. For a (1010̄) face
in the vicinity of Ev there exists a wide forbidden gap,24 and
therefore the arising image states should exist as gap st

For a (112̄0) face the energy gap at the pointḠ is absent.25

To describe these three different situations it is preferable
carry out self-consistent calculations from first principl
which take into consideration the actual three-dimensio
© 1999 American Institute of Physics
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structure of the crystal. Such calculations were performed
the ~0001!, (101̄0), and (112̄0) faces of beryllium to exam
ine occupied surface states.23–25 The present paper presen
results of a calculation using the self-consistent pseudopo
tial method of image states for these three surfaces.

1. CALCULATIONAL METHOD

The calculations were made using a model of thin fil
periodically repeating in the direction perpendicular to t
surface in question and separated by vacuum gaps. For
surface thez axis was chosen perpendicular to the surfa
and oriented toward the vacuum part. For the~0001! and
(112̄1) faces the calculations were performed without
account of any relaxation or reconstruction. For the~0001!
surface, where relaxation of the surface layer by several
cent actually does take place,26,27 this relaxation does no
affect the results obtained for image states, which are ma
localized far into the vacuum. An experiment performed
a Be (112̄0) surface employing the method of low-energ
electron diffraction showed that this surface undergoes
construction from the~131! structure to the~133! structure
~Ref. 28!. Therefore, the results obtained for an ideal surfa
can be considered as preliminary. For a (1010̄) face there
are two possibilities of surface formation. Earlier it w
shown that it is preferable to cleave the crystal betwe
atomic planes with a larger interlayer distance, i.e., when
a result of the cleavage the distance between the sur
layer and the second atomic layer is two times smaller t
the distance between the second and third layers.29,30 There-
fore, the calculations were performed only for this crystalli
structure with relaxation of the two upper atomic laye
taken into account. In our calculations the obtained rel
ation amounts to a 19% decrease for the first interlayer
tance and an 8% increase for the second, which agrees
other experimental and theoretical results.29,31 A norm-
preserving nonlocal pseudopotential for beryllium was g
erated according to Refs. 32 and 33. In the self-consis
calculation the exchange–correlation potential was ca
lated in the local-density approximation.34 As the basis func-
tions in which to expand the wave functions we used pla
waves up to a cutoff energy of 15 Ry. Since the local-den
approximation ~LDA ! does not correctly describe th
asymptotic behavior of the potential in the vacuum part,
obtain final results we modified the crystal potential in su
a way that on the side of the crystal withz,zim ~zim is the
position of the image plane! it coincides with the potentia
obtained in the self-consistent local-density approximati
and forz.zim , into the vacuum, it has the form

V~z!52
12exp„2l~z2zim!…

4~z2zim!
. ~1!

The unknown parameterl in expression~1! is deter-
mined from the matching condition in thez5zim plane for
the potential~1! with the self-consistent LDA potential. Th
position of the image planezim was obtained by calculating
the center of gravity of the induced electron density in
weak external electric field. To introduce an external elec
r
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field, a small part of the electron density is removed from
film toward the center of the vacuum gap in the form of
thin film of negative charge with surface charge densitys.
Thus, overall, the unit cell remains electrically neutr
throughout the calculations. A similar model was used,
example, in Ref. 35. Together with the film, this electr
density creates an electric field in the vacuum part with fi
strength

«54ps. ~2!

To obtain the induced charge density, we calculated
field strengths«50.0025, 0.0050, 0.0075, and 0.0100 a
(1 a.u.55.143107 eV•cm21). In this case the position of the
image plane is given by

zim5 lim
«→0

zim~«!. ~3!

The values ofzim obtained for the~0001!, (101̄0), and
(112̄0) faces are respectively 2.75, 2.63, and 2.74 a.u. r
tive to the atomic surface layer.

2. RESULTS OF CALCULATIONS AND DISCUSSION

2.1.The (0001) surface.The projection band structure a
the pointḠ of the surface Brillouin zone for the~0001! face
is obtained by projecting the energy spectrum along
G2A direction of the bulk Brillouin zone. The bulk spec
trum for beryllium in this direction is shown in Fig. 1. Th
forbidden gap at the pointḠ, formed by the statesG31 and
G42 , is located in the interval from29.8 to 24.1 eV. The
self-consistent calculation for this face was performed us
a 10-layer film. Then 10 additional atomic bulk layers we
inserted in the center of the film and final results were o
tained for a 20-layer film. Because of the finite thickness
the film used in the calculation we obtain as a result a se
of discrete energy levels. To obtain the surface density
states~SDS!, the calculated energy spectrum was smea
out taking into account the Gaussian distribution and fract
of the charge density of each state outside the geomet
boundary of the crystal. In the resulting surface density
states there exists a maximum for the state withn51 and
energy20.95 eV. Jurczyszyn and Steslicka21 have proposed
a method for calculating the surface density of states, wh
to construct the potential inside the crystal they used
local part of the potential obtained by a self-consiste
pseudopotential calculation, averaged over a plane parall
the surface. In this case the resulting potential depends
on thez coordinate, and it is possible to perform calculatio
taking into account several hundreds of atomic layers.
check the adequacy of this approach we performed a ca
lation using the averaged local part of the potential, as
picted in Fig. 2, for the same 20-layer beryllium film that w
used in the three-dimensional calculation. One-electron e
gies of the obtained states in the vicinity of the local ima
state withn51 coincide with those found in the full three
dimensional calculation to within 0.1 eV. The position of th
maximum corresponding to the SDS potential coincides w
that obtained for the three-dimensional potential to with
0.05 eV. Thus, for this face the reflectivities of the two p
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tentials are probably very close, although the electro
structure for the averaged potential inside the crystal diff
quantitatively from the structure that exists for the thre
dimensional potential. As can be seen from Fig. 1, the sp
trum for the one-dimensional potential has a narrower
and is situated noticeably higher in energy. Earlier, in R
36 it was shown that, for example, for a Li~110! surface,
where the image state withn51 is located in the gap, re
placing the full three-dimensional potential by the averag
potential leads to a change of up to 0.2 eV in the bind
energy of this state. This was explained by a different m
nitude and position of the energy gap for the two potentia
It is probably the case for image states realized in the form
resonances and situated quite far from the energy gap th
change in the parameters of the gap does not have su
marked effect on the energy positions of these resonan
On the other hand, it is possible that some compensa
occurs for the Be~0001! surface due to the fact that the gap
narrower for the one-dimensional potential than for t
three-dimensional potential. Therefore it influences the
age states more weakly. At the same time, it is located clo
to the vacuum level, which enhances the reflectivity. Cal
lations of this kind, carried out by us for an Al~001! surface,
lead to an analogous result.

To examine the dependence of the results on the

FIG. 1. Experimental spectrum in theG2A direction of the bulk Brillouin

zone, corresponding to projection onto the pointḠ for the ~0001! surface.
The spectrum calculated by the self-consistent pseudopotential meth
shown by the solid lines. The bulk spectrum obtained using the o
dimensional potential is shown by the dashed lines. The states determ
the edges of the band gap are marked by points. All energies are reduc
the vacuum level for the~0001! surface. The calculated value of the wo
function for this face is 5.35 eV.
ic
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thickness, we carried out a calculation using the o
dimensional potential for a film consisting of 401 atom
layers. The calculated surface density of states is depicte
Fig. 3. It can be seen from the figure that the position of
peak forn51 coincides with that obtained for a thinner film
Whereas the state withn51 shows up sooner, in the form o
a shoulder, for an aluminum surface, for Be~0001! it is
clearly expressed and should be noticeable when ma
photoemission measurements.

2.2.The (101̄0) surface.The projection of the bulk band
structure for this face at the pointḠ is obtained by projecting

is
-

ing
to

FIG. 2. Local parts of the self-consistent pseudopotential, averaged
plane parallel to the surface, for three beryllium surfaces. The origin of
z coordinate was chosen to coincide with the surface atomic layer.

FIG. 3. Surface density of states at the pointḠ for the Be~0001! surface.
The peak in the energy region around20.95 eV corresponds to the imag
staten51.



si
ap

f

er

tes

ce

ults
on

ulk
ce its
rs
-
The

part

tial
that
-

ere
he
be
nd-
the
trix
the
olly
re-
rum
m
ase
tates
rre-
pro-

lly
tial.
ates

is
ruc-

he

uc-

or-
en
by

nge
uu

or

851Phys. Solid State 41 (6), June 1999 Silkin et al.
the bulk Brillouin band in theG2M direction ~the G2K
2M plane for this band is depicted in Fig. 4!. The energy
spectrum in theG2M direction is depicted in Fig. 5. It can
be seen that for this face in the energy interval under con
eration there exist two forbidden gaps. The lower g
formed by the statesM11 andM22 , is located in the inter-
val from 29.7 to 27.7 eV. For energies from29.7 to
29.05 eV it is absolute, and from29.05 to 27.7 eV it is
relative~due to states near the pointG31!. On the whole, this
gap is forbidden for bulk states possessing symmetry os

FIG. 4. G2K2M plane of the bulk Brillouin zone.

FIG. 5. Energy spectrum in theG2M direction of the bulk Brillouin zone,

corresponding to the projection onto the pointḠ for the (101̄0) surface.
Notation is the same as in Fig. 1. All energies are reduced to the vac

level for the (101̄0) surface. The calculated value of the work function f
this face is 4.7 eV.
d-
,

and pz type. The upper gap also has two parts. The low
part, the so-called symmetric gap, lies between23.15 ~the
point a! and21.0 eV ~the pointM42!, and the absolute gap
is located between21.0 and 1.45 eV~the pointb!. Like the
lower gap, on the whole this gap is forbidden for bulk sta
of s andpz type.

A self-consistent calculation was carried out for this fa
using a 12-layer film. Then, as was done for the~0001! face,
12 atomic layers were added inside the film and final res
were obtained for the resulting 24-layer film. The calculati
shows that an image state withn51 is found near the middle
of the upper forbidden gap. Its energy isE151.2 eV. Al-
though this state is located in the region of existence of b
states, it shows up as a nonresonance image state, sin
wave function in the vicinity of the surface atomic laye
possesses symmetry ofs and pz type and is therefore or
thogonal to the bulk states located in this energy range.
second image state, with energyE2520.31 eV, is located
inside the absolute energy gap. Figure 2 depicts the local
of the potential for this face, averaged over thexy plane. The
band structure corresponding to the bulk part of this poten
is depicted by the dashed lines in Fig. 5. It can be seen
it differs qualitatively from the spectrum for the three
dimensional potential. For a one-dimensional potential th
is only one forbidden gap, which can be identified with t
lower forbidden gap for a real potential, since this gap can
described for both potentials by matrix elements correspo
ing to the same inverse lattice vector. The upper gap for
three-dimensional potential bears no relation to any ma
element and cannot be obtained within the framework of
one-dimensional model. Its existence is connected wh
with the three-dimensional structure of the crystal. As a
sult, for the averaged potential the obtained energy spect
in the region of the vacuum level differs substantially fro
that obtained for the three-dimensional potential. In this c
image states appear in the existence region of the bulk s
and are manifested in the form of resonances. The co
sponding surface density of states does not contain a
nounced maximum corresponding to a state withn51, and
there only exists a shoulder in the energy region of20.8 eV.
Thus, for this face it is impossible to obtain a physica
valid result for image states using the averaged poten
Their appearance on this face in the form of true image st
is connected with the existence of a forbidden gap, which
a direct consequence of the three-dimensional atomic st
ture of the crystal.

2.3.The (112̄0) surface.The projection of the bulk band

structure for the (112̄0) face at theG point of the surface
Brillouin state is obtained by projecting the spectrum in t
G2K2M direction of the bulk Brillouin zone. As follows
from Fig. 6, which depicts the corresponding electron str

ture, for this face at theḠ point there is no forbidden gap in
the energy range under consideration. An analysis of the
bital composition shows that the corresponding forbidd
gap for the three-dimensional potential could be obtained
projecting the spectrum from the pointsM32 and M41 .
However, several energy bands exist in the energy ra
EM41

2EM32
. These bands possess mainly symmetry ofpx
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andpy type with a small admixture of states ofs type. There-
fore, despite the absence of an explicit forbidden gap for
face, the majority of the bulk energy bands in theG2K
2M direction have no effect on the existence or energy
sitions of the image states.

A self-consistent calculation for this face was perform
for a 9-layer film. Final results were obtained for a 17-lay
film. As a result of smearing out the corresponding ene
spectrum with allowance for the fraction of charge in t
vacuum region in the resulting surface density of states, th
is a noticeable peak with energy20.6 eV corresponding to
the state withn51. As for the two other surfaces, we als
performed a calculation using the corresponding o
dimensional potential depicted in Fig. 2. In Fig. 6 the dash
lines depict the energy spectrum corresponding to the c
talline part of this potential. It can be seen from this figu
that the forbidden gap is located very high above the vacu
level between 13.5 and 16.6 eV, i.e., it is much narrower
located higher than the gap for the three-dimensional po
tial. This higher position of the energy gap for the averag
potential leads to the result that there is no pronounced p
in the corresponding surface density of states in the ene
interval below20.5 eV. There is only a shoulder with en
ergy 20.5 eV associated with the image state withn51.

Thus, the reported self-consistent pseudopotential ca
lations for the~0001!, (101̄0), and (112̄0) beryllium sur-
faces show that for them there exist various conditions

FIG. 6. Energy spectrum in theG2K2M direction of the bulk Brillouin

zone, corresponding to the projection onto the pointḠ for the (112̄0) sur-
face. Notation is the same as in Fig. 1. All energies are reduced to

vacuum level for the (1120̄) surface. The calculated value of the wo
function for this face is 4.05 eV.
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the existence of image states, and that these conditions
linked with the size and position of the energy gaps at theḠ
point of the surface Brillouin zone. For the~0001! face, for
which there is a wide forbidden gap in the vicinity of th
Fermi level, a well-defined image state withn51 of reso-
nance type with energy20.95 eV should exist. On the
(101̄0) surface having a wide forbidden gap in the vicini
of the vacuum level, the calculated image state withn51
has binding energy21.2 eV and is an image state of ga
type. The energy spectrum for the (1120̄) face does not have
an absolute energy gap. But because of the symmetry
most of the bulk energy bands there exist conditions for
appearance of image states. As a result it is possible f
resonance image state withn51 and energy20.6 eV to ex-
ist. A comparison of the results obtained for the~0001! face
using the three-dimensional crystal potential and with
averaged one-dimensional potential shows that on the w
they coincide. For the (1010̄) surface the one-dimensiona
potential does not allow one to describe image states ei
quantitatively or qualitatively. On the (1120̄) surface the
results for both potentials testify to the existence of a re
nance image state withn51, but there is a difference in its
energy position on the order of 0.1 eV. Thus, use of
averaged one-dimensional potential is not always justifi
although for tightly packed faces it can probably adequat
describe the reflectivity of the crystalline lattice.
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Diffuse scattering of x-rays by a crystal of an aging alloy
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We consider a theory of diffuse scattering of x-rays in a generalized model of the structure of an
aging alloy. A formula is derived for calculating the intensity distribution of diffuse
scattering of x-rays in such a model that allows one to obtain a theoretical intensity distribution
of diffuse scattering in various particular models. ©1999 American Institute of Physics.
@S1063-7834~99!00306-8#
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There are a number of theoretical studies of diffuse s
tering of x-rays by a crystal of an aging alloy which ha
been proposed to explain various properties of the diff
scattering intensity distribution. Any theory of diffuse sca
tering on all possible defects of the crystalline structure
tied up with the choice of a model of the structure, in p
ticular the structure of a crystal of an aging alloy. In t
earliest studies, diffuse scattering effects were explained
shape effect. Here the calculation of the diffuse scatter
intensity was carried out within the framework of a tw
phase or three-phase model of the structure of a crystal o
aging alloy in the initial stages of its decay. Theories ha
appeared describing x-ray scattering on various modula
structures formed as a consequence of a spinodal mecha
of alloy decay, or as a consequence of the interaction
long-range elastic strain fields arising around particles
new formations. Diffuse scattering theories based on vari
specific models of the structure of a crystal of an aging al
have also been proposed. However, all these theories of
fuse scattering are suitable for describing only some asp
of the picture of the diffuse scattering intensity distributi
observed in experiment in some alloys in certain stage
their decay. These theories cannot be used to analyze
diffuse scattering of x-rays by a crystal of an aging all
after zone formation, especially for its initial stages. The
fore, any calculation of the diffuse scattering intensity f
these cases should start out by adopting a generalized m
of the structure of the alloy: in the alloy Guinier cluste
complexes are formed, in which the composition of the d
ant component, the lattice parameters, elastic and shear
placements of the atoms vary according to a definite
described by some function, and the Guinier cluster co
plexes themselves are distributed in the matrix crystal w
some definite degree of order.

Let us consider a crystal of an aging alloy in whichN
Guinier cluster-complexes are formed as a result of fluct
tional decay.

Following Ref. 1, we first calculate the intensity distr
bution of diffuse scattering by one Guinier cluster-comple2

applying Krivoglaz’s method of fluctuation waves.3 This re-
quires that we specify a law of variation of composition
the Guinier cluster-complex and of its other structural ch
acteristics. Next, using the scattering amplitude of o
Guinier cluster-complex, we calculate the intensity of diffu
scattering of x-rays by allN cluster-complexes taking into
8541063-7834/99/41(6)/3/$15.00
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account the prescribed law governing their distribution~cor-
relation! in the crystal of the aging alloy.4

Let N fluctuation centers of enhanced concentration
the dopant component form in a crystal of aging alloy
volume V0 , where these centers are surrounded by regi
depleted of the dopant component. These regions are
Guinier cluster-complexes and have arbitrary shape
varying volume. This means that in a Guinier cluste
complex there exists a frozen wave of compositional mo
lation. Therefore, the scattering power in a Guinier clust
complex in the crystal directionr (n) from the center of the
cluster-complex can be described by the function2

f ~r !5 f̄ 1~ f 22 f 1!c~r !

5 f̄ 1~ f 22 f 1!F( D~k!sin$kr %2cG , ~1!

where c(r )5c(r )2c, and f̄ 5 f 11( f 22 f 1)c is the mean
scattering power of the atoms of the second componen
the cluster-complex, where we havec(r )512c if an atom
of the dopant component is found at the lattice siter (n) and
c(r )52c if an atom of the main component is found ther
In the general case of a non-periodic functionc~r ! the Fou-
rier series transforms into a Fourier integral,5 and the frozen
compositional modulation wave entails the appearance
frozen modulation waves of elastic and shear displaceme2

The x-ray diffuse scattering amplitude in the generaliz
model of the structure of a Guinier cluster-complex of ar
trary shape has the form4

A~h8!5~ f̄ 1 f m!NAF~G!1NAH pH~h8!kgu~q!~akq
9 2akq

8 !

3~ f̄ 2 f m!1
1

2i
~ f 22 f 1!J D~k!F~G2K !

1NAH pH~h8!kgu~q!~akg
9 2akq

8 !~ f̄ 2 f m!

2
1

2i
~ f 22 f 1!J D~k!F~G1K !1NApH~h8!u~r!

3~akr
9 2akr

8 !kr~ f̄ 2 f m!D~k!F~G6K !, ~2!

whereA(h8) is the x-ray diffuse scattering amplitude of on
© 1999 American Institute of Physics
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Guinier cluster-complex, calculated with allowance for sc
tering by a ‘‘hole’’ in analogy with the Babinet principle in
optics6 in the presence of static modulation waves of t
composition and the lattice parameter and of waves of st
shear displacements;F~G! is the Fourier transform of the
shape functions(r) of the Guinier cluster-complex;D(k) is
the Fourier transform of the functionc(r )5c(r )2c ~Refs. 2
and 4! over the harmonics of the compositional modulati
waves in the Guinier cluster-complex;f 2 and f 1 are the scat-
tering powers of the atoms of the second and main com
nents, respectively;H(h8) is an arbitrary vector in the in
verse lattice space;G is an arbitrary displacement vecto
from the sites of the inverse lattice of the Guinier clust
complex; k is the order of the harmonics of the compo
tional modulation waves;kq is the wave vector of the com
positional modulation waves;kr is the wave vector of the
modulation waves of the elastic displacements.

Note that the general form of the functionc~r !, allowing
for the nature of variation of the composition~or scattering
power of the atoms!, in a Guinier cluster-complex shoul
follow in a natural way from the solution of the diffusio
equation in Cahn’s theory of spinodal decay7 or the equation
of mass balance in Prigogine’s theory of self-organizatio8

Of course, the latter approach is more general, but at pre
it has not been worked out.

In the calculation of the amplitude of the wave scatte
by all the cluster-complexes it is necessary to allow for
path difference between waves scattered by different clus
complexes. Thus, the intensity of diffuse scattering by alN
cluster-complexes in electron units can be written in
form4

I ~h8!5(
j

(
m

Am~h8!Aj* ~h8!expH 2p i

l
s•~r j2rm!J

5uA~h8!u2S N( F2~G!1 (
j Þm

(
m

F2~G!

3cosH 2p i

l
s•~r j2rm!J D , ~3!

if we assume that all of the cluster-complexes are identica
shape and size. Next, this expression for the intensity m
be averaged over all possible positions of theN cluster-
complexes in the matrix solution. For a random distributi
of N cluster-complexes the average of the sum of the te
cos$2p/l s•(r j2rm)% is equal to zero. Thus, the intensity o
diffuse scattering by N randomly distributed cluster
complexes in the alloy crystal is equal to

I ~h8!5NuA~h8!u2F2~G!, ~4!

i.e., to the sum of the intensities of diffuse scattering by e
of the N cluster-complexes~with the exception of the inten
sity at the points50, i.e., in the direction of the primary ray
whereI (h8)5N2uA(h8)u2F2(G). However, if there is a cor-
relation in the mutual arrangement of theN cluster-
complexes in the alloy crystal, then the problem of calcu
ing the intensity distribution of diffuse scattering byN
cluster-complexes becomes considerably more complica
-
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As in the theory of x-ray scattering by gases a
liquids,9 we introduce a correlation function for the cluste
complexes,W(rm), as follows. Let thej th cluster-complex
occupy in the arbitrary volumedVj in a crystal of volume
V0 . Then the probability that themth cluster-complex will
occupy the volume elementdVm with relative displacemen
r jm5r j2rm is W(r jm)dVm /V0 , where W(r jm)

5uF(Rjm)u2us(r)u2. Here the functionF(Rjm) appears in
the form of its absolute value squared, since this funct
itself can be devoid of meaning. If the density distribution
completely random, then the probability is equal
us(r)u2 (dVm /V0) and uF(Rjm)u251. If the distribution is

not completely random, thenuF(Rjm)u2Þ1. In these relations
s(r) is the shape function of the Guinier cluster-complex a
is equal to 1 if uru,uagu/2, and to 0 if uru.uagu/2, where
r5r jm2Rjm is the displacement of the arbitrary vectorr jm

in the space of the crystalline lattice from the center of
mth cluster-complex, whose position is assigned by the v
tor Rjm , andag are the dimensions of the cluster-complex
the three principal directions.

The correlation functionW(r jm) ( j Þm) depends only
on the relative displacementr jm5r j2rm . This relative dis-
placement enters as the argument in the exponential in
~3!. Therefore, the center of one of the cluster-complexes
the alloy can be taken as the origin and thenr jm5r0m5r ,
and the position of the centers of the other cluster-comple
located a distancer from the origin is defined as the distr
bution functionF(R0m)5F(R). Thus, for the intensity of
diffuse scattering byN cluster-complexes we obtain the e
pression

I ~h8!5uA~h8!u2H NS F2~G!2E
V0

E
V0

uF~R!u2us~r!u2

3expH 2p i

l
~s•r !J dVR

V0

dVr

V0
D

1N2E
V0

E
V0

uF~R!u2us~r!u2expH 2p i

l
~s•r !J

3
dVR

V0

dVr

V0
J , ~5!

where r5r1R is an arbitrary vector in the alloy lattice
space. Calculation of the diffuse scattering intensity redu
to calculation of the integral

E
V0

E
V0

uF~R!u2us~r2R!u2 expH 2p i

l
~s•r !J dVRdVr ,

~6!

which requires that we assign the functionF(R) and the
shape functions(r) in explicit form.

The integral~6! is easily calculated using the convolu
tion theorem: the transform of the convolution of two fun
tions is the product of the transforms of the functions. Co
sequently, the integral~6! is equal touF(G)u2F2(G), where
uF(G)u2 is the Fourier transform of the functionuF(R)u2.
Thus, formula~5! can be represented in the form
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I ~h8!5uA~h8!u2$N~12uF~G!u2!F2~G!

1N2uF~G!u2F2~G!%. ~7!

Thus, as follows from formula~7!, to calculate the dif-
fuse scattering intensity distribution forN cluster-complexes
we need to assign the functionsc~r ! and s(r), which are
needed to calculateA(h8) and alsoW(r ), which defines the
correlation of the cluster-complexes in the crystal.

Equation~7! does not include scattering by the averag
lattice of the matrix crystal, which gives Bragg reflections
the positions defined by the anglesuB . Depending on the
depth of the fluctuational decay, the content of the dop
component in the matrix crystal can vary from its content
the a solid solutionc0 to its content in the equilibrium ma
trix solid solutionc1 , depending on the conditions in whic
the alloy is found. Granted, in some cases the matrix cry
can also be absent, for example, in the case of the forma
of modulation structures for a spinodal mechanism of al
decay.

In Ref. 4 this approach to calculating the diffuse scatt
ing intensity was applied to the model of spherical Guin
cluster-complexes following Gerold10 and Guinier11 in the
case in which the complexes were randomly distributed
for the case of a three-dimensional periodic distribution
the alloy crystal. The formulas obtained are easily proces
numerically with a wide spectrum of variation of the stru
ture parameters of the alloy. Thus, using formula~8!, it is
possible to calculate the diffuse scattering intensity distri
tion for a crystal of an aging alloy withN cluster-complexes
as a function ofu with a wide spectrum of reasonable valu
of the introduced quantities defining the structure of the
loy, and to construct a graph of the dependence ofI (h8) on
the deflection angleu near all reflections (hkl) from the
averaged lattice of the cluster-complexes. To establish
real structure of the alloy crystal, it is necessary to comp
the distribution curves so obtained with the experimental
fuse scattering intensity distribution.

The present approach to calculating the diffuse scat
ing intensity distribution allows one to consider the theory
diffuse scattering of x-rays in any model of the structure o
crystal of aging alloy. To this end it is necessary to choos
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correlation functionW(r ) with more general form and a
function c(r (n)) containing some parameters whose var
tion will make it possible to describe the variation of th
composition and of the lattice parameter in a cluster-comp
from stepped to periodic~sinusoidal!.

On the basis of formula~8! we can draw the following
conclusions.

1! In the case of a fluctuational origin of decay of th
alloy, satellite reflections are always observed in the diffr
tion pattern and are located symmetrically relative to
Bragg reflections from the averaged lattice of clust
complexes.

2! The satellites are smeared out due to the shape ef
as are the Bragg maxima from the averaged lattice of clus
complexes.

3! The contribution to the smearing of diffraction effec
from the complexes will also depend on the structure of
cluster-complexes, and on the nature of their distribution

4! In general, the satellites are asymmetric relative to
Bragg reflections from the matrix crystal, and the greater
difference in the lattice parameters of the matrix and
Guinier complex, the greater will be this asymmetry.

5! The intensity of the satellites is always asymmetric
a consequence of the dependence of the scattering pow
the atoms on the scattering angle.
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We have investigated the conductance, magnetoresistance, and Hall effect in granular Fe/SiO2

films with size of the iron grains around 40 Å, whose volume fractionx lies in the range
0.3–0.7. The conduction activation regime has been established forx,0.6. On the insulator side
of the transition we observed a giant negative magnetoresistance, falling off sharply as the
metal volume fraction decreases. Forx,0.4 we observed a large positive magnetoresistance of
premagnetized samples, showing up in fields;100 Oe and characterized by large response
times. The field dependence of the Hall effect in the dielectric samples, as in the metallic samples,
correlates with their magnetization. We found that the Hall resistance is proportional to the
square root of the longitudinal resistance, which cannot be explained by known models of the
anomalous Hall effect. ©1999 American Institute of Physics.@S1063-7834~99!00406-2#
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Granular films are composites consisting of metal gra
several tens of angstroms in diameter and an insulator fil
the spaces between the grains. The small size of the gr
occupying an intermediate position between atoms, m
ecules, and the solid state is reflected in the propertie
these composites and in the nature of the insulator–m
transition. If the volume fraction occupied by the grains
greater than the percolation threshold, then such a comp
is a ‘‘dirty’’ metal. Below the threshold, the composites po
sess a hopping conductivity due to electron tunnel
through the dielectric interlayers, and behave similar
doped uncompensated semiconductors.1

Of especial interest are studies of nanocomposites b
on ferromagnetic metals, in which giant magnetoresista
~GMR, Ref. 2! and the giant Hall effect~GHE, Ref. 3! are
observed. Although the first studies of these materials w
undertaken quite a long time ago,4 their properties near the
metal–insulator transition are still not completely und
stood. In particular, a number of contradictions arise in
description of the temperature dependence of
conductivity5 and the question of the mechanisms of the
ant magnetoresistance and the giant Hall effect rem
open. Interest in these materials has revived in the last
years2,3,6–11 and is linked to possible applications of GM
and the GHE in micro-electronics, and also in the intrac
bility of the indicated questions.

At present, it has been determined that GMR is obser
near the percolation threshold, reaches its maximum in
dielectric region, has a negative sign, and saturates in fi
on the order of 10 kOe~Ref. 2!. In the present work, studie
of GMR have been carried out over a wide range of me
concentrations. In the dielectric region, for metal concen
tions x,0.4, we observed a large positive magnetore
tance, appearing after preliminary storage of the sample
8571063-7834/99/41(6)/7/$15.00
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magnetic field and saturating at significantly lower fields.
The mechanism of the anomalous Hall effect~AHE! in

disordered magnetic media, i.e., under conditions in wh
spin-orbit interaction has a strong influence on the scatte
of spin-polarized electrons, has still not been complet
elucidated.12 In contrast to granular alloys with metallic con
ductivity, for which there are several models of the anom
lous Hall effect,10,13 no conceptions of the mechanism of th
Hall effect in the dielectric region have been put forward

The present work describes results of studies of the t
perature dependence of the conductivity, and also of
magnetoresistance and the Hall effect, in magnetic gran
Fe/SiO2 films over a wide range of compositions, primari
in the dielectric region. Note that studies of iron-containi
nanocomposites are quite rare, although such compo
have definite advantages associated with the magnetic p
erties of Fe, over composites based on Ni or Co.

1. SAMPLES AND TECHNOLOGY OF THEIR PREPARATION

Samples, outfitted with a pair of current contacts and t
pairs of potential~Hall! probes, were prepared in the form o
a double cross.14 The width of the conducting channel wa
W52 mm, its length wasL57 mm, and the length and
width of the projections on the lateral faces of the sam
were 1.5 and 0.5 mm, respectively. The samples were
pared in a vacuum setup by simultaneous ion-beam spu
ing of Fe and SiO2. A composite target was used, whic
made it possible to vary the ratio of metal and insulator. F
deposition was realized on polished substrates at room t
perature through precision shaped masks of nickel. The
curacy with which the projections~Hall probes! were com-
bined was on the order of 10mm. Film thicknesses were
measured with the help of a MII-4 micro-interferometer a
varied in the range 0.2–0.8mm. The iron volume fraction in
© 1999 American Institute of Physics
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the samples was determined by x-ray micro-analysis in
SEM515 Philips scanning electron microscope equip
with a LINK AN 10 000 system of energy dispersion ana
sis. Based on the microanalysis data, we calculated the
ume fractions of Fe and SiO2 under the assumption that no
all of the iron is oxidized. Measurements of Mo¨ssbauer spec
tra of the samples confirmed this assumption. Analysis of
spectra showed that the fraction of purea-Fe exceeds 80%
With the aid of x-ray photoelectron spectroscopy we a
determined that oxidized iron is present; however, it is fou
on the surface of the samples. On the basis of elect
microscope studies we estimated the characteristic diam
of the grains to be;40 Å. The Mössbauer spectra obtaine
on samples with low iron content were consistent with
grains being in the superparamagnetic state, not the fe
magnetic state. This gives an estimate for their diameter
than 50Å~Ref. 15!.

The dependence of the resistivity of the samplesr on the
iron volume fraction at room temperature is plotted in Fig.
This dependence is typical for the given systems.2 In a di-
electric sample for relatively low metal volume fractions t
resistance grows exponentially with decreasingx. Measure-
ments of the asymmetry resistance of the Hall probesRa ~the
ratio of the voltage across the Hall probes in the absence
magnetic fieldVa to the currentI x flowing through the
sample! at T5300 K showed that the ratio of the total resi
tance of the samplesRxx to Ra reaches 600–800. This is a
indication of the geometrical accuracy of collocation of t
Hall probes and testifies to the high degree of uniformity
the films relative to large-scale fluctuations of the compo
tion.

The magnetoresistance and the Hall effect were m
sured in fields up to 10 kOe at temperaturesT577– 300 K.
The magnetoresistance was measured for different orie

FIG. 1. Dependence of the resistivity of the samples on the iron volu
fraction at room temperature.
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tions of the magnetic field relative to the plane of the sam
and the direction of the electric field. Preliminary studi
have shown that both the magnetoresistance and the
effect depend most strongly on the iron content below
metal–insulator transition (x,0.6). At the same time, the
accuracy of determination of the composition in our expe
ments was no better than 10%~Fig. 1!, which is insufficient
to examine the behavior of galvanomagnetic effects in
dielectric region. In this regard, it would be more natural
characterize the samples according to their closeness to
transition with the help of the activation energyw, which
was determined from the temperature dependence of the
ductanceGxx51/Rxx in the low-temperature limit.

2. TEMPERATURE DEPENDENCE OF THE CONDUCTANCE

The temperature dependence of the conductanceG(T)
was measured in the intervalT54.2– 300 K. G(T) curves
for several samples with iron content near the percolat
threshold (x,0.6) are plotted in Fig. 2~a!. The vigorous de-
crease ofG with increasing temperature~by a factor of
43104 for the highest-resistance sample! is evidence of the
activation character of the conductivity; however, the sha
of the dependenceG(T) deviates significantly from an
Arrhenius law. Values of the activation energyw, found in
the low-temperature limit from the slope of the curv
ln@G(1/T)#, are given in the caption to Fig. 2. Significant
the smallness ofw, less than 3 meV. In granular metals th
activation energy is estimated by the formula5

w'Ec/25e2/2«dr g , ~1!

whereEc is the energy of pair formation from negatively an
positively ionized grains~the charging energy of the capac
tance of the grain!, e is the charge of the electron,«d is the
dielectric constant of the insulator, andr g is the radius of the
grains. For grains of radius 20Å in SiO2 ~«d53.73, Ref. 16!,
formula~1! yieldsw'102 meV, which is two orders of mag
nitude greater than the value observed in experiment.
small values ofw measured in experiment at low temper
tures, and the form of theG(T) curves of the type shown in
Fig. 2~a!, are usually explained in terms of the model
hopping conductivity with variable hopping length. He
G(T)5G0 exp(22s/ad2Ec /kT)5G0 exp@2(T0 /T)g#, where
ad is the falloff length of the electron wave function in th
insulator ands is the distance between grain surfaces;
exponent isg,1 ~Ref. 5!. According to numerous experi
mental data, for granular systems in the dielectric region n
the insulator–metal transition we haveg'0.5. In our case,
the curves of ln(G) plotted as a function ofT1/2 for T
,100 K are also nearly linear@Fig. 2~b!#, although as the
resistance of the samples increases a marked deviation
linearity is observed~this fact is apparently of general sig
nificance, Ref. 5!.

There are several models which explain the va
g50.5; however, they all have certain drawbacks, as no
in Ref. 5. One of the well-known models17 assumes tha
Ecs5const5C. By minimizing the argument of the expo
nential in the expression forG(T) under this constraint we
obtaing50.5, T054C/kad . The shortcoming of this mode

e
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FIG. 2. Temperature dependence of the conductance on the insulator side of a percolation transition in the coordinates ln(G)21/T ~a! and in the coordinates
ln(G)21/T1/2 ~b!. Conduction activation energies, found from the slope of the ln(G)21/T curves in the low-T limit, meV: 1—1.0;2—1.25;3—1.69;4—2.83.
Inset shows the dependence of ln(G/T) on 1/T.
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is the absence of weighty arguments in favor of the existe
of correlations between the grain diametersd52r g and the
tunneling gapss between them, following from the conditio
Ecs5const ~Ref. 5!. This probably explains the contradic
tions which can arise in the processing of the experime
data. Thus, proceeding from the values ofT0 @for curves2
and3 in Fig. 2~b! T0'200 K# and settingd;s, we estimated
the falloff length of the electron wave function in the ins
lator. We obtained values several orders of magnitu
greater than the typical valuead;1 Å ~Ref. 5!.

Another model18 is based on a picture of hopping co
ductivity with a variable hopping length in the presence o
Coulomb gap in the density of states.19 As is well known, in
this caseg50.5 ~Ref. 19!. In this case, however, the param
eterT0 turns out to depend on the dielectric constant of
medium«m , which can significantly exceed«d in the region
of the insulator–metal transition and is not accurat
known. For this reason, an analysis of the temperature
pendence of the conductivity in terms of the given mode
hindered. Estimates of«m made in Ref. 5 on the basis of th
theory of an effective medium give in principle reasona
values forad although the optimal hopping lengthSopt in this
case turns out to be;d. In particular, for a sample with suc
parameters~T05200 K, x50.5! at T580 K we haveSopt

529 Å. It is also noted in Ref. 5 that an effort to obta
absolute-value estimates of the conductivity leads, all
same, to noticeably overestimated values ofad in compari-
son with the expected values. It is suggested that the re
for this circumstance is not taking account of the possibi
e

al

e

e

y
e-
s

e

on

of indirect electron tunneling through intermediate sta
possibly associated with the presence in the nanocompo
of a finely or even atomically dispersed metallic phase. N
that the results of recent studies of Fe/SiO2 ~Ref. 20! and
Cu/SiO2 ~Refs. 21 and 22! systems confirm the existence o
such a phase. Moreover, in Refs. 21 and 22 it was found
even for optimal annealing temperatures around 20% of
Cu in SiO2 remains in dispersed form~in grains of diameter
,10 Å!.

Noteworthy also is the remark made in Ref. 5 touchi
on the possibility of using Boltzmann statistics to descr
the conductivity of nanocomposites at high temperatur
i.e., for kT.w. If this condition is fulfilled, one expects a
transition from the exponential temperature dependence
the conductivity to a linear dependence~G}T, Ref. 5!. The
inset to Fig. 2~b! plots the temperature dependence in t
coordinates ln(G/T)21/T. It can be seen that at temperatur
T.40 K the curves of ln(G/T) versus 1/T flatten out, and the
transition temperature of the transition to a linear dep
dence (G}T) is that much higher, the larger are the low
temperature values of the conduction activation energy. I
also interesting that at low temperaturesT,20 K the curves
of ln(G/T) versus 1/T are nearly linear for all of the samples
but the values of the activation energy found from th
slopes coincide with the values given in the caption to Fig
to within 10%. This fact indicates that the conductivity in th
region of the insulator–metal transition is most likely ass
ciated with hops between nearest neighbors. In this c
however, the shape of theG(T) curves is substantially de
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termined by the temperature dependence of the
exponential factor, which, as far as we know, is not tak
into account in existing models of the conductivity of gran
lar systems. Note also that the small values of the activa
energy can be connected with the noticeable increase i«d

due to the existence of a finely dispersed metallic phase
Next, we present results of a study of the magnetore

tance and the Hall effect in samples with iron content n
the critical value xc , and also data on high-resistan
samples withx,0.4, in which a positive magnetoresistan
is manifested. It is interesting that the idea of the existenc
dispersed metal atoms in dielectric gaps makes it possib
explain some aspects of the behavior of the Hall effect on
insulator side of the percolation transition.

3. MAGNETORESISTANCE

The field dependence of the magnetoresistance
samples with different iron content is shown in Fig. 3. T
measurements were performed in magnetic fields that w
either parallel or perpendicular to the plane of the sam
taking the anisotropic magnetoresistance effect into accou2

the data coincide. It can be seen from Fig. 3 that for meta
conductivity~curve18, x'0.7! there is a small positive mag
netoresistance, as was also observed in Ref. 2. At the s
time, on the insulator side of the percolation thresh
~curves 1–3, x,xc! a giant negative magnetoresistan
~NMR! is observed. The magnitude of the NMR reaches 5
which is significantly greater than for the system Ni/Si2

~Ref. 4!, and is close to the value 4.5% obtained in Ref. 2
the system Co/SiO2. The data in Fig. 3 show that in th

FIG. 3. Dependence of the resistance atT577 on the magnetic field for a
sample with metallic conductivity~x'0.7, curve18! and for ‘‘insulating’’
samples with activation energies, meV:1—1.0; 2—1.25;3—2.83.
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region of the transition the dependence on the compositio
extraordinarily strong, and that the magnitude of the eff
falls off at activation energiesw.1 meV.

For iron contentx,0.4, along with a GMR whose valu
in this concentration region was less than 1%, we also
tected a large positive magnetoresistance~PMR! in pre-
magnetized samples~Fig. 4!. This phenomenon, which as fa
as we know has not been observed before, is character
by a number of interesting properties. PMR is observed o
after preliminary storage of the samples in magnetic fie
>10 kOe. Saturation of PMR is reached in magnetic fie
'100 Oe, i.e., much smaller than the NMR; here the m
nitude of the PMR is 10%~Fig. 4!. In addition, the PMR is
isotropic, i.e., it does not depend on the mutual orientation
the magnetic field and the current, and has a large resp
time ~2 min! to a sudden~discontinuous! change in the mag-
netic field. It is important to underscore that the appeara
of PMR in samples with low iron content does not contrad
the presence of NMR in the same samples. In other wo
the PMR and NMR effects coexist in some range of com
sitions. In such samples previously stored in fields.10 kOe,
PMR is manifested at first with growth of the magnetic fie
reaching 10%, but at a field strength around 100 Oe i
superseded by a weak decrease of the resistance with fu
increase of the field. In contrast to PMR, for NMR we we
not able to observe a delay in the change of variation of
resistance upon introduction of a magnetic field during
characteristic response times of the apparatus of the orde

FIG. 4. Magnetoresistance of a high-resistance sample@Rxx(0)520 MV,
x'0.4# after being kept in a 10-kOe magnetic field for 10 minutes. Arro
show the direction of variation of the magnetic field.T5300.
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FIG. 5. Dependence of the Hall resistance on the magnetic field for samples with dielectric~curves1–3, w51.69 meV! and metallic~curve 38, x'0.7!
conductivity at different temperatures, K:1—100; 2—120; 3,38—300. Inset shows the parametric dependence of the Hall resistance on the longit
resistance of insulating samples in the temperature interval 77–300 K.
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several fractions of a second. The detected PMR effec
difficult to interpret and requires additional study. Indeed
magnetic field on the order of 100 Oe is not strong enoug
significantly reorient the magnetic moments of superpa
magnetic particles. It is possible, however, that this effec
due to cluster formations made up of grains whose magn
moments can reorient in comparatively weak fields. A m
detailed study of the dependence of the resistance on
magnetic field has revealed the presence of several repro
ible steps in the magnetic field dependence of the resista
~Fig. 4!. The discrete steps in the magnetoresistance an
large response time~2 min! point to a possible connectio
between PMR and a rearrangement of the magnetic struc
and a relaxation of the magnetic moments of the cluster

4. THE HALL EFFECT

The difficulties of measuring the Hall effect in the d
electric region are connected with the unavoidable asym
try in the location of the Hall probes and with the parasi
influence of the giant magnetoresistance~GMR! arising un-
der these conditions,8 and also with an abrupt increase in th
additive noise belonging to percolation systems.23 This is
probably the main reason for the absence of systematic m
surements of the Hall effect in nanocomposites in the reg
of activation conductivity. In the present work measureme
of the Hall effect were performed with the help of an au
mated setup. In digital form, the voltage between the H
probesVy and the current flowing through the sampleI x

were recorded for two opposite directions of the magne
field H. The measurements were taken at constant volt
Vx55 V. To subtract out the ‘‘zero’’ of the measuring de
vices, the signalVy at each experimental point was measur
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several times relative to its value forVx50 and accumulated
In this regime the accuracy of determination of the transve
resistanceRxy5Vy /I x was 1022 %. In order to eliminate the
effect of the asymmetry of the probes, the Hall resistanceRh

was defined as a difference in values ofRxy corresponding to
a positive sign (Rxy

1 ) and a negative sign (Rxy
2 ) of the mag-

netic field:Rh5(Rxy
1 2Rxy

2 )/2. For all the samples the sign o
the Hall effect was found to be positive, as is the case
single-crystal iron.16 It is interesting that in the dielectric
region the dependence of the asymmetry resista
Ra5(Rxy

1 2Rxy
2 )/2 on the magnetic field for a small asymm

try of the Hall probes as a rule differs noticeably from t
magnetoresistance curveRxx(H). We believe that differ-
ences in the behavior ofRa(H) and of the magnetoresistanc
Rxx(H) are connected with fluctuations of the electric inh
mogeneity scale resulting from reorientation of the magne
moments of the particles along the field, leading to a cha
in the topology of the current flow paths and, consequen
Ra . Fluctuations of this kind have a substantial effect on
measurement accuracy ofRxy and are probably characterist
of a wide class of Hall objects with percolation-typ
conductivity.24 Note also that fluctuations inRxy , as was
shown in Ref. 24, are that much stronger, the larger is
cell size of the percolation cluster.

Figure 5 shows a family of curves of the Hall resistan
as a function ofH at various temperatures for samples w
hopping (x'0.5) and metallic (x'0.7) conductivity. It can
be seen that in both samples theRh(H) curves exhibit no-
ticeable saturation, which is typical of the proportional ma
netization of the anomalous Hall effect~AHE! in disordered
ferromagnetic metals.3,8–10,12The fact that both the sign o
the Hall effect and the general character of its magnetic-fi
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dependenceRh(H) are preserved in the dielectric regio
probably implies that spin–orbit interaction, which influ
ences the transport of spin-polarized electrons, is respon
for the Hall effect in both cases. At room temperature n
the percolation threshold, composites are still ferromagne
but as the metal content is increased they transition to
supermagnetic state.4 The dependence of the magnetizati
on the magnetic field transforms in this case into a m
‘‘rounded’’ Langevin function.4 This probably underlies the
differences in the shape of theRh(H) curves for metallic and
dielectric samples in Fig. 5.

The inset to Fig. 5 plots the parametric dependence
the Hall resistance on the longitudinal resistance with te
perature as the parametric variable. This dependence is
proximated by the power law

Rh}Rxx
m ~2!

with exponentm50.5260.05. The theory of the anomalou
Hall effect in ferromagnetic metals also predicts a power-l
dependence, but with an exponentm equal to 1~the skew
electron scattering model! or 2 ~the lateral jump model!12,25

~in a recent work13 on granular alloys it was shown that th
skew scattering mechanism is the preferred mechanism!.

There is no theory of the Hall effect on the insulator si
of the metal–insulator transition in granular ferromagne
films at the present time. Indeed, as was already noted,
oretical representations of the anomalous Hall effect per
wholly to disordered systems with metallic condu
tivity.10,12,13 Nevertheless, it is interesting to compare fo
mula ~2! with the results of a recently developed theory
the Hall effect for hopping conductivity in nonmagnet
semiconductors.26 Despite the large difference in the objec
in question, a general approach26 to the description of the
Hall effect in the hopping conduction regime is neverthel
worthy of note.26 It is based on the idea27 of the need in this
case to take account of indirect tunneling transitions. We w
proceed from the assumption that the probability of a dir
electron tunneling event between two magnetic grains d
not contain corrections linear in the magnetic field~see, e.g.,
Ref. 28!. The appearance of such corrections, which give
to the Hall effect, is possible only in the presence of a th
intermediate state playing the role of a scattering center
ing tunneling. We assume that in our case the role of s
tering centers is played by magnetic metal atoms locate
the dielectric spaces between the grains.5,20–22This leads to
the asymmetry~skewness! in the electron scattering~in dis-
tinction to the case considered in Refs. 26 and 27! and con-
sequently to the anomalous behavior of the Hall effect a
function of the magnetic field.

Let us make use of the relation between the experim
tally measured Hall resistance and the experimentally m
sured longitudinal resistance

Rh5RxxbW/L, ~3!

whereW andL are respectively the width and length of th
sample, andb is the tangent of the Hall angle. According
Ref. 26,

b5Eh /Ex}jc
0 exp~2jc

02w/2kT!, ~4!
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where for granular systemsjc
052s/ad , andEh and Ex are

the Hall and longitudinal fields, respectively. Note that re
tion ~4! contains an activation energy that is half the activ
tion energy of conduction. Taking this fact into account,
follows from relations ~3! and ~4! that Rh}exp(w/2kT)
}(Rxx)

1/2. This result is in rough agreement with the expe
mental dependence~2!, although in our case the temperatu
dependence of the conductivity, strictly speaking, is not
tivational for T.77 K.

To sum up, in the present work we have investigated
conductivity, and also aspects of galvanomagnetic effect
granular Fe/SiO2 films below the percolation threshold. O
the insulator side of the percolation thresho
(xc50.5– 0.6) granular Fe/SiO2 films exhibit a large~'5%!
negative magnetoresistance, falling off sharply at activat
energies greater than 1 meV. Forx,0.4 in samples previ-
ously stored in a strong magnetic field we have detecte
giant positive magnetoresistance, reaching 10% in fie
around 100 Oe and characterized by large response time
the action of a magnetic field. We have carried out a first-
its-kind study of the giant Hall effect in the dielectric regio
of metal volume fractions. We have shown that the fie
dependence of the Hall effect in the region of hopping co
ductivity saturates with increasing magnetic field and is sim
lar to the magnetization curve described by the Lange
function. This indicates that in dielectric samples, as in m
tallic samples, the Hall effect is due to the spin–orbit inte
action and is proportional to the magnetization. We ha
found that the dependence of the Hall resistance on the
gitudinal resistance in the dielectric region is close to
square-root law, in contrast to the known models of t
anomalous Hall effect for ferromagnetic metals. The prop
ties thus discovered in the Hall effect and magnetoresista
are apparently associated with indirect spin-dependent e
tron tunneling through intermediate states in the insula
and with a substantial role of cluster formations.
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Within the approximation of static fluctuations, the effect of allowing for electron transport from
a given site to the second-nearest neighboring site on the energy spectrum of the two-
sublattice two-dimensional Hubbard model and on the dependence of the magnetization on the
system parameters is investigated. ©1999 American Institute of Physics.
@S1063-7834~99!00506-7#
ur
r-
pi
iti

ol
rg
ar
er
a

en
t

po
tw

in
a

he
e

ni-

a

th
th
b
n
e

,

a

n-

ra-

nta-

ite

-

To explain some of the properties of high-temperat
superconductors~HTSC! in the normal as well as the supe
conducting state, the need arises to take account of hop
integrals between nearest-neighbor oxygen atoms in add
to the copper–oxygen hopping integrals.1–4 It is clear from
qualitative considerations that taking oxygen–oxygen h
transport into account should affect the form of the ene
spectrum, which in turn will lead to a change in other ch
acteristics of the system. Therefore it is of compelling int
est to calculate the energy spectrum of the system with
lowance for the possibility of electron~or hole! transport to
the second-nearest neighboring site.

The aim of the present work is to investigate the dep
dence of the energy spectrum and the magnetization of
system on the magnitude of the integral for electron trans
to the second-nearest neighboring site in the case of the
dimensional bipartite Hubbard model.5,6

A technique was developed in Refs. 7 and 8 for solv
the Hubbard model in the approximation of static fluctu
tions. In comparison with Ref. 8, we including a term in t
Hubbard Hamiltonian9 describing hops of electrons of th
sublatticeC to the nearest sites of this sublattice

H5H01V, ~1!

H05 (
s, f PA

«1nf s1 (
s,l PC

«2nls1 (
s, f ,l

Bf l~af s
1 als

1als
1 af s!1 (

s,l 8,l

Bl 8 lal 8s
1 als , ~2!

V5
U1

2 (
s, f PA

nf snf s̄1
U2

2 (
s,l PC

nlsnl s̄ , ~3!

whereaj s
1 andaj s are the electron Fermi creation and an

hilation operators at thej th lattice site (j 5 f ,l ) with spin s;
nf s5af s

1 af s ; «1(«2) is the self-energy of the electron at
site of the sublatticeA(C); Bf l5B( f 2 l ) and Bl 8 l5B( l 8
2 l ) are transport integrals describing electron hops at
expense of their kinetic energy and the crystal field to
nearest-neighboring site and to the second-nearest neigh
ing site along the square diagonal, respectively; a
s̄52s. In order to have the behavior of the system d
scribed by the Hamiltonian~1! mimic the situation arising in
8641063-7834/99/41(6)/6/$15.00
e

ng
on

e
y
-
-
l-

-
he
rt
o-

g
-

e
e
or-
d
-

the motion of holes in the CuO2 planes in HTSC compounds
we assume that only electrons of one sublattice~in analogy
with oxygen in CuO2 planes! can be transported along
square diagonal to sites of this same sublattice~we empha-
size that in this paper, for simplicity of discussion, we co
sider a hypothetical square lattice!.

The equations of motion for the electron creation ope
tors in the Heisenberg representation (j 5 f ,l )

aj s
1 ~t!5exp~Ht!aj s

1 ~0!exp~2Ht!, ~t5 i t !

have the form

d

dt
aj s

1 ~t!5« jaj s
1 ~t!1(

i
Bi j ais

1 ~t!1(
j 8

Bj j 8aj 8s
1

~t!

1U jnj s̄aj s
1 ~t!, ~4!

where

« j5H «1 , j 5 f

«2 , j 5 l
U j5H U1 , j 5 f

U2 , j 5 l

Bj j 85H 0, j 5 f , j 85 f 8

Bll 8 , j 5 l , j 85 l 8
Bi j 5Bf l5Bl f .

We represent the operatorsnj s̄ in Eq. ~4! as follows:7,8

nj s̄5^nj s̄&1Dnj s̄ . ~5!

The thermodynamic meanŝnj s̄&5Tr$nj s̄ exp(2bH)%
are assumed to be independent of the number of the sitej in
each of the sublattices, andDnj s̄5Dnj s̄(t) is the particle
number fluctuation operator in the Heisenberg represe
tion.

We express the correlation functions^nj s̄& in terms of
the mean value of the projection of the spin of the s
S5^Sf

z&52^Sf 1D
z &, where the vectorD joins neighboring

atoms, and the electron densityn ~we are interested in the
casen51! as follows:8

^nf s̄&5^nls&51/21S, ~6!

^nf s&5^nl s̄&51/22S. ~7!

Taking relations~5!–~7! into account, we rewrite the differ
ential equation~4! in the form
© 1999 American Institute of Physics
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d

dt
aj s

1 ~t!5« j8aj s
1 ~t!1(

i
Bi j ais

1 ~t!1(
j 8

Bj j 8aj 8s
1

~t!

1U jDnj s̄aj s
1 ~t!, ~8!

where«185«11U1/21SU1 and«285«21U2/22SU2 .
We represent the Heisenberg operators in the form8,10,11

aj s
1 ~t!5exp~H0t!ã j s

1 ~t!exp~2H0t!, ~9!

whereH0 is the Hamiltonian entering into Eq.~1!, with the
renormalization of the electron self-energies taken into
count ~the substitutions«1→«18 and «2→«28!. The operator
ã j s

1 (t) is defined as follows:

ã j s
1 ~t!5exp~2H0t!exp~Ht!aj s

1 ~0!exp~Ht!exp~H0t!.

In this case we have two equations for the unknown ope
tors (j 5 f ,l )

d

dt
ã j s

1 ~t!5U jDñ j s̄~t !ã j s
1 ~t!, ~10!

whereDñ j s̄(t)5exp(2H0t)Dnjs̄(t)exp(H0t), Dnj s̄(t) is the
particle number fluctuation operator in the Heisenberg rep
sentation. The equation of motion for the operatorsDñ j s̄(t)
has the form

d

dt
Dñ j s̄50.

Thus, Dñ j s̄(t) is an integral of motion: Dñ j s̄(t)
5Dnj s̄(0).

In order to obtain a closed system of differential equ
tions, we multiply Eq. ~10! by the fluctuation operato
Dnj s̄5Dnj s̄(0) and restrict ourselves to the approximati
~see Appendix A!

Dnj s̄
2 5^Dnj s̄

2 &, ~ j 5 f ,l !.

In this case we obtain the following equations of motion:

d

dt
Dnj s̄ã j s

1 ~t!5U j^Dnj s̄
2 &ã j s

1 ~t!. ~11!

Taking Eqs.~5!–~7! and the propertiesnj s̄
2 5nj s̄ into ac-

count, we find that

F25^Dnf s̄
2 &5^Dnl s̄

2 &51/42S2. ~12!

The solution of the system of equations~10! and~11! has
the form @ ã j s

1 (0)5aj s
1 (0)#

ã j s
1 ~t!5aj s

1 ~0!cosh~U jFt!

1Dnj s̄aj s~0!sinh~U jFt!/F, ~13!

Dnj s̄ã j s
1 ~t!5Dnj s̄aj s

1 ~0!cosh~U jFt!

1Faj s
1 ~0!sinh~U jFt!, ~14!

where sinh(x) and cosh(x) are the hyperbolic sine and cosin
Thus, the general solution~9! has the form

aj s
1 ~t!5exp~H0t!aj s

1 ~0!exp~2H0t!cosh~U jFt!

1Dnj s̄ exp~H0t!aj s
1 ~0!

3exp~2H0t!sinh~U jFt!/F. ~15!
-

a-

e-

-

We now calculate the operatorāf s
1 (t)5exp(H0t)afs

1 (0)
3exp(2H0t) entering into the solution~15!. The operator
āf s

1 (t) obeys the differential equation

d

dt
āf s

1 ~t!5«18āf s
1 ~t!1(

l
Bf l āls

1 ~t!. ~16!

Analogously, for the operatorāls
1 (t) of the other subsystem

we obtain the following equation of motion:

d

dt
āls

1 ~t!5«28āls
1 ~t!1(

f
Bf l āf s

1 ~t!1(
l 8

Bll 8
8 āl 8s

1
~t!.

~17!

After taking the Fourier transforms12

af s
1 5A2/N (

k
aks

1 exp~2 ikr f !,

als
1 5A2/N (

k
bks

1 exp~2 ikr l !,

we obtain from Eqs.~16! and ~17!

d

dt
āks

1 ~t!5«18āks
1 ~t!1Bkb̄ks

1 ~t!, ~18!

d

dt
b̄ks

1 ~t!5«2k8 b̄ks
1 ~t!1Bkāks

1 ~t!, ~19!

where«2k8 andBk are defined as (d52)

«2k8 5«281Bk8 , Bk8524B8 cos~kxa!cos~kya!,

Bk522B@cos~kxa!1cos~kya!#.

Equations ~18! and ~19! have the solutions@āks
1 (0)

5aks
1 (0), b̄ks

1 (0)5bks
1 #

āks
1 ~t!5aks

1 ~0!@~~«182«2k8 !/2tk!sinh~ tkt!

1cosh~ tkt!#exp~t~«181«2k8 !/2!

1bks
1 ~0!sinh~ tkt!exp~t~«181«2k8 !/2!Bk /tk ,

~20!

b̄ks
1 ~t!5bks

1 ~0!@~~«2k8 2«18!/2tk!sinh~ tkt!

1cosh~ tkt!#exp~t~«181«2k8 !/2!

1aks
1 ~0!sinh~ tkt!exp~t~«181«2k8 !/2!Bk /tk ,

~21!

wheretk5A((«2k8 2«18)/2)21Bk
2.

After taking the Fourier transform we find the gener
solution of~15! taking formulas~20! and~21! into account in
the following form:

aks
1 ~t!5$@aks

1 ~0!@~~«182«2k8 !/2tk!sinh~ tkt!

1cosh~ tkt!#1bks
1 ~0!sinh~ tkt!Bk /tk#

3cosh~U1Ft!1@Dn1s̄aks
1 ~0!@~~«18

2«2k8 !/2tk!sinh~ tkt!1cosh~ tkt!#

1Dn1s̄bks
1 ~0!sinh~ tkt!Bk /tk#
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sinh~U1Ft!/F%exp~t~«181«2k8 !/2!, ~22!

whereDn1s̄ is the homogeneous number fluctuation opera
in the sublatticeA ~Ref. 8!. For electrons of the other sub
lattice

bks
1 ~t!5$@bks

1 ~0!@~~«2k8 2«18!/2tk!sinh~ tkt!

1cosh~ tkt!#1aks
1 ~0!sinh~ tkt!Bk /tk#

3cosh~U2Ft!1@Dn2s̄bks
1 ~0!@~~«2k8

2«18!/2tk!sinh~ tkt!1cosh~ tkt!#

1Dn2s̄aks
1 ~0!sinh~ tkt!Bk /tk#

3sinh~U2Ft!/F%exp~t~«181«2k8 !/2!. ~23!

The homogeneous number fluctuation operator in
sublatticeCDn2s̄ is defined in analogy with the operato
Dn1s̄ ~Ref. 8!.

Formulas~22! and~23! contain all the information abou
the physical properties of the Hubbard model within t
framework of the chosen approximation. We are interes
first of all, in the spectrum of elementary excitations in t
system. As follows from formulas~22! and~23!, the Fourier
transforms of the anticommutator Green’s functions
equal respectively to

^aks
1 uaks&E5

i

2p

1

4 H 11~«182«2k8 !/2tk

E2U1F2tk2~«181«2k8 !/2

1
11~«182«2k8 !/2tk

E1U1F2tk2~«181«2k8 !/2

1
12~«182«2k8 !/2tk

E2U1F1tk2~«181«2k8 !/2

1
12~«182«2k8 !/2tk

E1U1F1tk2~«181«2k8 !/2J , ~24!

^bks
1 ubks&E5

i

2p

1

4 H 12~«182«2k8 !/2tk

E2U2F2tk2~«181«2k8 !/2

1
12~«182«2k8 !/2tk

E1U2F2tk2~«181«2k8 !/2

1
11~«182«2k8 !/2tk

E2U2F1tk2~«181«2k8 !/2

1
11~«182«2k8 !/2tk

E1U2F1tk2~«181«2k8 !/2J , ~25!

where

«181«2k8 5«11«21~U11U2!/21S~U12U2!

24B8 cos~kxa!cos~kya!,

«182«2k8 5«12«21~U12U2!/21S~U11U2!

14B8 cos~kxa!cos~kya!.

The poles of the Green’s functions~30! and ~31! define
the energy spectrum:
r

e

d,

e

E1245~~«181«2k8 !/2!6U1F6tk , ~26!

E5285~~«181«2k8 !/2!6U2F6tk . ~27!

Figure 1 plots the energy spectrum of the Hubba
model for the spinS50 ~paramagnetism!. Figures 2 and 3,
for comparison, plot the energy spectra with and witho
allowance for electron transport from atoms of one kind
atoms of this same kind along a square diagonal. For a g
value of B8, allowing for hopping of electrons from site t

FIG. 1. Energy spectrum of the Hubbard model for the following parame
values: «1524 eV, «2521 eV, U158 eV, U252 eV, B51.5 eV,
B8520.3B eV, andS50.

FIG. 2. The same as in Fig. 1, but for«1524 eV, «2521 eV,
U158 eV, U252 eV, B51.5 eV, B8520.3B eV, andS51/2.
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site along a square diagonal leads to a narrowing of the lo
subband; in this case the shape of the energy surface cha
dramatically.

The energy spectra shown in the figures make it poss
in a natural way to explain the metal–insulator transition t
takes place as the electron densityn is varied, whereas the
standard Hartree–Fock approximation does not lead to s
a result:13 it is necessary to resort to a different kind of d
coupling e.g., the ‘‘flotation analogy.’’14,2 Note in this re-
gard that the technique for calculating the Green’s functi
and correlation functions was constructed so as to obtain
exact result in the atomic limit@see Ref. 7 and Appendix B#.

With the help of the fluctuation–dissipation theorem15

we obtain from Eq.~24!

^aks
1 aks&5

1

4 S 11
«182«2k8

2tk
D F f 1S U1F1tk1

«181«2k8

2 D
1 f 1S 2U1F1tk1

«181«2k8

2 D G1
1

4 S 1

2
«182«2k8

2tk
D F f 1S U1F2tk1

«181«2k8

2 D
1 f 1S 2U1F2tk1

«181«2k8

2 D G . ~28!

Analogous equalities can also be obtained for the correla
functions^aks̄

1 aks̄&, ^bks
1 bks&, and^bks̄

1 bks̄&. Combining the
expressions so obtained and summing over all possible
ues of k within the limits of the first Brillouin zone, we
obtain an equation for the chemical potential. Note that
condition«11U1/25«21U2/250 corresponds to the equa
ity n51 at T50.

FIG. 3. The same as in Fig. 1, but for«1524 eV, «2521 eV,
U158 eV, U252 eV, B51.5 eV, B850, andS51/2.
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With the help of Eq.~28! it is possible to obtain a self
consistent equation for the magnetization~spin S!. In the
case of an exactly half-filled band it has the form

1

2
2S5

2

N (
k

1

4 F11
S~U11U2!2Bk8

2tk
GF f 1S U1F1tk

1
S~U12U2!1Bk8

2 D 1 f 1S 2U1F1tk

1
S~U12U2!1Bk8

2 D G1
2

N (
k

1

4 F1

2
S~U11U2!2Bk8

2tk
GF f 1S U1F2tk

1
S~U12U2!1Bk8

2 D 1 f 1S 2U1F2tk

1
S~U12U2!1Bk8

2 D G , ~29!

where tk5A((S(U11U2)2B8)2/4)1Bk
2. In the weak-

binding region (U11U2)/16B!1 (S→0) as well as in the
tight-binding region (U11U2)/16B@1 (S→1/2) in the limit
T→0, Eq.~35! yields the following consistency condition fo
the spinS:

S5
1

2N (
k

S~U11U2!2Bk8

tk
. ~30!

In the region of intermediate values of the Coulomb
teraction energies and the hopping integral it is necessar
carry out a direct numerical calculation using formula~29!.
The dependence of the spinS on the sum of Coulomb inter
action energies is plotted in Fig. 4 with and without an a
count of the transport integralB8 at T50. If the system is

FIG. 4. The spin~magnetization! S as a function of (U11U2)/2 for n51,
B51.5 eV, andT50 for B850 ~1!, B8520.3B ~2!, andB8520.45B ~3!.
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found in the strong correlation regime, then taking the tra
port integralB8 into account in the caseB8,0 (B.0) fa-
cilitates electron delocalization and, as a consequence
duces the value of the magnetization in comparison with
caseB850. If, on the other hand, the system is found in t
weak correlation regime, then the electrons are in esse
collectivized as a consequence of the smallness ofU. Here
an account of the transport integralB8 in the caseB8,0
(B.0) leads to a tendency toward ‘‘localization’’ of elec
trons and, for this reason, to an increase in the value of
magnetization in comparison with the caseB850.a We note
in conclusion that our study of the energy spectrum w
carried out as follows: for given values of the paramet
U1 , U2 , andT with the help of Eq.~30! we determined the
value of the spinS; this value was then substituted into th
formulas for the energy spectra~26! and ~27!. Varying the
temperature or other system parameters alters the en
spectrum as a consequence of the resulting variation in
value of the magnetizationS.

To summarize, the proposed technique for calculat
the anticommutator Green’s function and the correlat
functions allows one to investigate the spectrum of elem
tary excitations and the form of the magnetization as fu
tions of the transport integral to second-nearest neighbo
lattice sites. Taking the transport integralB8 into account
causes a substantial change in the form of the energy s
trum and has a marked influence on the dependence o
magnetizationS on the Coulomb potential in compariso
with the caseB850.

I wish to express my gratitude to R. R. Nigmatullin fo
discussion of the results of this work and useful advice.

APPENDIX A

Let us estimate the conditions under which the relati

Dnj s̄
2 5^Dnj s̄

2 &, ~ j 5 f ,l !

is valid.
As a result of the relationDnj s̄5nj s̄2^nj s̄& we have

i~Dnj s̄!22^~Dnj s̄!2&i5A^nj s̄&~12^nj s̄& !u122^nj s̄&u,

whereiÂi5ATr$Â1Â exp(2bH)% is the norm of the opera
tor Â, anduCu is the absolute value of the scalar quantityC.

Thus, in the caseŝnj s̄&51/2, ^nj s̄&50, and^nj s̄&51
the error of calculations performed in the approximation
static fluctuations should tend to zero, and in the regi
^nj s̄&'1/2, ^nj s̄&'0, and^nj s̄&'1 the error of the calcula
tions should be minimal. The approximation of static flu
tuations appears to work best in the case of interest to u
near the antiferromagnetic ordering point.

APPENDIX B

Let us consider the case of the atomic limit by setti
Bf l5Bll 850 in the Hamiltonian~2!. In this case the problem
can be solved exactly. For example, for theA sublattice the
equations of motion take the form
-

re-
e

ce

e

s
s

rgy
he

g
n
n-
-
g

ec-
he

f
s

-
—

d

dt
af s

1 ~t!5«1af s
1 ~t!1U1nf s̄af s

1 ~t!,

d

dt
nf s̄af s

1 ~t!5~«11U1!nf s̄af s
1 ~t!. ~B1!

The solution of the system of differential equations~B1!
for the particle creation operator has the form

af s
1 ~t!5$af s

1 ~0!1nf s̄af s
1 ~0!@exp~U1t!21#%exp~«1t!.

~B2!

In this case the Fourier transform of the anticommutat
Green’s function takes the form

^af s
1 uaf s&E5

i

2p H 12^nf s̄&
E2«1

1
^nf s̄&

E2«12U1
J . ~B3!

It is possible to obtain an analogous expression for the e
trons of the other subsystem.

E15«1 , E25«2 ,

E35«11U1 , E45«21U2 . ~B4!

Solving the same problem in the approximation of sta
fluctuations, we obtain the following expression for the Fo
rier transform of the anticommutator Green’s function:

^af s
1 uaf s&E5

i

2p H 1/2

E2«12U1~1/21S1F!

1
1/2

E2«12U1~1/21S2F! J . ~B5!

Applying the fluctuation–dissipation theorem,15 we obtain
the following equation for the spinS from Eq. ~B5!:

1

2
2S5

1

2
$ f 1~«11U1~1/21S1F!!1 f 1~«11U1~1/2

1S2F!!%,

from which in the case of exact half-filling of the band fo
arbitrary values of the temperature it follows thatS50.

Substituting the resulting value of the spinS into the
Green’s function~B4!, we obtain the following formula for
the Fourier transform of the Green’s function:

^af s
1 uaf s&E5

i

2p H 1/2

E2«1
1

1/2

E2«12U1
J ,

which coincides exactly with expression~B3! if we take into
account that in the case of half-filling of the band, as follo
from Eq. ~B3! ^nf s&5^nf s̄&51/2, where we have evaluate
the thermodynamic means with the help of the fluctuatio
dissipation theorem.

Thus, in the atomic limit the approximation of stat
fluctuations leads to an exact result.
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a!Note that the magnitude of the magnetization depends on the sign o
transport integralB8. If B8.0 (B.0), then the possibility of electron
transport along a square diagonal leads to still greater localization an
a consequence, to an increase inS in comparison with the caseB850.
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A Monte Carlo simulation of the 1/f noise spectra in the normal phase of YBa2Cu3O7 epitaxial
films is reported. It is conjectured that the main contribution to the noise is from oxygen
transitions to vacant sites in the CuO plane. It is shown that the annealing regime and the mismatch
strains between the film and the substrate are the main factors governing the domain and
defect structure of the film and, hence, the 1/f noise spectrum. ©1999 American Institute of
Physics.@S1063-7834~99!00606-1#
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The intensity and spectrum of the low-frequency no
~with frequency dependence close to 1/f ) in YBa2Cu3O7 ep-
itaxial films are important physical parameters determin
the possibility of their application in various high-Tc super-
conductor electronics devices, for instance, in bolometers1 It
is known that in these films the dimensionless paramete
Hooge,2 which is customarily used as a noise intensity cri
rion, exceeds the corresponding values for films of eleme
metals by many orders of magnitude.3,4 The main reasons
for this lie in the high concentrations of so-calle
defect-fluctuators5 ~DFs! acting as noise sources, and t
large relative variation of the scattering cross section of f
carriers from these defects. In elemental metals, a DF
pair of closely situated lattice point defects, which chang
its scattering cross section as one of the pair defects tran
to a new site.3,4,6 The concentration of such pairs in a me
is fairly low. In YBa2Cu3O7 compounds such DFs are oxy
gen atoms in the CuO plane. The transition of an oxyg
atom from an O1 chain site to the nearest O5 vacant
gives rise to a vacancy–native-interstitial-atom defect p
This entails a change in the scattering cross section from
~for no defect pairs present! to a certain values0 ~with a
defect pair present!. Obviously, in this case the relativ
change in the cross section attains its maximum va
Ds/s051.7

This paper reports a Monte Carlo simulation of the ox
gen atom distribution in the CuO plane and a calculation
the corresponding activation-energy spectra for the O1
transitions. A study has been carried out of the effect
various anneal regimes and of uniaxial strain in the C
plane on these spectra. We have classified the specific
tures in the structure of spectral distributions of the DFs a
of their microscopic nature, i.e., established the types of
corresponding transitions of oxygen atoms and their near
neighbor configurations. An analysis has been made of h
8701063-7834/99/41(6)/7/$15.00
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the noise intensity and its spectrum depend on the struct
quality of YBa2Cu3O7 epitaxial films.

1. DESCRIPTION OF THE MODEL

The distribution of oxygen atoms over the two subla
tices in the CuO plane was calculated by the standard
tropolis Monte Carlo method using the so-called ASYNN
model8–11 and taking into account the interaction of neare
neighbor oxygen atoms~Fig. 1!. The potential energies of th
attractive interactionV2 and the repulsive interactionsV1

andV3 were taken from Ref. 12:V2520.304, V150.364,
and V350.04 eV. Periodic boundary conditions were im
posed. The film and substrate lattice mismatch causes in
nal stresses. YBa2Cu3O7 epitaxial films were shown7 to be
made up of small-angle blocks with dimensions on the or
of the film thickness, 0.1–0.2mm. Because the simulation
was run on a 44344 oxygen-site square, the size of th
simulation region is much smaller than the block dimens
and, hence, the strain may be considered uniform. In
absence of shear components, the CuO plane strainui j is
related to the elastic stressess ik through

H uxx5cxxxxsxx1cxxyysyy1cxxzzszz

uyy5cyyxxsxx1cyyyysyy1cyyzzszz
, ~1!

where ci jkl are the elastic compliances of the YBa2Cu3O7

lattice, and the coordinate axes are parallel to the crysta
graphic ones.

We shall assume the original phase tetragonal, whic
valid in the high-temperature domain, where oxygen ato
are distributed randomly over the sublattices, as well as
the case where the orthorhombic distortions induced by e
tic strains exceed by far those present in an unstrained
terial. Then we havecxxxx5cyyyy and cxxzz5cyyzz. For
sxx2syyÞ0 a difference appears between the lattice c
© 1999 American Institute of Physics
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stants along thex andy axes~Fig. 1!, i.e., an orthorhombic
distortion, which forces crystalline samples to beco
single-domain.13 We introduce a quantityP,

P5uxx2uyy5~cxxxx2cxxyy!~sxx2syy!. ~2!

Assuming that the symmetric strain, which satisfiesuxx

5uyy , is already taken into account in the initial values
the interaction potentials, we shall specify in the simulat
only the quantityP. Then in the case of a strain along thex
axis the distances between oxygen lattice sites can be
pressed in terms ofP in the following way:

r 015
a

2
A~11P!211, r 075&a~11P!, ~3!

where a is the distance between the nearest-neigh
oxygen-lattice sites, and the indices correspond to site n
bering in Fig. 1. Ther 05 distance does not depend onP. Let
us estimate the strain-induced change in the interaction
tentials coupling the oxygen atoms. To do this, we use
following analytic expressions relating the repulsive pote
tials V1 andV3 to the distancer between oxygen atoms:

V1,3;r 21 exp~2r /l!, ~4!

wherel is the screening radius, which in what follows w
be taken as equal to 1.6 Å.14 As for the attractive potentia
V2 , we assume it to be a sum of two terms, a nega
attractive one, which only weakly depends on distance
originates from covalent interaction of the copper atom
cated between the two oxygen orbitals, and a positive re
sive one, which is described by Eq.~4!. Equations~3! and
~4!, combined with the above numerical values of the cor
sponding parameters, yield the following relations for t
relative strain-induced changes of the potentials:

d ln V1522.7P, d ln V250, d ln V28520.45P,

and

FIG. 1. Attractive interactionsV2 and repulsive interactionsV1 and V3 ,
among nearest-neighbor oxygen atoms in the CuO plane. Large open c
and squares—oxygen-filled and empty sublattices, filled circles—coppe
oms. The lattice cites are numbered in accordance with the correspon
distances in Eqs.~3! and ~4!
e

f
n
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d ln V350, d ln V38523.4P, ~5!

which were subsequently used in the computer simulatio
Thus the strain-induced changesdV28 have the same sign

asdV1 anddV38 , namely, the energy increases with decre
ing distance between atoms. As shown by model anne
this is a necessary condition to obtain correct orientation
oxygen chains with respect to the strain axis. It is in this c
that the orientation was the same as in the single-dom
samples prepared experimentally by applying uniaxial pr
sure to YBa2Cu3O72d crystals,13 namely, the oxygen chain
were arranged perpendicular to the compression axis.

The anneal simulation started from a high temperat
T0 , at which an oxygen atom distribution was given by
random-number generator, and ended at a low tempera
t0 . The running temperature was given by the relation

T5T0 exp~2gn!1t0 , ~6!

whereg is the annealing rate, andn is the number of Monte
Carlo steps.

The spectrum of activation energies for the fluctuat
was determined by computing the number of barriers wit
given Eb met by an oxygen atom on the way to the near
empty site on the square lattice. The energyEb was calcu-
lated in the harmonic potential approximation for the oxyg
site well15

Eb5V01~Vf2Vi !/21~Vf2Vi !
2/16V0 , ~7!

whereVi andVf are the total energies of oxygen atom inte
action with the environment at the original site and after
jump, respectively, andV0 is the barrier height for an iso
lated atom surrounded by empty sites both before and a
the jump. An estimate11 yields V0;0.3 eV.

2. SIMULATION OF ANNEALING REGIMES

The anneal simulation was carried out for an oxyg
index d50.05, which maximizes the critical temperatureTc

~Ref. 16!, on a 44344-site square. The ranges of variatio
were T050.5– 0.05 eV for the starting temperatur
g510282531027 for the annealing rate, andP
50.0– 0.05 for the strain. The maximum value ofP corre-
sponded to the characteristic strain of films deposited on
customarily used substrates,;1 – 10%,7 and was found to be
high enough to reveal the effect of strain on the domain a
defect film structure. The situations found in the simulati
can be classified with respect to the temperature depend
of the total oxygen-atom interaction energy in the followin
way.

A. High- T0 region „>0.22 eV…

Figure 2@region~1!# shows only two cooling curves fo
this group, which refer toT050.45 eV. The curves calcu
lated for lower values ofT0 start with a steep decline, and a
lower temperatures coincide with the curves in Fig. 2. T
indicates the quasistatic nature of the cooling proces
which involve equilibrium phase fluctuations and depe
only on the running temperature. In this case the tempera
dependence of the fluctuation magnitudes can be use
determine the temperature of the structural phase transi

les
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The fluctuation intensity for a given temperature can be
timated from the rms deviation̂E& of the total interaction
energyEj derived directly in progressive computer calcu
tions from its average valueEav obtained by smoothing. The
corresponding temperature dependences are presented i
2. We readily see that compressive strain shifts the cur
and the transition point toward higher temperaturesT, which
is due to the increasing average energy of nearest-neig
interaction. Also, the corresponding oxygen-atom distrib
tion exhibits microdomains of one orientation only~Fig. 3a!,
which implies that the strain-induced transition to sing
domain state starts in the earliest stages of cooling.
P50.0 case is characterized by a slower process of spo
neous transition to the single-domain state through inter
diate polydomain distributions of fairly large regions~Fig.
3b! and gradual expansion of one of them. This equilibriu
cooling ends eventually when the interaction energy a
point-defect concentration reach their minimum~Figs. 3c
and 4b!. It should be pointed out that the results of simul
ing the final stages in equilibrium cooling depend strongly
the nearest-neighbor interaction parameters and change
one includes the long-range elastic interaction.9

B. Intermediate T0 region „0.11<T0<0.22 eV…

While the temperature dependence of the total energ
this region obtained forP50 does not coincide with the
corresponding curve in region~1! of Fig. 2 in the closing
stages of relaxation, it nevertheless approaches it asymp
cally. This is apparently favored by the presence of mic
domains in the intermediate stages of the relaxation and
their subsequent gradual annihilation. The area covered

FIG. 2. Temperature dependence of the total oxygen-atom interaction
ergy in the CuO plane for different anneal temperatures:~1! region of equi-
librium behavior,~2! and~3! quasi-isothermal relaxation regime giving ris
to formation of metastable point defects (PÞ0) or twins (P50). Solid and
dashed curves correspond to strainsP50.0 andP520.05. The annealing
rate isg5531028. The figures in rectangles refer to specific points~see
Fig. 3!. The inset shows the energy dispersion of the system, and the ar
identify the tetra-ortho transition temperatures.
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mobile domain boundaries is free of excess energy. A
result, similar to the case of highT0 , the relaxation proceed
through intermediate polydomain distributions, it is som
what slower than that observed in region~1! in Fig. 2, and is
followed by gradual expansion of one of the domains. T
scenario likewise culminates in attainment of the minimu
energy and a similar defect distribution, which is shown
Fig. 3c. ForPÞ0, the energy has no time to reach the eq
librium level, which is due to formation of metastable poi
defects, namely, vacancies at oxygen-chain breaking po
and excess oxygen atoms between chains distant from t
points ~Fig. 3d!. The density of atoms on the plane depen
on the initial random realization of their distribution. Th
calculated total excess energy of metastable defects
;30– 80 eV.

C. Low T0 region „<0.11 eV…

It is this region that corresponds to the growth and a
neal temperatures of real YBa2Cu3O72d films. For PÞ0, the
situation does not differ qualitatively from that in region~2!.
For P50, however, the process of spontaneous transition
the single-domain state has no time to come to complet
which results in formation of polydomain distributions an
of the corresponding metastable defects in the form of
main boundaries. One observes domain boundaries of
types, depending on the magnitude ofd. Figure 3e and 3f
presents oxygen atom distributions obtained for two val
of d, 0.05 and20.05, respectively. In Fig. 3e, the doma
boundaries are perpendicular to oxygen chains in domain
one type and parallel to chains in domains of the other t
~90°-boundaries!. In Fig. 3f, the domain boundaries are or
ented at 45° to the chains~45°-boundaries!. With the domain
boundaries is associated the excess energy, and it is here
the fluctuators having the lowest activation energy are loc
ized ~Fig. 3h and 3i!. The total excess energy is calculated
;60– 160 eV.

Thus by properly varying the anneal simulation para
eters~starting temperature, cooling and strain rates! one can
reproduce the technological conditions of the growth a
annealing of YBa2Cu3O72d epitaxial films. It turns out that
the oxygen distributions forming in low-temperature qua
isothermal rapid relaxation of the oxygen system in the C
plane come closest to those observed experimentally. In
ticular, one typically finds polydomain distributions in th
form of bands with alternating orientation~distributionse, f
in Fig. 3!. This appears to have particular significance, b
cause earlier such distributions were obtained only when
long-range components of oxygen–oxygen interaction w
taken into account.9 Investigation of these distributions ma
shed light on the micromechanisms governing doma
boundary motion.

3. STRUCTURE OF THE FLUCTUATOR SPECTRAL
DISTRIBUTION

To understand the structural features in the DF spec
distributions presented in Fig. 4, i.e., to establish their mic
scopic nature, consider the case of the most random a
distribution ~Fig. 3b!, which comprises the maximum num

n-

ws
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FIG. 3. Spatial distribution of oxygen atoms at points a–f~denoted by figures in rectangles; see also Fig. 2! and of barrier activation energies~g–i! for oxygen
transitions to the vacant nearest-neighbor sites at points d–f. For each of the seven gray-scale code levels, the energy incrementDEb50.15 eV, starting from
the lowest~dark! level Eb50.5 eV.
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ber of various versions of possible nearest-neighbor envi
ments around an oxygen atom. A fragment of distribution
is displayed in Fig. 5. It is seen that the same atom may e
different groups, depending on the four versions of transit
to the adjacent site and on the corresponding values ofVf ,
which, according to Eq.~7!, give different barrier heights
Eb . Obviously, the most probable will be the transitions
volving the lowest barriers, and therefore out of the fo
values one should leave only the smallest. This factor
particular, was taken into account when constructing the s
tial barrier-energy distributions in Fig. 3. Of fundamen
importance in an analysis of the situations depicted in Fig
as well as of Table I listing the corresponding interacti
energies, is the small magnitude of the repulsive interac
V3 , and the insignificant difference between theV1 andV2

interactions in absolute magnitude. First, this permits one
neglectV3 interactions and to simplify the classification b
reducing considerably the number of nearest-neighbor
n-
2
er
n

r
n
a-
l
,

n

to

r-

sions. Second, Table I reveals the following regularity. A
oms of the regular orthohedral phase~atoms of group 1!,
which consists of five roughly equal subgroups, have
highest barriers. The appearance of various combination
irregular atoms, which are shown in Fig. 5 and listed
Table I, is capable of reducing the number of subgroups
discrete manner, and this accounts for the presence of
structure itself, or, to be more precise, of the first five D
groups. The energy of group 6 is equal to the barrier hei
for an isolated atom,V0 , and characterizes the type of th
transition in which the condition (Vf2Vi)'0 is upheld. A
feature characteristic of groups 7 and 8 is the inequa
(Vf2Vi),0; Table I lists the corresponding examples of t
transitions. A more comprehensive description of the str
ture of these low-barrier groups would require already tak
into account the contribution to the interaction due to theV3

potentials. There is, however, no particular need in this,
cause the DF spectrum in the low-energy region is do
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FIG. 4. Spectral distribution of oxygen atoms in barrier energy for atom transition to the nearest vacant site; the distribution numbers in the r
correspond to the points in Fig. 2. The fluctuator groups are also numbered~see further!.
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nated by block boundaries, whose presence is characte
of YBa2Cu3O7 films,7 and which were disregarded in th
work.

FIG. 5. An enlarged fragment of oxygen-atom distribution 2 presente
Fig. 3b. The figures are placed at the directions of oxygen transitions to
nearest empty site and correspond to the DF group numbers in Fig. 4
Table I.
tic4. INTERPRETATION OF NOISE MEASUREMENTS

The DF spectral distributions displayed in Fig. 4 can
used in noise studies by comparing them with the DF ene
distributionF(E), which can be calculated directly from th
results of the corresponding noise measurements. One sh
use for this purpose the relationship

F~E!5
f

kT

SV~E!

V2 5
1

kTNe
a~E!, ~8!

whereV andSV(E) are the voltage across a sample and
noise, respectively,Ne is the number of free carriers in th
sample,E5kT ln(2pftd) is the energy of the barrier which
can be overcome by an atom with thermal energy in a ti
1/f at a sample temperatureT, with the noise measured a
frequency f , and td

21 is the Debye frequency
('10213s21). Figure 6 shows DF spectra, which were ca
culated using Eq.~8! and the noise measurements7,11 of
YBa2Cu3O7 films on various substrates, presented in t
form of a dimensionless functiona(E). These curves can b
analyzed and compared with the results of the simulation
the following way:

~i! a(E) is the largest for films on Si substrates, whic
despite the presence of a ZrO2 buffer layer, have a poor
quality from x-ray diffraction measurements, in particula
high internal microstresses@^«&5$^(dc/c)2&%1/2.631023,
wherec is the lattice parameter along thec axis# and a small

n
he
nd
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TABLE I. Types of oxygen atom transitions~fluctuator model! and interaction energies.

Examples of atom transitions
~the spatial coordinates@x,y#

Fluctuator of the initial and final
group No. Em , eV Vi Vf DV5Vf2Vi states correspond to Fig. 5!

1 1.65 2V2 3V1 3V12V2 @24,1#→@23,1#
2 1.30 2V2 2V1 2V122V2 @24,24#→@24,3#

2V21V1 3V1 2V122V2 @25,2#→@25,1#
3 0.95 V2 2V1 2V12V2 @21,21#→@21,22#

2V2 2V11V2 2V12V2 @0,2#→@21,2#
4 0.67 2V21V1 2V11V2 V12V2 @3,23#→@3,24#

2V21V1 2V1 V12V2 @25,0#→@24,0#
5 0.48 '0 V1 V1 @24,22#→@23,22#

2V212V1 2V11V2 2V2 @4,24#→@3,24#
6 0.30 '0 '0 '0 @22,22#→@22,23#

2V11V2 2V11V2 '0 @22,4#→@22,5#
7 0.15 2V1 2V11V2 2V1 @26,0#→@26,21#

3V11V2 3V112V2 V2 @26,25#→@27,25#
8 ,0.1 V11V2 V2 2V1 @25,0#→@25,21#

2V1 V2 V222V1 @4,23#→@5,23#

Note.The ' sign means that the entry was calculated in theV350 approximation.Em is the barrier energy averaged over a fluctuator group.
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radius of small-angle blocks (t̃'0.04mm) of which this film
is made. As follows from Ref. 7, for such values of^«& the
energy dispersion of DFs of the same species in a sam
under study may be as high as 0.3–0.4 eV. As seen from
4, this is quite enough for the various DF groups to over
and to form in this way a smooth spectral distribution, whi
is exactly what is observed experimentally. First, the smo
behavior of thea(E) dependence for these films reflects t
considerable interval within which the noise intensity fo
lows a 1/f relation~1/f n with n51! @as can be seen from Eq

FIG. 6. Spectral distributions of fluctuators in YBa2Cu3O7 films grown on
ZrO2 /Si ~triangles!, NdGaO3 ~crosses!, and BaSrTiO3 /MgO ~circles! sub-
strates. The solid lines were obtained by a polynomial smoothening of
perimental data. The parts of the curves where the noise vs frequency
tions are fitted by the correspondingSV}1/f n curves are identified. The
arrows and figures relate to the position of the corresponding fluctu
groups numbered in Fig. 4.
ial
le
ig.
p

h

~8!, if SV(E)}1/f , thena(E)5const#; second, the DF dis-
tribution over groups for these films is characteristic of t
most random pattern presented in Fig. 3b and of the co
sponding spectrum in Fig. 4a. Note that the role of the lo
energy regions near twin boundaries can be played by
noticeable part of the sample located close to the bl
boundaries.

~ii ! Films grown on MgO substrates with a BaSrTiO3

buffer layer exhibit the smallesta(E) and a high structura
quality ~^«&,131023, r̃'0.2mm!. For these values of̂«&,
the dispersion of DF energies is smaller than that in the p
ceding case, 0.1–0.2 eV, and this is what accounts for
spectral features identified by arrows in Fig. 5. The stee
course of thea(E) relation in the 0.3–0.9-eV interval sug
gests that at these energies regions near the block bound
no longer provide an appreciable contribution to the D
spectral distribution~because of a largerr̃ !. Indeed, the clos-
est to this situation is the single-domain distribution in F
4c, which contains a considerable concentration of me
stable point defects. The increment in the number of D
observed as one crosses over from five to three groups~about
a factor of ten! is in a good agreement with the increment
a(E) found between the corresponding experimental f
tures in Fig. 5. Note that analysis of low-energy DF spec
(,0.3 eV) requires invoking a special simulation scenario17

which takes into account the possibility of oxygen atom ge
eration at small-angle block boundaries.

The above calculations can be summed up as follow
~1! An anneal simulation revealed three regimes cor

sponding to three regions of the initial anneal temperatu
~a! quasi-equilibrium annealing;~b! an intermediate regime
in which the system is transformed to a metastable stat
the presence of uniaxial strain; and~c! a nonequilibrium re-
gime, in which the system becomes metastable in both
presence and absence of strain. It is regimec that relates to
the real procedure by which YBa2Cu3O72d epitaxial films are
prepared.

~2! In the absence of strain, annealing from a low init
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temperature gives rise to polydomain distributions. The o
entation of domain boundaries depends on the oxygen
centration, viz., local oxygen deficiency (d.0) favors for-
mation of 90° twin boundaries, and excess oxygen (d,0)
that of 45° boundaries.

~3! The fluctuators, which have the lowest activation e
ergy, are localized at domain boundaries.

~4! The major noise sources in high-quali
YBa2Cu3O72d epitaxial films are metastable point defec
with a barrier energy of 0.3–0.9 eV and defects near bl
boundaries with barrier heights,0.3 eV.
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Magneto-optic study of spatial magnetic-field distribution relaxation in an HTSC film
strip after transport current turn-on
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The paper provides the first demonstration of the efficiency of applying the magneto-optic
method to studies of the spatial and temporal magnetic-field relaxation in an YBa2Cu3O7 film strip
after the transport current is switched on. It is shown that the evolution of magnetic flux
distribution is adequately described in terms of a modified Bean model with time-dependent critical
current. At a time 50 ms after the current is switched on, the critical current of the samples
studied decreases by'15%. This proves the significance of thermally activated magnetic flux
motion ~creep! in the regime investigated. The magnetic vortex pinning energy has been
estimated as
U0'20 kT. © 1999 American Institute of Physics.@S1063-7834~99!00706-6#
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A number of studies have recently been devoted to
scribing the spatial distributionB(r ) of the magnetic field
and that of the current,j (r ), in superconducting samples o
different shapes.1–6 Investigation of the relaxation of thes
distributions in time,B(r ,t), following a change in the ex
ternal magnetic field or the current through the sample is a
of considerable interest.7

This work reports on a combined study ofB(r ,t) ~relax-
ation evolution in space and time! after switching on of the
current made by the magneto-optic~MO! method. This ap-
proach has the following merits:

~1! It is known7 thatB(t) relaxation exhibits logarithmic
behavior, so that the relevant experiments should be
formed over a broad range of times. The disadvantage
using an external magnetic field, which can be changed to
appreciable extent only on the scale of a few seconds, is
in order to obtain reliable results one has to carry out ob
vations over several days. An experiment making use of c
rent pulses and an MO image-recording camera is capab
covering a wider and more interesting time range extend
from a few microseconds to a few hours. Note that furth
development of this method may be useful also in studie
such processes as macroscopic magnetic-flux jumps, an
lation of vortices and antivortices in the Meissner regio
etc.8–10

~2! Substantial penetration of a magnetic flux into a s
perconductor takes place only at currents close to the cri
threshold. Because the critical current density in high-qua
HTSC films j c(T!Tc);107– 108 A/cm2, one has to use nar
row strips with a width&100mm to pass current pulses o
up to 10 A. This imposes constraints on the required spa
resolution of&1 – 3mm, which is well within the capabili-
ties of the MO method.

In this work, the magneto-optical method was employ
8771063-7834/99/41(6)/4/$15.00
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to study the evolution of the spatial magnetic-field distrib
tion in a YBa2Cu3O7 film strip following current turn-on
with resolutions of 4 ms and 5mm. It was stimulated by our
previous study11 of the B(r ) distribution in a film strip with
a transport current close to the critical value. It had be
found that the results obtained cannot be described in te
of the Bean model12 for a static magnetic-flux distribution a
a constant current. The agreement was reached only by
cluding the thermally activated magnetic-flux motion~creep!
after the current is switched on, which was done by compu
simulation. The objective of the present work was to sea
for direct evidence for the significance of the creep.

The YBa2Cu3O7 films were grown on a LaAlO3 sub-
strate by magnetron sputtering.13 X-ray diffraction and Ra-
man scattering measurements showed thec axis of the films
to be perpendicular to the substrate. The films exhibite
high degree of orientation and a perfect crystal structure.
strips measuring 500310030.2mm were prepared by pho
tolithography. The transport properties of the samples w
investigated with a standard four-probe arrangement. The
perconducting transition temperature of the strips w
Tc591 K, the transition width was less than 1 K, and t
critical current density wasj c5106 A/cm2 at T577 K. The
strip with the most uniform current-density distribution b
low the superconducting transition point was selected
means of low-temperature scanning electron microscopy14

The MO method of visualization of magnetic flux distr
bution is based on the Faraday effect, i.e., rotation of
plane of light polarization by a magneto-optical indicat
film placed directly on the superconductor surface. The an
of rotation increases with increasing magnetic-field com
nent perpendicular to the surface of the HTSC sample
bismuth-doped YIG film with in-plane magnetization serv
as indicator.15 The indicator film was coated with a thi
© 1999 American Institute of Physics
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specular aluminum layer providing double rotation of t
plane of polarization of incident light. The images were
corded with an 8-bit digital DCS420 Kodak camera. Aft
the recording the temperature was raised to 95 K, and
indicator film was calibrated. This was done by determin
the dependence of the brightness of the indicator film im
obtained by the camera on the strength of the applied ex
nal magnetic field. To exclude the effect of nonuniformiti
in both the indicator film and the light intensity, the calibr
tion was performed independently at different points with
step of 20mm.

The current through the sample was supplied in 50 m
long rectangular pulses, with the leading and trailing ed
shorter than 1 ms. The operation of the camera was sync
nized with the current supply, which permitted obtaining im
ages a fixed time after application of the current pulse. T
images were obtained several times during a current pu
which is illustrated by Fig. 1. The camera exposure time w
4 ms. To reduce the distance between the MO indicator
the HTSC film, the film with the smoothest surface was ch
sen. Besides, the distance between the contact pads an
strip was larger than the indicator size. The indicator w
9 mm distant from the strip. The magnetic field generated
the magneto-optic indicator by anI'1.4 A current was 1–5
mT, which is close to the sensitivity limit of the metho
Therefore all measurements were repeated five times
accumulation to increase the signal/noise ratio.

Figure 2 presents an MO image of the HTSC strip
corded at the end of a current pulse of amplitudeI 51.4 A at
a temperature of 15 K. The bright areas correspond t
higher absolute magnetic field. The image is fairly unifo
along the bridge, which evidences the absence of w
bonds and other macrodefects. The experimental magn
field profile averaged over the strip length and correspond
to this MO image is shown in Fig. 3. The magnetic flux
screened by the HTSC sample, which results in field max
near its edges. The left- and right-hand parts of the pro
relate to magnetic fluxes of opposite signs. The magn
flux does not penetrate into the central part of the sam
and, as a consequence, one observes a field minimum a

FIG. 1. Schematic representation of current pulse profile. Portions1–3 cor-
respond to different instants of magneto-optic image recording.
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center. The minimum is smoothed out, because the magn
field is probed not in the superconductor plane but at th
mm height of the MO indicator.

We shall use the Bean model for a quantitative analy
of the experimental data. The current distribution in a th
strip calculated within this model can be written1,2

J~x!

Jc
5H 2

p
arctanSAw22a2

a22x2 D , uxu.a,

1, a,uxu,w,

~1!

wherea5wA12(I /I c)
2, I c52wd jc is the critical current,d

is the thickness, andw is the halfwidth of the strip. The

FIG. 2. ~a! Schematic representation of current-carrying YBa2Cu3O7 strip
and ~b! its magneto-optic image for a current of 1.4 A obtained at 15 K
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magnetic-field component perpendicular to the film plane
height h can be calculated using the Biot–Savart–Lapla
equation

B~x!5
m0

2p E
2w

w x82x

h21~x82x!2 J~x8!dx8. ~2!

TheB(x) profile calculated from these equations is shown
Fig. 3 by a solid line. The best-fit parameters used in
calculations areI c51.8 A andh50.18w.

Let us turn now to the relaxation of theB(x) profile
during a current pulse. Figure 4 presents the profile of
quantityDB(x)5uB1(x)u2uB3(x)u, whereB1(x) andB3(x)
are the profiles obtained in the beginning and at the end
current pulse, respectively~see Fig. 1!. We readily see tha
the change in the field is the largest at the strip edges, w
at the center the field practically does not change at all.
reason for the profile relaxation is magnetic flux creep,7 as a
result of which the magnetic field penetrates ever deeper
the sample after the current is switched on. Unfortunat
the equation describing flux creep in a thin current-carry
strip does not allow analytic solution. Previous studies11,16

show, however, that such relaxation can be described
terms of the Bean model with time-dependentj c(t). We
shall also use this approximation here. The solid line in F
4 is a plot ofDB(x) calculated using Eqs.~1! and ~2! with
the critical currentsI c52.1 and 1.8 A corresponding to th
beginning and end of the current pulse. The agreement
tween the experimental and calculated relations suggest
existence of flux creep during a current pulse. An estimat
the change in the critical current during the pulse yields

FIG. 3. Profiles of the magnetic-field component perpendicular to sam
surface at a height of 9mm above a strip carrying 1.4-A current. Circles a
experimental data, and the solid line is a plot of a calculation made wi
the Bean model using as parametersh59 mm andI c51.8 A.
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65%. Using this result, one can derive the magnetic-vor
pinning energy. Assuming the vortex activation energy
depend logarithmically on current density,7

U~ j !5U0 ln~ j c0 / j !, ~3!

one obtains a power-law relation for current density rela
ation in time. For the time dependence of the critical curr
density j c , which enters Eq.~1!, one obtains the following
expression:

j c~ t !}~ t/t0!2kT/U0, ~4!

wheret0 is the reciprocal attempt frequency.17 Substituting
j c(t1)/ j c(t2)51.15, wheret154 ms andt2550 ms, yields
U0'20 kT, which is in accord with available data18 for
YBa2Cu3O7.

Thus we have demonstrated for the first time the eff
tiveness of the magneto-optic method in studies of magne
field relaxation in a YBa2Cu3O7 strip in space and time fol-
lowing turn-on of transport current. The observed evoluti
of the magnetic-field distribution is a direct evidence of t
significant role played by creep when a magnetic flux p
etrates into an HTSC strip carrying transport current. T
flux creep can be adequately described in terms of the m
fied Bean model with a time-dependent critical current. E
timates show that the effective critical current, which is
parameter of the model, decreases by'15% in 50 ms after
the current is switched on. This yieldsU0'20 kT as an es-
timate for the vortex pinning energy. Studies over a wid
range of currents, temperatures, and times, which

le

nFIG. 4. Profile of magnetic-field variation during a 50-ms long curre
pulse,DB(x)5uB1(x)u2uB3(x)u, whereB1(x) and B3(x) are the profiles
obtained in the beginning and at the end of the current pulse, respecti
Circles are experimental data, and the solid line is a plot of a calcula
made within the Bean model usingI c52.1 A and 1.8 A as parameters fo
the beginning and end of the pulse, respectively.
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planned for the future, will provide more comprehensive
formation on magnetic flux creep parameters.
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Influence of transport current and thermal fluctuations on the resistive properties
of HTSC1CuO composites
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~Submitted September 22, 1998!
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Measurements of the temperature dependence of the electrical resistanceR(T) below the
superconducting transition temperature have been performed at different values of the transport
current in HTSC1CuO composites modeling a network of weakS2I 2S Josephson
junctions (S—superconductor,I—insulator!. It has been shown experimentally that the
temperature dependenceR(T) at different values of the transport current is adequately described
by means of the mechanism of thermally activated phase slippage developed by Ambegaokar
and Halperin for tunnel structures. Within the framework of this model we have numerically
calculated the temperature dependence of the critical currentJc(T) as defined by various
criteria. Qualitative agreement obtains between the measured and calculated temperature
dependencesJc(T). © 1999 American Institute of Physics.@S1063-7834~99!00806-0#
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Reference 1 presented results of a study of the ef
of thermal fluctuations on the resistive properties
HTSC1CuO composites modeling a network ofS2I 2S
contacts. It showed that the temperature dependence o
resistanceR(T) below the superconducting transition tem
perature in the limit of an extremely small measurement c
rent density is well described by the well-known mechani
of thermally activated phase slippage~TAPS!.2,3 Good agree-
ment has also been obtained for solitary HTSC tran
tions.4–6 Reference 3 predicted theoretically that an incre
in the transport current would cause additional broadenin
the resistive transition. The present paper presents the re
of an experimental test of this prediction on the same obje
on which good agreement between experiment and the
had been obtained for a small measurement current.1

1. EXPERIMENT

Composite samples with different volume fraction of t
HTSC Y1/4Lu3/4Ba2Cu3O7 were synthesized by rapid sinte
ing ~2 min at 910 °C followed by 3 h at 350 °C); for the
details see Refs. 1 and 7. We denote the samples asS115I
and S130I , where the number before the letterI indicates
the percent volume fraction of CuO in the sample.

Although CuO is a semiconductor, at temperatures
low 100 K its resistivity8 r is 10–12 orders of magnitud
greater than the value ofr of the HTSC, and for this reaso
in the present context CuO can be treated as an insulato

Resistance measurements, and measurements o
current–voltage characteristic~CVC! were performed using
a standard four-probe technique. The experimental value
the critical currentJc were determined using the genera
accepted 1mV/cm criterion.9
8811063-7834/99/41(6)/6/$15.00
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2. RESULTS AND DISCUSSION

The Debye plots of the composite samples reflected
well-known fact of the absence of any chemical interact
between CuO and Y1/4Lu3/4Ba2Cu3O7 ~Ref. 10! under ordi-
nary conditions for ceramic technology.

Measurements of the temperature dependence of
magnetization of the composite samples in a 100-Oe fi
showed that the samples all had the same supercondu
transition temperature, equal to 93.5 K, which correspo
with the Tc of the original HTSC material.

Figure 1 plots the CVC’s of the composite samples. T
CVC of sampleS115I is characterized by an insignifican
excess current, while the CVC of sampleS130I possesses a
significant excess voltage ('2 V/cm), which is characteris-
tic of quasi-tunneling structures.11 As the volume fraction of
CuO in the composite is increased, the differential resista
increases, which indicates an increase in the effective th
ness of the insulating interlayers in the composites.

According to the classical work by Ambegaokar a
Halperin,3 the current–voltage characteristic of anS2I 2S
junction under the action of thermal fluctuations is given
the following expression~the basic notation here is take
from Ref. 3!:

v5
V

I 1RN
5

4p

g H ~epgx21!21F E
0

2p

dc f ~c!G
3F E

0

2p

dc8
1

f ~c8!G1E
0

2p

dcE
0

c

dc8
f ~c!

f ~c8! J 21

, ~1!

where

f ~c!5exp~0.5g~xc1cos~c!!!,

g5
\I 1~T!

ekT
, x5

I

I 1~T!
,

© 1999 American Institute of Physics
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I 1(T) is the maximum Josephson current at the tempera
T in the absence of thermal fluctuations,3 andRN is the re-
sistance of the junction atT>Tc . We introduce the notation

C5\/ekRN .

As was shown in Ref. 3, in the limit of a very small transpo
current Eq.~1! reduces to

lim
x→0

v
x

5@ I 0~0.5g!#22, ~2!

whereI 0 is the modified Bessel function.
The successful application of the Ambegaokar–Halpe

theory describing the dependence ofR(T) below Tc in the
limit of a small transport current to the processing of expe
mental results1,12 using formula~2! gives reason to assum
that this theory can be also used to describe the result
experiment with finite currents in HTSC–insulator compo
ites.

In order to compare the results of experiment with t
conclusions of the theory3 we measured the dependen
R(T) of composite samples for different values of the tra
port current j in the temperature interval 4.2–100 K. Th
results are shown in Figs. 2 and 3~circles!. Let us consider
the form of the experimental dependence ofR(T). The tem-
perature of the onset of the transition to the superconduc
state does not depend on the magnitude of the transport
rent and is 93.5 K. At this temperature an abrupt decreas
the resistance is observed, associated with the transitio
the HTSC grains to the superconducting state. This decr
is followed by a smooth ‘‘tail’’ associated with the transitio
of the network ofS2I 2S junctions. As can be seen from
the figure, as the measurement current is increased the
perature at whichR50 occurs drops considerably.

The solid lines in Figs. 2 and 3 are the results of
theoretical calculation of the temperature dependen
R(T, j ) using formula ~1! predicted by Ambegaokar an
Halperin.3 For the temperature dependence of the maxim
Josephson currentI 1(T) we used the theoretical temperatu

FIG. 1. Current–voltage characteristics of the composite samplesS130I
~1! andS115I ~2! at 4.2 K.
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dependence of the critical current predicted by Ambegao
and Baratoff (A2B, Ref. 13! and the theoretical dependenc
predicted by Furusaki and Tsukuda (F2T, Ref. 14! for a
classicals-type pair. The difference in theA2B and F2T
dependences is that theF2T dependence, following Furu
saki and Tsukuda, is calculated for a finite thickness of
insulating barrier in theS2I 2S Josephson junction. In the
limit of large thicknesses of theI layer in theF2T model
goes over to theA2B dependence. The fitted curves in Fig
2~b! and 3~b! were calculated using the dependence
Jc(T) denoted by Furusaki and Tsukada in Ref. 14 as No
This dependence forJc(T) is reproduced in Fig. 4~labelled
asF2T). The fitted curves in Figs. 2~a! and 3~a! were cal-
culated using theA2B dependence forJc(T) ~Ref. 13!. The
corresponding values of the fitting parameters are given
the captions to Figs. 2 and 3. Formally, the quantityJc(0) is
a fitting parameter; however, the fitted value ofJc(0) ob-
tained forS130I is equal to 0.96 A/cm2, which is close to
the experimental valueJc(0)50.8860.05 A/cm2 obtained
by extrapolation toT50 K from helium temperatures.~The
difference inJc(0) using theA2B andF2T dependences is
negligible!. For sampleS115I this agreement is somewha
poorer~the fitted valueJc(0)51.6 A/cm2, the experimental
valueJc(0)52.0060.05 A/cm2).

It can be seen from Figs. 2 and 3 that good agreem
obtains between the experimental curvesR(T, j ) and the
curves calculated for the sampleS130I over the entire range
of currents and temperatures. For the sampleS115I the
agreement between the calculated and experimental de
dences is somewhat poorer, this discrepancy being espec
noticeable at large values of the transport current.

It is possible to explain this discrepancy as follows.
can be seen from Fig. 1 that the CVC of the sampleS
130I has a quasi-tunneling character~excess voltage! while
the CVC of the sampleS115I does not possess an exce
voltage, i.e., the influence of the natural boundaries, wh
have a metallic character,15 on the transport properties o
these composites is still large. The Ambegaokar–Halpe
theory was developed for tunnel structures, which also
plains the good fit for the sampleS130I and the less-than
good agreement forS115I .

The decrease in the fitting parameterC with increase of
the CuO content~see the captions to Figs. 2 and 3! reflects an
increase in the differential resistance of the samples, sinc
satisfiesC;1/RN ~Ref. 3!, which is clear from the experi-
ment, see Fig. 1.

Let us now consider the problem of the disagreem
between the experimental temperature dependence of
critical current and theA2B and F2T theoretical depen-
dences ofJc(T). In Fig. 4 the circles represent the expe
mental Jc(T) dependence of the composite samp
S130I @Fig. 4~a!# andS115I @Fig. 4~b!#. These figures also
reproduce theA2B andF2T Jc(T) dependence from Refs
13 and 14, respectively. Although theA2B and F2T de-
pendences were employed successfully as unperturbed
ues in the processing of the experimentalR(T, j ) depen-
dences, as we emphasized earlier,1,12 there is a fundamenta
difference~even in the sign of the curvature! between the
experimentally observed and theoreticalJc(T) dependences
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FIG. 2. Experimental dependenceR(T, j ) for the compositeS130I ~circles!. The solid lines plotR(T, j ) calculated from Eq.~1! using theA2B temperature
dependence of the critical current~Ref. 13!, C5800, Tc589 K ~a!, and using theF2T temperature dependence~Ref. 14!, C51000, andTc589 K ~b!.
re
e

he

hat
of A2B andF2T. Obviously, the temperature region whe
the TAPS mechanism is realized is characterized by z
critical current; therefore the temperature dependenceJc(T)
should be modified to allow for thermal fluctuations. In t
ro
present work this was done in the simplest way, namely t
the CVC was calculated according to Eq.~1! for different
temperatures for each sample andJc(T) was calculated ac-
cording to different criteria.
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FIG. 3. Experimental dependenceR(T, j ) for the compositeS115I ~circles!. The solid lines plotR(T, j ) calculated from Eq.~1! using theA2B temperature
dependence of the critical current~Ref. 13!, C5900, Tc589 K ~a!, and using theF2T temperature dependence~Ref. 14!, C51300, andTc589 K ~b!.
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FIG. 4. Experimental dependenceJc(T) for the com-
posite samplesS130I ~a! andS115I ~b! ~circles!, and
the A2B andF2T theoretical dependencesJc(T), re-
produced from Refs. 13 and 14 (Tc589), respectively.
Also shown are curves of the temperature depende
of the critical current calculated from Eq.~1! according
to different criteria ~from top to bottom:
131023 V/cm, ..., 131028 V/cm! using theA2B de-
pendenceJc(T) ~solid lines! and theF2T dependence
Jc(T) ~dotted lines!.
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Results of our calculation of the critical current using~1!
with different criteria for the voltage falloff in the current
voltage curves~from 131028 V/cm to 131023 V/cm) are
plotted in Figs. 4~a! and ~b!. The dashed curves were calc
lated using theA2B theoretical dependence forC5800
@Fig. 4~a!# and forC5900@Fig. 4~b!#; the dotted curves were
calculated using theF2T theoretical dependence forC
51000@Fig. 4~a!# andC51300@Fig. 4~b!#. As can be seen
the calculated dependence ofJc(T) has the same sign o
curvature as the experimental. This can be considered as
nificant progress in the description of the transport proper
of HTSC Josephson structures. At high temperatures, s
ig-
s

fi-

ciently far (;15220 K) from theTc ‘‘banks,’’ the experi-
mental values ofJc become vanishingly small and follow
quadratic law. This has been widely discussed in the lite
ture for several years; see, for example, Refs. 16 and 1
has been shown theoretically that suppression of the
potential at theS2I interface gives rise to a quadratic d
pendence ofJc(T) ~Ref. 16!. In addition to this, works have
appeared recently which have theoretically examined
temperature dependence of the critical current ofS2I 2S
junctions for nonstandard pairing mechanisms. For exam
in Refs. 18 and 19 it was shown theoretically that in a pair
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model different from the BCS model, the temperature dep
dence of the critical currentJc(T) of an S2I 2S junction
can fall off exponentially nearTc . Since the question of the
pairing mechanism of the current carriers in a HTSC rema
open, we have restricted our treatment to the classical va
of the Jc(T) dependence forS2I 2S junctions. In the
present work we have shown by direct numerical calculat
that just taking thermal fluctuations into account within t
framework of the BCS theory changes the curvature ofJc(T)
from positive to negative.
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We consider a generalization of BCS theory to the case where the energy spectrum of parent
charge carriers near the Fermi energy has a nonlinear character. This nonlinearity can
cause an abrupt decrease in the coherence length, growth of the density of states and transition
temperature, and non-analyticity of the vertex part as a function of the momentum. As
the density of states increases the model exhibits a tendency toward negative curvature of the
critical field at the transition point~although a sign change of the curvature is possible
near it!. Positive curvature can show up upon depletion of the density of states, which in fact
corresponds to a departure of the crystal parameters from the conditions maximizing the
transition temperature. ©1999 American Institute of Physics.@S1063-7834~99!00906-5#
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For type-II superconductors the upper critical fieldHc2

is a most important characteristic. On the one hand it is q
sensitive to the initial prerequisites of the model under c
sideration, and on the other, well-developed methods e
for measuring it, and the number of experimental papers
this question is large.1–5 One of the problems which ha
recently received much attention is the question of the
havior of Hc2(T) near the transition pointTc . The classical
result following from the BCS theory and also from the ph
nomenological Landau–Ginzburg theory gives the linear
pendenceHc2;Tc2T ~Ref. 6!. This dependence remain
valid in more complex models including, for example, a co
sideration ofp pairing and a number of additional intera
tions leading to growth of the number of coexisting phase7

The available experimental data are quite varied: in Ref
and 4 a linear law is closely borne out, with Ref. 2 pertain
to high-temperature superconductors and Ref. 4, to l
temperature superconductors; Ref. 8 provides data on fi
in Refs. 1 and 3 a deviation from the linear law with th
appearance of positive curvature was observed, and in R
almost with zero slope atTc although there is a segment o
linear dependence near it. Writing in the spirit of scali
conceptsHc2;(12T/Tc)

2n, we find data forn50.65– 0.8
in Ref. 9, while we have in the bipolar model of high
temperature superconductivityn53/4 ~Ref. 9! and for fluc-
tuational correctionsn52/3. In discussions of this questio
reference is frequently made to the experimental difficult
of determining the transition point in the presence of a m
netic fieldTc(H) ~Ref. 10!, and also to inhomogeneities an
defects.2,3,5 Also, if vortex motion is present, thenrÞ0
holds for T,Tc , and the conditionr(T)50 defines rather
the temperature at which the pinning mechanism operate
this regard, of compelling interest is the question of the r
of the magnetic field in the suppression of superconducti
~without invoking secondary reasons!.

1. Here we consider this question within the framewo
of a generalized BCS model in which the energy spectrum
8871063-7834/99/41(6)/3/$15.00
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parent particlesj(p) near the Fermi wave vectorkF can have
a nonlinear character.11 The classical BCS theory ha
j(p)5vFp and p5k2kF , wherevF is the Fermi velocity,
which is independent ofp. This ensures a constant density
statesN(j). The simplest nonlinear approximation ofj(p) is
given by a power lawj(p.0)5apm, wherem is not an
integer, and the coefficienta must be determined from th
normalization condition onN(j). Note that the behavior ofj
for p,0 can be important for extinction of the Coulom
state. In this sense odd continuation is optimal:j(p,0)5
2aupum. In the BCS theorym51 anda5vF ; the straight
line 1 in Fig. 1 forms a boundary between two nonline
energy spectraj(p): a spectrum withm.1, which has a
zero derivative atp50 and an enhanced density of state
and a spectrum withm,1, which has an infinite derivative
and a depleted density of states. For the approximate f
given above, 2vF(p)5amupum21. In such a generalized
model the analytic form of the main parameter of the the
j0 , the correlation length atT50, varies, and as a conse
quence also the expansion parameter of the contributio
the Cooper diagramP(q) ~Ref. 12!. Indeed,j05\/dp, and
in the BCS theory, as a consequence of the finiteness ofvF ,
dp'dj/vF'D0 /vF'Tc /vF , i.e., j05\vF /Tc (D0 is the
width of the energy gap atT50). In the model with power-
law nonlinearities the variationdj is characterized by the
magnitude itself of the variation, i.e.,dj5audpum, and
dp'(dj/a)1/m, hencej0'(a/D0)1/m'(a/Tc)

1/m (D0 and
Tc are proportional in this case!.

For estimates it is convenient to have expressions foj0

in terms of the conduction-band parameters. In the B
theory, bearing in mind that the Fermi levelm is found some-
where near the middle of the band, which has widthW, we
can write\vF'aW'W/kF , wherea is on the order of the
lattice constant. Thenj05(W/Tc)kF

21 . In the nonlinear
modelN(j) has a singular character form.1

N~j!5~12s!Nc~W/2!suju2s, s5~m21!/m. ~1!
© 1999 American Institute of Physics
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HereW has the meaning of the range of energies affected
the topological singularity in the energy spectrum resp
sible for the nonlinearity ofj(p) ~an upper limit for it is the
width of the conduction band!, Nc51/Wv is the mean den-
sity of states, andv is the volume of the unit cell of the
crystal. Expression~1! makes it possible to estimate the p
rametera: a1/m5kF

2/2p2Nc(W/2)s, i.e., in order of magni-
tude the quantitiesa1/m'aW1/m, hencej0'(W/Tc)

1/mkF
21 .

The presence of the power-law exponent 1/m on the large
parameterW/Tc is very important since with growth ofm j0

falls rapidly. This is in qualitative agreement with the te
dency observed in the new superconductors for whichj0

'(1210)a, in contrast with low-temperature supercondu
ors, for whichj0'(103– 104)a. The decrease inj0 is linked
with the nonlinearity inj(p) and growth of the density o
states. Thus, forW/Tc5103 the BCS theory hasj05103a,
but here form52 we havej05103/2a'30a, and form53
we havej0510a. The expansion parameter forP(q) is now
l5j0q/25(W/Tc)

1/m(q/2kF), and since in a magnetic fiel
H the spatial inhomogeneity is defined by the characteri
quantityqH

2 52eH/\c, in the zeroth approximation we hav
the estimateHc2(T);kF

2(Tc /W)2/m(Tc2T).
Note that studies of the Fermi surface of new superc

ductors point to the possible existence of various topolog
configurations of this surface near which the density of sta
N(j) and alsovF(k) can vary quite abruptly.13 Important
here are not only the quantitiesN and vF themselves, but
also their rate of change in the energy intervalv0 , where the
coupling constantgÞ0. In particular, a decrease invF(k)
causes a growth ofN, an increase ofTc , and a number of
other features.11 Although we limit the discussion here to th
isotropic model, this is not a loss since it preserves the m
physical content, specifically the quite rapid variation of t
velocity v(k)5djk/dk of the parent charge carriers in th

FIG. 1. Energy spectrum of parent particles nearkF (p5k2kF): 1—BCS;
2—with enhanced density of states;28—even continuation of2 into the
regionp,0; 3—with depleted density of states.
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vicinity of m. This means that we assume the existence o
region of inflection of the energy surface of the parent p
ticles «k nearm, wheredjk /dk and, possibly, some highe
derivatives vanish~for m fractional, singularities appear in
the higher derivatives!. In the isotropic case here, the Ferm
surface is spherical~or cylindrical in the two-dimensiona
case!, so that what is important here is not properly the sha
of the Fermi surface but how rapidly the equipotential s
faces shift with variation ofk.

2. The nonlinearity ofjp affects dynamic and static pro
cesses differently.14 In the static limit

P~q,T!5~2kF
2/8p2!E dpE dx@ tanh~j1/2T!

1tanh~j2/2T!#~j11j2!21, ~2!

where j15j(p1qx/2) and j25j(p2qx/2), the integral
over p extends over the range (2p0 ,p0), wherep0 is de-
fined by the regionv2 , and the integral overx extends over
the range (21,11). In a magnetic fieldH, in the vicinity of
the transition temperatureTc , where the energy gapD is
small, the connection betweenTc andH is determined by the
equationD(r )5g*PH(r 8,r )D(r 8)dr 8, andPH(r ,r 8)'P(r
2r 8)exp@i(2e/c)A(r 8)(r2r 8)#, whereA is the vector poten-
tial. HerePH(q,r )5P@q2(2e/c)A(r )#, so that the opera-
tor PH has the same eigenfunctions and eigenvalues
q2(2e/c)A(r ). Since the eigenvalues of the square of th
operator are known,qn

25(n11/2)(4eH/\c)1qz
2 , in the

isotropic case the operatorP(q) has eigenvaluesP(qn).
Therefore the behavior ofHc2(T) is found by solving the
equation P1(qH ,T)5P0(Tc)2P0(T), so that we are
mainly interested in the asymptotic limitP1(q)5P(q)
2P0 for q→0, whereP0(T)5P(T,q50), and the tem-
perature dependenceP0(T).

Let us discuss the behavior ofP(q) for different m.
First of all, the BCS case,m51, is exceptional since
N5const and the integral in Eq.~2! does not contain any
singularities. As a consequence of this, it is possible to
pand in q under the integral. This simple behavior is al
manifested in the spatial Fourier component of the Gree
function G(v,R)5*(dp/2p)exp(ipR)(iv2jp)

21, whose
behavior is determined only by one simple po
pc5 iw/vF , which in P(q)5(2TkF

2/p)S*dx*dRG(v,R)
3G(2v,R)exp(iqxR) gives a power series inq2. For
mÞ1, as a consequence of the dependence ofN on j, the
analytic properties ofG are complicated considerably~even
for integer values ofm there can be branch points, and re
parts appear in the poles, so thatG(R) is no longer a simple
decaying function!. For this reason, the asymptotic behavi
of expression~2! must be determined after taking the int
grals. Note that not all parts of the asymptotic expansion
equally sensitive to the value ofm. The most sensitive is
P0 , which determinesTc ,

P0~T!5~kF
2/2p2ma1/m!E dj tanh~j/2T!j2(s11)

5~kF
2T/p2ma1/m!sin~p/2m!( v (1/m22), ~3!
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where the upper limit of the integral overj is v0 , and the
sum is taken over positive frequencies. Form<1 the main
contribution to expression~3! comes from the vicinity ofv0

~for m51 this is the logarithmic behavior in the BC
theory!. Form.1 the integral and the sum converge rapid
therefore the upper limit can be extended to infinity. Th
means that the main contribution comes from smallj!2T.
In this case

P0~T!52kF
2p1/m23~1221/m22!z~2

21/m!/m sin~p/2m!a1/mT(121/m), ~4!

wherez is the zeta function. Form>1 Tc falls to zero as
g→0, while for m,1 we have the case of weak superco
ductivity, where the condition for the appearance ofTc is
quite strict: gNc(v0 /W)1/m21.1, i.e., a threshold arises
and P0(T)'2(1/a)1/m(12m)21v0

1/m21@12(2T/v0)1/m21

3C(m)] where C(m)52221/m(122221/m)G(1/m)z(1
21/m). In general, form.1 expression~2! does not expand
in a series inq2 and contains terms proportional toq2m11.
To estimate the part of expression~2! that depends onq,
P1(q,T), we utilize the circumstance noted above that
main contribution to the integral comes from smallj. This
makes it possible to expand tanh(p6qx/2) into series under
the conditionaqm!2T

P1~T!5~1/3!~kF
2/2p2!~1/2T!~2T/a!1/mC1@A~q!1B~q!#,

~5!

whereC1 is a numerical factor which depends on the para
eterm andA(q) is an analytic function ofq2. It is expressed
in terms of the dimensionless variablel as

A~l!522~m11!1@~11l!2(m11)2~12l!2(m11)#/l

2~12l2!(2m11)/22~2m11!F~2m,1/2,3/2,l2!,

~6!

whereF(a,b,g;x) is the hypergeometric function. For sma
l, it becomesA(l)'C2l22C3l4, where C2 and C3 are
numerical coefficients which depend onm, C2.0, but C3

.0 for m,3/2 andC3,0 for m>3/2. The second term in
expression~6! is equal toB(l)5C4l2m11, C4.0.

3. Thus, the expansion ofP(q) in noninteger values o
m.1 contains both an analytic part inq2 and a non-analytic
part in q ~for integer values ofm P is analytic!, but the
lowest degree ofq is 2. Therefore, the coefficient ofq2 can
be obtained by direct differentiation inside the integral in E
~2!

P (2)~q!5
kF

2a1/m@1222(211/m)#z~211/m!

12p (311/m) sin~p/2m!T(111/m) q2. ~7!

Note that separate parts of the asymptotic expansion ca
valid over a wider range than the total expression. Th
expression~7! goes over to the BCS expression form51
and remains finite down to values ofm.1/2. The coeffi-
cients of the higher powers ofq can diverge for non-intege
m, which confirms the non-analyticity of the total expre
sion, but the larger the value ofm, the higher the fractiona
power ofq.
;

-

e

-

.

be
s,

To first order, we have from expressions~4! and ~7! to
within numerical factors Hc2(T);T111/m(T1/m21

2Tc
1/m21), m.1. At the transition pointTc itself the second

derivative ofHc2 is negative, but forT,Tc it can change
sign. Thus, form51.1 this happens atT'0.2Tc . In prin-
ciple positive curvature could be provided by the followin
term of the asymptotic expansion with exponentr .2, but
under the condition that the coefficient be negative; howev
for 1,m,3/2 we have 3,2m11,4, and whereC3.0 the
power of q in B(l) is less than four andC4.0; therefore
the tendency toward negative curvature ofHc2 at Tc is
greater for m.1. For 1/2,m,1 we have
Hc2(T);T111/m(Tc

1/m212T1/m21). Here the second deriva
tive atTc is also negative; however, the temperature at wh
it changes sign is closer toTc . For m50.7 it is T50.4Tc ,
and for m'1/2 it is T'0.5Tc . Finally, for m,1/2 non-
analyticity arises in expression~7!, which indicates that pow-
ers of q with exponentr ,2 are possible. In this situation
Hc2 can have positive curvature even for zero derivati
Note that this situation corresponds to depletion of the d
sity of states near the Fermi surface and should be accom
nied by an abrupt decrease ofTc . In fact, depletion of the
density of states occurs when the structure of the crystal
filling of the conduction band deviate from optimal cond
tions ensuring a maximum transition temperature;11 most of-
ten it is under these conditions that positive curvature w
almost zero derivative is observed.
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Charge states of atoms in HgBa 2CuO4 and HgBa 2CaCu2O6 lattices
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Mössbauer emission spectroscopy on the67Cu~67Zn! isotope has been used to determine the
parameters of the electric-field gradient tensor at the copper sites of the HgBa2Can21CunO2n12

lattices (n51,2), as well as to calculate these parameters in the point-charge approximation.
An analysis of the results, combined with available NQR literature data for the63Cu isotope, has
shown that the best fit of calculated to experimental data can be reached by assuming that
the holes due to the presence of defects in the material localize primarily in the sublattice of the
oxygen lying in the copper plane. ©1999 American Institute of Physics.
@S1063-7834~99!01006-0#
x
iv
ic

re

o

e

n
a-
i-

wa
n
g
i

le
e

ro

th

li

us
l,
n

of

n
ic

ms
the

rs at

er
sid-
ely,

of

truc-
efs.
o all
hic

al-
b-

e
2a

a

of

nts
HgBa2Can21CunO2n12 (n51,2) compounds and
HgBaCaCuO are typical representatives of high-Tc super-
conductors, and determination of the charge state of the o
gen atoms in HgBaCaCuO lattices, which play a decis
role in the onset of superconducting state in these ceram
is a problem of considerable current interest. This work
ports on the use of Mo¨ssbauer emission spectroscopy~MES!
on the 67Cu~67Zn! isotope to determine the charge state
atoms in HgBaCaCuO lattices.

The HgBa2Can21
67CunO2n12 Mössbauer sources wer

prepared by diffusion doping HgBa2CaCu2O6 ~1212! (Tc

591 K) and HgBa2CuO4 ~1201! (Tc574 K) compounds
with the 67Cu isotope at 450 °C for two h in an oxyge
atmosphere. The67Cu~67Zn! Mössbauer spectra were me
sured at 4.2 K with a67ZnS absorber. Figure 1 presents typ
cal spectra, and Fig. 2a, the results of their treatment. It
assumed that the67Cu parent isotope introduced by diffusio
doping occupies copper sites in the lattices, with the dau
ter isotope67Zn remaining there. Because copper atoms
the ~1201! and~1212! lattices sit at the only@1,2# site, it was
expected that67Cu~67Zn! Mössbauer spectra of these samp
~compounds! would correspond to the only state of th
67Zn21 Mössbauer probe at the copper sites. As seen f
Fig. 1, the67Cu~67Zn! spectra of both compounds~their ce-
ramics! are indeed quadrupole triplets corresponding to
only state of the67Zn21 probe.

In a general case, the measured quadrupole coup
constantC5eQUzz/h is a sum of two terms:

eQUzz5eQ~12g!Vzz1eQ~12R0!Wzz, ~1!

where Q is the quadrupole moment of the probe nucle
Uzz, Vzz, andWzz are the principal components of the tota
crystal-field, and valence-electron electric-field gradie
~EFG! tensors,g andR0 are the Sternheimer coefficients
the probe nucleus, andh is the Planck constant.

In the case of the67Zn21 probe, the valence-electro
contribution to the total EFG tensor may be neglected, wh
gives

C~Zn!'eQ~12g!Vzz/h. ~2!
8901063-7834/99/41(6)/3/$15.00
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The crystal-field EFG tensor can be calculated in ter
of the point-charge model, and therefore by comparing
experimental,C(Zn), and calculated,eQ(12g)Vzz, values
one can determine the effective charges of atomic cente
lattice sites.

We calculated crystal-field EFG tensors for the copp
sites on the HgBaCaCuO lattices. The lattices were con
ered as superpositions of several sublattices, nam
@Hg#@Ba2#@Cu#@O~1!2#@O~2!2# and @Hg#@Ba2#@Ca#
@Cu2#@O~1!4#@O~2!2#, and the EFG was calculated as a sum
the contributions due to these sublattices. Note that the O~1!
atoms share the same plane with copper atoms. The s
tural data needed for the calculations were taken from R
1 and 2. The lattice sum tensors for the copper sites due t
sublattices are diagonal with respect to the crystallograp
axes and axially symmetric.

Taking g5212.2 ~Ref. 3! andQ50.174 b~Ref. 4! for
the 67Zn21 centers, one obtains within modelA correspond-
ing to standard valence states of the atoms involved~Hg21,
Ba21, Ca21, Cu21, O22! eQ(12g)Vzz'67 MHz for the
copper sites of the HgBa2CuO4 lattice, andeQ(12g)Vzz

'73 MHz for the copper sites in the HgBa2CaCu2O6 lattice.
These values differ substantially from the experimental v
ues of C(Zn). The nature of this difference can be esta
lished by a combined analysis of67Cu~67Zn! MES data and
nuclear quadrupole resonance~NQR! measurements on th
63Cu isotope for copper sites in the cuprate lattices. Figure
presents aC(Cu) vs C(Zn) diagram.5 For divalent copper
compounds, the experimental data can be fitted with
straight line

C~Cu!5197211.3C~Zn!, ~3!

whereC(Cu) andC(Zn) are in MHz.
It was shown that the main reason for the deviation

experimental data from the straight line~3! is that the copper
valence differs from 21.

Additional information can be derived from aC(Cu) vs
Vzz diagram proposed in Ref. 5~Fig. 2b!. Plotted on the
horizontal axis of this diagram are the principal compone
of the crystal-field EFG tensor,Vzz, calculated for the cop-
© 1999 American Institute of Physics
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per sites for which the values ofC(Cu) were derived by the
63Cu NQR method. TheC(Cu) vsVzz plot can be fitted by
an equation

C~Cu!51792191.4Vzz, ~4!

whereC(Cu) is given in MHz, andVzz in units of e/Å 3.
There is only one thing that can cause theC(Cu) vsVzz

relation deviate from the straight line~4!, namely, an error in
the calculation of the EFG tensor because of an inapprop
selection of the atomic charges.

Figure 2a presents63Cu NQR data for the~1201! and
~1212! compounds~Refs. 6 and 7, respectively!, together
with our 67Cu~67Zn! MES results in aC(Cu) vsC(Zn) plot.
It is seen that all points fit satisfactorily to relation~3!, which
implies that copper in the HgBaCaCuO compounds is di
lent. There is, however, no agreement with the linear rela
~4! in theC(Cu) vsC(Zn) plot ~Fig. 2b! if Vzz is calculated
assuming the atoms to have standard charges~modelA!. Ob-
viously, the deviation of data from the linear relation~4!
should be accounted for by an inappropriate choice of
model of charge distribution over lattice sites used in theVzz

calculation. The agreement is reached for models of typeB,
which postulate localization of holes at the O~1! sites in the
~1201! and ~1212! compounds. In the compounds und
study, such holes can appear as a result of stabilization
part of mercury atoms in univalent state. Our EFG ten
calculations within theB-type models assumed the fractio
of univalent mercury atoms in the~1201! and ~1212! com-

FIG. 1. 67Cu~67Zn! Mössbauer spectra of~a! ~1201! and ~b! ~1212! com-
pounds. The position of the components of the quadrupole triplets co
sponding to67Zn21 centers occupying copper sites is identified.
te

-
n

e

f a
r

pounds to be, respectively, 30 and 90%. Note, however,
photoelectron spectroscopy data~see, e.g., Ref. 8! do not
support the presence of univalent mercury, and one can
exclude that in order to explain the existence of holes in
oxygen sublattices one should take into account defect
the material.

Thus we have determined the EFG tensor parameters
the copper sites in the HgBa2Can21CunO2n12 lattices
(n51,2) by 67Cu~67Zn! MES and calculated these param
eters in the point charge approximation. An analysis h
been performed of the quadrupole coupling constant for
centers67Zn21 @67Cu~67Zn! MES data# and63Cu21 @published
63Cu NQR and NMR data!, as well as of the principal com
ponent of the crystal-field EFG tensor for copper sites
various cuprates. The experimental and calculated EFG
sor parameters for the HgBaCaCuO compound can be
onciled if one assumes that the holes created due to the p
ence of defects in the material are localized primarily on
sublattice of the oxygen sharing the same plane with
copper atoms.

Support of the Russian Fund for Basic Research~Grant
97-02-16216! is gratefully acknowledged.
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FIG. 2. ~a! C(Cu) vs C(Zn) plot for divalent copper compounds~solid
line!; ~b! C(Cu) vsVzz plot for divalent copper compounds. The points ref
to data corresponding to~1! Cu in compound~1201!, and~2! Cu in ~1212!.
The indicesA andB refer to the models used to calculateVzz .
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Infrared lattice-reflection spectroscopy of Zn 12xCdxSe epitaxial layers grown on
a GaAs substrate by molecular-beam epitaxy

L. K. Vodop’yanov,* ) S. P. Kozyrev, and Yu. G. Sadof’ev

P. N. Lebedev Physical Institute, Russian Academy of Sciences, 117924 Moscow, Russia
~Submitted June 2, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 982–985~June 1999!

Results are presented of the first measurements of infrared reflection spectra of Zn12xCdxSe
films (x50 – 0.55; 1! grown on a GaAs substrate by molecular-beam epitaxy. It is shown by a
mathematical analysis of the experimental spectra that the investigated Zn12xCdxSe alloy
system manifests a unimodal rearrangement of its vibrational spectrum as the composition is
varied. © 1999 American Institute of Physics.@S1063-7834~99!01106-5#
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The recently renewed interest in semiconductor allo
~solid solutions! has been linked with their wide use in th
fabrication of quantum-dimensional structures, includi
quantum wells, threads, and dots. In the fabrication of s
structures the problem arises of the validity of assigning
properties of the bulk material to thin layers. Commonly, it
assumed without any special reason that these propertie
identical. However, for example, in Ref. 1, it has been sho
that the concentration rearrangement of the phonon spec
of ZnCdTe films differs from that obtaining for bulk crysta
of the same alloys.

For current applications connected with the fabricat
of integrated opto-electronic devices, it is necessary to g
films of II–VI compounds on a material that is suitable f
this purpose, e.g., GaAs. However, in this case, ela
stresses arise due to lattice mismatch, altering the prope
of the films.

It is of interest to examine the crystalline lattice dyna
ics of films of the alloy system Zn12xCdxSe. Using thin
layers of this alloy, structures with quantum wells2 and quan-
tum dots3 were fabricated and studied. However, the prop
ties of this alloy~in contrast to other intensely studied allo
of II–VI compounds! have been investigated only very spo
tily. There is the work of Brafman,4 who investigated the
Raman spectra of Zn12xCdxSe bulk crystals and suggeste
that the rearrangement of the vibrational spectrum with co
position of this alloy system has a unimodal character. Th
alloys are also interesting because as the composition v
from ZnSe to CdSe a phase transition of the crystal struc
from cubic to hexagonal takes place.

There are no studies in the literature, as far as we kn
of lattice vibrations using infrared~IR! spectroscopy in bulk
crystals of ZnCdSe, let alone epitaxial layers. In the pres
paper we present the first results of lattice-reflection m
surements for epitaxial layers of Zn12xCdxSe (0<x<0.55,
x51) grown by molecular-beam epitaxy on a GaAs su
strate. A mathematical analysis of experimental latti
reflection spectra of film-on-substrate structures was p
8931063-7834/99/41(6)/4/$15.00
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formed, and the dispersion parameters of the latt
oscillators were determined. Brafman’s conjectures4 about
the unimodal character of the lattice-reflection spectra of
alloy system have been confirmed.

1. FILM GROWTH AND MEASUREMENTS

Hetero-epitaxial layers of Zn12xCdxSe (0<x<0.55,
x51) on GaAs were grown by molecular-beam epitaxy
the ‘‘Katun’’ setup, which was equipped with an ion ma
nometer for monitoring the intensity of the molecular beam
and an Auger electron spectrometer. It was also outfit
with molecular sources with enlarged crucibles to enha
the homogeneity of the growth layers. The limiting gas pr
sure in the setup was 131028 Pa. A built-in high-energy
electron diffractometer was utilized to monitor the quality
cleaning of the substrate surface before epitaxy and also
quality of the growth nuclei and epitaxial layer growth.

Epitaxy was performed on chromium-compensa
~100! GaAs substrates with 3° misorientation from the$110%
direction by evaporation of especially pure (6N) charges of
Zn, Cd, and Se from individual molecular sources. The la
of natural oxides was removed from the substrate surface
heating in vacuum at 580 °C in the absence of selenium
zinc vapors. After the substrate was cooled to the epita
growth temperature (280– 320 °C) the substrate was hel
zinc vapors with an equivalent pressure of 331025 Pa for
100 s to prevent formation of chemical compounds of se
nium with gallium, an excess of the latter being present
the surface of the GaAs substrate as a consequence of in
gruent evaporation during heating in vacuum.

The samples were grown with the ratio of equivale
pressures of the selenium beam to the total pressure of th
and Cd beams close to 2, which ensured the coexistenc
the surface of a superstructure consisting of a mixture
132 andc(232) reconstructions and corresponding to co
ditions of stoichiometric growth. The epitaxy temperatu
was lowered as the Cd content in the films was increas
© 1999 American Institute of Physics
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The rate of growth was held equal to 1mm per hour. The
composition of the epitaxial layers was monitored by tra
ing the ratio of the intensities of the LMM lines of the Z
and Se Auger transitions, and also by monitoring the posi
of the edge emission lines in the cathodoluminescence s
tra.

The long-wavelength IR reflection spectra were record
on a laboratory-model IR diffraction spectrometer using
the IR detector an OAP-5 opto-acoustical receiver with sp
tral resolution better than 1 cm21.

2. RESULTS AND DISCUSSION

IR lattice-reflection spectra at 300 K for a ZnSe film a
for Zn12xCdxSe films of some other compositions on a Ga
substrate are displayed in Figs. 1 and 2. The experime
lattice-reflection spectra are shown by a thin line, and
calculated spectra, by a thick line. The dashed line in Fig
shows the lattice-reflection spectrum of GaAs. It is cle
from the figure that the reflection spectrum of the thin fi
relative to the reflection spectrum of the substrate is remi
cent of the absorption curve of the film. To illustrate t
dependence of the reflection spectra of the films on th
composition, Fig. 2 plots the reflection spectra bounded
the spectral region 160– 270 cm21, which effectively ex-
cludes the substrate. On all the reflection curves rapid os
lations are observed associated with interference in the G
substrate, which has a thickness of 400–500mm. The inset
to Fig. 1 shows these oscillations together with the exp
mental points on an expanded wave-number scale. The
of the oscillations is roughly 2.5 cm21 ~or 0.8mm!. The ex-
perimental points shown in the inset also demonstrate

FIG. 1. Infrared lattice-reflection spectrum of an epitaxial ZnSe film o
GaAs substrate. The experimental spectrum is shown by the thin solid
and the calculated spectrum, by the thick solid line. The dashed line p
the reflection spectrum of the GaAs substrate.
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high spectral resolution of the device~better than 1 cm21) on
which the reflection spectra were recorded. Figure 2 displ
reflection spectra of Zn12xCdxSe films for the compositions
x50, 0.22, 0.38, 0.55, and 1, offset from one another alo
the ordinate axis for clarity. The peak of the reflection ba
for the ZnSe film (x50) is localized at the frequenc
206 cm21, and for the CdSe film (x51), at 169 cm21. As
the Cd concentration in the films increases the latti
reflection peak changes its shape and position, with o
small changes in its intensity. We did not observe any sp
ting of the lattice-reflection peak into two peaks localiz
near the frequencies characteristic of ZnSe and CdSe fi
for any of the compositions up tox50.55. Such behavior o
a lattice peak for Zn12xCdxSe films as a function of compo
sition x is characteristic of the unimodal type of rearrang
ment of the phonon spectrum of a crystalline alloy. But
reach a more definite conclusion, it is necessary to carry
a rigorous mathematical analysis of the experimental refl
tion spectra.

In our case, we consider a model structure formed b
thin film on top of a bulk~semi-infinite! substrate under the
assumption that the film is homogeneous in thickness.
such a model structure for a film of thicknessL with dielec-
tric function « f(v) and a substrate with dielectric functio
«s(v) for normal incidence of the light, the amplitude refle
tion coefficient has the form5

r 1 f s~v!5
r 1 f~v!1r f s~v!exp~ i2b!

11r 1 f~v!r f s~v!exp~ i2b!
, ~1!

where

e,
tsFIG. 2. Lattice-reflection spectra of Zn12xCdxSe films on GaAs. The ex-
perimental spectra are shown by a thin solid line, and the calculated spe
by a thick solid line.
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r 1 f~v!5
12A« f~v!

11A« f~v!
, r f s~v!5

A« f~v!2A«s~v!

A« f~v!1A«s~v!

and b5
2pLA« f~v!

l
,

and l is the wavelength. The reflection coefficientR(v)
5@r 1 f s(v)#2. A more detailed discussion of features of t
reflection spectrum of thin films on a substrate in the latti
reflection region and their interpretation was published
Ref. 6.

The dielectric function of the film« f(v) is considered in
its classical additive form

« f~v!5«`1(
j

Sjv t j
2

v t j
2 2v22 ivg j

. ~2!

In the calculation of the reflection coefficientR(v) in for-
mula~2! we varied the frequency of thej th TO modev t j , its
oscillator strengthSj , and the decay parameterg j . Figures 1
and 2 show good agreement between the calculated and
perimental reflection spectra.

The frequencies of the TO modes for Zn12xCdxSe films
of different compositions are plotted in Fig. 3. An almo
linear variation of the frequencyv t as a function of the com
positionx is observed, which is characteristic of a unimod
system of alloys. In the interpretation of the lattice-reflecti
spectra it was noted that the frequencies of the TO mode
different for ZnSe films of different thickness: for a film wit
L51.1mm the frequencyv t5208 cm21 ~in Fig. 3 it is rep-
resented by a filled square! whereas for a film withL
52 mm it is equal to 206 cm21 ~empty square!. We mea-
sured the reflection spectrum of a bulk ZnSe crystal un
identical conditions; for itv t5206 cm21. Consequently, for
a thinner film the frequency of the TO mode exceeds its b
value by 2 cm21, and this is not a measurement error, sin
the measurements were performed under identical condit
and the spectral resolution was not worse than 1 cm21. For
x50.14 and film thicknessL50.8mm, v t ~represented in
Fig. 3 by a filled square! also exceeds the interpolated val
by roughly 2 cm21. Observation of an analogous effect f

FIG. 3. Dependence of the transverse optical phonon frequencie
Zn12xCdxSe films on alloy compositionx.
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InGaSb films on a GaAs substrate was reported earlie
Ref. 7. This effect is apparently explained by the influence
elastic stresses arising from the lattice mismatch of the s
strate and film although for the pair GaAs and ZnSe
degree of mismatch is very small. In this regard, it would
desirable to compare with bulk Zn12xCdxSe of different
composition. As was remarked above, we do not know
any infrared lattice-reflection studies on bulk crystals
Zn12xCdxSe.

The interpretation of the reflection curves shown in F
2 is a first approximation, allowing one to judge as to t
unimodal or bimodal character of rearrangement with co
position of the vibrational spectrum of the alloy syste
Zn12xCdxSe. However, for films with Cd content betwee
0.22 and 0.38 the structure of the lattice vibrations
Zn12xCdxSe are better modeled by two oscillators. An e
ample of such an interpretation forx50.22 is shown in
Fig. 4. The solid thick line shows the calculated spectr
with one lattice oscillator (v t5199 cm21, S53.5, g t

510 cm21), and the points plot the calculated spectrum w
two oscillators (v t5199 and 218 cm21, S53.4 and 0.15,
g t59 and 6 cm21). An additional weak oscillator with
v t5218 cm21 is localized on the short-wavelength side
the main band and therefore cannot be associated wi
manifestation of bimodality of the system, since it is far r
moved in frequency from the CdSe-like mode~for CdSe
v t5169 cm21). We observed fine structure in the lattic
reflection spectra earlier in the bimodal alloy syste
Cd12xHgxTe ~Ref. 8!, where it is associated with a manife
tation of correlations in the spatial distribution of impuri
atoms in the alloy. The question of the existence of suc
structure in the unimodal system Zn12xCdxSe requires addi-
tional study, and in particular, studies are needed in b
crystals.

The unimodal character of the vibrational spectra of
alloy system Zn12xCdxSe observed in the present measu
ments is extremely unusual for semiconductor alloys

of

FIG. 4. Lattice-reflection spectrum of a Zn12xCdxSe film (x50.22) and its
interpretation by a one-oscillator~solid line! and a two-oscillator model
~points! of the vibrational spectrum of the alloy.
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II–VI compounds. The current criterion for estimating th
character of the rearrangement of the vibrational spectr
based on the arguments expressed in Ref. 9 and formu
in Ref. 10, predicts a bimodal type of rearrangement for
alloy system Zn12xCdxSe. The essence of the criterion f
realization of bimodal rearrangement in an (AB)C alloy is
that the vibrational perturbation energy for substitution o
B atom by anA atom exceeded the vibrational interactio
energy in lattice of the binary compoundBC. For the binary
compound CdSe the criterion reduces to

uDmu
M

2
3V

2v t
21v l

2.1,

whereDm is the mass defect for substitution of Cd by Zn
CdSe,V is the frequency of the local mode of Zn in CdS
M is the reduced mass,v t and v l are the frequency of the
transverse mode and the frequency of the longitudinal m
for CdSe. Substitution of the corresponding parame
shows that the criterion of bimodality is fulfilled, but it fol
lows from experiment that the alloy system Zn12xCdxSe is
unimodal.
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Study of the electro-absorption spectrum of a nickel acceptor exciton in a ZnO:Ni
crystal based on a calculation of vibrations associated with a Ni 11 impurity
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Localized vibrations in ZnO crystals due to the substitution impurity Ni11 are modeled. The
calculations were performed in the shell model using a recursive method for vibrations withA1 and
E type symmetry. Numerical calculations allowed us to analyze the vibronic structure in the
electro-absorption spectra for nickel acceptor excitons in ZnO:Ni. ©1999 American Institute of
Physics.@S1063-7834~99!01206-X#
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The systematic study over the last several years
electronic–vibrational states of impurity 3d elements in
II–VI semiconductor compounds has been motivated by
wide practical applications such systems lend themselve
Of especial interest here are hydrogenlike states, which
called donor excitons~DE! or acceptor excitons~AE! of the
3d impurity.1 Hydrogenlike states form when the number
electrons in the 3d shell changes by one. Experimental stu
ies of such excited states of the 3d impurity employ different
methods to observe the absorption or luminescence spe
The presence of intracenter states along with the hydrog
like excitations often leads to nonradiative transitions fro
the hydrogenlike states to intracenter states. This limits
diative decay of the acceptor excitons or donor excitons
the 3d impurity and consequently the use of luminescen
methods. A promising and more efficient method is t
modulation electro-absorption method,1 which records
changes in the absorption coefficient in an electric field.
the electro-absorption spectra a DE or AE non-phonon lin
always accompanied by a complicated vibrational ba
ground which is due to creation or annihilation of phonons
the crystal.

In studies of hydrogenlike excitation of the 3d impurity
situations can arise in which it is quite hard on the basis
the experimental information to specify the type of this e
citation, for example, for a crystal of ZnO:Ni. Donor an
acceptor excitons of the 3d impurity interact differently with
the lattice vibrations; therefore a determination of the type
the hydrogenlike excitation can be based on an analysi
the shape of the vibronic echoes of the non-phonon line
the electro-absorption spectrum. An interpretation of the
brational background presupposes a theoretical study of
background spectrum of the defective crystal.

Mel’nichuk et al.2 analyzed the vibronic structure of th
electro-absorption spectrum of ZnO:Ni. However, the
bronic echo was interpreted by comparing it with the cal
lated vibrational spectrum of an ideal crystal. On the basis
their calculations, the authors concluded that they had
served the nickel donor-exciton spectrum. This analysis
probably not entirely correct since it does not take accoun
the appearance of defect-induced vibrations.
8971063-7834/99/41(6)/5/$15.00
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In the present work we model the vibrational spectru
of the ionic–covalent crystal ZnO with a nickel impurit
Ni11@3d9# charged relative to the crystalline lattice, using
recursive method in the shell model. On the basis of
calculations we arrived at an interpretation of the vibron
wing of the non-phonon line of the electro-absorption sp
trum in ZnO:Ni,3 which suggests that this spectrum chara
terizes the@d9h# nickel acceptor exciton arising in the tran
sition @d8#→@d9h#.

1. TECHNIQUE AND RESULTS OF CALCULATIONS

The self-consistent approach currently in favor f
studying the vibrational background of the non-phonon l
of the electro-absorption spectrum of the nickel acceptor
citon in ZnO:Ni theoretically entails, first of all, a calculatio
of the dynamics of the crystal matrix with the defect, allow
ing for the distortion of the crystalline lattice due to th
presence of the defect and, second, a consideration of
change in the electron–phonon interaction associated
the transition@d8#→@d9h#. In a numerical simulation of the
lattice dynamics of a defective crystal and in a calculation
the lattice distortion caused by the defect, an important qu
tion is how to correctly describe the interaction between
defect and the remaining atoms of the crystal and also
tween the atoms of the crystal matrix. The traditional a
proach to practical calculations of various physical char
teristics of the oxides of many elements employs
approximation of pairwise central interactions.4–7 The pair-
wise interaction potential between the atoms is the sum
short-range term and a long-range Coulomb term. The
term is approximated by the well-known Born–Mayer pote
tial and by a potential describing the van der Waals inter
tion. The Coulomb part is written in the form of an intera
tion of point charges. In the approach under considera
the electron~inertialess! polarization of the atoms is de
scribed in the shell model. Note that along with pairwi
interaction potentials obtained from a quantum-mechan
calculation,4 empirical potentials obtained by fitting variou
physical quantities of the crystal to their experimental valu
are also widely used.5–7
© 1999 American Institute of Physics
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In light of the complexity of the structure of the nicke
acceptor exciton, a theoretical study of its interaction w
the lattice vibrations is fraught with difficulty. To analyze th
vibrational background of the electro-absorption spectrum
the nickel acceptor exciton in zinc oxide, we numerica
modeled the phonon spectrum for a somewhat simpli
system; specifically, instead of the nickel acceptor excit
we considered a Ni11 impurity. Therefore, our analysis o
the vibrational background of the non-phonon line of t
electro-absorption spectrum of the nickel acceptor excito
based on results of a simulation of the lattice dynamics
ZnO:Ni11.

For nickel-ion (Ni11) doped zinc oxide with wu¨rzite
structure, we used the shell-model parameters: the charg
the ion shell and the ‘‘nucleus–shell’’ coupling constant, a
also the parameters of the short-range part of the pair po
tial, which for the interaction of the Ni11 ion with the re-
maining ions were assumed to be the same as in a cryst
NiO ~Ref. 7!, and for the interaction of the Zn12 ion were
assumed to be the same as in a crystal of ZnO~Ref. 8!. In all
of the calculations we took account of the short-range in
ion potential out to second-nearest neighbors inclusive.

The static distortion of the crystalline lattice in ZnO b
the substitution impurity Ni11 was calculated in the approx
mation of the molecular statics method9 without taking into
account compensation of excess charge. The calculat
showed that the nearest neighbors of the Ni11 impurity are
quite removed from it. The nature of the lattice distorti
near the Ni11 ion accords with the fact that the Ni11 impurity
has a negative excess charge relative to the lattice. The e
librium position of the nearest O22 ion located on the hex
agonalC axis is shifted by 0.275 Å, and the remaining thr
nearest O22 ions are shifted by 0.25 Å. The displacements
the equilibrium positions of the ions of the next coordinati
sphere~CS! are an order of magnitude smaller than for t
four given O22 ions; therefore they were neglected in t
lattice dynamics calculations. For the equilibrium configu
tion of the ZnO:Ni11 lattice so obtained, we calculated th
energy of formation of the substitution impurity Ni11, which
was found to be equal to 18.4 eV.

The point defect appearing in the crystal alters the f
quencies of the normal vibrations and consequently the t
density of phonon states of the ideal crystal infinitesima
with the exception of the case when a local or gap vibrat
arises. However, the form of the crystal vibrations near
defect due to alteration of the force constants and mass
vary substantially. In the presence of a defect that is char
relative to the crystalline lattice the lattice perturbation d
to the Coulomb interaction is not localized in a small neig
borhood of the defect. Note that such modifications of
crystal vibrations also occur in response to changes in
electronic state of the defect.

In the various physical processes in which the def
participates the motion of the ions nearest it usually play
huge role. For example, for electronic–vibrational transitio
at the impurity center, motion of the ions around the impur
is the main determinant of the nature of the vibrational str
ture accompanying the non-phonon line. This is because
electrons localized near the impurity most strongly inter
f
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with vibrations of the ions of the first coordination sphere
To examine the local lattice dynamics it is convenient

use a function called the local density of phonon sta
~LDPS!. This function describes the dependence of
square of the amplitude of the displacement of a certain a
on the frequency of the normal vibrations of the crysta10

Note that summing the local densities of phonon states o
nonequivalent atomic displacements for an ideal crystal
lows one to reconstruct the total density of phonon states
it. An important property of the LDPS is that it can be us
to detect vibrations associated with the appearance of a
ferent kind of defect. The maxima in the LDPS of a crys
with a defect that do not coincide with the maxima of t
LDPS of an ideal crystal determine the frequency of the
calized vibration induced by the defect.

In an analysis of the vibronic wing of the electronic
vibrational spectrum of a defective crystal, it is important
take into account the properties of the symmetry point gro
of the defect, which permit a considerable simplification
such an analysis. This is because the electrons belongin
the defect interact only with vibrations of a definite symm
try G. Therefore, it is reasonable to work with symmetriz
displacements of the atoms, whose frequency dependen
characterized by a symmetrized LDPS~SLDPS!. The
SLDPS is expressed in terms of the imaginary part of
diagonal element of the Fourier transform of the one-part
Green’s function for the displacements. The latter in turn
determined by the dynamical matrix of the crystal for t
direct space.11 Using a recursive method, we transform th
dynamical matrix into tridiagonal form. In this case the d
agonal element of the Green’s function takes the form of
easily calculated continued fraction.

Simulation of the local lattice dynamics of ionic crystal
especially in the presence of a charged impurity, requires
accurate calculation of the dynamical matrix with the lon
range Coulomb interaction explicitly taken into accou
which entails the construction of a cluster of large dime
sions. Our study showed that depending on the type of c
tal, the required level of accuracy of the calculations
achieved if we consider a cluster with a radius of appro
mately 15 to 25 Å. In this case the cluster usually conta
1000–1500 atoms. In the present calculations for ZnO:N11

the dynamical matrix was constructed in the shell model
1000 atoms. And in our calculation of the diagonal eleme
of the dynamical matrix we considered a cluster contain
4200 atoms.

The calculated total density of phonon states of an id
ZnO crystal may serve as a check on the accuracy of u
these dynamical models and this approach to the lattice
namics problem in our calculations~Fig. 1!. Comparison of
the results of our calculation and a calculation based on
valence force model by integrating over the Brillouin zon2

shows clearly that their correlation is satisfactory. The d
ference in the position of the photon forbidden region and
some maxima is due to limitations associated with the s
model used in the calculations. Note that according
electron12 and neutron13 spectroscopic data the gap betwe
the acoustic and optical regions occupies the interval fr
8.0 to 11.5 THz, and the entire frequency spectrum end
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17.7 THz. Our calculated values for the width of the gap
equal to 9.0–12.3 THz, and for the upper limit of the fr
quency spectrum, 16.9 THz.

In the present work, as our initial vectors for the recu
sive method we chose the symmetrized displacements
are the normal coordinates of the region around the Zn12 ion
or the Ni11 impurity replacing it, bounded by the first coo
dination sphere. The center of this region in ZnO occupie
position characterized by the symmetry point groupC3v .
According to a group-theoretic analysis, for the given reg
there are nine normal coordinates: 4A1 , A2 , and 5E. It was
for these coordinates that we calculated the symmetrized
cal density of phonon states.

Figure 2 plots the symmetrized local density of phon
states projected onto displacements, ofA1 and ofE symme-
try, of the ions of the first coordination sphere for ZnO:Ni11.
A distinguishing feature of this figure is the presence of fo
intense peaks defining two resonance vibrations of symm
A1 , the gap vibration of symmetryA1 , and the local vibra-
tion of symmetryE. The resonant vibration located in th
acoustic band at the frequencynNi(A1)52.4 THz is associ-

FIG. 1. Total density of phonon states in a ZnO crystal. Solid line—resu
calculation in Ref. 2, dashed line—our calculation.

FIG. 2. Symmetrized local densities of phonon states, calculated f
ZnO:Ni11 crystal, projected onto displacements of the ions of the first
ordination sphere with symmetryA1 ~solid curve! and with symmetryE
~dashed curve!.
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ated with motion of the Ni11 impurity, and in the resonan
vibration, with the frequencynO(A1)512.3 THz O22 ions
take part. The gap vibration with frequenc
nO(A1)510.2 THz is induced by the Ni11 impurity and by
the three O22 ions. The local vibration with frequency
nO(E)517.2 THz, located near the upper limit of the optic
band, whose calculated frequency is 16.9 THz, is associ
with motion of the O22 ions.

2. DISCUSSION OF RESULTS

The nickel acceptor exciton is an excited hydrogenl
state of the Ni impurity and is denoted as@d9h# ~Ref. 1!.
This formation arises in an electromagnetic field of fr
quencyva , during the transition of a hole from a 3d shell of
the Ni12 impurity to the weakly localized hydrogenlike orb
on which the hole is held by the Coulomb field by the r
formed Ni11 impurity. Schematically, the process of form
tion of a nickel acceptor exciton is written as follows: Ni12

1\va→@Ni11h# or d81\va→@d9h#. It follows from Refs.
1 and 14 that the nickel acceptor exciton state is constru
from states of a Ni11 ion and a hole from some valenc
subband, where this hole is found in a hydrogenlike or
with principal quantum numbern.

The complete representation of a nickel acceptor exc
in zinc oxide for the ground state is given by the direct pro
uct GAE5G(d9)3G(s)3G(v) of irreducible representation
~IR! G(d8), G(s), andG(v) describing the ground state o
thed9 configuration, the wave function of a hole in a hydr
genlike state ofs type with quantum numbern51, and the
top of the valence band, respectively. Thus, the ground s
of the nickel acceptor excitonGAE in the hexagonal crysta
ZnO with the spin–orbital interaction taken into account is
superposition of states transforming according to the irred
ible representationsG1 , G2 , andG3 .

Since a nickel ion on which a process occurs involvi
the formation of an acceptor exciton in ZnO is found in t
trigonal field of symmetryC3v , the electric dipole momen
operator for an electromagnetic field withp polarization
transforms according to the irreducible representationG1 ,
and with s polarization, according to the irreducible repr
sentationG3 . According to the selection rules, the transitio
from the initial stated8 of symmetryG1 ~with spin taken into
account! to the final state@d9h# is allowed in the electric-
dipole approximation for both polarizations. Here the vibr
tions interacting with the given transition, regardless of t
polarization type of the electromagnetic field, possess s
metry A1 or E. Consequently, the phonon wings of th
electro-absorption spectrum for nickel acceptor excitons
which all A1 andE vibrations are manifested should have t
same type of features for different polarizations. This fac
well illustrated in Fig. 3.

The shape of the vibronic satellite of the non-phon
line of the electro-absorption line of the nickel acceptor e
citon is determined in general by the vibrational states of
crystal with defect found in the initiald8 state and the fina
@d9h# state. In a number of cases in the analysis of the
brational background, a simple formula is used which do
not take account of changes in the elastic constants.15,16 In
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this formula the vibrational background is expressed in te
of the linear part of the expansion in normal coordinates
the electron–phonon coupling of the transition, on the o
hand, and the density of phonon states of the crystal w
defect in the initial state, on the other. For a nickel accep
exciton this formula is probably not applicable. This is b
cause, first, the transitiond8→@d9h# occurs for a system
with an intermediate electron–phonon interaction; theref
the calculation cannot be restricted to the linear part of
electron–phonon coupling of the transition. Second, in
transition under consideration a strong perturbation of
vibrations of the crystal is observed, as a consequenc
which information is also required about the vibrational st
of the crystal with defect found in the final@d9h# state.

However, if we analyze the contribution to the vibron
wing formed by single-phonon processes via a numer
calculation, it is sufficient to consider the linear part of t
electron–phonon coupling of the transition. To obtain n
merical values of the frequency dependence of the electr
phonon interaction even in the linear approximation in
normal coordinates is a complicated task. In our analysis
the vibrational background of the electro-absorption sp
trum of the nickel acceptor exciton we assumed that the
quency dependence of the electron–phonon coupling of
transition is determined primarily by vibrations of the io
nearest the defect. Proceeding along this line, we interpr
the vibrational background without calculating the electro
phonon and exciton–phonon interactions, basing the in
pretation only on the symmetrized local density of phon
states calculated for ZnO with a Ni12 impurity ~Ref. 8! and
with a Ni11 impurity.

Note that certain points in the electro-absorption sp
trum correspond to maxima of the absorption spectrum
our case, for a nickel acceptor exciton in ZnO:Ni these po
in the electro-absorption spectrum are zero-crossing poin

FIG. 3. Electro-absorption spectrum in ZnO:Ni~Ref. 3!. The dashed line is
for s polarization, and the solid line is forp polarization.
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points associated with the largest slope in the regions of f
off of the absorption coefficient. These points are marked
vertical lines in Fig. 3.

The electro-absorption spectrum depicted in Fig. 3 w
measured at liquid-helium temperatureT54.2 K; therefore
its vibronic part is shifted into the Stokes region of the sp
trum and is associated with phonon creation. The vibratio
background of this spectrum has a complicated structure
to the superposition of multiphonon transitions. Noting th
the electron–phonon interaction for the transition in quest
d8→@d9h# is not small, guided by Ref. 17 we conclude th
the intensity of a given multiphonon transition grows wi
increasing order of the phonon process and reaches its m
mum at an order that is determined by the Franck–Con
principle. This is in good agreement with the fact that in t
experimental spectrum~Fig. 3! the intensity of the vibra-
tional background grows with increasing frequency. Amo
the features in the region of the single-phonon contribut
to the vibrational background it is possible to make out t
intense structures. Judging from Fig. 3, one is found a
frequencyn159.0 THz from the non-phonon line and falls i
the region between the acoustic and optical bands of
single-phonon states of the ZnO crystal, and the second,
frequencyn2517.8 THz, lies above the upper boundary
the allowed frequencies of the single-phonon states. Th
structures correlate very well with the two intense peaks
beled 1 and 2 in the calculated SLDPS spectra of typeA1 and
E for ZnO:Ni11 ~Fig. 2!.

Note that features belonging to single-phonon transitio
are reproduced in the region of multiphonon transitions
various combinations. Such combinations of the most inte
features are shown in Fig. 3. It can be seen that the inte
features correspond to the series for the local vibrationkn2 ,
wherek is the order of the phonon process, and to Ram
echoes of the formn11kn2 . The latter apparently arise be
cause the vibrational background receives another contr
tion from a mechanism due to the anharmonic interaction
the local vibration with the remaining vibrations of ZnO:N
As a result of this interaction, the local vibration and
multiphonon echo are accompanied by some vibro
structure.17 Since the local vibration hasE symmetry, it can
interact with vibrations of symmetryA1 and E. Therefore,
the structure of the vibronic part associated with the lo
vibration is determined by the vibrations of the same sy
metry as in the absence of the local vibration. In this ca
the interaction of the local vibration and the gap vibrati
govern the appearance of the strongest features in the v
tional part of the electro-absorption spectrum of the nic
acceptor exciton in ZnO:Ni.

To summarize, the above analysis of the multiphon
vibronic wing of the non-phonon line of the electro
absorption spectrum of ZnO:Ni based on a model calcula
of localized lattice states near a Ni11 charged impurity center
has advanced our understanding of the vibrational struc
of the electro-absorption spectrum and suggests that
spectrum corresponds to the nickel acceptor exciton. T
newly won understanding cannot yet be called comple
More detailed experimental results are still needed, includ
the transformation of the electro-absorption spec



a.

fo
2-

z.

un.

a-

901Phys. Solid State 41 (6), June 1999 Kislov et al.
with increasing temperature, and also the Raman spectr
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Shubnikov–de Haas effect in tricrystals of the system of alloys Bi 12xSbx „x 50.1; 0.13…
with n -type conductivity

F. M. Munteanu, Yu. A. Dubkovetski , and G. A. Kiosse

Institute of Applied Physics, Moldavian Academy of Sciences, MD-2028 Kishinev, Moldova
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The Shubnikov–de Haas effect has been investigated in tricrystals of the alloy system Bi12xSbx

(x50.1; 0.13! with n-type conductivity in stationary~up to 14 T! and pulsed~up to 40 T!
magnetic fields. Reconstruction of the internal boundary of the tricrystals was observed, along with
a number of new component oscillations ofr(B) indicating a rotation of the constant-
energy surfaces of theL electrons on the intercrystallite boundary at an angle of;74° in the
binary–trigonal plane. ©1999 American Institute of Physics.@S1063-7834~99!01306-4#
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Recently, component Shubnikov–de Haas~ShdH! oscil-
lations have been detected in bicrystals of the alloy sys
Bi12xSbx with n-type conductivity, testifying to rotation o
the effective-mass ellipsoids of theL electrons at the inter
faces of the crystallites~relative to their position in the
single-crystal blocks by roughly 74°~Refs. 1 and 2!. The
intercrystallite boundary of these bicrystals was very near
coherent twin; however, a different contribution of the dis
cations to the oscillation plot was observed3 for small-angle
and large-angle boundaries. Of significant interest are obj
with more complicated mechanical stresses, such as tric
tals ~tricrystal transitions were used in Ref. 4 to investiga
the symmetry of the paired state in HTSC’s!, where three
individual crystals meet, having different rotation angles, a
where large accumulations of defects and dislocations
observed which are intertwined in a complicated way.

In the present study we investigated two tricrystals
semiconductor alloys belonging to the system Bi12xSbx (x
50.1; x50.13) with n-type conductivity~the samples were
intentionally doped with Te donor impurities!. Note that the
Fermi surface of these alloys consists of three heteroa
quasi-ellipsoids centered at theL points of the Brillouin zone
and tilted in the binary plane by;5° ~Ref. 5!.

The samples were prepared in the shape of a paralle
ped. The internal boundaries (IB) of the tricrystals, which
had width 140<L<300 nm, were nearly of the inclinatio
type. The planes of the internal boundaries (PIB) were al-
most parallel to the trigonal axisC3 of the crystallites. The
tilt angle Q i of the crystallites for the sampleT1 (x50.13)
were Q1(AC);12°, Q2(CB);6°, and Q3(AB);4°, and
for the sample T2 (x50.1) they were Q1(AC);10°,
Q2(CB);4°, and Q3(AB);2°. Contacts to the interna
boundaries were welded on by electrospark welding~a sche-
matic illustration of the tricrystal with contacts is shown
the inset to Fig. 1!. The composition of the samples wa
monitored by x-ray measurements. The total electron den
N was determined from the Hall coefficient in a strong ma
9021063-7834/99/41(6)/3/$15.00
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netic field ~the classical limit! R`52(eN)21. In our
samples,N was on the order of 1.231018cm23 (T1) and
1.3631018cm23 (T2). The measurements in steady-state~up
to 14 T! and pulsed~up to 40 T! magnetic fields were per
formed at the International Laboratory of Strong Magne
Fields and Low Temperatures in Wrocław, Poland. T
ShdH effect was investigated on setups which made it p
sible to record the magnetoresistance curves in the forw
and reverse fields, compensate for the monotonic compon
determine the harmonic frequencies by Fourier analysis,
Below we describe the main results of our measurement
the ShdH effect on theT1 andT2 samples.

It is well known that for theBiC2 orientation of the
magnetic field in single crystals of the alloy Bi12xSbx with
n-type conductivity two harmonics of ther(B) oscillations
are observed: a low-frequency harmonic, associated with
two ~smallest! cross sections of the two equivalent qua
ellipsoids of theL electrons, and a high-frequency harmon
characterizing the~maximum! cross section of the third
quasi-ellipsoid. The oscillations are widely separated in m
netic field because of the anisostropy of the Fermi surfac
the L electrons. As can be seen from Figs. 1 and 2b,
tricrystals with orientations of the magnetic fieldB'PIB
~close to theC2 axis of the crystallites! three harmonics of
oscillations of the magnetoresistance are clearly revea
and their frequencies do not depend on the internal bou
aries of the specific tricrystal in question. For example,
the tricrystal T1 the frequencies of these oscillations a
equal respectively to D1(1/H)21'2.7T, D2(1/H)21

'52.6T, andD3(1/H)21'29.7T. The additional frequency
D3(1/H)21 in the oscillation curvesr(B), which is not ob-
served in the single crystals, arises beyond the quantum l
for a low-frequency harmonic. We found that the phase
these oscillations, like the sequencing of the oscillation pe
for the spins aligned with the field and against it in the lo
frequency harmonic depends on the state of the inte
boundaries. This is especially noticeable in the oscillat
© 1999 American Institute of Physics
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FIG. 1. The ShdH effect in the tricrystalT1

~stationary magnetic fields! at 4.2 K for
B'PIB. For curves2 and 4 the magnifica-
tion scale is 23, and for curve3 it is 33.
Curve 3 was taken before heat treatmen
and curve4 after. Inset: diagram of sample
with contacts (A,B,C—single-crystal
blocks.
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plot r(B) on the internal boundary between the sing
crystal blocksB andC @ IB(BC)#, where the additional com
ponent oscillates in antiphase and the sequencing of the
cillation maxima with opposite spin is violated. After he
treatment theIB(BC) returns to its equilibrium state, th
phase of the oscillations changing byp, and the normal se
quencing of Landau sublevels is regained~Fig. 1!. Recon-
struction of theIB(BC) most likely occurred with a shift of
the crystallographic planes by a quarter period in the dir
tions opposite the two spin directions.6 This is indicated by
direct calculations of the spin splitting factorg5Dsp/Dorb

and the Dingle temperatureTD of theL electrons forBiC2 ,
specifically: before heat treatment forIB(BC) we had g
'0.32 andTD'1.4 K; after heat treatment their values we
g'0.7 andTD'0.5 K.

For the magnetic field oriented parallel to thePIB ~close
to the C3 axis of the crystallites! in tricrystals of the alloy
system Bi12xSbx with n-type conductivity, like in the
bicrystals,1,2 two frequencies of oscillations are observe
whereas in single crystals for this field orientation only o
frequency is seen, associated with large cross section
the Fermi surface of theL electrons. Their ratio
k5D1(1/H)21/D2(1/H)21 @k1;4(T1); k2;6(T2)] de-
pends on the concentration of the components in the al
and the degree of filling of the constant-energy surfaces.
the low-frequency harmonic specific to the bicrystals a
tricrystals, the oscillation maxima in the quantum region
the fields are split by the spin, and the phase of the osc
tions in the limit 1/B→0 extrapolates to an integer valu
The high-frequency harmonic shows up~Fig. 2! mainly in
strong magnetic fields (B.7 T), and spin splitting is absen
in the last maxima of the oscillations.

A distinguishing characteristic of the oscillation depe
dences of the magnetoresistance in tricrystals for the m
netic field oriented in thePIB(AC) ~close to the direction of
theC1 axis—the bisectrix—of the crystallites! is the fact that
besides the two types of oscillations with frequency ratio
-

s-

c-

,

of

ys
or
d
f
a-

-
g-

1

that are observed in single crystals and bicrystals,
B.10 T a component appears that is associated with la
cross sections of the Fermi surface of theL electrons.

The results obtained in tricrystals forBiPIB indeed con-
firm the conclusions of Refs. 1 and 2 about the formation
the internal boundaries of a discrete spectrum of elect
states7 and a new type of symmetry associated with rotat
of the principal axes of the Fermi surface. In this regard,
new low-frequency harmonic characterizes cross section
the b and c quasi-ellipsoids, which are identical in magn
tude ~see the inset to Fig. 2! and whose principal axes ar
tilted at the internal boundaries by;74° relative to their
orientations in the single-crystal block. The high-frequen
harmonic is related to the area of the extremal cross sec

FIG. 2. The ShdH effect in the tricrystalT1 ~pulsed magnetic fields! at 4.2
K. The monotonic part ofr(B) has been subtracted out.1—B'PIB'J,
2—BiPIB'J, 3—BiPIBiJ. Inset: electronic part of the Fermi surface o
Bi–Sb alloys.
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of the third quasi-ellipsoid (a), which hardly varies in mag-
nitude upon rotation of the principal axes of this qua
ellipsoid and always coincides with the area of the la
cross sections of the three equivalent quasi-ellipsoids of
single-crystal block forBiC3 . The measured angular depe
dences of the periods of the oscillations of the tricrystals
the binary–trigonal plane of the single-crystal block sh
that the low-frequency harmonic forBiPIB makes a smooth
transition~thereby describing a branch of the ellipsoid! to the
additional frequency atB'PIB in line with the concept of
rotation of the Fermi surface at the internal boundary.

The appearance of a frequency associated with la
cross sections of the Fermi surface of theL electrons in
tricrystals for field orientations in thePIB(AC) ~for single
crystals and bicrystals this harmonic is absent! is evidence of
a contribution from the Fermi surface of the tilted@relative to
the IB(AC)# intercrystallite boundaries to the oscillation pl
r(B). Only in the case when the Fermi surface is rotated
these internal boundaries can cross sections close to
maximum value be oriented perpendicular to the direction
the magnetic field.
-
e
e

n

e

n
he
f

The authors express their deep gratitude to J. Klamut
T. Palewski for their assistance with this work at the Inte
national Laboratory.

1F. Munteanu, M. Onu, Yu. Dubkovetskii, and V. Kistol, Czech. J. Ph
46, Suppl. S4, 2039~1996!.

2F. M. Munteanu and Yu. A. Dubkovetskii, Phys. Status Solidi B203, 473
~1997!.

3F. M. Munteanu, M. Glin´ski, G. A. Kiosse, and V. G. Kistol, Fiz. Tverd
Tela ~Leningrad! 33, 1881 ~1991! @Sov. Phys. Solid State33, 1058
~1991!#.

4Z. G. Zou, Q. Y. Ying, J. H. Miller, Jr., J. H. Xu, and N. Q. Fan,
Supercond.8, 679 ~1995!.

5G. A. Mironova, M. V. Sudakova, and Ya. G. Ponomarev, Zh. E´ ksp. Teor.
Fiz. 78, 1830~1980! @Sov. Phys. JETP51, 918 ~1980!.

6D. Shoenberg,Magnetic Oscillations in Metals~Cambridge University
Press, Cambridge, 1984!.

7S. N. Burmistrov and L. B. Dubovski�, Zh. Éksp. Teor. Fiz.94, 173~1988!
@Sov. Phys. JETP67, 1831~1988!#.

Translated by Paul F. Schippnick



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 6 JUNE 1999
Applicability of the empirical Varshni relation for the temperature dependence
of the width of the band gap
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We have carried out a comparison of relations used to describe the temperature dependence of
the width of the band gap in crystals. It is shown that forkT@\v the well-known Varshni
relation can be obtained from the non-empirical Fan expression in explicit form taking account
of the phonon statistics. We have calculated the temperature coefficientb of the width of
the band gap for a number of materials in the range where the high-temperature condition is not
met. We have found that the Varshni relation overestimatesb, whereas calculations based
on the Fan expression agree with experiment. ©1999 American Institute of Physics.
@S1063-7834~99!01406-9#
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An important characteristic of the energy structure
solids is the temperature coefficientb of the width of the
band gapEg , which for most materials has a negativ
value.1 The quantityb5dEg /dT is usually determined from
the slope of the linear part of the temperature depende
Eg(T), which, however, in the low-temperature region
strongly nonlinear.2 Various empirical and semi-empirica
methods are presently in widespread use which satisfact
reproduce the shape of the observed dependence qu
tively.3–6 As a rule, such calculations do not contain quan
tative information about physical quantities, e.g., phonon
ergies, although there is no doubt that the electron
vibrational interaction has a significant effect onEg(T). The
main goal of the present work is to compare the applicabi
of the empirical Varshni relation5 and the analytical Fan
expression,7 which explicitly satisfies the phonon statistics
the crystal, for approximating experimental data on the te
perature dependence of the band gapEg(T), and also to
demonstrate the existence of an interrelationship betw
these two expressions.

The linear-quadratic relation proposed by Varshni5 and
which has found widespread use for describing the temp
ture dependence of the band gapEg(T) has the form

Eg~T!5Eg~0!2
a1T2

a21T
, ~1!

whereEg(0) is the width of the band gap at zero tempe
ture, anda1 anda2 are empirical parameters which have
concrete physical significance. The constanta2 having the
dimensions@a2#5@T# is taken to be close in value to th
Debye temperature.5,6 In the high temperature limit, when
T@a2 it follows from Eq. ~1! that a1'b. In a number of
cases the coefficientsa1 and a2 turn out to be negative,3,5

which in general complicates a physical interpretation of
recorded dependences. Nevertheless, despite the lim
amount of information that can be extracted with it, expr
sion ~1! describes the experimentally observed shape of
9051063-7834/99/41(6)/4/$15.00
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temperature characteristic ofEg(T) in a completely satisfac-
tory way, as has been checked for a large variety
objects.3,5,6,8

At the same time, in the one-phonon approximation a
second-order perturbation theory the temperature dep
dence of the width of the band gap can be represented as7,9,10

Eg~ t !5Eg~0!2A~^n&1const!, ~2!

whereA is the Fan parameter, which depends on the mic
scopic properties of the material;11 ^n&5@exp(\v/kT)21#21

is the Bose–Einstein factor for phonons with energy\v; and
the constant controls the magnitude ofEg at zero tempera-
ture. In the theory of the broadening of electronic levels t
constant is equal to zero;9 in a treatment of energy leve
shifts, it is equal to unity;7 and in a treatment of the exciton
phonon interaction an expression of the form~2! was ob-
tained with this constant equal to 1/2~Ref. 10!.1! Assuming
that the temperature on the right-hand side of Eq.~2! appears
only in the phonon statistics, the adjustable parame
Eg(0) and A can be treated as temperature-independ
Then in the calculation of the phonon energy the value of
indicated constant has no effect on the final result, and so
set it equal to zero in what follows.

Note that expression~2! does not take explicit account o
the contribution of thermal expansion of the lattice. As w
shown in Refs. 5 and 12, this contribution to the total te
perature variation of the width of the band gap is on t
order of 20% and to first order can be neglected. In additi
it may be assumed that at large temperatures the contribu
of thermal expansion to the shift of the energy levels is a
proportional to^n& ~Ref. 12!. In this case, the value of th
parameterA obtained in the calculations takes account
both the internal~electron–phonon interaction! and the ex-
ternal ~thermal expansion! contributions to the dependenc
Eg(T).

A dependence analogous to expression~2!, in which the
variation of the width of the band gap is proportional to t
© 1999 American Institute of Physics
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occupation number of the phonon states, can be writte
the form13

Eg~T!5Eg~0!2D~^u2&T2^u2&0!, ~3!

whereD is a constant of the second-order deformation
tential, ^u2&T is the mean square displacement of the latt
atoms from their equilibrium positions at the temperatureT,
and ^u2&0 is the mean square displacement for zero vib
tions. Expressinĝu2&T in terms of the one-phonon mode
using Bose–Einstein statistics, for an oscillator with massM
we can identify a relation between the Fan parameterA and
the constantD

A5
\

vM
D. ~4!

It is clear from Eq.~2! that the parameterA has the
dimensions of energy and coincides in magnitude with
change in the width of the band gap at the temperatur
which the mean number of phonons responsible for the s
of the energy level of the band edges is equal to unity
microscopic expression for the Fan parameter was give
Ref. 11

A5
e2

&\
~m0\v!1/2

1

4p« S 1

«`
2

1

«0
D

3F S mc

m0
D 1/2

1S mh

m0
D 1/2G , ~5!

where e is the charge of the electron,« is the dielectric
constant,«0 and «` are respectively the static and hig
frequency dielectric constants,m0 is the free electron mass
and me and mh are the effective electron and hole mass
respectively. Expression~5!, all the quantities in which are
tabulated, can be used to evaluate the Fan parameter i
absence of experimental data onEg(T) itself.

To compare the applicability of relations~1! and~2! for
describing the temperature dependence of the band
Eg(T), Fig. 1 shows examples of the fitting of experimen
data for silicon and zinc selenide. As a criterion of the ac
racy of reproduction of the shape of the observed dep
dences, we used the mean square error

s25
1

n (
i 51

n

~Egi

exp2Egi

calc!2,

where the superscripts ‘‘exp’’ and ‘‘calc’’ indicate, respe
tively, experimental and calculated values ofEg . It is evi-
dent from Table I that the errors are comparable for all m
terials, not just the ones indicated above, and expression~1!
and~2! describe the experimental data with a high degree
accuracy.

In addition, Table I gives values of the Varshni coef
cients (a1 anda2) taken from the original work and value
of the Fan parameter (A) calculated by us according to ex
pressions~2! and~5!, and also values ofA obtained in Refs.
14–16 including values obtained for amorphous modifi
tions of some materials. As the phonon energy in the ca
lations based on formula~5! we took the energies of th
longitudinal optical vibrations~Ref. 1 and literature cited
in
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therein!. It is clear from Table I that for a number of mate
rials the calculated values of the Fan parameters, obta
using formula~5!, are similar to the values obtained usin
expression~2! for fitting the experimental data.

Differentiating expression~2! in the high-temperature
limit kT@\v, we obtain the following expression for th
temperature coefficient of the width of the band gap:

b5A
k

\v
. ~6!

We will now demonstrate an interrelationship betwe
the Varshni~1! and Fan~2! expressions. Expanding expre
sion ~2! in a power series in the temperature out to quadra
terms in the limitkT@\v, we obtain an expression that
identical with expression~1!, with the following coefficients:

a15A
k

\v
, a25

\v

kT
; A52a1a2 . ~7!

Consequently, in the limitT@2a2 the Varshni coefficients
a1 and a2 should contain information about the effectiv
phonon energy.

Table II lists values of\v calculated on the basis o
relations~7! using expression~2!. However, for most mate-
rials these quantities do not coincide, since the temperat
of real experiments do not satisfy the high-temperature c

FIG. 1. Temperature dependence ofEg(T) for silicon and zinc selenide.
Points—experiment, Si~Ref. 5! and ZnSe ~Ref. 8!; dashed line—
approximation ~fit! using the Varshni formula ~1!; solid line—
approximation using the Fan expression~2!.



907Phys. Solid State 41 (6), June 1999 Va nshte n et al.
TABLE I. Parameters of the Varshni~1! and Fan~2! expressions.

Varshni coefficients* ~1! Fan parameterA, eV s2, (eV)2**

Material a1 , 1024 eV•K21 a2 , K ~2!** ~5! ~1! ~2! Source

Diamond 21.979 21437 – – – – Ref. 5
– – 0.740* Ref. 16

Si 7.021 1108 0.225 0.090 3.031026 5.1 3 1026 Ref. 5
– – 0.100* – – Ref. 16

Ge 4.561 210 0.082 0.082 1.431026 6.6 3 1027 Ref. 5
– – 0.095* – – Ref. 16

6H• SiC 20.3055 2311 0.189 – 1.531026 3.0 3 1027 Ref. 6
ZnSe 5.780 175 0.049 0.031 1.231026 1.0 31026 Ref. 8
As2S3 – – 1.00* – – – Ref. 14
GaP 6.860 576 0.377 0.037 7.631025 1.1 3 1024 Ref. 6
GaAs 8.871 572 0.171 0.020 5.831025 9.6 3 1026 Ref. 6
InP 4.906 327 0.050 0.045 6.831028 3.1 3 10211 Ref. 6
InAs 3.158 93 0.044 0.020 4.531026 4.1 3 1027 Ref. 6
a-Si:Hx – – 0.220* – – – Ref. 16
a-Ge:Hx – – 0.096* – – – Ref. 16
a-As2S3 – – 1.00* – – – Ref. 15

Note.* Values taken from the literature.** Calculated from data of original works.
of

-
th

on

le
ce
f-

al
im

os-
b-
-

h-
dif-
the

bu-
be
he
the
h-
e a
.

n-
the
dition. The only exception is InAs, for which the values
\v are similar@16 meV according to expression~7! and 13
meV according to expression~2!#. Noting that in the given
case the valuea2593 K corresponds to the range of tem
peratures 20–300 K of the experiment, we may assume
the conditionT@2a2 ~186 K! is well satisfied for InAs.

In other words, in the temperature region where the c
dition kT@\v is not fulfilled, and expressions~1! and ~2!
become mathematically nonequivalent, the interpretation
the Varshni coefficients in terms of relations~7! is incorrect.
Moreover, negative values ofa1 anda2 generally are devoid
of physical meaning. In such cases it becomes preferab
use expression~2!, which in a description of the dependen
Eg(T) for a specific object gives information about the e
fective phonon energy.

A typical situation in which the temperature of a re
experiment does not satisfy the above high-temperature l
at

-

of

to

it

is illustrated by the example of germanium and indium ph
phide ~Fig. 2!. It is characteristic that the fitted curves o
tained using expressions~1! and~2! describe the experimen
tal points quite well~see the values ofs2 in Table I!, but
diverge significantly when extrapolated into the hig
temperature region. Such an explicit divergence leads to
ferences in the estimate of the temperature coefficient of
width of the band gap. The values ofb obtained using the
Varshni and Fan expressions are compared with the ta
lated values1 in Table II. The Fan estimates are found to
in better agreement with experiment for practically all of t
listed materials, while the Varshni formula overestimates
values ofb. It can be clearly seen from Fig. 2 that the hig
temperature linear segments of the Varshni curves hav
greater slope than the linear segments of the Fan curves

It follows from a comparison of values of physical qua
tities extracted from the Varshni and Fan parameters with
5

5

6
8

6
6
6
6

TABLE II. Values of physical quantities calculated according to the Varshni~1! and Fan~2! expressions.

\v, meV b, 131024 eV•K21 Eg(0), eV

Material ~7!* ~2!** exp. ~Ref. 1! ~1! ~6! exp. ~Ref. 1! ~1!* ~2!** exp. ~Ref. 1! Source

Diamond (2248) – 165 (21.979) – 1.2 5.41 – 5.41 Ref. 5
– 117 – – Ref.16

Si 191 48 063 7.02 4.05 2.8 1.155 1.150 1.17 Ref.
– 30* – 2.87 – 1.169* Ref.16

Ge 36 18 37 4.56 3.84 3.7 0.741 0.739 0.744 Ref.
– 20* – 4.09 – – Ref.16

6H•SiC (254) 50 89 (20.31) 3.35 3.8 3.023 3.023 2.86 Ref.
ZnSe 30 11 31 5.78 4.04 4.50 2.81 2.81 2.80 Ref.
As2S3 – 46* 50 – 18.7 7.0 – 2.77* 2.60 Ref.14
GaP 99 55 49 6.86 5.91 5.5 2.330 2.321 2.35 Ref.
GaAs 99 28 36 8.87 5.18 5.0 1.521 1.518 1.52 Ref.
InP 56 14 43 4.91 3.09 2.9 1.421 1.421 1.42 Ref.
InAs 16 13 30 3.16 2.95 2.2 0.425 0.425 0.410 Ref.
a-Si:Hx – 34* 79 – 5.57 – – – – Ref.16
a-Ge:Hx – 17* – – 4.86 4.5 – 1.045* – Ref.16
a-As2S3 – 45* – 16.0 – – 2.42* – Ref.15

Note.Use of the notation* and** is analogous to Table I. Experimental values of\v, b, andEg(0) for all other materials taken from Ref. 1.
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corresponding experimental data~Table II! that in many
cases the Fan expression~2! gives more satisfactory value
for the effective phonon energy and the temperature co
cient of the width of the band gap. Moreover, the use
expression~2! is completely free of physically meaningles
results. It is also worthy of note~see Tables I and II! that the
Fan expression~2! is also completely applicable for analys
of the dependenceEg(T) in amorphous materials, where th
edges of the energy bands are smeared out as a conseq
of structural disorder and the density of states has exten
tails.

FIG. 2. The dependenceEg(T) for germanium and indium phosphide, ex
trapolated to the high-temperature region. Points—experiment, Ge~Ref. 5!
and InP~Ref. 6!; dashed line—calculation using the Varshni relation~1!;
solid line—calculation using the Fan expression~2!.
fi-
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ed

In summary, expression~2! for Eg(T), obtained in the
one-phonon approximation in the temperature reg
kT@\v converges asymptotically to the well-known em
pirical Varshni relation~1!. This being the case, on the bas
of the values of the Varshni coefficients it is possible
principle to estimate the effective energy of the phonons
sponsible for the shift of the edge levels of the energy ban
However, when the conditionkT@\v is not fulfilled, the
use of the Fan expression~2! allows one not only to repro-
duce the shape of the observed dependence with the s
degree of accuracy, but also, in contrast to the Varshni r
tion ~1!, to obtain reliable quantitative information about th
phonon energy and the temperature coefficient of the w
of the band gap.

* !E-mail: zats@dpt.ustu.ru
a!In contrast to level broadening, where the actual electronic transitions
taken into account conserving the energy and the wave vector, in the
culation of energy level shifts virtual transitions are considered which n
essarily conserve only the wave vector. This is especially important
interactions with the acoustic vibrations, where the matrix element of
transition is proportional to the phonon wave vector.11
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Anisotropic magnetic quenching of positronium states in oriented crystals
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We have carried out a theoretical analysis of the anisotropy of magnetic quenching of
positronium states in noncubic crystals oriented relative to the direction of the external magnetic
field. We show that an initial polarization of the positrons amplifies the anisotropy of
magnetic quenching of positronium and lowers the magnitude of the magnetic field in which the
anisotropy is maximum. We have obtained numerical estimates of the magnitude of the
experimentally observed effect for quasipositronium in a single crystal of crystalline quartz and
for a positronium complex in a single crystal of naphthalene. ©1999 American Institute
of Physics.@S1063-7834~99!01506-3#
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The formation of positronium~Ps!—a bound system o
an electron and a positron—in most crystalline insulators
presently a well-established experimental fact.1 An atom of
positronium in pure or almost pure single crystals of in
ganic insulators possesses a number of new properties~for
which it has acquired the name quasipositronium1!, sharply
distinguishing it from its comparatively well-studied cou
terpart Ps in vacuum. For example, the effective mass
quasi-Ps depends on the type of crystal and is 1.5–2 ti
greater than twice the mass of the free electron.2–4 The hy-
perfine splitting of its spin levels preserves their spheri
symmetry but is somewhat diminished in comparison w
its vacuum value.1 Therefore, an atom of Ps in inorgan
insulators together with quasi-Ps are referred to as ‘‘norm
Ps, in contrast to the ‘‘anomalous’’ Ps atom, discovered
crystalline polymers.5,6 It is customary to assume7 that
anomalous Ps is a unique sort of positronium compl
where the electron and positron are bound by a hyper
bond not only to each other, but also with the surround
nuclei. The hyperfine splitting of the spin levels of anom
lous Ps is completely anisotropic and is described by a s
metric tensor of second rank, whose longitudinal and tra
verse components differ strongly from one another.5–7

Anisotropic hyperfine interactions~AHI ! of Ps in noncu-
bic crystals were investigated in Refs. 7–9. In Ref. 9 it w
shown that anisotropic hyperfine splitting of the spin levels
a property not only of positronium complexes in crystalli
polymers, but also of quasipositronium states in noncu
crystals of inorganic insulators, in particular, in crystalli
quartz. In such insulators the anisotropy can be caused b
presence in quasi-Ps of an effective quadrupole mome10

The effective quadrupole interaction leads, first, to ani
tropic splitting of the hyperfine energy levels of quasi-
~anisotropic hyperfine coupling of an electron and a positr!
and, second, to anisotropy of its magnetic quenching in
crystal. The magnitude of the anisotropy in both cases
proportional to the effective quadrupole constant of quasi-
and its orientational dependence is determined by the rela
orientation of the crystal~the opticalc axis in quartz! and the
external magnetic field.9 Note that the conclusion that mag
9091063-7834/99/41(6)/4/$15.00
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netic quenching of positronium states is anisotropic
equally valid for quasipositronium states in inorganic insu
tors with a noncubic lattice and for positronium complexes
crystalline polymers since it is based only on anisotro
hyperfine coupling of an electron and a positron, which o
curs in both cases. The present paper investigates the
nomenon of anisotropy of magnetic quenching of posit
nium states for the case of nonzero initial polarization of
source positrons. Such a situation is easy to realize exp
mentally since positrons, being the product ofb1 decay of
neutron-deficient nuclei, always have initial polarizatio
along their direction of motionp;v/c ~Ref. 11!, wherev is
the speed of emission of the positrons from their source,
c is the speed of light in vacuum.

1. MAGNETIC QUENCHING OF POSITRONIUM IN MATTER
FOR NONZERO POLARIZATION OF THE SOURCE
POSITRONS

As is well known,12 the presence of an external magne
field partially lifts the degeneracy of the triplet ground sta
~the 13S1 level! of a Ps atom: states with projection of th
total spinm561 remain degenerate, while the energy o
state withm50 grows quadratically with the field. In con
trast, the energy of the nondegenerate singlet 11S0 level falls
off quadratically with the field. Splitting of the triplet level in
a magnetic field is accompanied by magnetic quenching
ortho-Ps. The essence of the phenomenon is that a mag
field mixes the short-lived singlet state with the long-live
(m50) triplet state. As a result, the lifetime of the mixe
triplet-singlet~ortho-like! Ps state is shortened, i.e., ortho-
is ‘‘quenched’’ by the magnetic field, and the lifetime of th
mixed singlet–triplet~para-like! Ps state is correspondingl
extended with growth of the field. Experimentally, magne
quenching of Ps is manifested in a relative decrease in
probability of 3g annihilation, amplification of the narrow
component in the curves of the angular correlation of
annihilationg quanta~ACAR—Angular Correlation of An-
nihilation Radiation!, and suppression of the long-lived com
ponent of the time spectrum of positron annihilation.12,13
© 1999 American Institute of Physics
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The fractions of ortho-like (F3
0) and para-like (F1

0) pos-
itronium formed by polarized positrons in an external ma
netic fieldB, are equal to14

F3
0~p,B!5

1

8~11y2!
@~11y!2~12p!

1~12y!2~11p!#, ~1!

F1
0~p,B!5

1

8~11y2!
@~12y!2~12p!

1~11y!2~11p!#. ~2!

Herey5x/(A11x211), x54mB/\v, m is the Bohr mag-
neton,\v is the hyperfine splitting energy of Ps in matte
andp is the projection of the polarization vector of the po
itrons onto the direction of the external magnetic field at
moment of formation of Ps. If in what followsP1

0, P3
0, and

P3
1 are the probabilities to detect a Ps atom in the sing

state (m50) and the triplet state (m561), then the system
of kinetic equations describing the variation of the popu
tions of these states with time has the form

dP1
0

dt
52Ls8P1

0 ,
dP3

0

dt
52L t8P3

0 ,
dP3

1

dt
52L tP3

1 ,

~3!

whereLs,t8 5ls,t8 1lp , L t5l t1lp , andlp are the rates of
pickoff annihilation of Ps in matter,ls,t8 5(ls,t1y2l t,s)/(1
1y2) are the magnetic-field mixed annihilation rates of pa
like (ls8) and ortho-like (l t8) Ps~Ref. 12!, ls,t are the anni-
hilation rates of singlet and triplet Ps in matter in the abse
of an external magnetic field. The initial conditions f
t50: P1

0(0)5PF1
0, P3

0(0)5PF3
0, P3

1(0)5P/2. The solu-
tion of system~3! has the form

P1
0~ t !5PF1

0e2Ls8t,

P3
0~ t !5PF3

0e2L t8t, P3
1~ t !5

P

2
e2L tt. ~4!

Thus, by defining the probability of 3g annihilation of Ps
(P3g), the intensity of the narrow ACAR component (I N)
and the magnetic suppression factor of the long-lived co
ponent of the time spectrum (R) by means of the
expressions13

P3g5l tE
0

`

@y2P1
0~ t !1~12y2!P3

0~ t !1P3
1~ t !#dt, ~5!

I N~p,B!5lsE
0

`

@~12y2!P1
0~ t !1y2P3

0~ t !#dt, ~6!

R~p,B!5S E
t1

`

f ~ t !dtD
B

Y S E
t1

`

f ~ t !dtD
B50

, ~7!

wheref (t)52d„P1
0(t)1P3

0(t)1P3
1(t)…/dt, andt1 is chosen

in the experiment to be on the order of the lifetime of t
long-lived positronium component (1/L t), for the relative
variation of the probability of 3g annihilation of Ps (w3g),
the relative amplification of the intensity of the narro
-

e

t

-

-

e

-

ACAR component~E!, and the magnetic suppression fact
of the long-lived component of the time spectrum (R) we
obtain

w3g~p,B!5
P3g~p,B!

P3g~0,0!
5

1

3 S 21
122py

11Q D , ~8!

E~p,B!5
I N~p,B!2I N~0,0!

I N~0,0!
5

Q12py

11Q
, ~9!

R~p,B!5
1

3
~21~122py!e2Q!, ~10!

whereQ5y2ls /L t is the magnetic quenching parameter
Ps in matter.13 In the derivation of expressions~8!–~10! we
used the standard approximations which hold as a rule in
experiment:l t!ls , lp!ls , t1'1/L t , andy2!1. The last
of these approximations is valid over a wide range of ext
nal magnetic fields since even in a field of 20 kG in vacuu
we havey2'0.043.

2. ANISOTROPIC AMPLIFICATION OF THE NARROW
ACAR COMPONENT IN CRYSTALLINE QUARTZ

For quasipositronium in a noncubic crystal the magne
quenching parameterQ in Eqs.~8!–~10! should be replaced
by9

Q~q,w!5y2~q,w!
ls

L t
, ~11!

where y2(q,w)5y2(11df(q,w)/2vA11x2), f(q,w)
53 cos2 q211h sin2 qcos 2w, and d5QPswzz is the effec-
tive quadrupole constant of quasi-Ps in the crystal@QPs is the
effective quadrupole moment of the Ps atom andwzz is the
zzcomponent of the electric field gradient~EFG! tensor at its
center of mass#, h5(wxx2wyy)/wzz is the asymmetry pa-
rameter of the EFG tensor, andq and w are the polar and
azimuthal angles characterizing the orientation of the m
netic field vectorB in the system of three principal axes o
the EFG tensor. It is easy to see that the process of magn
quenching of Ps thus becomes anisotropic, i.e., dependen
the direction of the external magnetic field relative to t
system of principal axes of the EFG tensor in the crystal

Since quasipositronium in crystalline quartz
delocalized,2,3,15 it is natural to assume that in this cas
h50 holds and the EFG tensor is axially symmetric with t
principal axisZ collinear with the optical axis~thec axis! of
the single crystal. Thus, the dependence on the azimu
angle in Eq.~11! disappears, and the anisotropy of magne
quenching is characterized only by the relative orientation
the single crystal~or more accurately, of its optical axis, i.e
c axis! and the external magnetic field. It is clear from Eq
~8!–~10! that it is preferable to record the anisotropy in e
periments measuring ACAR—the angular correlation of a
nihilation radiation: in this case the magnitude of the expe
mentally observed effect, defined in a sufficiently weak fie
by the difference in the magnetic quenching parameter
different orientations of the field relative to thec axis, is at
least three times higher than in experiments measuring
relative probability of 3g annihilation and the time spectrum
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of the positron lifetime. Therefore, the discussion that f
lows is based on an analysis of ACAR experiments.

It is clear from Eq.~9! taking Eq.~11! into account that
anisotropy of magnetic quenching of quasi-Ps in crystall
quartz should be manifested for a nonzero value of the
ference
E(q50,p,B)2E(q5p/2,p,B). To estimate this differ-
ence, it is necessary to know three parameters character
the interaction of quasi-Ps with matter:9 a5ls,t /ls,t

0

5v/v0 ~herels,t
0 andv0 are the vacuum values of the rat

of decay of para- and ortho-Ps in the absence of an exte
magnetic field and hyperfine splitting of the ground level
Ps, respectively!, lp , andd/v0 . These parameters were d
termined by fitting the experimental data of Ref. 15 w
formulas~9! and~11! for the casep50.5, q50 experimen-
tally realized in this study. The fitted values area50.84,
lp

2151.1631029 s, and d/v050.03. Note that the fitted
value of a is in satisfactory agreement with the valuea
50.71 estimated in Ref. 2~see, however, Ref. 16!; the fitted
value of lp

21 agrees with the valuelp
2151.1331029 s ob-

tained in Ref. 15. The values of the parametersa, lp , and
d/v0 determined in this way were then used to estimate
anisotropy of magnetic quenching of quasi-Ps in crystall
quartz. The obtained values of the differencesE(q
50,p,B)2E(q5p/2,p,B) are plotted in Fig. 1 for the case
of unpolarized positrons and polarized positrons with po
ization p50.5.

3. ANISOTROPIC AMPLIFICATION OF THE NARROW ACAR
COMPONENT IN A SINGLE CRYSTAL OF NAPHTHALENE

For a positronium complex in crystalline polymers t
magnetic quenching parameter in expressions~8!–~10! has
the form~11!, where, however, the quadrupole coupling co
stantsd andh should in their more general form be replac
by the parameters of the CTB matrixAik ~or, more accu-
rately, its anisotropic partDil : Aik5vd ik1Dik , whereDik

is a symmetric tensor of second rank with zero trace! as
follows:17

FIG. 1. Anisotropy of magnetic quenching of quasipositronium in crys
line quartz as a function of the external magnetic field for zero~1! and
nonzero~2! positron polarization (p50.5).
-

e
f-

ing

al
f

e
e

r-

-

d5
1

3
~2Dzz2Dxx2Dyy!, h5

3~Dxx2Dyy!

2Dzz2Dxx2Dyy
.

~12!

Correspondingly, the functiony2(q,w) in Eq. ~11! takes the
form

y2~q,w!5y2S 11
2

vA11x2 S D

3
~3 cos2 q21!

1E sin2 q cos 2w D D , ~13!

where D523(Dxx1Dyy)/2 and E5(Dxx2Dyy)/2 are the
two independent CTB constants in the system of princi
axes of theDik tensor.18

It is easy to see from formulas~9!, ~11!, and~13! that the
absolute value of the differenceE(q50,w,p,B)2E(q
5p/2,w,p,B) takes its maximum atw5p/2 if D andE have
the same sign and atw50 if D andE have different signs. It
is well known, for example, that electron–electron CTB
the triplet form of naphthalene is characterized by the val
D53007 MHz andE52411 MHz ~Ref. 18!. These values
can also be used to estimate the anisotropy of magn
quenching of anomalous ortho-Ps in a single crystal of o
nary naphthalene since the anisotropic CTB constants
mainly determined by the magnitude of the interacting m
netic moments and the distance between them. Thus we
that the anisotropy of magnetic quenching of a positroni
complex in a single crystal of naphthalene should be m
strongly manifested for a nonzero value of the differen
E(q50,w50,p,B)2E(q5p/2,w50,p,B). To estimate
this difference using formulas~9!, ~11!, and~13! we used the
above electron–electron CTB constants for triplet napht
lene, and also the constantsa5ls,t /ls,t

0 50.25 and a8
5v/v050.13 ~Ref. 6! ~see, however, Ref. 19!, which allow
for variation of the decay rates and the hyperfine splitting
anomalous PS in comparison from their vacuum values.
resulting values of the differenceE(q50,w50,p,B)2E(q
5p/2,w50,p,B) are plotted in Fig. 2 for the cases of unp

- FIG. 2. Anisotropy of magnetic quenching of a positronium complex in
single crystal of naphthalene as a function of the external magnetic field
zero ~1! and nonzero~2! positron polarization~p50.5, w50!.
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larized positrons and polarized positrons with polarizat
p50.5.

As can be seen from Figs. 1 and 2, the anisotropy
magnetic quenching of positronium states in crystals orien
relative to the direction of the external magnetic field is
nonmonotonic function of the magnetic field. For zero pol
ization this dependence is an even function of the field, te
ing toward zero at small and largeB. For nonzero polariza-
tion the anisotropy of magnetic quenching ceases to be
even function of the magnetic field, growing faster wi
growth of the field when the positrons are polarized in
direction of the field~right half-plane of the figures! and
more slowly and with change of sign when the positrons
polarized opposite to the direction of the field~left half-plane
of the figures!. In this case the anisotropy maximum in th
right half-plane~polarization with the field! is increased, and
the field strength at which it is reached is decreased. T
latter property must be taken into account in the setting up
the experiments: experiments with polarized positrons al
one to efficiently increase the maximum anisotropy while
the same time weakening the field~which is not unimportant
from the point of view of setting up the experiment! at which
it is reached. Thus, for example, in crystalline quartz~Fig. 1!
for p50 the maximum value of the anisotropy is 1.0% in
field of 19.8 kG while forp50.5 it grows to 1.1% in a field
of 17.0 kG. In naphthalene~Fig. 2! the anisotropy maximum
at p50 is 3.5% in a field of 5.2 kG while forp50.5 it grows
to 4.9% in a field of 4.0 kG.

For a positronium complex in naphthalene the anis
ropy of magnetic quenching is significantly higher than
quasi-Ps in crystalline quartz. This is easy to explain si
delocalized Ps in quartz ‘‘feels’’ an average crystal fie
which, as a consequence of averaging over the entire cry
is weaker than the crystal field acting on a well-localiz
anomalous Ps atom in naphthalene. Correspondingly,
wave function of the positronium state in naphthalene is d
torted by the crystal field to a significantly greater exte
than in quartz, thereby causing a stronger anisotropy o
magnetic quenching. The small anisotropy of magne
quenching of quasi-Ps in crystalline quartz estimated in
present work (;1%) does not agree with the results
experiments11 ~as high as 30%!. They disagree, in our view
n

f
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-
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because in Ref. 11 the effect of anisotropy of the elect
density of the crystal was not subtracted out from the ‘‘
tal’’ observed anisotropy, which led to overestimates of t
anisotropy of magnetic quenching of Ps in quartz.
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E. O. Klebanski , A. Yu. Kudzin, V. M. Pasal’ski , S. N. Plyaka, L. Ya. Sadovskaya, and
G. Kh. Sokolyanski 

Dnepropetrovsk State University 320625 Dnepropetrovsk, Ukraine
~Submitted September 3, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1003–1005~June 1999!

The sol–gel method is used to obtain thin films with the composition Bi12SiO20. The
characteristic features of the technology for obtaining the films are presented. Diffractometry
confirmed that the films possessg-Bi2O3-type structure. The transmission spectra of
the films were investigated. The spectral dependence of the absorption coefficient of the films
matches well with the spectra determined using bulk Bi12SiO20 crystals. © 1999
American Institute of Physics.@S1063-7834~99!01606-8#
Th
er
in
ti
s
o
s
ls
o
e

ng
ro
er
film

t

e
if-
th

en
id
f
c
th
w

in
T
e

ra
o
lt
a
av
o

v
yn

re
s-

ng
of

pre-
dd-

rm
t to
t is
of

as-
ives
n-
to-

id
is-
tyl
th a
nd
n

th
nd
s de-
and

re-
was
and
f
C.

f
wn
Bismuth silicate Bi12SiO20 ~BSO! is a photorefractive
material used for information storage and processing.
nature of its photorefractive sensitivity is not entirely und
stood and is now being actively studied. The crystall
forms of the compounds, whose preparation characteris
are well known, are used in most development and inve
gatory work on BSO. Thin-film samples are of interest f
detailed study of the optical absorption edge. Progres
obtaining and utilizing thin films of many promising crysta
have led to work on the synthesis of films with the comp
sition Bi12SiO20 by different methods. Thus, data on th
preparation of BSO films by high-frequency sputteri
exist.1 However, the authors were not able to obtain rep
ducible results, and the physical properties of the films w
substantially worse than those of the crystals. Moreover,
production was a complicated technological process, and
yield of acceptable samples was low~;3% of the initially
consumed materials!. The preparation of a BSO film by
vacuum evaporation followed by heating in air is describ
in Ref. 2. A perfect structure with a point-like electron d
fraction pattern was obtained. The lattice parameters of
film matched well with the parameters of crystals. At pres
the best-developed method for obtaining insulating ox
films is the sol–gel method.3 This method has a number o
advantages over conventional chemical and physical te
nologies: expensive, unique equipment is not required,
degree of purification can be high even for the initial ra
materials, composition uniformity is good, the process
temperatures are low, wastes are minimal, and so on.
method makes it possible to obtain doped films, which p
mits varying their physical properties purposefully~electric
conductivity, photoconductivity, optical absorption spect
and others!. The main obstacle to using the sol–gel meth
is the complexity of the chemical process, due to the mu
component nature of the composition. However, modern
vances in organoelemental and colloidal chemistry h
made it possible to use this method to obtain thin films
active dielectrics with a complicated composition~for ex-
ample, ferroelectrics3!.

In the present paper we present the results on the de
opment of a method of chemical homogenization and s
9131063-7834/99/41(6)/3/$15.00
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thesis of crystalline films with the silicosillenite structu
Bi12SiO20 by the sol–gel method and the result of an inve
tigation of their properties.

Methods for obtaining thin films of SiO2 and Bi2O3 from
solutions of easily hydrolyzing and thermally dissociati
compounds are described in Ref. 4. Usually, solutions
tetraethyl orthocilicate and bismuth nitrate were used as
cursors. The stability of these solutions was ensured by a
ing strong acids~KCl, HNO3 and others!. It should be noted
that solutions of bismuth nitrate in organic solvents fo
sediments and they are unstable, which makes it difficul
prepare solutions with a precise bismuth concentration. I
impossible to obtain stable Bi–Si precursors for synthesis
Bi12SiO20 films using the methods described. It can be
sumed that the use of 1,3-diketones as stabilizing addit
or even solvents will improve the stability of solutions co
taining tetraethyl orthosilicate and bismuth titrate in the s
ichiometric ratio required for synthesis of a Bi12SiO20 film.

To obtain films with the composition Bi12SiO20 in the
present work, bismuth nitrate Bi~NO3!35H2O ~ultrapure!, tet-
raethyl orthosilicate Si~OC2H5!4 ~analytically pure!, ethoxy
ethanol HOCH2CH2OC2H5 ~analytically pure!, acetyl ac-
etone CH3COCH2COCH3 ~analytically pure!, and nitric acid
~analytically pure! were used as the starting reagents. Liqu
reagents were distilled prior to use. Bismuth nitrate was d
solved in ethoxy ethanol at 30 °C, and nitric acid and ace
acetone were added. The obtained solution was mixed wi
solution of tetraethyl orthosilicate in ethyoxy ethanol a
allowed to stand for 24 h. The stability of the final solutio
~precursor! was one month. Solutions with 2–3% bismu
nitrate were used in this work. Semiconductor silicon a
fused quartz were used as substrates. The precursor wa
posited on a substrate rotating at 3000 rpm, dried in air,
heated at 400 °C. To obtain a prescribed thickness the
quired number of layers, each layer annealed at 400 °C,
deposited. The film thickness was estimated by weighing
was ;0.23mm for six layers. The crystalline structure o
silicosillenite was formed by thermal annealing at 650 °
The holding time was 1 h.

To identify the film composition diffraction, patterns o
the film, substrate, and powder from a Czochralski-gro
© 1999 American Institute of Physics
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TABLE I. Diffractometric data for a film and crystalline powder with the composition Bi12SiO20.

Finely divided crystal Film
No. 2Q d, Å I rel hkl 2Q d, Å I rel

1 21.75 4.081 6 211 21.45 4.17 100
2 28.05 3.19 55 310 27.65 3.24 90
3 33.2 2.70 50 321 32.8 2.73 95
4 35.5 2.536 10 400 35.15 2.56 20
5 43.9 2.067 10 422 43.35 2.094 40
6 45.8 1.984 20 510 45.25 2.05 40

431
7 52.9 1.746 100 440 52.15 1.759 20
8 56.05 1.645 25 611 55.3 1.664 20
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BSO single crystal were recorded using a DRON-2.0 diffr
tometer with monochromatized CuKa radiation. Table 1
gives the interplanar distances and relative intensities of
reflections observed on a film and crystalline BSO pow
The table also gives thehkl indices for the reflections from
powder which were indexed taking account of the sp
group (T3) and lattice parameter (a510.1 Å) of the BSO
crystal.5

The presence of intense peaks in the diffraction patt
of the film indicates that the film structure is crystalline, a
the closeness of the interplanar distances of the film
powder show that the film possessesg-Bi2O3-type structure,
as does BSO. We note that the diffraction pattern of the fi
contains no traces of glass formation, and the influence of
fused quartz substrate shows in the form of a diffused pea
small angles. Comparing the film and powder line intensit
shows that the film is textured. As one can see from Tabl
an orientation of the crystals such that the$211% atomic
planes are parallel to the substrate plane predominates in
film. This is typical for body-centered crystals, where the
planes are twinning planes. The direction of the^111& pack-
ing planes lies in this plane, and under deformation the s
tem $211%^111& often characterizes the texture of the ma
rial.

The room-temperature conductivity of the films obtain
is s;10210V21

•cm21, and its activation energy is approx
mately 0.44 eV. The charge-carrier mobility was determin
from the quadratic sections of the IVC using relations ch
acteristic for space-charge-limited currents. AtT520 °C the
charge-carrier mobility is 1024 cm/V• s and increases expo
nentially with temperature.

The transmission spectrum of a film on a fused qua
substrate were obtained in the wavelength range 0.2–0.7mm
at room temperature with a Specord-M40 spectrophotome
As one can see from Fig. 1, heating in air substantially
creases the transparency of the films obtained. The value
the optical transmission of an annealed film were used
calculate the absorption coefficienta according to the
formula6

a5
1

d
lnF 2TR2

A~12R!414T2R22~12R!2G , ~1!

whered is the film thickness,T is the transmission coeffi
-
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e
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cient, andR is the reflection coefficient of the compositio
obtained. The latter was found from the relation6

12R5~12Rl !~12Rq!~12Rl 2q!. ~2!

In the course of the calculations the reflection coefficie
of a BSO crystal, according to data from Ref. 7, was used
Rl . The reflection coefficient of the quartz substrate w
calculated using the Fresnel formula and the values of
refractive indexnq of quartz.5 The reflection coefficient of
the film–quartz interface was calculated as

Rl 2q5
nl2nq

nl1nq
,

where

nl5
11ARl

12ARl

.

Equation~1! is applicable as long as the thickness of t
sample is greater than the wavelength of the optical radia
in the crystal (l̄5l/nl). In our case this condition hold
quite well for l<370 nm, wherenl'3.3. At longer wave-
lengths the refractive index decreases sharply7 and a be-
comes virtually independent ofl, fluctuating around the
value'23103 cm21, in agreement with the results obtaine
on bulk crystals.

FIG. 1. Optical transmission spectra of a B12SiO20 film: 1—freshly prepared
film, 2—film after annealing at 750 °C.
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The spectral dependence obtained in this manner for
absorption coefficient of BSO is displayed in Fig. 2~curve
1!. Since there are no published data for this energy ran
the values ofa are presented for lower photon energies
cording to the data of Ref. 7~curve2! as well as the results

FIG. 2. Spectral dependence of the absorption coefficient of Bi12SiO20 :
1—sol–gel film, 2—according to the data of Ref. 6,3—bulk Bi12SiO20

crystal.
he

e,
-

of our investigations of absorption in bulk BSO crysta
~curve3! are also presented here. The latter agree well w
the results obtained in Ref. 8. As one can see from Fig. 2,
spectral dependence of the absorption coefficient of the B
films obtained in the present work by the sol–gel meth
agrees quite well with the spectra obtained using bulk cr
tals.

In summary, the results of the crystallographic and op
cal investigations allow us to conclude that the films o
tained by the sol–gel method are crystalline and have
composition Bi12SiO20.
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Thermal ionization of impurity centers in Fe-doped Bi 12SiO20 and Bi 12GeO20 crystals

T. V. Panchenko

Dnepropetrovsk State University, 320625 Dnepropetrovsk, Ukraine
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Fiz. Tverd. Tela~St. Petersburg! 41, 1006–1011~June 1999!

The spectral and temperature dependence of the optical absorption and thermally stimulated
depolarization currents in Fe-doped Bi12SiO20 and Bi12GeO20 crystals are investigated in the
photon energy range 1.36–3.46 eV and temperature 85–750 K. The results show thermally
induced electron redistribution between donor and acceptor levels and defect
association–dissociation processes and are discussed using the configuration-coordinate model.
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Impurity iron in photorefractive crystals with sillenit
structure Bi12MO20 ~BMO, where M5Si, Ge, Ti! has been
studied in Refs. 1–14. ESR investigations have shown
Fe31 ions are present in nominally pure BMO crystals1,2 and
that they are highly sensitive to temperature and illuminat
and can play an important role in the photorefract
effect.1,2,4–6 The Fe31 density decreases under illuminatio
with blue-green light and is restored by light from the ran
2.2–1.3 eV~partially! or heating up to'300 K ~completely!.
Since other ESR spectra do not appear in the process,
exist two possibilities~Fe41 and Fe21! for the change in the
charge state of Fe31. The first one is examined in Refs.
and 5. However, the analysis of the optical absorpt
spectra of BMO:Fe and Bi25FeO40 crystals3,13 attests to
Fe311hn→Fe21 transitions, which were proposed in Ref.
The thermally- and photoinduced changes in the EPR sig
provided the possibility of using Fe31 ions as a paramagneti
probe for determining the energy position of some levels
the band gap in BMO.4–6,9,10

The structural details of the optical absorption spectra
iron-containing BMO crystals can be explained on the ba
of optical transition schemes in the ligand crystal-field mo
or computed by the LCAO–MO method.3 Investigations of
magnetic circular dichroism and optical detection of pa
magnetic resonance show that the ligand field model is p
erable for Fe ions, which substitute for M in oxyge
tetrahedra.11,14

However, the identification of the charge state and loc
ization of Fe does not solve the main questions due to
presence of these ions in sillenites. Specifically, the natur
the optical transitions, which form a wide spectrum~visible
and near-IR ranges! of photoinduced absorption, is unclea
since the contribution of intracenter transitions of Fe31 and
Fe21 ions is negligible. Doping with Fe changes the ty
~from n to p! of the dark and photoconductivity of sille
nites.8 This supports the assumption5 that donors and accep
tors participate simultaneously in optical and thermal cha
transfer processes on these ions and other centers, bu
specific mechanisms have not been considered. Intere
these processes has increased in recent years.9,10,12 For ex-
ample, it has been shown that the competition between p
9161063-7834/99/41(6)/6/$15.00
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toexcited electrons and holes determines the temperature
pendence of the diffraction efficiency in BMO:Fe crystals12

In the present work optical and thermal-activation cu
rent spectroscopy are used for further investigation of cha
transfer on impurity centers in BMO:Fe crystals.

1. EXPERIMENT

Bi12SiO20 ~BSO! and Bi12GeO20 ~BGO! crystals doped
with ions of the odd isotope57Fe are investigated. The crys
tals were Czochralski-grown in the@001# direction and con-
tained ~according to emission spectral analysis! <0.01
~BSO:Fe! and;0.015~BGO:Fe! mass% Fe.

Samples for optical measurements were prepared
the form of 838 mm2 polished plates with thicknes
d50.1– 5 mm, cut in the~001! plane. They were placed in
the crystal holder of a nitrogen cryostat and rapid
~;20 min! cooled to;85 K before the measurements.

The optical transmission spectrat(E) in the photon en-
ergy rangeE51.36– 3.4 eV were measured on a Speco
M40 spectrophotometer. The temperature was varied in
rangeT585– 700 K at the rateb150.02 K•s21. The spectra
t(E) was scanned~60 s for each spectrum! with a 3–5 K step
in the rangeT1585– 300 K and with a 10 K step in the rang
T25300– 700 K.

The absorption spectraa(E) were calculated from the
relation15

t5$~12R!2al~4pn!22%/$exp~ad!2R2 exp~22ad!%,
~1!

wheren(E) is the refractive index,l is the wavelength, and
R(E) is the reflection coefficient. The functionsn(E) were
measured in the rangeE151.36– 2.8 eV on prisms using
GS-5 goniometer and ‘‘matched’’ with the functionsn(E)
calculated for the rangeE252.8– 3.4 eV from the relation16

n2511Al0
2l2/~l22l0

2!1Bl1
2l2/~l22l1

2! ~2!

with the free parametersA592.22mm22, B50.534mm22,
l050.22mm, andl150.37mm, which corresponds to the
© 1999 American Institute of Physics



t
f.

te

od
e
de

pr

e
f

d
e

el
t i

r
or

d

s

al

-

the
ng

tes

ab-

ge
n

-

MO

nd
cts
he

ergy
th
sion

es
in

ex-
wer
ec-
m-

or
ses
o-
r-

917Phys. Solid State 41 (6), June 1999 T. V. Panchenko
fundamental absorption edge of BSO crystals. The compu
functionsn(E) correlate with the experimental data of Re
17.

Samples for measurements of the thermally stimula
currents were prepared in the form of 0.83335 mm3 pol-
ished bars. Platinum electrodes were deposited by cath
sputtering in vacuum on the 335 mm surfaces, cut out in th
~001! plane. The samples were placed in a crystal hol
with sapphire insulation.

The thermally stimulated depolarization~TSD! currents
were measured for thermoelectret states, which were
duced beforehand and formed in a fieldEp5102– 104 V/cm
at temperatureTp5300– 450 K. The polarization time~30
min! was the same in all cases. The microcomput
controllable apparatus described in Ref. 18 was used
the measurements. The TSD currents were measure
the range T5300– 850 K with heating at the rat
b250.16 K•s21.

2. RESULTS

2.1. Absorption spectra.The spectraa(E,T) ~Fig. 1!
obtained for BSO:Fe and BGO:Fe crystals are qualitativ
similar. Extinction of the intense absorption shoulder tha
characteristic19,20 of undoped BMO crystals in the rangeE
52.2– 3 eV is observed in the entire experimental tempe
ture range. The structural features of the spectra, in the f
of weak bands~shown by arrows in Fig. 1!, are due to spin-
forbiddend–d electronic transitions in Fe31 ions ~electron
configuration 3d5! from the6A1 ground state into the excite
states 4T1(t2

2e2
2), 4T2(t2

2e2), 4A1 , 4E(t2
3 2E, e2 3H2),

4T2(t2
3e2), 4E(4D).13 It should be noted that the transition

FIG. 1. Spectral dependences of the optical absorption lna(E) for BSO:Fe
crystals atT586 ~1!, 133 ~2!, 183 ~3!, 210 ~4!, 248 ~5!, 263 ~6!, and 317 K
~7!. Inset: Impurity absorption edge bands in BSO:Fe~1! and undoped BSO
~2! crystals.
ed
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have an anomalously large oscillator strength,13 which could
be due to intensity being ‘‘borrowed’’ from the ligand–met
type charge-transfer band O22→Fe31.21

The curvesa(E,T) show nonmonotonic variation of im
purity absorption in the rangeE51.36– 2.96 eV with in-
creasing temperature. Urbach’s rulea(E)5a0 exp@x(E
2E0)# holds near the fundamental absorption edge in
range ofE where the lower limit decreases with increasi
temperature~from E'3.16 eV at T<250 K to E'2.7 eV
at T5700 K!. The curves lna5f(E) have a kink, their linear
fragments converge at points with the coordina
a0154.233104 cm21, E0153.36 eV ~BSO:Fe! and a02

55.13104 cm21, E0253.38 eV ~BSO:Fe!, and they can be
represented in the form

ln a~E!5 ln a0i1s~T!~E2E0i !/kT, ~3!

wheres is a parameter characterizing the slope of the
sorption edge,k is Boltzmann’s constant, andi 51,2. The
temperature dependences(T)5kTD(ln a)/DE can be ap-
proximated well by an expression for the absorption ed
formed with the participation of the electron–phono
interaction22

s~T!5s0i~2kT/hn0i !tanh~hn0i /2kT!. ~4!

The effective phonon energyhn1516.6 meV~BSO:Fe!
andhn1516.8 meV~BGO:Ge! is close to the energy of op
tical phonons with frequencyv5134.8 cm21, which are ob-
served in the Raman-scattering spectra of undoped B
crystals.23 The valuess0151.05 ~BSO:Fe! and s0250.95
~BGO:Fe! are much higher than those found in Refs. 24 a
25 for undoped BSO crystals with nonstoichiometry defe
and doped with Al and Ga ions. This indicates that t
electron–phonon interaction constantg5(2/3)s0

21 de-
creases.

The temperature dependence of the isoabsorption en
Eg* (T), which reflects the variation of the band gap wi
temperature, can be described by the well-known expres
for semiconductors

Eg* ~T!5Egi* ~0!2CT2/~u2T!, ~5!

where the empirical constantsEg1* (0)53.35 eV ~BSO:Fe!,
Eg2* (0)53.38 eV ~BGO:Fe!, C53.731025 eV•K21, and
u5280 K ~with a51090 cm21! likewise differ from those
found in Refs. 24 and 25. The anomalies ins(T) andEg* (T)
observed24 in BSO crystals in the temperature rang
DT5190– 240, 270–300, and 400–430 K are weak
BSO:Fe and BGO:Fe crystals~Fig. 2!.

The reflection in the curves lna5f(E) indicates the pres-
ence of a near-edge absorption band. We identify it by
trapolating the upper section of the absorption edge to lo
values ofa and subtracting the result from the general sp
trum. The band is shifted toward the absorption edge co
pared with the analogous band in undoped BSO crystals~in-
set in Fig. 1!. It is definitely associated with Fe ions and/
charge-compensation defects, since its intensity increa
with the concentration of this impurity, and the spectral p
sition (Emax53.29 eV) and doublet structure of the band co
respond tod–d electronic transitions in Fe31 ions with co-
ordination number 4.13 The temperature dependencea(T) on
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the long-wavelength slope of this band is characterized b
small peak~at T5200– 300 K! superposed on the expone
tial growth of absorption.

Far from the absorption edge the temperature dep
dencesa(T) can be divided into two groups. One grou
characterizes absorption in theA range of photon energie
(EA51.36– 2 eV) and the other in theB range of
the absorption shoulder of undoped BMO cryst
(EB52.2– 3 eV).

In BSO:Fe crystals a certain correlation of the variati
of the absorption is observed for these ranges. In the inte
DT1586– 180 K the monotonic decrease of absorption in
A range is accompanied by an increase in absorption in thB
range and forDT25180– 280 Ka(T) passes through a mini
mum in both ranges. Next, for theA range we observe a
plateau (DT35290– 420 K), a steep drop-off (DT45420–
490 K), and indistinct peaks in a (DT55500–
700 K). These variations are accompanied by steps su
posed on the exponential growth of absorption in theB
range. In BGO:Fe crystals these features ofa(T) are weak
~Fig. 3!. Note that the temperature dependence of the ph
induced absorption passing through a minimum in the ra
220–280 K has been observed in BGO:Mo and BGO
crystals.26

The spectra Da/a05@a(E,Ti)2a(E,T0)#/a(E,T0),
whereT0586 K andTi.T0 ~Fig. 4!, characterize the ther
mally induced changes ina(E,T) for BSO:Fe crystals. It is
interesting that the first heating stage (DT1) these spectra in
the B range are completely similar to the photoinduced~by
light with E.2.9 eV! absorption spectra.13 In both cases
characteristic dips whose spectral position~E152.7– 2.8 eV
and E253 – 3.3 eV! corresponds tod–d transitions in Fe31

ions are observed, and their appearance itself indicates a
crease of the density of Fe31 ions.

Bleaching over a wide spectral range~up to E<3.1 eV!
corresponds to a decrease in absorption in the intervalDT2 .
The depth of the Fe31-related dips decreases, attesting to
increase in the density of these ions; in addition an abs
tion band withE'2.9 eV, due to Fe21 ions, appears and
disappears~Fig. 5!. The subsequent growth of absorption

FIG. 2. Experimental~1, 3—dots! and fitted~2, 4—lines! temperature de-
pendences of the parameters and isoabsorption energyEg* ~for
a51090 cm21! of BSO:Fe crystals.
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the B range is characterized by a gradual transformation
the spectrumDa(E,T)/a0 so that the additional thermally
induced absorption band shifts to the absorption edge, a
long-wavelength shift is observed for the bleaching band
the A range. Finally, the narrow bleaching bandDE
51.46– 2.36 eV corresponds to the steep drop in absorp
over the rangeDT4 ~inset in Fig. 4!.

2.2. TSD currents.The temperature spectra of the TS
currents I (T) of BSO:Fe and BGO:Fe crystals look lik
structured bell-shaped curves~Fig. 5!. In BSO:Fe crystals at
low polarization temperature (Tp,400 K) a characteristic
group of narrow peaks, where intensities grow and wh
peaks shift in the direction of higher temperatures with
creasing intensity of the polarizing field, is traced on t
low-temperature slope of these curves. This group of pe
vanishes ifTp>400 K. The vanishing of the peaks from th
TSD current spectrum corresponds to annealing of optic

FIG. 3. Temperature dependence of the optical absorption of photons
energyE in BSO:Fe~1–5! and BGO:Fe~6! crystals for the long-wavelength
~a! and short-wavelength~b! ranges of the spectrum. The curves are shift
relative to one another using a factork0 : a—E51.425~1, 6, k051!, 1.518
~2, k050.9!, 1.735 ~3, k051.5!, 1.86 ~4, k051.84!, and 2.08 eV~5, k0

52.35!; b—E52.788~1, k052.11!, 3.06~2, k051.2!, 3.098~3, k050.58!,
3.221~4, 6, k050.26!, and 3.252~5, k050.23!.
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active defects in the temperature rangeDT4 which are re-
sponsible for the bleaching bandDE51.46– 2.36 eV in the
absorption spectra. The shift of the peaks was used to
mate the thermal activation energyTEa of electrically active
defects from a relation that holds at high temperatures,27

FIG. 4. Thermally induced optical absorption spectraDa/a05@a(E,Ti)
2a(E,T0)#/a(E,T0) of BSO:Fe crystals, whereT0586 K. a—Ti5105~1!,
115 ~2!, 135 ~3!, 155 ~4!, and 175 K~5!; b—Ti5205 ~1!, 225 ~2!, 245 ~3!,
265 ~4!, and 290 K~5!. Inset:Da/a0(E) spectrum for BSO:Fe crystals fo
Ti5430 K andT05300 K.

FIG. 5. TSD current spectraI (T) for BSO:Fe crystals for various prelimi
nary polarization conditions:Tp5340 (1, 3, 38), 450 K (2, 4, 48), Ep54.8
3102 ~1, 2!, 73103 V•cm21 (3, 38, 4, 48) and the differential spectrum
da/dT(T) of BSO:Fe crystals.
ti-

TEa5$kTm1Tm2 /~Tm22Tm1!%$ ln@~ I m2 /I m1!

3~Tm1 /Tm2!2#%, ~6!

whereTm1 , Tm2 , I m1 , andI m2 are the temperature position
and intensities of the peaks, respectively. The values
tained, TEa50.33, 0.4, 0.48, 0.52, and 0.56 eV, correla
with the analogous values in Refs. 8 and 9 but found us
other experimental methods. As the polarizing field
creases, forTp>400 K, the intensity of the higher-tempe
rature peaks also increases, while their temperature pos
in the spectrumI (T) remains unchanged~Fig. 5!.

3. DISCUSSION

The results can be explained by treating BSO:Fe a
BGO:Fe crystals as compensatedp-type semiconductors
with a high density of acceptor states near the valence-b
top and a trail of acceptor levels that extends deep into
band gap. Rapid cooling transfers the crystals into a m
stable state, where electrons are frozen in donor levels w
OEdc<2.2 eV. On heating the frozen electrons are tra
ferred into acceptor levels in the bottom half of the band g
A characteristic feature of this situation is the large diffe
ence between the thermal activation energy (TEdc<30kT1*
'0.5 eV, whereT1* 5180 K is the upper limit of the range
DT1! and the optical activation energy (1.36 eV<OEdc

<2 eV) for impurity levels responsible for absorption in th
A range. This difference can be explained in the con
guration-coordinate model by a multiphonon mechanism
electronic transitions from deep levels28 for metastable and
equilibrium states of BSO:Fe crystals~Fig. 6!. In a meta-
stable state the optical activation energy for electrons i
donor level (O* Edc) is higher than in the ground stat
(OFedc); this explains the long-wavelength shift of th
bleaching band in theA range. The transition to the groun
state is a thermally activated process with a low activat
energyTEs50.015 eV~determined according to the slope

FIG. 6. Total energyE of a BSO:Fe crystal versus the configuration coo
dinate Q with the main energy characteristics: The curvesBC and BV
correspond to the total energy of the system in the case where the leve
empty and electrons are in the conduction or valence band; the curvesDL
andDL* correspond to the ground and metastable states with electron
donor levels; and, the curvesAL1 and AL2 correspond to electrons in ac
ceptor levels.
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the function a(E) in Arrhenius coordinates in the rang
DT1!. As temperature increases, electrons are transfe
from the donor levels~ground state! into acceptor levels,
whose optical ionization energy (OEac) increases as the lev
els are filled (OEac1.OEac2). This explains the short
wavelength shift of the thermally induced absorption band
the B range.

The passage of the temperature dependence of ab
tion through a minimum in theA andB ranges of the spec
trum could be due to association–dissociation of impu
centers. All the prerequisites for such processes are pre
in BMO crystals: the characteristic features of the crys
chemical structure permit coexistence of several types o
ementary point defects between which interactions can a
creating complex defects. Specifically, thermal-depola
zation analysis of the polarization mechanisms in undo
BSO crystals attests to a large contribution due to dip
polarization.29 Let us examine the formation of dimer com
plexes from impurity-vacancy quasidipoles27

dNdip /dt52gNdip
2 exp~2Eass/kT!1C~T!Ncom, ~7!

where Ndip and Ncom are, respectively, the densities of d
poles and complexes,g is a frequency factor,Eass is the
thermal association energy of the complexes, andC(T) is the
dissociation probability. The solution of this equation give
function Ndip(T) that passes through a minimum and po
sesses exponential low- and high-temperature initial sect
on the shoulders, similar to the functiona(T) observed in
the experiment. Assuming that the absorption is determi
by the density of impurity states due to quasidipoles a
their associations, i.e.,

a~T!5s~E!Ndip~T!, ~8!

wheres(E) is the photon absorption cross section, we obt
Eass50.04–0.06 eV andEdis50.07–0.1 eV, respectively, fo
the low- and high-temperature shoulders. The spread in
values of Edis and Eass gives a(T) for photon energy
E51.4– 2 eV.

The correlation of the steep drop in absorption for theA
range of the spectrum with the steep increase of absorp
for the B range in the temperature rangeDT4 can be ex-
plained assuming that the absorption in theA range is deter-
mined by the densityNd of neutral donors, while in theB
range it is determined by the densityNa

i of ionized acceptors

aA~T!5sA~E!Nd~T!1a01

and

aB~T!5sB~E!Na
i ~T!1a02, ~9!

where sA(E) and sB(E) are the photon absorption cros
sections anda01 anda02 are constants.

The expression30

Nd~T!5Nd
0$12b exp@t0* kT2/~TEdc11.85kT!#

3exp~2TEdc /kT!%, ~10!

was found for the temperature dependence ofNd , whereNd
0

is the initial density of neutral donors~at T5350 K!, b is the
degree of compensation of donor levels by accept
ed

n
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s,

t0* 5const,TEdc is the effective energy of thermal activatio
of donor levels, andNd

i (T)5Nd
02Nd(T) is the relation be-

tween the densities of neutral and ionized donors. We ob
an absorption dropoff in agreement with experiment, for e
ample, for photon energyE51.735 eV~curve 3 in Fig. 3a!
with Nd

051.531018cm23, t0* 523105 K21, b50.7,
TEdc50.65 eV,sA51.5310218cm2, anda0150.5 cm21.

Next we assume that the degree of ionization of the
ceptors increases as a result of electrons being transfe
from donor to acceptor levels through the conduction ba
~provided that retrapping in donor centers is negligible!. We
describe the kinetics of these processes by the equation

dNd /dt52Ndvd exp~2TEdc /kT!,

dn/dt5Ndvd exp~2TEdc /kT!2n/t,

Na
i 5Nd

02Nd2n, ~11!

wheren is the electron density in the conduction band,t is
the recombination time, andvd is a frequency factor, whose
temperature dependence we neglect. Under quasistatio
conditions, i.e., forn!Nd , dn/dt!dNd /dt, the second
equation in this system simplifies:n5tvd exp(2TEdc/kT).
The boundary conditionNd5Nd

0 as T→0 puts the solution
~11! into the form

Na
i 5Nd

0$12@11tvd exp~2TEdc /kT!#

3exp@~2vdkT2/b TEdc!exp~2TEdc /kT!#%. ~12!

This expression makes it possible to obtain steep gro
of a(T) in theB range in correlation with the dropoff in th
A range, for example, for photon energyE53.06 eV~curve
2 in Fig. 3b! with t51 s, vd543104 s21, sB52
31017cm2, anda02510 cm21.

We note that the temperature dependence of the ph
absorption cross section in Eqs.~8! and~9! can be neglected
since it is weaker than the exponential dependence,31 and the
valuessA , sB;10217– 10218cm2 are characteristic for dee
levels interacting with phonons.28

A nearly exponential overall growth of absorption wi
temperature in theB range is observed due to interband tra
sitions with the participation of phonons and the tail of t
energy states next to the valence-band top.

If the temperature dependence of optical absorption
determined by the change in the density of ionized accep
~or neutral donors!, then the temperature dependence of
rate of this change is the analog of the spectrum of the T
current I (T). The form of da/dT(T) obtained for theB
range of the spectrum confirms this supposition well, rep
ducing the group of peaks, which are annealed in the ra
DT4 ~marked by arrows in Fig. 5!, that is characteristic for
TSD currents. The low-temperature (T,300 K) peaks of the
spectrada/dT(T) correspond~with respect to position on
the temperature axis! to the thermally stimulated lumines
cence peaks in BSO:Fe and BSO:Ge crystals.6

I thank Yu. G. Osetski� for assisting in the experiments
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Holographic recording in photorefractive crystals with nonstationary and
nonlinear photoconductivity
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It is shown that holographic recording in photorefractive crystals made under the conditions of
nonstationary and nonlinear photoconductivity is accompanied by nonmonotonic growth
of hologram diffraction efficiency because of the specific features in the onset of steady state in
an illuminated sample. An analysis of such phenomena observed earlier in sillenite crystals
revealed that their interpretation, at least at a qualitative level, does not require invoking the
concept of bipolar photoconductivity in these materials. Detailed description of the process
of holographic recording occurring in the above conditions requires parallel studies of the
photoconductivity kinetics observed in the sample under the same experimental conditions.
© 1999 American Institute of Physics.@S1063-7834~99!01806-7#
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The mechanism underlying holographic recording of
formation in photorefractive crystals is based on photoex
tation and subsequent spatial redistribution of free carri
which, on being trapped at local levels, create a space ch
reflecting the light intensity distribution in the image bein
recorded. The recording proceeds until steady state sets
the illuminated sample, a process determined by two cha
teristic times, namely, the time required for the photocond
tivity to reach steady state and the time needed by diffus
drift balance~DDB! ~i.e. the state in which the convectio
current is the same in all cross sections of the sample! to
obtain in the sample volume. It is usually assumed~see, e.g.,
Refs. 1 and 2! that the second time is considerably in exce
of the first one, i.e., that recording occurs with constant p
toconduction. This conjecture does indeed conform to
conditions of most holographic-recording experiments
photorefractive crystals, which are classed among hi
resistivity photoconductors. Note, however, that these m
rials are characterized by a wide variety of photoconductiv
relaxation processes,3 because essentially different nonequ
librium electron distributions over gap levels can arise. T
becomes particularly clear for combined excitation~i.e., si-
multaneous or successive illumination of a crystal with lig
differing considerably in spectral composition!. Pre-exposure
of a sample to light can, in particular, reverse the abo
mentioned time ratio, i.e., recording will then be made un
nonsteady-state photoconduction. This may affect consi
ably the hologram recording dynamics and, for instan
make the time dependence of the hologram diffraction e
ciency h(t) of local maxima~or minima! similar to those
observed when recording holograms in crystals of the typ
sillenite Bi12MO20 ~M5Si, Ge, Ti!.4–6

The observed phenomena were ascribed4–6 to the effect
of the minority carriers~holes! during recording in nominally
undoped Bi12SiO20 ~BSO! and Bi12TiO20 ~BTO! crystals.
Unfortunately, this conjecture was not supported in Re
4–6 by reliable experimental data or theoretical estima
9221063-7834/99/41(6)/6/$15.00
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Our analysis7 of the data on the electronic structure of sill
nites and of the studies8 of surface barrier emf in them sug
gests that the contribution of holes to the photoconductiv
of these materials in the extrinsic absorption region is ne
gible compared to that of electrons.

This study shows that the behavior revealed4–6 in holo-
graphic recording is readily explainable within the conce
of monopolar photoconductivity in the sillenite crystals use
and the nonmonotonic behavior ofh(t) is a particular mani-
festation of the specifics of recording in the conditions
nonstationary and nonlinear photoconductivity, which ori
nate from the nonlinear variation of occupation of local ce
ters in these samples.

1. GENERAL CONSIDERATION

We start with discussing a number of conjectures whi
first, define the framework of our consideration and, seco
permit one to better understand the specifics of holograp
recording in photorefractive crystals in the presence of n
steady photoconductivity.

~1! One considers the usual case of recording of an
terference pattern from two plane waves, with a sinusoi
light-intensity distribution along one of the coordinates (x):
I (x)5I 0@11m sin(kx)# ~k52p/d, d is the period of the
sinusoidal grating, andm is the modulation depth!, and with
a constant intensity along the other two. The analysis is d
under the usual simplifying approximationm!1.

~2! It is also assumed that the condition (kL0 ,kLd),1
holds, whereL0 and Ld are the drift and diffusion carrie
lengths, respectively; this permits one to exclude from c
sideration the effect of the corresponding carrier flows on
kinetics and spatial distribution of the free-carrier noneq
librium concentration.

~3! The effect of contacts on the recording process~for
instance, in the case of the drift mechanism! is assumed to be
unimportant, i.e., one disregards the details of how DDB
established at crystal boundaries.
© 1999 American Institute of Physics
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~4! Recording is carried out in stationary conditions~i.e.,
without using propagating gratings, alternating fields etc.2!.

~5! The present consideration does not cover the cas
the photogalvanic mechanism of hologram recording.2

As already mentioned, when viewed in terms of the el
tronic processes occurring in a photorefractive crystal,
mechanism of recording reduces to formation of a station
space-charge distributionr(x) corresponding to the intensit
distribution I (x). The formation ofr(x) is described by the
well-known system of material equations,1,2 which in the
general case should be complemented by the wave equa
When solving this system, one usually assumes the cond
of quasi-stationary recording, which means that recordin
performed mainly in a steady distribution of nonequilibriu
carrier concentrationnph

s (x) ~taking into account the specifi
features of undoped sillenites, we shall assume in what
lows that these carriers are electrons!. In other words, it is
assumed thatt rel , the time required fornph

s to set in, is much
less than the characteristic hologram recording timetw . The
latter is essentially the time to attain DDB and is relat
through tw5ktM to the dielectric relaxation time~tM

5«0«/s0 , where«0 and « are, respectively, the dielectri
permittivities of vacuum and the crystal, ands0 corresponds
to the mean conductivity of an illuminated sample!. The co-
efficient k depends on the recording mechanism and the
lation betweenk andL0 , and/orLd , respectively.1,2 For the
condition assumed here~item 3!, k51.

Obviously, when recording under conditions of stead
state photoconductivity, the exact form of the kinetics
which it was attained does not practically have any sign
cance. The process by whichh attains the steady-state lev
(hs) is described by a monotonic relationship.1,2 The situa-
tion may, however, change dramatically if the quasi-stea
state condition is not met, i.e., fort rel@tM . The
nonequilibrium-electron concentration distributionnph(x)
@and hence, r(x)# forming in this case in a time
t;tM is no longer stationary and may vary substantially
the photoconductivity approaches its final state. We shal
lustrate this with the diffusion mechanism of interferen
grating recording under the condition of nonsteady-st
sample photoconductivity.

In order to describe the formation ofr(x), one has to
prescribe the shape of the spatial photoinduced-electron
tribution nph(x). When recording takes place under stead
state conditions, the relation betweennph

s and I is usually
assumed to be linear~which is indeed valid for most of the
known photorefractive crystals!, and therefore the shape o
nph

s (x) reproduces exactly the light intensity distribution. T
linearity of thenph

s (I ) relation does not, however, exclude th
possibility of existence on the photoconductivity rise cur
of sections wherenph depends onI in a nonlinear way, i.e.
nph}I p, wherepÞ1. Obviously enough, thenph(x) distribu-
tion will now differ from I (x). In our case of recording o
low-contrast interference gratings this difference will cons
primarily in the difference between the photoelectron grat
percentage modulationm* and m, or, to be more precise
m* 5pm. Besides, because the presence of nonlinear-I
sections in the photoconductivity relaxation curve is inevi
bly connected with variation ofp in the course of attainmen
of
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of the steady-state value, one has to take into account
m* will now be time dependent. Thus the spatial distributi
of conduction electrons~including their dark concentration
nd! for an arbitrary photoconductivity growth curve can b
presented in the form

n~x,t !5nd1nph~x,t !5nd1n0~ t !@11m* ~ t !sin~kx!#,
~1!

where n0 is the nonequilibrium-electron concentratio
which corresponds to the average light intensityI 0 .

By a time tb;tM after the illumination turn-on DDB
will set in in the bulk of the crystal, which in the case und
consideration will correspond to the condition of zero co
vection current throughout the sample. The space cha
r(x,tb) will practically correspond to then(x,tb) distribu-
tion which has set in by this instant of time. Obviously, th
will be true the more, the larger is the difference betweent rel

and tM . As n(x,t) continues to change, a correspondi
variation of r(x,t) acting so as to maintain such a nons
tionary DDB ~the nonsteady convective photocurrent, by t
terminology of Ref. 3! will occur. It is appropriate to point
out here that becausetM;n21, its value will also vary with
time if the conditionnd!nph prevails in the experiment. In
principle, this circumstance should be taken into account
detailed description of the dynamics ofr(x,t) formation.

Thus, starting from the timetb the grating will be re-
corded while DDB is maintained, and therefore fort>tb the
distribution of the space-charge grating electric fie
Esc

b (x,t), will be described by the same expression as in
case of recording under steady-state photoconductivity2

Esc
b ~x,t !}@1/n~x,t !#@dnph~x,t !/dx#. ~2!

However, taking into account thatnph may depend nonlin-
early onI , Eq. ~2! can be conveniently recast in the follow
ing form

Esc
b ~x,t !}@1/n~x,t !#@dnph~x,t !/dI~x!#@dI~x!/dx#. ~3!

In contrast to stationary recording, Eq.~3! contains now not
the steady-state distributionnph

s (x) but a distribution corre-
sponding to a timet>tb . Hence if the illumination is con-
tinued, the Esc

b (x) distribution may, in a general case
change, and the dynamics of this change will be associa
with the given kinetics of photoconductivity growth@i.e., of
nph(t)#.

We shall be interested in what follows in the evolutio
of the Esc

b (x,t) grating amplitudeED(t), which determines
the diffraction efficiencyh}(ED)2 of recorded gratings.
Equation~3! yields the following expression forED(t):

ED~ t !}mk@nd1n0~ t !#21@dn0~ t !/dI0#. ~4!

Equation~4! permits one to construct the necessary and s
ficient condition for the appearance of a local maximu
~minimum! in ED(t) and, hence, inh(t). For instance, for a
particular timetm>tb the following inequality must be met

@nd1n0~ tm!#21@dn0~ tm!/dI0#

.@nd1n0~`!#21@dn0~`!/dI0#. ~5!
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@The condition for the appearance of a local minimum
h(t) is naturally connected with the opposite inequality
to be precise, two inequalities, the second of which m
hold for tb<t,tm#. In the limiting cases ofnd!n0 and
nd@n0 , Eq. ~5! reduces to the inequalities

d ln@n0~ tm!#/dI0.d ln@n0~`!#/dI0 ~6!

and

dn0~ tm!/dI0.dn0~`!/dI0 , ~7!

respectively. Obviously, inequality~6! or ~7! can hold only if
nonequilibrium-carrier recombination proceeds nonlinea
which gives rise to sections with different intensity-curre
characteristics in the photoconductivity rise curve. As an
lustration, consider two simple examples relating to the ca
of linear and quadratic nonequilibrium-carrier recombin
tion.

In the first case, the kinetics of recombination are d
scribed by the well-known expression3

nph~ t !5ns@12exp~2t/t!#, ~8!

where t is the free-electron relaxation lifetime an
ns5baI t ~b anda are the quantum yield and light absor
tion coefficient, respectively!. Inserting~8! into Eq. ~4! we
obtain

ED~ t !}mkbat@nd1n0
s~ t !#21@12exp~2t/t!#, ~9!

where n0
s corresponds toI 5I 0 . Using Eq. ~3!, one can

readily verify that as photoconductivity approaches ste
state,ED will vary monotonically.

In the case of quadratic recombination, which allo
analytic description of the rise curve,nph(t) has the form3

nph~ t !5~baI /g!1/2 tanh@ t~bagI !1/2#, ~10!

where g is the recombination coefficient. Substituting E
~10! into ~4! yields

ED~ t !}mk@nd

1n0~ t !#21$1/2~ba/I 0g!1/2 tanh@ t~bagI 0!1/2#

11/2~bat !cosh22@ t~bagI 0!1/2#%. ~11!

Consider the behavior of relation~11! in the cases of
nd@n0 andnd!n0 . Differentiation of the corresponding ex
pressions with respect to time shows that in the first case
maximum inED(t) appears attm satisfying the equation

tanh@ tm~bagI 0!1/2#5@ tm~bagI 0!1/2#21. ~12!

In the second case,ED(t) passes through a maximum
t50, to fall off subsequently smoothly to the value at whi
nph

s is reached. It is obvious, however, that becauseED cor-
responding to the onset of DDB is reached in timet;tM , it
is in this time domain thatED(t) will reach a maximum in an
experiment.

It becomes clear that the maximum inED is physically
associated in this case with the monotonic decrease ofm*
with increasing photoconductivity, fromm* 5m for t;tM

~where nph;1! to m* '0.5m for the steady-state valu
nph

s ;I 1/2. Note that while fornph@nd
,
t

,
t
-
es
-

-

y

he

ED~ t !}m* ~ t !, ~13!

in the opposite case we have

ED~ t !}nph~ t !m* ~ t !, ~14!

and this explains why the extremum is described by Eq.~12!.
It should be pointed out that which of Eqs.~13! and ~14! is
found to be correct does not depend on the actual kind of
nonlinearity innph relaxation.

Thus the results obtained here support the conclus
that the photoconductivity must be nonstationary and non
ear at the same time for local extrema to appear in theh(t)
dependence in the case of holographic recording occur
by the diffusion mechanism. One can readily show that
long askL0,1 holds this conclusion remains valid for th
drift mechanism of recording too.

With this we conclude the general consideration a
cross over to an analysis of particular examples of n
steady behavior ofh(t), which was observed in the
experiments4–6 on holographic recording in sillenite crystal

2. RECORDING IN IR-IRRADIATED BSO CRYSTALS

Studies4 of the diffusion mechanism of holographic re
cording in BSO crystals pre-exposed to IR light revealed t
the diffraction efficiency reaches steady state nonmonot
cally. This showed in the appearance of a local maximum
h, which exceeded the steady-state levelhs by an order of
magnitude. Significantly, the formation of this maximu
was accompanied by a change in the kinetics of photoc
ductivity, namely, the approach by the photocurrent to
steady-state level was considerably slower, and its gro
acquired a characteristic S-shaped pattern~see Fig. 2 in Ref.
4!. Unfortunately, this observation did not receive d
attention,4 although we believe it to be of fundamental im
portance.

The light-intensity–current characteristics of steady-st
photoconductivity in BSO crystals exhibit a practically line
nph

s (I ) dependence, which sets in a considerably shorter t
thantM . However, the kinetics ofnph growth cannot always
be fitted by Eq.~8!. This relates also to thenph(t) curves
presented in Ref. 4, whose S-shaped character indic
clearly nonlinear filling of the trapping levels in the sampl
that were pre-exposed to IR light. When describing the
photocurrent kinetics, we shall proceed from the electron
level and optical-transition diagram accepted9,10 for BSO
crystals~Fig. 1!, by which localT centers at room tempera
ture play the role of multiple trapping levels for electron
~Actually, sillenites have a group of relatively low-lyin
levels,10 all of which we shall refer to asT levels.! The
filling of the latter may vary substantially depending on t
prior sample history. For instance, when kept a long time
the dark or subjected to IR illumination,T-level electrons
undergoing multiple transitions to the conduction band e
up by finally becoming trapped at theD or M levels, which
leaves theT levels practically empty. If the sample pre
treated in this way is illuminated with blue-green light~tran-
sitions from theM levels to the conduction band, Fig. 1!, the
initial stage ofnph growth will be accompanied by the re
verse process of electron capture by theT levels. It is when
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their filling has changed considerably that thenph(t) depen-
dence will acquire the S-shaped character. The kinetic
photoconductivity in this case was considered theoretica3

We are interested in the initial stage of thenph(t) relation,
because it is there that the local maximum ofh in Ref. 4 was
observed. The corresponding expression fornph(t) can be
written3

nph~ t !521/2~NT1NcT2baIt !1@1/4~NT1NcT

2baIt !21baItNcT#1/2, ~15!

whereNT is the trapping level density, andNcT is the effec-
tive DOS in the conduction band reduced to theT levels.3

Substituting now~15! in ~4!, we can determine the tim
dependence ofh for gratings recorded by the diffusio
mechanism. Omitting the fairly lengthy expression, w
present here only the time dependences ofh obtained from it
~or rather, the dependence on a dimensionless vari
baI 0 /NT! ~see Fig. 2! for some values of theNcT /NT pa-
rameter.@Note that because Eq.~4! describes the behavior o
ED only for t>tM , the curves in Fig. 2 do not start from th
origin.! It is easy to show thath passes through a maximum
at tm satisfying the conditionNT1NcT5baI 0tm @the point
of maximum bending in thenph(t) curve, Ref. 3#, and that
hmax is given by the following expression~for nd!nph,
which is in agreement with the actual experimen
conditions4!

hmax
1/2 }ED~ tm!}m$11@~NT1NcT!/2NcT#1/2%. ~16!

As seen from Eq.~16! and Fig. 2, the extent by whichhmax

exceedshs depends on such parameters of the material asNT

andNcT , which, in principle, can be derived from a study
photoconductivity kinetics.3

A comparison of the curves in Fig. 2 with the data
Ref. 4 ~see inset to Fig. 2! shows them to be qualitativel

FIG. 1. Diagram of energy levels in the band gap of nominally undo
sillenite crystals. T and D levels—multiple trapping centers and deep t
for electrons, respectively, M—centers responsible for extrinsic absorp
in the intervalhn;(2.3– 3.0) eV, A—compensating acceptor centers. T
solid and dashed arrows identify optical transitions occurring when extri
photoconductivity is excited in the blue-green and red~or IR! spectral re-
gions, respectively.
of
.

le

l

identical, which obviates the need of invoking the model
carrier bipolar diffusion proposed in Ref. 4 to account for t
observed dynamics ofh growth.

3. IR RECORDING IN BTO CRYSTALS

A study5 of energy transfer dynamics in two-beam co
pling experiments revealed a nonmonotonic behavior of
photorefractive gain factorG ~Fig. 3!, which in the experi-
mental conditions of Ref. 5 was found to be proportional
h1/2. In contrast to Ref. 4, the writing beam wavelength w
here in the IR range (l51.06mm), and the nonmonotonic
course ofG was seen most clearly in samples pre-expose
visible light. The model proposed in Ref. 5 for interpretati
of the data obtained was a slightly modified version of t
one used in Ref. 4, and it was also based on the concep
holes creating a space-charge grating of opposite phase

Turning now to an analysis of the data of Ref. 5, w
should point out that until now we have been associating
nonlinearity ofnph(I ) only with the variation of the lifetime
~more precisely, of the relaxation lifetime3! of nonequilib-
rium carriers in the course of attainingnph

s . However in the
case of extrinsic excitation the character ofnph relaxation can
be affected also by the variation ofa, which is caused by
substantial variation in the population of the levels involv
in photoactive optical transitions. This behavior ofnph is
well illustrated by the so-called induced extrins
photoconductivity,3 which is observed under simultaneous
successive illumination of a sample in the intrinsic and e
trinsic absorption regions. Such a situation was realized
BTO crystals,5 and, as we are going to show, it may accou
for the behavior ofG observed in the quoted experiment.

d
s
n

ic

FIG. 2. Time dependences of the diffraction efficiency obtained for
following values of theNcT /NT parameter: 0.05, 0.1, and 0.4 for curves1,
2, and 3, respectively. The inset shows similar experimental relations
served in Ref. 4~a! without and~b! with pre-exposure of a BSO sample t
IR illumination.
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The kinetics ofnph(t) in the case of induced extrinsi
photoconductivity can be described by the followin
expression3

nph5@qINT /~1/t2qI !#@exp~2qIt !2exp~2t/t!#,
~17!

whereq is the photon capture cross section by electrons
the levels~T levels in our case! which have been populate
in the pre-exposure of the sample to intrinsic illumination

Equation ~17! does not, however, adequately descr
the real behavior of induced photocurrent, which for largt
tends not to zero but rather to a ‘‘quasi-equilibrium’’3 value.
This is because repeated electron capture by trapping le
was disregarded in the derivation of Eq.~17!. The real be-
havior of nph(t) can be most conveniently fitted by two e
ponentials with different decay rates, complemented b
time-independent term~the latter is due, first, to a nonzer
filling of the T levels for t→`, and, second, to optical ex
citation of other centers, for example, ofD levels!:

nph5qINTt exp~2qIt !1qInT* t* exp~2jqIt !] 1zI ,
~18!

where nT* and t* are theT-level filling and the electron
lifetime after the ‘‘quasi-equilibrium’’ excited state has be
reached, respectively, and parameterj!1. ~We have also
assumed that the condition 1/t@qI is met, which apparently
is applicable to the experiment of Ref. 5!.

In the conditions of weak energy transfer,5 G}ED , and
therefore substitution of~18! into ~4! yields an expression fo
the G(t) relation ~for the nd!n0 case!

FIG. 3. Time dependence of the gainG obtained from Eq.~18! for the
following parametersr 1 , r 2 , q, andj: ~1! 4; 0.5; 0.5; 2.531022, ~2! 2; 0.5;
0.1; 531022, and ~3! 2; 1; 531022; 0.1. The inset shows similar exper
mental relations observed in Ref. 5 in a BTO crystal for various del
between the end of sample pre-exposure and the beginning of recordin
h, 18 h, and 20 s for curves1, 2, and3, respectively.
at

els

a

G~ t !}I 2qI0t$r 11j exp@qI0t~12j!#%$r 11exp@qI0t~1

2j!#1r 2 exp~qI0t !%21, ~19!

wherer 15NTt/nT* t* , andr 25z/qnT* t* . Figure 3 displays
G(t) plots obtained using Eq.~19! for different q, r 1 , r 2 ,
andj ~I 0 was assumed to be unity!. A comparison with ex-
perimental relationships5 obtained for the dynamics o
signal-beam intensity variation~see inset to Fig. 3! shows
them to be in a qualitative agreement. We believe that gi
data on the photoconductivity kinetics observed in t
sample in the same experimental conditions, our appro
could provide a quantitative description of the results of R
5 as well.

Thus even with the overly simplified character of th
model used here, taking into account the clearly nonstea
state nature of the recording conditions and the nonlin
behavior of photoconductivity in Ref. 5 permits one, wh
remaining within the frame of the monopolar conducti
model for BTO crystals, to explain the cited behavior
G(t).

4. OSCILLATORY BEHAVIOR OF THE DIFFRACTION
EFFICIENCY IN BTO CRYSTALS

We believe that it is a specific combination o
nonsteady-state photoconductivity with a variation of loc
level filling that is responsible for the oscillatory behavior6 of
h of the gratings recorded in BTO by the diffusion mech
nism after interruption of one of the writing beams~Fig. 4!.
The conditions favoring the onset, and the specific featu
of the observed effect, such as the high spatial frequenc
recorded gratings, the presence of a declining section in
hpr(t) relation of the initially recorded gratings, and the 18
spatial shift in phase between the primary and second
gratings permit us to put forward the following interpretatio
of its nature.

The behavior ofhpr(t) indicates that similar to Ref. 5 the
photoconductivity of the samples in Ref. 6 illuminated atl
50.63mm was~most likely, partially! of an induced origin
involving theT levels. The relatively slow decay rate ofhpr

suggests the quasi-equilibrium state of theT levels, in which
the decrease of their population~like the decay ofnph! is

s
60

FIG. 4. Time dependence of diffraction efficiency~from Ref. 6!.
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described by an exponential with a long time constant@the
second term in Eq.~18!!. Nonuniformity of illumination in
this stage of recording of the primary grating should give r
in this case to a spatially nonuniform distribution in th
sample ofT levels with different populations, which at tim
tc ~point C in Fig. 4! can be written

nT* ~x,tc!5nT* ~0!exp@2jqtcI 0~11sin~kx!!#, ~20!

wherenT* (0) is the initial quasi-equilibriumT-level popula-
tion @Eq. ~20! takes into account that the gratings recorded
Ref. 6 hadm51!. Clearly, a crossover to uniform illumina
tion of the crystal thenT* (x,tc) distribution will produce in
the latter a spatially nonuniform electron distributionnph

sec(x).
The Fourier component ofnph

sec(x) at the fundamental spatia
frequency,nph

sec(x,k), will be shifted by 180° with respect to
nph

pr(x,k) of the primary grating. The effect under conside
ation was observed6 only in the case where uniform illumi
nation was turned on after a fairly long time interval@indeed,
the switching at pointB ~Fig. 4! did not cause oscillations in
h#, which was considerably in excess of the erasure time
the primary grating~sectionCD in Fig. 4!. Therefore by the
end of erasure the nonuniformity innT* could not decrease
substantially, which could make possible recording of
secondary~opposite-phase! grating during subsequent illumi
nation ~section DE). As time goes on, however, uniform
illumination should result in equalization ofT-level popula-
tion, which, in turn, would bring about erasure of the se
ondary grating, exactly as observed in the experiment~Fig.
4!.

Actually, this effect was observed6 only when recording
gratings with a very small period comparable to the diffus
length (Ld;0.3mm). This implies that the nonuniformity in
nT* created solely by the above mechanism was appare
not large enough for recording holograms with a noticea
hsec. @Using data in Fig. 4 and Eq.~19!, one can estimate th
contrastnT* (x,k) as;1021, which provides a ratiohsec/hpr

;1022. At the same time the experimental value of this ra
was;1021.# An additional, more precisely, the major co
tribution to the contrastnT* (x,k) in the high spatial fre-
quency domain was provided, in our opinion, by the posit
and/or negativerpr(x,k) component. The maximum of th
first component formed by positively charged donors lies
the region of the maximum inI (x), and that of the second
component associated with electron capture into local lev
conversely, at the minimum inI (x). Hence ifT levels con-
tribute even partially torpr(x,k), the percentage modulatio
of thenT* (x,k) grating may exceed the value provided by t
above mechanism. Also, becauserpr(x,k)}k2, the contribu-
tion of the charge to the modulation ofnT* (x,k) does indeed
grow substantially with increasing spatial frequency of t
gratings. After this contribution to the nonuniformity o
nT* (x) has become dominant over the first one~starting with
e

n

of

e

-

tly
e

e

n

ls,

some value ofk!, one should observe a steep growthhs
sec

}k6 up to the valueskLd<1, to be replaced thereafter by
}k2 behavior. This is apparently what accounts for t
observation6 of the above effect only when recording gra
ings with highk.

Thus, we see that the characteristics of the effect
ported in Ref. 6 can be explained also without invoking t
idea of bipolarity of photo- or dark conductivity of BTO
which was put forward in Ref. 6 and developed further
Ref. 11. Turning now to the results of the above analysis
should be stressed once more that in a general case co
interpretation and detailed description of the process of
lographic recording in photorefractive media requires ac
rate data on sample photoconductivity relaxation observe
the experimental conditions in which the holograms we
recorded.

Thus, we have shown that if recording in photorefracti
crystals is done in conditions of nonstationary and nonlin
photoconduction, one has to take into account the spec
of how steady state is reached in the illuminated sam
Among these specific aspects is the nonmonotonic way
which the diffraction efficiency of holograms reaches stea
state level, which was observed in some experiments
formed on sillenite crystals.4–6 Our analysis has revealed th
the observed4–6 effects can be explained, at least qualit
tively, without invoking the idea of sillenite photoconductio
being bipolar. A comprehensive quantitative description
holographic recording in photorefractive crystals, partic
larly in the conditions discussed above, requires investi
tion of the photoconductivity kinetics in the samples used
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A mechanism for photoinduced electronic reconstruction of the oxygen vacancy in
doped quartz glass and its characteristics

K. M. Golant* ) and V. V. Tugushev
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Russia
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A mechanism is proposed for electronic reconstruction of excited oxygen-deficient~OD! centers
in doped quartz glass, associated with partial delocalization of one of the valence electrons.
Using Falicov’s model Hamiltonian, the binding energy, radius, and criterion for an electron
transition from a localized state to a state of intermediate radius are qualitatively determined.
Densification of the glass matrix surrounding the OD centers is predicted as a possible
consequence of the reconstruction of their valence electrons. An explanation is proposed
for the irreversible photoinduced changes in refractive index, photoluminescence spectra, and
electron paramagnetic resonance that are experimentally observed in doped quartz glasses
after processing with large doses of ultraviolet light. ©1999 American Institute of Physics.
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Doped quartz glasses, which are extensively used in c
temporary optoelectronics, have physical properties that
of great interest both to scientists and engineers. Mos
these are primarily related to the presence of defects in
glass network. One of the most striking physical phenom
exhibited by these quartz glasses is the photorefractive
fect, in which the glass suffers an irreversible and rat
large change in refractive index (Dn'102421023) after ab-
sorbing a high dose of ultraviolet light.1 This photorefractive
effect underlies the technology of writing filamentary refra
tive index gratings—important components of optical co
munications systems and fiber-optic detectors. Although
photorefractive effect has been observed in quartz gla
with various doping additives and has been studied in c
siderable detail experimentally, it is still unclear at this tim
what physical mechanism causes it and how to derive
adequate theoretical model to describe it.

Due to their extensive use as constituents in fiber-o
communications systems, glasses and light guides with
composition SiO2/GeO have been studied in the most deta
It has been established that the magnitude of the photore
tive effect in these glasses depends on the number of ge
nium oxygen-deficient~Ge-OD! centers in the glass struc
ture. The Ge-OD center is a well-known defect of t
‘‘oxygen vacancy’’ type, and has an absorption band in
ultraviolet with a maximum near 242 nm. The photorefra
tive effect, which appears when the glass is illuminated a
wavelength lying within the absorption band of the Ge-O
center, is accompanied by an irreversible structural chang
the glass network associated with the destruction of
Ge-OD center. In addition, processing with high-power
traviolet light causes densification of the glass~with Dr/r
'1023!.
9281063-7834/99/41(6)/6/$15.00
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Note that in undoped SiO2, oxygen vacancies lead to th
formation of Si-OD centers, with a characteristic absorpt
band in the neighborhood of 248 nm; however, ultravio
light does not give rise to a photorefractive effect in th
case. It is possible to make germaniumless quartz glass
tosensitive by replacing some of the oxygen atoms w
nitrogen;2 in this case a photorefractive effect is observ
when the glass is exposed to laser light at a wavelength
193 nm, but is absent when the glass is excited via the Si-
center absorption band.

The spectroscopy of OD centers in high-purity qua
glasses has been studied in great detail~see, for example,
Ref. 3!. Besides the absorption bands already mentio
~248 nm for undoped SiO2 and 242 nm for SiO2/GeO2!,
there are very interesting luminescence bands with wa
lengths of order 400 and 290 nm that are associated w
electronic transitions from OD-center excited states to
ground state; the luminescence times for these bands d
by three orders of magnitude. It is characteristic that
photoinduced changes in refractive index observed
SiO2/GeO2 are accompanied by photoinduced bleach
away of the luminescence bands of diamagnetic OD cent
with simultaneous formation of other paramagnetic cent
which are easily observed by EPR.4 This conversion of dia-
magnetic centers to paramagnetic centers is evidence
photoinduced redistribution of the valence electrons of O
centers. In this case, electronic reconstruction is accom
nied by a strong atomic relaxation in the neighborhood of
OD center.5

Irreversible reconstruction of the OD center structu
during relaxation from the excited state serves as a star
premise for the majority of theoretical models of the pho
refractive effect. However, it is usually assumed, as in R
© 1999 American Institute of Physics
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FIG. 1. Sketch of structural recon
struction of an OD center under pho
toexcitation: a—localized unrelaxed
center before excitation;
b—localized relaxed photoexcited
OD center ~‘‘normal’’ configura-
tion!; c—localized relaxed photoex-
cited OD center~‘‘anomalous’’ con-
figuration!.
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5, that the atomic reconstruction is limited in scale to the fi
coordinate sphere of the OD center, and that electronic
construction leads to photoionization of a valence electron
the oxygen vacancy with subsequent trapping by ano
point defect~or the same defect, now relaxed!. A weak spot
in this ‘‘lattice-site’’ approach to the system reconstruction
the fact that in order to obtain theDn'102421023 ob-
served in experiment, postulating reasonable concentrat
of 1018cm23 for OD centers ‘‘reconstructing’’ under the ac
tion of light, the reconstruction must increase the polariza
ity of an individual point center by two to three orders
magnitude. To date, no one has proposed a mechanism
such an increase.

In this paper we discuss an alternative model, in wh
photoexcitation of OD centers is accompanied by not o
structural but also radical electronic reconstruction, with
change in the scale of the wave function of one of the
lence electrons. We will assume that this electron make
transition to a partially delocalized state that is genetica
related to the band of delocalized states of the glass ma
Partial delocalization of a OD center electron in turn initia
a strain-driven reconstruction~densification! of the glass,
spread over ten or more SiO3 tetrahedral-unit volumes
around the center. In this case, the electronic contribu
~related to partial delocalization! and strain-induced contri
bution ~connected with densification! to the change in index
Dn can turn out to be the same order of magnitude, and
easily achieve the values observed in experiment.

1. ENERGY SPECTRUM OF LOCALIZED ELECTRONIC
STATES OF PHOTOEXCITED OD CENTERS

In order to investigate the photosensitivity, we will co
struct an energy scheme for OD centers starting from
model of a neutral oxygen vacancyV@Si–Si# ~see the survey
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of the literature in Ref. 5!, which is widely used to explain
the optical properties of silicon dioxide. At the basis of th
model is a representation of the OD center as a pecu
hydrogenic ‘‘molecule’’ consisting of two Si atoms that a
neighbors of the vacancy and which also form the vertices
SiO3-tetrahedra. In the ground-state singlet (S0) state, the Si
atoms are strongly shifted towards each other, and the b
ing of sp-hybrid Si orbitals along the Si5Si axis causes
them to form a stable complex which is incorporated into
silicon dioxide matrix ~see Fig. 1a!. The lowest singly-
excited intracenter statesS1 ~singlet! and T1 ~triplet! in the
V@Si–Si# system are characterized by a transition of one
the twosp-electrons from a binding to an antibinding orbita
Experiments on the optical absorption and photolumin
cence show that the singlet–singlet dipole-allowed transit
energy is E(S1)2E(S0)'4.5– 5.0 eV. The singlet–triple
transition is spin-forbidden, but the position of theE(T1)
level relative to theE(S1) level can be estimated from pho
toluminescence experiments:E(S1)2E(T1)'1.5– 1.8 eV.
The exact values of the energies of intercenter single-par
excitations E(S1)2E(S0) and E(T1)2E(S0) do not in
themselves play an important role in the construction of
model. We note only that the doubly excited stateS2 con-
nected with intracenter singlet–singlet transitions lies mu
higher in energy~more than 10 eV! and will not be discussed
here.

We must emphasize5,6 that transitions to an excited sta
are accompanied by a considerable relaxation of the Si at
in theV@Si–Si# complex. In particular, the distance betwe
them increases compared to the configurationS0 ~Fig. 1b!.
Thus, ‘‘equilibrium’’ values ofE(S1) and E(T1) must be
understood as total energies~including relaxation! of the cor-
responding configurations.

In addition to excitations that do not change the cha
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FIG. 2. Change in the single-electron spe
trum as an excited oxygen vacancy conve
from the normal~a! to the anomalous~b!
state.
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state of theV@Si–Si# complex, there are also charge-trans
excitations of this complex. Let us discuss in more detail
singly-charged configurations ofV@Si–Si#. Denoting the en-
ergy of such a configuration byE1, we introduce the ener
giesD(A) of single-particle excitations with charge transf
to the vacancy, measured relative to the energyEg of the
bottom of the band of delocalized allowed states, that
D(A)5Eg2«(A), where«(A)5E12E(A). HereE(A) are
configuration energies, andA5S0 , S1 , T1 ~see Fig. 2a!. We
can make only a crude estimate of the value ofD(A). We
will take D(S1)'1.5– 2.5 eV,D(T1)'3 – 4 eV, andD(S0)
'7 – 9 eV; specific values vary strongly when a portion of
is replaced with Ge in germanium-rich glasses.

The excited configuration of the OD center is struct
ally nonrigid ~see the discussion in Ref. 5!, and the departure
of one of the electrons from the valence bindingsp-orbital
may be accompanied by an additional increase~compared to
the configuration shown in Fig. 1b! in the distance betwee
Si atoms, followed by total reconstruction of the OD cen
structure. Following Snyder and Fowler,7 we will refer to
this as a transition from the ‘‘normal’’ configuration to a
‘‘anomalous’’ configuration~Fig. 1c!.

The dynamics and mechanism for irreversible rec
struction of the OD center structure under ultraviolet exc
tion is a separate problem and is of no immediate interes
us here. It is significant, however, that experimental d
suggest that both direct singlet–singlet excitation fromS0 to
S1 , and singlet–triplet excitation fromS0 to T1 change the
refractive index.8 Furthermore, studies of photoluminescen
kinetics show that the lifetime for the excited stateS1 is short
~a few tens of ns!, and that the primary channel for intrac
enter relaxation of a photoexcitation with substantial qu
tum yield is a nonradiative transition to the long-lived tripl
state T1 ~around 100ms! with subsequent luminescence9

This implies that reconstruction of the OD center struct
will take place from the configurationT1 with high probabil-
ity. The total energies of the original~unreconstructedT1!
and structurally modified configurations are close in mag
tude, to accuracy of a few tenths of an eV, and are separ
by an energy barrier of order 0.5 eV.

We point out that in the anomalous configuration t
entire nomenclature of single-particle electronic excitatio
r
e

,

i

-

r

-
-
to
a

-

e

i-
ed

s

of the OD center changes, because the correlation betw
sp-electrons of the two constituent Si atoms of the OD ce
ter is weakened due to the weak overlap of the correspon
orbitals. As a result, the difference between singlet and t
let excitations practically disappears~see Fig. 2b!, and we
can speak simply of a single particle excitation energyD,
omitting the labelsS and T. It is natural to assume that th
energyD does not exceed the minimumD(A) of the most
strongly bound complex with the ‘‘normal’’ configuration
i.e., D<1 – 2 eV, and in any case lies comparatively close
the bottom of the band of allowed states. The latter fact
not been included in calculating the electronic spectra of
centers up to now, and in the next section we will turn to
discussion of its role.

2. A WEAKLY LOCALIZED STATE IN THE ELECTRONIC
SPECTRUM OF EXCITED OD CENTERS, AND CHANGES
IN ELECTRON POLARIZABILITY

Based on the assumptions we have made so far, le
construct a model of the electronic spectrum of photoexc
tions of a completely relaxed oxygen vacancy for OD ce
ters, taking into account the possibility of charge transfer
the complexV@Si–Si# and a transition of an electron to th
outer ~delocalized! shells formed bysp-orbitals of silicon
dioxide.

Let us turn to a mathematical formulation of our mod
We will use the simplest Falicov Hamiltonian,10 which was
proposed for a system with two types of particles~delocal-
ized and localized on a center! and includes the possibility o
charge transfer to the center:

H052Dn01E @c1~r !«~“/ i !c~r !2c1~r !~12n0!

3c~r !U~r !#dr , ~1!

where c~r ! is the envelope of the wave function of ban
states,n0 is the number of filled localized states with ener
2D relative to the lower edge of the band of delocaliz
states,«(“/ i ) is the kinetic energy, andU(r ) is the interac-
tion potential of an electron from the band of delocaliz
states with an OD center in the anomalous configuration.
situation n051 corresponds to a localized state of
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sp-electron on the anomalous OD center configurati
while n050 represents single excitation~ionization! of this
configuration. The state withn051 was discussed in th
previous section; we now will focus our attention on the st
with n050.

For simplicity let us assume that the interaction poten
U(r ) in Eq. ~1! is quite large in the neighborhood of the co
of the OD center~i.e., over distances of order the distan
between Si atoms in theV@Si–Si# complex! and falls off
rapidly outside this region. The detailed form ofU(r ) does
not play an important role in discussing the reconstruction
the electron density over scales large compared with the
of the OD center core.

In the model of a spherical rectangular potential w
„U(r )5U0 for r ,a0 , U(r )50 for r .a0 , where the effec-
tive radiusa0 is the same order as the radius of the O
center core!, it is well known that a bound state appears f
U(r ).U0 min, whereU0 min5p2/8m* a0

2 andm* is the effec-
tive mass of the particle. ForuU0 /U0 min21u!1 the binding
energy of this state11 for the HamiltonianH0 is

u^H0&u5E05
p2

16
U0~U0 /U0 min21!2. ~2!

The wave functionc~r ! at large distancesr @a0 falls off
like

c~r !'
exp~2r /c0!

~r /c0!
. ~3!

Herec0 is the radius of the bound state

c05~AuE0u!21h@a0 , ~4!

whereh5(2m* )21/2. Thus, if U0.U0 min and E0.D, the
state with wave function~3! turns out to be energeticall
favored. This state is very similar to an exciton with inte
mediate radius and an infinitely heavy hole, and it serves
the key to understanding the reconstruction of the electro
spectrum of the system in model~1!. The radius of this new
statec0@a0 , which immediately leads to a sharp increase
the polarizability of the system. In fact, according to Ref. 1
the polarizabilityael of an electron in a spherical well in th
presence of a single bounds-stateE0 equals

ael5
m* e2c0

4

4
; ~5!

for concentrations of reconstructing centersNODC the change
in refractive indexn5«1/2, where« is the dielectric permit-
tivity of the medium~«5114pa, wherea is the total polar-
izability!, comes to

Dnel'
2pael

n
NODC5

p

2n

c0
4

aB
NODC, ~6!

where aB is the Bohr radius of an electron with effectiv
massm* . At concentrationsNODC'1018cm23 and values of
n'1.5, the change in index of refraction due to the el
tronic reconstruction of the OD centers is estimated to
Dnel;(c0 /aB)41026, which for c0 /aB'3 – 5 can easily
reachDnel'102421023. Note that in our model we mus
have c0 /aB@1 in principle in order for the model to b
,

e

l

f
ze

l

r

as
ic

,

-
e

applicable, becausem* ;m, aB;a0;2 – 4 Å is the radius of
the OD center core, whileE0@U0 andc0@a0 according to
the conditions of the problem.

3. INTERACTION OF AN EXCITED OD CENTER WITH THE
GLASS MATRIX AND CHANGE IN THE REFRACTIVE
INDEX CONNECTED WITH DENSIFICATION OF THE MEDIUM

It has been established experimentally that photoexc
tion of OD centers under UV illumination leads to densi
cation of the glass. In principle this densification also cou
be a reason for the change inDn that is not directly associ-
ated with the change in polarizability of the OD center itse
We will relate this densification to strain in the glass mat
around the OD center core when the latter makes a trans
to a state with delocalization of one valence electron~i.e., to
the state of Hamiltonian~1! with n050!. The mechanism for
this strain arises from the interaction of delocalized electr
with long-wavelength acoustic phonons of the glass mat
and a microscopic description of it will not be given her
We limit ourselves to a phenomenological model of this
teraction in the isotropic approximation for the strain pote
tial ~see, e.g., Ref. 12!

H15E F2sc1~r !c~r !r~r !1
1

2
br2~r !

1
1

2
g~gradr~r !!2Gdr , ~7!

wheres is the electron–lattice interaction potential,r~r ! is
the relative change in the medium density, andb andg are
elastic constants. By varying the Hamiltonian~7! with re-
spect tor~r ! we obtain the self-consistency equation

2g“2r~r !1br~r !2sc1~r !c~r !50. ~8!

To lowest order in perturbation theory with respect to t
strain potentials we can neglect the distortion of electro
densityN(r )5c1(r )c(r ) due to the interaction of an elec
tron with the glass matrix, and write the solution to Eq.~8! in
explicit form. In the approximation of a rigid medium, a
suming that the correlation length for variation in the m
dium density isj05(g/b)1/2!c0 , we can neglect the gradi
ent term in Eq.~8! and obtain a simple expression

r~r !5
s

b
N~r !;

s

b

exp~22r /c0!

~r /c0!2 ~9!

for r @a0 . Thus,r~r ! is nonzero only in the region aroun
the OD center where the charge density changes~of order
c0

3!. In the approximation of a soft medium, forj0@c0 , the
change in the density of the glass matrix encompasses
gion considerably larger thanc0

3. From Eq.~8! it follows that
far from the OD center~for r @c0! the functionr(r ) has the
form

r~r !;
s

4pgr
expS 2

r

j0
D . ~10!

The change in system energy connected with the ma
strain can be estimated as
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DEdef;
s2

bl3 , l5max$j0 ,c0%, ~11!

while the relative change in the average density of the g
in the neighborhood of the OD center comes to

r̄'
DEdef

s
. ~12!

The total relative change in the average density of
glass for a concentration of centersNODC can be estimated
directly from the HamiltonianH1 after summing over all the
centers:

r̄def;
s

b
NODC5 r̄~NODCl3!. ~13!

Taking the reasonable valuesr̄;102221021 and
(NODCl3);1022, we obtainr̄def;102421023. The change
in refractive indexDndef due to densification of the medium
can be estimated from the Clausius–Mosotti relation

Dndef5
~n221!~n212!

6
r̄def'0.6r̄def. ~14!

Thus, the experimentally observed increase inDn can
include a strain-induced contribution14 comparable in order
of magnitude to the electronic contribution~6!. By virtue of
their origins, both of these contributions are responsible fo
radical electronic and structural transformation of the O
center and the glass matrix atoms surrounding it, cause
the formation of a partially delocalized state~a state of inter-
mediate radius! under ultraviolet photoexcitation.

4. CONDITIONS FOR REALIZATION OF THE MODEL AND
ITS INTERRELATION WITH EXPERIMENTAL DATA

The state of the complex described above in which b
the intrinsic OD center~i.e., its core! and the glass matrix
participate, can be classified as a peculiar type of exc
with intermediate radius, in which the core plays the role
the positively charged center~a hole with infinite mass!,
while a second electron is partially delocalized and can
ionized fairly easily from its bound state into the conducti
band. It is clear that an oxygen vacancy undergoing suc
structural change has a completely different photoexcita
spectrum from the original center, and can no longer cont
ute to the absorption coefficient at a wavelength of 242 n
This could explain the observed phenomenon of photo
nealing of this band, and also the suppression of the inten
of triplet luminescence.13 We can also explain the compl
mentary appearance of red luminescence as a byprodu
the creation of structurally altered OD centers,14 which emit
light as they recombine with electrons photoexcited from
state of intermediate radius to the conduction band. It is a
clear that the remaining electron bound to the silicon will
a paramagnetic center, and hence should contribute to
EPR signal.

Even if this state with intermediate radius is metastab
its effect on the relaxation dynamics of OD center photo
citation in glass can still be strong. For example, the levelE0

probably plays the role of the intermediate state introdu
ss
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empirically into the energy spectrum of the OD center
order to explain the complicated temporal dynamics of
photoluminescence.15

A fundamental question is, what is the energy advant
of the new state. It is clear that only if

E0.D, ~15!

will the charge transfer state of the center with partial de
calization of one of the electrons be more favorable in ene
than a localized state, as shown schematically in Fig. 2b

Condition ~15! is apparently not satisfied in undope
quartz glass. Addition of Ge, on the one hand, reduceD
while leavingE0 unchanged, due to lowering of the botto
of the conduction band~recall thatD and E0 are measured
from Eg , see Fig. 2b!. In the solid solution GexSi12xO2 this
effect can come to 1–2 eV whenx'0.1– 0.2. On the other
hand, the swelling of the glass matrix when Si is replaced
Ge increases the strain-induced contribution to the ene
~11! by decreasing the coefficientb.

This latter effect in itself is not large~of order 1021

21022 eV), but it can play a role when the difference b
tweenE0 andD. is small. Both of these factors work towar
satisfying the criterion~15!. The swelling of the glass matrix
when Si is replaced by Ge can also lead to replacement o
rigid regime for formation of OD center (j0,c0) by a soft
regime (j0.c0) due to an increase inj0 . This in turn will
increase the effective fraction of volume in which the den
fication of the medium takes place.

A special case is quartz glass doped with nitrogen16

Technological conditions for its synthesis require that t
glass be formed under highly oxygen-deficient conditio
We may therefore expect that the addition of nitrogen le
to formation ofV@Si–Si#:N complexes, whose photoexcita
tion energies are 1.5–2 eV larger than those ofV@Si–Si#.16

We may also assume that the nitrogen atom bound in
complexV@Si–Si#:N forms a deep level~occupied! that lies
considerably lower than the original levelD for single-
particle excitation of aV@Si–Si# center. The hybridization of
these two levels will cause them to repel one another, an
a result theD* state will be higher thanD ~i.e., closer to the
bottom of the conduction band!, which favors the fulfillment
of criterion ~15!. Thus, in both systems~with Ge and N!
doping leads to changes in the electronic spectrum that fa
the formation and increase the energy advantage of a sta
intermediate radius~in the Ge system, the primary change
probably connected with the parameters of the matrix, wh
in the N system it is connected with the local parameters
the OD center!. We note in passing that in the latter case t
V@Si–Si#:N centers are accompanied by the origin
V@Si–Si# complexes, with excitation energies 4.5–5 eV. A
in the case of undoped quartz glass, the absorption of 5
ultraviolet light photons by this glass does not make the s
tem photosensitive. This is naturally explained within t
framework of our model, since criterion~15! is violated for
‘‘pure’’ OD centers in the undoped quartz glass matrix.

Additional experimental confirmation of our model ca
be obtained by studying how ultraviolet processing of t
glass affects the activation energy for electrical conductiv
Since the partially delocalized electron of a reconstruc
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oxygen vacancy can act as a donor, with an energy loc
near the edge of the conduction band, its thermal ioniza
into the conduction band gives rise to an activated temp
ture dependence of the electrical conductivity with activat
energyE0 .

Thus, according to the scenario we have described
quartz glass with oxygen vacancies ultraviolet photoexc
tion initiates a combined structural and electronic reconstr
tion of OD centers from their photoexcited states~S1 or T1!.
Relaxation of the atoms that make up the OD center is
multaneously accompanied by a radical change in the e
tronic spectrum, in particular the appearance of a state
intermediate radius. The redistribution of electron density
sociated with the creation of this state also causes densi
tion of the glass matrix at considerable distances from
OD center~in the neighborhood of several tens of element
volumes!.

The state of intermediate radius has a large polariza
ity, two to three orders of magnitude larger than the pola
ability of the original~unphotoexcited! OD center state. To-
gether with the densification of the glass matrix around
OD center, this increases the refractive indexDn consider-
ably even at comparatively low concentration levels of O
centers, which allows us to explain the increaseDn'1024

21023 observed in experiment.
This model also allows us to explain not only the o

served change in density of germanosilicate glasses, w
results in photoinduced writing of Bragg gratings in lig
guides,17 but also the recently observed change in the Ram
spectrum when the glass in the core of an optical fibe
exposed to ultraviolet light.18 However, we need to empha
size the phenomenological nature of our treatment of
interaction between OD center electrons and the glass m
in this paper. Of course, a more detailed analysis of the
perimental data requires a more rigorous microscopic dis
sion.

If our assumptions are correct, then the state of interm
diate radius is energetically favorable in glasses doped w
Ge and~or! N, but is unfavorable in undoped glasses. Ho
ed
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ever, even in the latter case a metastable version of this s
will have a considerable influence on the dynamics of p
cesses by which photoexcited valence electrons of OD c
ters relax to their original equilibrium state.
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Expressions are obtained for the hyperfine splitting in EPR spectra of impurity ions with electron
spin 1/2 and arbitrary nuclear spin for arbitrary anisotropy of theg-factor and hyperfine
structure constants. These results generalize the previously obtained results of Weil1 for the case
of weakly anisotropicg-factors and hyperfine structure constants. ©1999 American
Institute of Physics.@S1063-7834~99!02006-7#
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It is well known that the parameters of EPR spectra w
hyperfine structure must be determined either numericall
via perturbation theory. In calculating these parameters, t
exact values are determined by computer calculations w
involve complete diagonalization of the corresponding sp
Hamiltonian matrix with reference values found from a
proximate calculations. Therefore, in order to analyze E
spectra with hyperfine structure it is important to have
proximate analytic expressions for the resonance magn
fields of the hyperfine structure lines and hyperfine splittin
i.e., the spacings~in magnetic field! between the positions o
these lines.

In this paper we obtain several useful relations for re
nance magnetic fields and hyperfine splittings in EPR spe
described by a spin Hamiltonian of the form

HS5b~gxHxSx1gyHySy1gzHzSz!

1AxSxI x1AySyI y1AzSzI z . ~1!

Here S51/2, I is arbitrary, and all the remaining notation
are conventional. Note that the EPR spectra of many im
rity rare-earth ions in crystals are described by the s
Hamiltonian~1! with strongly anisotropicg-factors and hy-
perfine structure constants. For the case of weakly an
tropic g-factors and hyperfine structure constants, Weil o
tained a very simple relation1 for the magnetic field spacing
between hyperfine lines with the sameumu ~wherem is the
nuclear magnetic quantum number!. He derived this relation
by writing the spin Hamiltonian~1! as the sum of an isotro
pic and an anisotropic part, and used first-order perturba
theory with the anisotropic part treated as the perturbat
This result, which was very interesting and useful, was
troduced in the monograph Ref. 2 where it was analyzed
detail. However, since it is correct only for weak anisotro
of theg-factor and hyperfine structure constants, its appli
bility is limited.

In this paper we generalize the results of Weil to the c
of arbitrary anisotropy of theg-factor and hyperfine structur
constants by extending the perturbation-theoretic treatm
9341063-7834/99/41(6)/2/$15.00
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of the Hamiltonian~1! to third order, using the magneti
hyperfine interaction as a perturbation to the Zeeman ene

The use of third-order perturbation theory is requir
because contributions to the spacing between the l
m↔m and2m↔2m are comparable in magnitude for tran
sitions arising from second- and third-order hyperfine corr
tions, and therefore must be taken into account at the s
time. Actually, the shifts in second-order resonance lines
proportional tom2 and therefore have the same sign f
m↔m and2m↔2m transitions; however, they can easi
differ in magnitude because the resonance magnetic fields
m↔m and2m↔2m transitions are different in first order
Therefore, the change in spacing between them and 2m
lines caused by second-order shifts will differ from the
shifts by factors equal to the ratio of the hyperfine interact
energy to the Zeeman energy. Consequently, the chang
distance betweenm and2m lines obtained to second orde
in perturbation theory is actually a third-order effect. On t
other hand, the shifts ofm↔m and 2m↔2m transition

FIG. 1. Theoretically calculated positions of hyperfine structure lines
Nd31 ions in single crystals of PbCl2.
© 1999 American Institute of Physics



m
tly

or

th

ti

th

n

es

of

o il-

the
ults
te

d

y

sa,

935Phys. Solid State 41 (6), June 1999 Torosyan et al.
lines calculated to third order contain linear and cubic ter
in m and therefore will have opposite signs. Consequen
the change in distance betweenm and2m lines obtained to
third order will be the same order of magnitude as their c
responding shifts, i.e., third-order effects.

If we assume that the magnetic field is directed along
z axis, and calculate the energy levels of Hamiltonian~1! to
third order in perturbation theory for resonance magne
fields, we have forDm50 transitions that

Hm5
hn

gzb
2

Azm

gzb
F11

Ax
21Ay

2

2~2hn!2G2
Ax

21Ay
2

4gzbhn
@ I ~ I 11!2m2#,

~2!

where n is the microwave frequency used to measure
EPR spectrum. From Eq.~2! we can obtain the following
simple relation:

H2m2Hm

2m
5

Az

gzb
F11

Ax
21Ay

2

2~2hn!2G . ~3!

From Eq.~2! we also can obtain

Hm212Hm5
Az

gzb
F11

Ax
21Ay

2

2~2hn!2G2
Ax

21Ay
2

2gzbhn
~m21/2!.

~4!

For weak anisotropy of the hyperfine structure consta
s
,

-

e

c

e

t,

Eq. ~3! coincides with the result of Weil~Eq. ~14! of Ref. 2!.
Equations~2!–~4! can be used both forHix andHiy if the
following replacements are made in them:z→x→y→z and
z→y→x→z respectively.

Figure 1 shows the positions of the hyperfine lin
Dm50 for the Nd31 ion (S51/2, I 57/2) in single crystals
of PbCl2 obtained numerically by exact diagonalization
the spin Hamiltonian~1! and using values of theg-factors
and hyperfine structure constants measured in Ref. 3. T
lustrate the usefulness of Eqs.~2!–~4! given here, we used
them to recalculate these values of magnetic field for
lines shown in Fig. 1. The discrepancy between the res
was so insignificant that we could not show it on Fig. 1. No
that for Hix and Hiy the lines shown in Fig. 1 moved in
parallel~i.e., maintaining their relative spacings unchange!,
so that their origin coincided with that of theHiz lines.

1J. A. Weil, J. Magn. Reson.4, 394 ~1971!.
2M. L. Me�lman and M. I. Samo�levich, Introduction to EPR Spectroscop
of Activated Single Crystals@in Russian# ~Atomizdat, Moscow, 1977!,
p. 93.

3A. G. Badalyan, P. G. Baranov, V. A. Chramtsov, C. Barta, and J. Ro
Solid State Commun.58, 877 ~1986!.

Translated by Frank J. Crowne
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The effect of dislocations generated by electroplastic strain on the electric-field-driven transport
of impurity atoms of indium in single crystals ofP-silicon is investigated experimentally.
It is shown that when electrodiffusion of indium and strain are induced simultaneously, the
impurity ions are preferentially dragged towards the anode. ©1999 American Institute
of Physics.@S1063-7834~99!02106-1#
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Studies of the role of impurity-dislocation interactions
the electroplastic deformation of silicon crystals have
vealed that they influence the plastic properties of this m
rial in several stages.1 Since electroplastic deformation ma
also be viewed as an electrodiffusion process, it is entir
appropriate to try to study how impurity-dislocation intera
tions affect the diffusion properties of single crystals
P-silicon as well.

It is well known that structural defects in semiconduc
crystals, in particular dislocations, can strongly affect
atomic transport of impurities in these crystals.2,3 Much con-
tradictory data regarding the nature of impurity migrati
has been obtained from studies of electrical transport, b
through the bulk of the host material and along structu
features. In some cases, the transport is observed to spee
while in other cases it is slowed down.4,5 The reasons for
these disagreements probably lie hidden in the differing
fect contents and degrees of structural imperfection of
crystals used in the studies.6 In contrast, there have been n
investigations of the nature of impurity migration in crysta
both under strain and in an electric field, i.e., crystals sim
taneously subjected to strain and electrodiffusion.

In this work we subjected samples of single-crys
P-silicon, initially doped with gallium and with hole concen
trations of 1016cm23, to electroplastic deformation,7 thereby
initiating electrodiffusion of indium along the@110# crystal-
lographic direction. This same direction also served as
direction of compression of the crystal. Our samples w
shaped like parallelepipeds with dimensions 1231035 mm
and edges that coincided with the crystallographic directi
@112#, @111#, @110# respectively. We strained these samp
in the stationary creep regime by applying a constant sh
stress of 12 MPa at a temperature of 750 °C for 30 minu
Samples with broad~110! planes on which a layer of impu
rities was previously deposited from a constant source w
placed together in pairs and compressed between the
grips of the strain apparatus. A constant current pass
through a sample served simultaneously to heat the sam
and to create a constant electric field. At the end of the
periment the samples were mechanically separated and s
with dimensions 103331 mm were cut from their anode an
cathode regions in order to record their concentration-ver
depth distribution profiles. The impurity distributions wit
9361063-7834/99/41(6)/2/$15.00
-
e-

ly

f

r
e

th
l
up,

e-
e

l-

l

e
e

s
s
ar
s.

re
ice
g
le

x-
ips

s-

respect to depth were monitored by successively remov
layers and measuring the concentration of indium atoms
Auger spectroscopy.

Figure 1 shows plots of the concentration distribution
indium versus penetration depth in the anode and cath
regions of the silicon, obtained by averaging the results o
number of identical experiments. It is clear from these cur
that electrodiffusion is accompanied by preferential transp
of indium toward the anode. Previously, Sterkhovet al.8 in-
vestigated the effect of growth dislocations on electri
transport of indium inP-silicon. They observed that fo
samples kept at a temperatureT5900 °C in an external DC
electric field, indium atoms were transported along dislo
tions to the cathode. These authors postulated a vaca
mechanism as the probable cause of the diffusion proc
while associating the direction of preferential transport
indium impurities and the high value of their effective char
along a dislocation with hole drag.

In our experiments we observed transport of indium
wards the anode, in contrast to the data of Ref. 8. This h
pened because of the different conditions under which
created the diffusion, the most important of which was t
creation of plastic deformation simultaneously with the ele
trodiffusion. Under these circumstances, mobile dislocati
were being generated as the diffusion was taking place,
were drifting along with the front of diffusing impurities. O
the other hand, the different conductivity type of our cryst
and temperature conditions under which the experiment
carried out also impose their peculiarities on the results
our trials. In Ref. 9 the authors observed accelerated pen
tion of helium atoms into crystals of lithium fluoride plast
cally deformed in liquid helium. The authors of this pap
explained the anomalously high diffusion coefficient for h
lium atoms by postulating that they were penetrating
crystals along growing and moving dislocations, i.e., the d
fusion was dynamic and ‘‘pipe-like.’’ The interaction of dif
fusing impurities with mobile dislocations was also di
cussed by Geruzin and Matsokin in Ref. 10, who argued
the impurity cloud that forms at dislocations significant
affects their motion and the way that the diffusion zo
forms. These authors introduced the concept of
‘‘dislocation-impurity cloud’’ system, which migrates in th
viscous–diffusion flow regime. It is also well known tha
© 1999 American Institute of Physics
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doping with impurities changes the electronic states of d
locations, and consequently their electrostatic charge
Peierls potential.11,12 In objects with a high Peierls potentia
this factor for interaction of impurities with dislocations ca
play an important role in modifying the character
diffusion–strain processes.13

In light of what was said above, we claim that in o
experiment the electrical transport of indium which occurr
simultaneously with electroplastic deformation is associa
with a vacancy mechanism, since sizable concentration
vacancies are generated in the neighborhood of nuclea
and drifting dislocations. Moreover, the motion of the diff
sion front of impurities is facilitated not only by the usu
diffusion law arising from concentration gradients, but a
by dragging of impurities by a moving dislocation, bo
along the dislocation and in the direction of its motion.14

As we said above, doping changes the charge stat
dislocations, which can facilitate their motion in the presen
of an applied dc field due to interaction with current carrie
via the Fiks mechanism.15 Thus, in Ref. 16 we observe
direct transport of dislocations by an electric field~in the
direction of current flow! toward the anode. This fact corre
lates with the preferential transport of indium toward t
anode reported in this paper.

Thus, as we have stated, in our experiment the diffus
front of indium atoms arises from several mechanisms. T
first is the ordinary vacancy mechanism for impurity diff
sion in the bulk of the crystal caused by a concentrat
gradient. The second is direct transport of dissolved mate
by moving dislocations.

FIG. 1. Distribution of indium concentrationN in silicon plotted versus the
coordinatex. 1—Cathode part,2—anode part.
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The fact that the diffusion is made up of two compone
is clearly revealed by the presence of a kink in the exp
mental plots of the impurity concentration profiles shown
Fig. 1. Following Ref. 17, we label these components of
diffusion ‘‘slow’’ and ‘‘fast,’’ so as to imply the simulta-
neous presence of two mechanisms for diffusion of a sin
impurity.

In our experiment, the slow diffusion component aris
from the replacement of solvent atoms in the near-surf
region via the vacancy mechanism. Thus, the surface of
deformed crystal coated with an electrically active impur
begins to act like a generator of dislocations with a diffusi
pump. This means that the actual diffusion of the impuriti
which generates dislocations due to the dimensional facto
slowed down.@The ‘‘fast’’ component is identified with dif-
fusion of an impurity along dislocation tubes as it is dragg
along by mobile charge carriers of the plastic deformatio#

Our analysis of the possible mechanisms for transpor
indium impurities leads us to postulate a special role
mobile dislocations when both diffusion and strain occur
multaneously.
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Manifestation of glass-crack fractal geometry in Raman spectra
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A Raman spectroscopic investigation of the fractal structure on the surface of cracks of different
size scales in glassy SiO2 is reported. A study was made of the crack surface and of the
distorted layer formed after grinding and polishing and comminution. The parameters of the fractal
structure thus found reflect the properties of the material and the crack nature; namely,
fractal dimension is of greater importance for more compact materials, and the geometric size of
fractal units~i.e., the size in real space! correlates with crack dimensions. ©1999
American Institute of Physics.@S1063-7834~99!02206-6#
on
rr
n

t
p
te
lo
m
he

l

lly
en
in

ea
t

er
e

in
i
e
th

o
e
ri
of
I
o
ct
ic

n
e

ca

of
re,
ra-

the

r,

i-
een
e

in-
s

be

.

Investigation of the mechanical behavior of solids
different size scales permits one, by establishing the co
sponding correlations, to relate the processes occurring i
stages of fracture, from formation of elementary defects
main-crack propagation. This problem is traditionally a
proached by finding the response of mechanical parame
to structural changes. Studies of glassy materials made a
these lines reveal how the specific features in glass fra
work structure~concentration of ruptured bonds, size of t
correlation sphere, valence-angle distribution, etc.! are re-
lated both to the strength of a material1 and to its mechanica
characteristics, such as Young’s modulus and hardness.2–4

The advent of the theory of fractals provided a radica
new tool for establishing the relation between phenom
occurring on the structural and macroscopic levels. The
variance of fractal units with respect to dimensions in r
space offers a possibility of extending the results relating
a given scale level to events taking place on a totally diff
ent space scale. Thus the problem of the correlation betw
micro- and macroscopic phenomena in fracture may ga
new appearance if one shows that the process develops
self-similar manner throughout the range accessible to m
surements. This work may be considered as a step in
direction.

It was prompted by data in Ref. 5, where an analysis
microscopic measurements, namely, of the relation betw
the area and perimeter of the micron-scale islands appea
on a fracture surface led to a conclusion that the surface
growing crack in glass ceramics has fractal geometry.
view of the above-mentioned scale invariance, the auth
suggested that brittle fracture of glassy materials is a fra
process on deeper structural levels as well. This commun
tion reports the first observation of a fractal structure o
glass surface made by measuring the frequency depend
of the Raman scattering~RS! intensity in the region devoid
of structural bands~up to 240 cm21!, i.e., actually on the
atomic level, because the RS tensor is determined in this
by vibrational displacements of fractons.
9381063-7834/99/41(6)/4/$15.00
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1. TECHNIQUES

The fundamentals of the theory of Raman scattering
light from a fractal structure were presented in Ref. 6, whe
by analogy with phonons, the concept of fractons as vib
tional excitations on fractal units was introduced, and
corresponding density-of-states functiong(v) and the wave
function w(r ) were defined:

w~r !}exp~2ardw!, ~1!

where dw is the so-called superlocalization paramete7

which characterizes damping with distancer and is related to
the parameters of a fractal structure as8

dw5~22d̃!D/d̃, ~2!

whered̃ andD are, respectively, the fracton and fractal d
mensions. The difference in the physical meaning betw
these parameters is thatD characterizes the geometry of th
structure, andd̃ that of the vibrations.

The expression for the frequency dependence of the
tensity of light scattering from fractal vibrational mode
~corrected for the level population! can be written9,10

I ~v!v/@n~v!11#}vn, ~3!

where, assuming the vibrations in a fractal volume to
incoherent,

n5~ d̃/D !~2dw1D !21, ~4!

andn(v)51/@exp(hv2kT)21# is the Bose factor. Using Eq
~2!, relation~3! can be simplified considerably

n532d̃, ~5!

and one finds that the scattered intensity at frequencyv de-
pends only on the fractal dimensiond̃:

I ~v!v/@n~v!11#}v32d̃. ~6!
© 1999 American Institute of Physics
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Therefore the frequency dependence of fracton-scatt
light intensity drawn on a log–log scale, log$I(v)v/@n(v)
11#% vs log(v), is a straight line. Such a spectrum diffe
radically in pattern from the spectrum of conventional~non-
fractal! amorphous material, where in the low-frequency d
main (20– 80 cm21) one always finds the so-called boso
peak caused by the correlation function of a disordered st
ture and the phonon DOS function.

2. EXPERIMENT

The measurements were carried out on samples of gl
SiO2 obtained by gel technology.11 This material has a capa
bility of reconstituting solid parts under hot pressure fro
fragments produced in fracture of the original sample. It
the interface between the fragments, which was assume
retain structural traces of the preceding fracture, that was
subject of the study. The procedure was performed at a p
sure of 7 MPa and temperature of 1150 °C over carefu
matched surfaces of a crack between a pair of parts obta
by fracturing a blank along a previously cut notch. The co
paratively weak pressure and the fact that the hot pres
was performed below the glass formation temperatureTg

51160 °C) gave one grounds to hope that the contact z
would retain the memory of the modification of the mater
caused by crack propagation.

We also prepared samples hot-pressed over polis
planes of two fragments. The junction interface could not
discerned by eye in all the solid blocks thus prepared.

The spectra were excited by the Ar1 laser line at 488 nm
and measured with a double-grating monochromator p
vided with a digital data processing system. The spectra w
recorded in 90° geometry as the exciting beam pas
through the sample volume, or along the hot-pressed in
face. The light beam focused onto the zone under study
about 100mm in diameter. The region within which the ligh
interacted with the sample~along the beam! was limited by a
diaphragm to a length of 1 mm.

FIG. 1. Low-frequency Raman spectra~1! of the volume and~2! of the
hot-pressed interface zone between fragments of a fractured blank.
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3. RESULTS AND DISCUSSION

Figure 1 presents low-frequency spectra of the volu
and of the hot-pressed zone of the fractured blank fragme
The spectrum of the volume exhibits a boson peak cha
teristic of amorphous materials with disordered structure.
bands are seen in the frequency range studied in the
scattered from the hot-pressed zone. The log–log spect
of the volume also exhibits the boson peak~Fig. 2a!, and the
spectrum of the healed crack transforms above a certain
off frequencyvcutoff518 cm21 to a straight line characteristi
of a fractal structure~Fig. 2b!. In the case of scattering from
phonon vibrational modes one could expect the slope of
straight-line portion to ben54.8 The experiment yielded
1.3660.02 for the slope, however, which, in accordance w
Eq. ~5!, givesd̃51.6460.02 for the fracton dimension.

Let us consider Ref. 12, where low-frequency Ram
spectroscopy was used to observe fractal structure in the
ume of aerogel, a material consisting of coagulated prim
particles with a radius'2 nm, which retains memory of the
original heterogeneous structure. The value ofd̃ was found12

to be 1.5060.05, with the straight-line relationship found
frequencies from the cutoffvcutoff527 cm21 up. After the
samples were ground to powder the fracton dimension
creased to 1.67 andvcutoff to 47 cm21. The structure ob-
served in the powder was called12 fractal dust, because it wa
believed to have been inherited from fractals of the so
aerogel but distorted by spatial limitations associated w
grain size.

FIG. 2. Spectra of Fig. 1 redrawn in reduced coordinates:~a! spectrum 1,~b!
spectrum 2. Here and in Figs. 3b and 5b the arrow identifies thevcutoff

frequency.
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When comparing our data with those of Ref. 12, o

immediately notices that the value of the parameterd̃ of the
powder coincides with that obtained for the fracture zon~
1.6760.05 against 1.6460.02, respectively!, which implies
closeness of the fractal geometries in the two cases. In
case, however, the fractal structure could not be of relic
ture, because there is no such structure in the volume of
sample~Fig. 2a!. Therefore it may be conjectured that th
fractal geometry of powder particles described in Ref. 12
likewise not connected with memory of the original structu
and is rather due to submicrocracks created in the cours
comminution of glassy SiO2. In these conditions, the nearl
threefold difference between the cutoff frequencies~47 and
18 cm21! reflects a substantial difference between the spa
conditions of microcrack propagation under dispersion
powder and main-crack growth. Roughly, the frequency
the longest-wavelength vibrational mode within a confin
region depends on the sonic velocityV and the dimension o
this region L as vcutoff52pV/L. Assuming V54
3105 cm/s for amorphous SiO2 and transforming from wave
numbers to cyclic frequency, we obtain forvcutoff547 and
18 cm21 L527 and 74 Å, respectively. These values are
upper limits for the geometric dimension of the fractal uni
which is limited by the size of the parts of the cracks th
remained intact after hot pressing.

To check whether the difference invcutoff ~and, hence, in
the maximum fractal size! is indeed determined by crac
type, we measured the spectrum emitted from the h
pressed interface between two polished surfaces of the
tured block. The cracked layer produced by polishing a
includes numerous microfracture surfaces whose scale
~1–2 mm! may be viewed as intermediate between frac
islands5 on a macroscopic brittle surface and submicr
cracks on powder grains.

A spectrum from the hot-pressed interface of polish
plates is shown in linear and reduced coordinates in Fig
and 4, respectively. The slope of the linear section in
frequency dependence is 1.3160.02, which, according to
Eq. ~5!, yields d̃51.6960.02. Thus we have again obtaine

FIG. 3. Low-frequency Raman spectra~1! of the volume and~2! of the
hot-pressed interface zone between polished surfaces.
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for the fracton dimension a value characteristic of SiO2 of
gel origin.1!

However the cutoff frequencyvcutoff526 cm21 obtained
for a polished surface turned out to be intermediate betw
its values for a fracture surface~18 cm21, Fig. 2! and powder
grains~47 cm21, Ref. 12!. This is in accord with the conjec
ture that spatial constraints~crack size in powder grains, pol
ished interface, and brittle surface! affect the size distribution
of fractal units.

To verify that fractal geometry does indeed depend
specific features in the structure of a material, we applied
hot-pressing technology used here to conventional fu
quartz. Pieces of KU-grade quartz glass were ground in
ter to grain size'2 mm, and the water suspension was ele
trophoretically precipitated to a dense mass, which was s
sequently sintered at 1150 °C. The pressure at sintering
in this case increased to 180 MPa, because interaction am
even highly hydrated particles of fused quartz is consid
ably weaker than that among silica gel grains possessin
high molecular mobility.

The results are displayed in Figs. 5 and 6. While
straight-line section characteristic of fractal structure has
deed appeared in the sintered material~seen in reduced co
ordinates in Fig. 6b!, it is shorter~herevcutoff550 cm21!, and
its slope is substantially smoother than that in the hot-pres
interface spectra~Figs. 2b and 3b!. The fracton dimension
calculated using Eq.~5! is 2.3460.04.

Note that the procedure used to obtain the last resu
not very rigorous. Substitutingd̃52.34 into Eq.~2! yields a

FIG. 4. Spectra of Fig. 3 redrawn in reduced coordinates:~a! spectrum 1,~b!
spectrum 2.
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negative value fordw , which has no physical meaning her
The inconsistency between these parameters is accounte
by the fact that Eq.~2! was derived for Mie scattering from
fractal globules, while the fractals we are dealing with are
the rough surface of particles.

Nevertheless, the increase ofd̃ observed as one crosse
over from silica gel to fused quartz is in qualitative agre
ment with the well-known correlation between fractal stru
ture and properties of a substance. It was pointed out13,14that
as the density of aerogels increases, their fractals bec
more compact, and this manifests itself in an increase of

FIG. 5. Spectra of amorphous quartz.~1! Starting sample,~2! sample sin-
tered from powder at 1150 °C and 180 MPa.

FIG. 6. Spectra of Fig. 5 redrawn in reduced coordinates:~a! spectrum 1,~b!
spectrum 2.
for

n

-
-

e
e

d̃ parameter. Similarly, when crossing over to a material w
a higher structural connectivity~fused quartz SiO2!, we ob-
served an increase in fracton dimension.

At the same time the onset of the straight-line sect
(50 cm21) nearly coincides in this case with the magnitu
of vcutoff quoted12 for powder (47 cm21). This indicates that
the size of fractal units in real space is dominated by cr
extent, and that there is no noticeable dependence on spe
features in the structure of an amorphous material.

Thus, low-frequency Raman spectra contain rich inf
mation on the fractal structure of fracture regions in gla
The lowest frequency of scattering from fracton vibratio
(vcutoff) is determined by the maximum~Euclidean! size of a
self-similar formation and does not depend on individual fe
tures in the ‘‘supermolecular’’ structure of a given substan
The fracton dimension reflects the degree of compactnes
the structure of an amorphous material and is not depen
on the scale size of a self-similar formation. This is indicat
by the fact that different types of brittle cracks in samples
identical origin exhibit the same fracton dimension.

The results presented here give one grounds to main
that fractal surface geometry of brittle fracture, which w
previously known from macro- and microscopic observ
tions, manifests itself even on size scales of the order of
correlation sphere of amorphous material, i.e., at the na
structural level.

1!It is appropriate to add here that the coincidence of the fracton dimen
for a single macroscopic crack and randomly oriented microcracks i
cates a scalar nature of the fracton localization length and, thus, sup
the conjecture of incoherent scattering in a fractal volume made w
using Eq.~4!.
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The influence of a magnetic field on the inelastic properties of LiF crystals
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Kostroma State Technological University, 156005 Kostroma, Russia
~Submitted August 28, 1998; resubmitted October 21, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1035–1040~June 1999!

The effect of weak magnetic fields~0.1–0.8 T! on the internal friction and Young’s-modulus
defect of LiF crystals is investigated over a range of relative strain amplitudes«0 from
1026 to 1024 at frequencies of 40 and 80 kHz. Experiments with these fields show that the internal
friction increases and the effective elastic modulus decreases, indicating an increase in the
plasticity of the samples. Plots are obtained of the internal friction versus the magnitude of the
magnetic field at various values of the strain amplitude«0 . © 1999 American Institute
of Physics.@S1063-7834~99!02306-0#
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The question of how weak magnetic fields affect t
mechanical properties of insulators, semiconductors,
metals has attracted much attention from investigators. M
of them have attempted to address this question by inve
gating the effect of a magnetic field on the behavior of d
fects in crystals subjected to active loading or creep.1–3 On
the other hand, only a few papers have discussed ho
magnetic field affects the inelastic behavior of these mat
als under an alternating load. Among these we should m
tion Refs. 4, 5, whose authors investigated the effect o
weak magnetic field on internal friction in metals at he
and megahertz frequencies respectively.

In this paper we investigate the effect of a weak ma
netic field on the inelastic properties of LiF crystals under
alternating load in the kilohertz frequency regime. The
elasticity of the crystals in this frequency range is control
by dislocation processes. Under the conditions of our exp
ments these processes were induced vibrations of the d
cations and their multiplication in the field of the ultrason
wave.

1. EXPERIMENTAL TECHNIQUE AND SAMPLES
INVESTIGATED

We used the two-component crystal resonator metho6–8

to investigate the inelastic properties of our LiF samples
frequencies of 40 and 80 kHz. Longitudinal vibrations set
a standing strain wave in a quartz-plus-sample resonator
a relative strain amplitude«0 of 1026– 1024. In these inves-
tigations, which were carried out at room temperature,
measured the internal friction~d! and Young’s-modulus de
fect (DM /M ) of the crystals. The differences in intrins
frequencies of the piezoelectric quartz and the compo
crystal resonator did not exceed 2%. The internal friction a
Young’s-modulus defect of the samples were determine
within a maximum error of 8%, the amplitude of relativ
9421063-7834/99/41(6)/5/$15.00
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strain to within 5%. The attenuation of the unloaded qua
was an order of magnitude lower than the system atten
tion.

The magnetic field was applied using a permanent m
net or an EM–1 electromagnet powered by a univer
UIP–1 power supply. The magnetic inductionB was varied
in the range from 0.1 to 0.8 T. The orientation of the sam
was characterized by the polar angleQ between the fourth-
order axis and the direction of propagation of the ultraso
wave. In this work we used LiF samples with orientatio
Q50. The magnetic inductionB was directed along the crys
tallographic direction̂100& perpendicular to the direction o
propagation of the ultrasonic wave.

The initial state of the samples was characterized b
yield stress of 3.5 MPa and dislocation density
3108 m22. Fresh dislocations were not introduced into t
sample before the start of the ultrasonic-wave tests. The p
cipal divalent impurities in the LiF crystals we investigate
according to spectrographic analysis data, were Ca and

We followed the change in the state of the sample
monitoring the current–voltage characteristics of the co
pound crystal resonator. The density of dislocations and t
distribution in the sample was monitored by selective et
ing.

The current–voltage characteristicsI (U) or UR(U) of
the two-component crystal resonator are plots of the cur
strengthI in the quartz at series resonance versus the volt
U applied to its package. The value of the currentI is pro-
portional to the voltageUR across an additional resistanceR
connected in series with the crystal resonator. The amplit
of relative strain in the sample«0 is proportional to the volt-
ageUR . The slope of the I–V characteristics with respect
the current axis can be used to study the dissipative pro
ties of the sample. Using the curveUR(U), we can deter-
mine with high accuracy the amplitude«0 at which changes
take place in the behavior of dislocations, and the plastici
of different samples can be compared based on the rela
positions of their I–V characteristics.9,10
© 1999 American Institute of Physics
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FIG. 1. Comparison of the I–V characteristicsUR(U) of a control LiF sample~curve1! with samples measured in magnetic fieldsB50.2 T ~curve2! and
B50.5 T ~curve3!. f p580 kHz. The straight line 4 is for unloaded quartz.
rs
a
o

(

n
es

e

e
c
g-
y

o
y
c

ic

h

ts

ts
ts
f

b-
si-

c
that
ir-

ing
pe

n of

s in
tra-
ples

ass
i-
e,

nd-
nts
Our studies were conducted in two regimes. In the fi
regime, measurements were made with a magnetic field
an ultrasonic wave present at the same time. The results
tained were compared with data for control samplesB
50). In the second regime,U ~or UR! was held fixed and the
magnetic field was switched on only for a certain time, a
then once more switched off. This regime allows us to inv
tigate the functionsUR(U) or d(«0) for the same sample
both in the presence of a magnetic field and forB50.

In order to identify a possible influence of th
‘‘switching-on effect’’ on the measurement results,11 we
plotted the functionsUR(U) for unloaded quartz under th
following conditions: B50; a DC switched-on magneti
field of B50.8 T; and in several cycles of switching a ma
netic fieldB50.8 T on and off. The results obtained all la
on one straight line. Processing this data by the method
linear regression showed that under all the experimental c
ditions the functionsUR(U) obtained were approximated b
the same linear dependence; in all cases the correlation
efficient exceeded 0.99~curve 4 in Fig. 1!.

2. RESULTS OF TRIALS

2.1. Effect of a magnetic field on the I–V characteristics of
compound crystal resonators with LiF samples

Figure 1 shows typical examples of I–V characterist
for a crystal resonator with a frequency of 80 kHz atB50
and I–V characteristics obtained in the presence of bot
magnetic field and an ultrasonic wave. Curves1, 2, and 3
correspond to valuesB50, B50.2 T, andB50.5 T respec-
tively. For comparison, the straight lineUR(U) of unloaded
t
nd
b-

d
-

of
n-

o-

s

a

quartz is also shown~plot 4!. It is characteristic that all three
I–V characteristics exhibit low-voltage linear segmen
(OA1 ,OA2 ,OA3) and nonlinear segments (A1B1 ,A2

B2 ,A3B3) that connect with high-voltage linear segmen
B1C1 , B2C2 , B3C3 . These I–V characteristic segmen
exhibit no sign of translational motion or multiplication o
dislocations.

Figure 1 shows clearly that the I–V characteristics o
tained when a magnetic field and an ultrasonic wave act
multaneously~curves2 and3! lie far below the I–V charac-
teristic for B50 ~curve 1!. This shows that the magneti
field is making the samples more plastic. We emphasize
I–V characteristics 1 and 2 correspond to samples with m
ror cleaves.

We note yet another peculiarity revealed by compar
I–V characteristic 1 with 2 and 3. The large change in slo
of 1 as we pass from segmentB1C1 to segmentC1D1 indi-
cates significant hardening of the sample under the actio
the ultrasonic wave. Curves2 and3, obtained while the mag-
netic field was present, did not exhibit any such change
slope. This shows that when a magnetic field and an ul
sonic wave are present there is no hardening of the sam
for voltages less thanU5200 V.

The change in slope of the first characteristic as we p
into regionD1E1 is associated with the beginning of mult
plication of dislocations in the field of the ultrasonic wav
which is confirmed by data from selected etching.

We used the method described in Ref. 10, based on fi
ing the points of intersection of asymptotes to the segme
B1C1 , B2C2 , andB3C3 with the UR axis, to determine the
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stresstst required to unpin dislocation segments at a giv
stage of ultrasonic wave action. In the terminology of R
10, tst is the magnitude of the generalized Peierls–Naba
barrier. Table I lists estimates oftst for I–V characteristics
corresponding to a frequency of 40 kHz. In Table I we a
present estimates of the average displacements of vibra
dislocation segmentŝj& for «05231025, obtained from
Young’s-modulus defect data using the method of Ref.
and the ratioU/UR measured on the initial segments of t
I–V characteristicsOAi . It is clear from Table I that
samples investigated in a magnetic field had smaller va
of tst than the control samples, and that these values decr
with increasing inductionB. Since according to Ref. 13tst is
proportional to the yield stress measured under active lo
ing conditions, we can confirm that the latter decreases w
increasingB. The ratiosU/UR , and consequently the diss
pation of mechanical energy, increase with increasingB. As
B increases, the average displacement of a vibrating disl
tion segment̂j& increases as well.

We emphasize that the data shown in Fig. 1 are fr
three different samples, two of which have mirror-lik
cleaves. The effect of a magnetic field on the inelastic pr
erties of LiF can be demonstrated by results obtained fr
same-sample trials as well. Thus, in Fig. 2 we show
function UR(U) for a sample of LiF in a magnetic fieldB
50.8 T ~points 2, 4, 6, etc.! and in the absence of a magne
field ~points 1, 3, 5, 7, etc.!. It is clear from the plot in Fig. 2
that the magnetic field causesUR to decrease, and conse
quently the amplitude of relative strain«0 at antinodes of the
standing ultrasonic wave decreases as well. The chang
UR , DUR , and consequentlyD«0 , caused by the magneti
field depend on the amplitude«0 . In Table II we show val-
ues of the jumpsD«05«0

B502«0
B for the range of ampli-

tudes«0 measured at 80 kHz forB50.5 T. D«0 is largest in
the amplitude range«0;1025, and exhibits a maximum a
«052.56•1025.

2.2. Effect of a magnetic field on the internal friction and
Young’s-modulus defect of LiF

The internal frictiond of LiF samples increases in
magnetic field, which can be seen from Fig. 3. In this figu
we plot the internal friction versus amplitude for two Li
samples at a frequency of 40 kHz. Curves1 and2 refer to the
same sample. The points corresponding to curve1 were ob-
tained in a magnetic fieldB50.2 T, those for curve2 are for
B50. A comparison of these curves shows clearly that
amplitude dependence of the internal friction in a magne
field begins at smaller«0 than forB50. Curve3 is from a
control sample with a mirror cleave. Comparing curves1, 2

TABLE I. Magnitudes of generalized Peierls–Nabarro barrierstSL, ratios
U/UR , and vibration amplitudes of dislocation segments^j& for LiF at a
frequency of 40 kHz and for various values ofB.

B, T 0 0.2 0.5

tSL, MPa 0.68 0.38 0.28
U/UR 66.7 75.0 100.0
^j&, mm, «052.031025 0.22 0.31 0.93
n
.
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with curve3 in Fig. 3, we see that the amplitude dependen
d(«0) of a sample subjected to the action of a magnetic fi
during the experiment begins at smaller«0 than the control
sample. The corresponding small-amplitude value of inter
friction ~the so-called amplitude-independent internal fr
tion! turns out to be smaller in the control sample. All thr
curves d(«0) in Fig. 3 are rectified in Granato–Lu¨cke
coordinates.14 This indicates that the amplitude dependenc
d(«0) arise from freeing of dislocations from pinning ce
ters.

The inset to Fig. 3 shows the amplitude dependence
the Young’s-modulus defectDM /M («0) for the sample
whose internal friction is shown by Figs. 1 and 2 respe
tively. It is clear that the amplitude dependence
DM /M («0) obtained in a magnetic field begins at smaller«0

~curve1a! than the dependence forB50 ~curve2a!, which
agrees with curves1 and2 for the internal friction.

In order to obtain curves for the internal friction in
sample versus amplitude at different values ofB, we used the
following experimental procedure. While keeping a certa
value of the amplitude«0 fixed, we decreased the magnet
induction from 0.76 T to 0, while measuring the intern
friction d at several values ofB chosen in this interval. After

FIG. 2. JumpsD(UR) in the IV characteristics of a LiF sample caused by
magnetic fieldB50.8 T. Points 2, 4, 6, 8, etc. correspond to measureme
in a magnetic field, points 1, 3, 5, etc. to measurements in the absence
magnetic field.f p580 kHz.

TABLE II. Magnitudes of amplitude jumps in the relative strainD«0 for
LiF samples in a magnetic field.

«0 , 1026 1.2 3.9 6.8 14.6 20.5 25.6 31.7 51.2 73.0 109
D«0 , 1026 0.2 0.5 0.9 1.7 2.2 6.1 3.7 2.4 1.2 0

Note. «0 is the amplitude of the relative strain with the magnetic fie
switched off,D«0 is the corresponding decrease in amplitude caused by
magnetic field. These results were obtained at a frequencyf p580 kHz in a
magnetic fieldB50.5 T.
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FIG. 3. Internal friction versus amplituded(«0) for a LiF sample plotted in the presence of a magnetic field~curve 1! and for B50 ~curve 2!. Curve3
corresponds to the control sample. The inset shows the amplitude dependences of the Young’s-modulus defectDM /M («0) for the samples corresponding t
curves1 and2. f p540 kHz, B50.2 T.
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this we increased the amplitude to a new value«0 and again
measured the internal friction at various values ofB. In Fig.
4 we show several plots ofd(«0) for a LiF sample at differ-
ent values ofB in the range from 0.76 T to 0. It is clear tha
the internal friction of LiF at small amplitudes«0 increases
with increasingB, and the onset of the amplitude dependen
shifts to smaller values«0 . From Fig. 4 it is also clear tha
the curvesd(«0) for B50 andB50.14 T practically coin-
cide. Consequently, there exists a threshold value ofB above
which the magnetic field ceases to affect the amplitude
pendence of the internal friction in LiF. The curvesd(«0)
from Fig. 4 are rectified in Granato-Lu¨cke coordinates. Fol-
lowing Ref. 14, we estimated the ‘‘unpinning strain’’G
;Fm / l c , whereFm is the maximum force of interaction of
dislocation with its pinning center andl c is the average
length of a vibrating dislocation segment. The results
these estimates are listed in Table III. Here we also list
amplitude«0 corresponding to the onset of amplitude depe
dence of the internal friction, the corresponding stress am
tude s0 , tst, the ratioU/UR for initial segmentsOAi ~see
Fig. 1!, and the average displacement of vibrating dislocat
segments for«054.0•1025. It follows from Table III that
the values ofG decrease with increasingB. This could be a
consequence either of smallerFm or a larger average lengt
of the oscillating dislocation segmentsl c . The ratioU/UR

on segments OAi , and consequently the amplitude
independent internal friction up to 0.8 T, increases prop
e

e-

f
e
-
li-

n

r-

FIG. 4. Amplitude dependences ofd(«0) for a LiF sample at various values
of the magnetic inductionB: the points of curve1 ~stars! correspond toB
50; curve2 ~filled dots! areB50.14 T; 3—0.26 T;4—0.51 T;5—0.64 T;
6—0.76 T. f p580 kHz.
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tional to the magnetic inductionB. The average displace
ments ^j& in the presence of a magnetic field exceed
displacements of dislocation segments whenB50, and in-
crease asB increases. Following Ref. 15 we assume that
the same amplitude«0 the displacement of a vibrating dislo
cation segment is proportional tol c

2 . From this we conclude
that the value ofl c increases with increasingB, i.e., an ever-
increasing number of segments are being released from
pinning centers. These conclusions correspond to a pictu
which the magnetic field facilitates the unpinning of disloc
tions from paramagnetic centers.16

Using the experimental procedure described above,
possible to obtain the dependence of the internal friction
the magnetic induction for different values of«05const. Fig-
ure 5 shows characteristic plots ofd(B) for a LiF sample

TABLE III. Certain quantitative characteristics obtained from experime
using samples of LiF in magnetic fields with various magnetic inductionsB.

B, T 0 0.14 0.26 0.51 0.64 0.76

«0 , 1025 2.0 2.0 1.5 1.3 1.0 0.87
s0 , MPa 1.7 1.7 1.3 1.1 0.87 0.76
tSL, MPa 0.73 0.69 0.64 0.50 0.49 0.42
G, 1024 1.22 1.21 1.17 1.15 1.13 0.94
U/UR 97.9 98.4 102.3 104.3 111.6 118.8
^j&, mm 0.12 0.13 0.22 0.29 0.33 0.4
«05431025

FIG. 5. Plots ofd(B) for a LiF sample at various amplitudes«05const in
the absence of dislocation multiplication in the field of a ultrasonic wa
f p580 kHz. Curve1 corresponds to an amplitude«051.731025; 2—«0

53.631025; 3—«051.831024; 4—«05231024.
e
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over a wide range of«0 . The curves in Fig. 5 correspond t
amplitudes«0 for which no new dislocations are created
the sample is excited by the ultrasonic wave. For small«0 ,
corresponding to amplitude-independent internal frictiond
depends linearly onB ~see plot 1 in Fig. 5!. This agrees with
data indicating that the quantityU/UR measured on the ini-
tial segments of the I–V characteristicsOAi depends linearly
on the magnetic inductionB. With increasing«0 the charac-
ter of the functiond(B) becomes more complicated. Thu
for «053.631025 ~see plot 2 in Fig. 5! there are two ranges
of B, B,0.2 T andB.0.55 T, within whichd is a weak
function of B. The amplitude«053.631025 lies in the
range of amplitudes for which the curvesd(«0) are rectified
in Granato–Lu¨cke coordinates. It is in this range of ampl
tudes that the magnetic field causes substantial jumpsD«0

~see Table II!. Curves3 and 4 in Fig. 5 correspond to the
range of amplitudes in which the ultrasonic wave cau
hardening of the sample~see segmentC1D1 of I–V charac-
teristic 1 in Fig. 1!. A maximum is clearly observable on th
curvesd(B) for this range of«0 .

Our experimental data, and our analysis of it, prove c
vincingly that a weak magnetic field can affect the inelas
properties of LiF crystals. Our results agree qualitative
with data indicating an effect of a constant magnetic field
internal friction in other diamagnetic materials,4,5 and with
effects observed in alkali-halide crystals under other load
conditions in the presence of a magnetic field.1–3
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The influence of thermal processing on the relative mobility of edge and screw
dislocations in NaCl crystals
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The effect of thermal processing on the mobility of dislocations is investigated in NaCl crystals
doped with impurities of various types—high-solubility impurities (Ca21) and low-
solubility impurities (Pb21). The results obtained after aging and thermal processing indicate that
the type of impurity and its state~e.g., level of aggregation! in the crystal have a strong
effect on the relative mobility of edge and screw dislocations, and also on the parameters of double
transverse slip. ©1999 American Institute of Physics.@S1063-7834~99!02406-5#
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The question of how point defects affect the mechan
properties of crystals and the mobility of dislocations h
been discussed in a number of papers.1–5 However, there
have been practically no studies of differences in the beh
ior of different kinds of dislocations, for example edge a
screw dislocations, when point defects are introduced
when their collective state~e.g., level of aggregation! is
changed by various external factors, in particular therm
processing. Ionic crystals such as NaCl are convenient
jects for these studies. When~001! cleavage planes of thes
crystals are indented, dislocation rosettes appear around
imprint of the indentor whose rays consist of ensembles
edge and screw dislocation half-loops.6

In this paper we study the mobility of edge and scr
dislocations in crystals of NaCl containing impurities of va
ous types: high-solubility Ca21 and low-solubility Pb21.

1. EXPERIMENTAL METHOD

NaCl:Ca and NaCl:Pb crystals were grown by the C
chralsky method, with concentrations of Ca21 in the range
1023 to 1.631021 and Pb21 in the range 231024 to 1.65
31022 mol. %.

The ~001! cleavage planes of these crystals were
formed at room temperature using a PMT-3 microhardn
meter with a load of 10 g at the indentor. The dislocati
rosettes that appeared around the imprint of the inde
were identified by selective etching. The mobilities of the
dislocations were characterized by the rangesl e and l s of
edge and screw dislocation ensembles in the stress fie
the indentor.

The measurement error of these quantities was 10%.
parameterj5 l e / l s was used to compare the mobilities
edge and screw dislocations. The state of the impuritie
these crystals was varied by aging~12 years at room tem
perature! and quenching. Several quenching temperaturesTq

were chosen in the range 323–723 K, with the samples k
at each temperature for 6 hours.
9471063-7834/99/41(6)/3/$15.00
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2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the effect of aging on the parameterj. It
is clear that there is one concentration of Ca21 (3.65
31022 mol. %) at whichj increases considerably~by a fac-
tor of 2.6!. This comes about because an increase inl e

~;60%! is accompanied by a decrease inl s ~;40%!. This
unusual change in the mobilities of edge and screw dislo
tions under the influence of the same defect~i.e., the mobility
of some dislocations increases, while that of others
creases! can be explained as follows. Like any other disloc
tion, these dislocations are braked by ion impurity-cation
cancy dipoles, both singly and in aggregates and precipita
However, screw dislocations, in contrast to edge dislo
tions, can undergo double transverse slip. In this case ‘‘fr
ments’’ can form ~dipoles made up of edge dislocation
prismatic loops, and point defects! that cause additiona
braking of the screw dislocations.8–10 The state of the point
defects in the crystal affects the parameters of the dou
transverse slip.8,11 As a crystal ages, impurity complexe
~precipitates! appear, which stimulate the double transve
slip of screw dislocations and greatly enhance their braki
Hence, the mobility of these dislocations will decrease,
spite the ‘‘purification’’ of the matrix via aggregation whic
forms large-scale defects. In such crystals, the motion
edge dislocations becomes easier, and hencel e increases dur-
ing aging.

A situation of this kind can only arise in crystals with
certain type of impurity, for a specific value of concentratio
and under specific aging conditions. In light of this fact, it
understandable why the concentration dependencej(C) ex-
hibits a well-expressed maximum only for NaCl:Ca at o
impurity concentration. The low solubility of Pb21 in
NaCl:Pb suggests that impurity complexes and precipita
are present in these crystal even before aging; therefore,
process results in a smaller change in the parameterj than in
NaCl:Ca. However, aging also changes the shape of
function j(C) for the lead-containing crystals~curves3 and
4 in Fig. 1!. Note that the post-aging curve4 has a minimum
at C5831024 mol. %. In our paper Ref. 14, we argued th
this shape, which is also mirrored in the concentration
© 1999 American Institute of Physics
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pendence of other plastic deformation parameters of NaC
crystals12–14 ~yield strength, coefficient of strain hardenin!
is a consequence of the development of impurity aggreg
and precipitates.

Thus, we find for the example of co-aged NaCl:Ca a
NaCl:Pb crystals that different impurities can yield striking
different shapes of the functionsj(C)—in this case, one
curve has a maximum while the other has a minimum~see
curves2 and 4 in Fig. 1!. The results of aging lead us t
conclude that the type of impurity and its state in the crys
can have a strong effect on the relative mobility of edge a
screw dislocations, and on the parameters of double tr
verse slip. Note that in Ref. 15, after investigating the eff
of another parameter—temperature—on the ratio ofl s andl e

for NaCl crystals, Klyavin was moved to question the id
that changes in this ratio were associated with changes in
frequency of double transverse slip for screw dislocation

Trials in which co-aged crystals were quenched sh
that NaCl:Ca and NaCl:Pb crystals differ markedly in th
behavior when subjected to this type of processing as w
As an example of this we show results forT5423 K in Fig.
2. It is clear that after quenching the curvej(C) shifts down-
ward for NaCl:Ca, while for NaCl:Pb it shifts upward. The
results indicate that the impurity state affects crystals c
taining Ca21 and Pb21 differently.

Quenching is found to produce especially large chan
in the value ofj for samples with an impurity concentratio
C;1022 mol. % ~i.e., 3.6531022 for NaCl:Ca, curves1 and
2 in Fig. 2, and 1.6531022 for NaCl:Pb, curves3 and4 in
Fig. 2!. In this casej changes by roughly a factor of 2
decreasing for NaCl:Ca and increasing for NaCl:Pb. In cr
tals of NaCl:Ca this corresponds to a decrease inl e by a
factor of 1.1, along with an increase inl s by a factor of 1.6.
In the crystals NaCl:Pb bothl e and l s decrease, but the

FIG. 1. Effect of aging on the parameterj5 l e / l s for NaCl:Ca~1, 2! and
NaCl:Pb~3, 4! crystals. 1 and 3 are before aging, according to the data
Ref. 7;2 and4 are after aging.
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change inl s is less marked~a factor of 2 forl s , a factor of
1.1 for l e!.

We interpret these results as follows. In crystals of N
Cl:Ca, quenching disrupts those impurity complexes that
fectively brake screw dislocations by double transverse s
therefore,l s increases, despite the contamination of the cr
tal matrix, which decreases the mobility of edge dislocatio
l e . On the other hand, co-aged NaCl:Pb crystals with a s
nificant concentration of low-solubility impurity (C
>1022 mol. %) probably contain large-scale impurity com
plexes~;500 Å and larger! and precipitates before quench
ing, whose effect on double transverse slip of screw dislo
tions is comparatively slight. After quenching, which lea
to some disruption of these defects, the number of defe
contaminating the crystal matrix increases, which decrea
the mobility of edge and screw dislocations. But, these
fects could have an even stronger effect on double transv
slip, in which case screw dislocations will be braked mo
strongly after quenching than edge dislocations, i.e.,l s will
decrease more thanl e .

In Fig. 3 we plot the parameterj versus quenching tem
perature for NaCl:Ca crystals. It is clear that the changej
for ‘‘pure’’ crystals ~which, of course, contain uncontrolle
impurities! and for crystals with comparatively small con
centrations of impurities (531023 mol. %) is smaller than
for samples withC;1022 mol. %. In the first case, the
change inj is within the range 2–3, in the second case in t
range 1–4. This indicates once more that the different m
bilities of edge and screw dislocations in these crystals
pend on the type and concentration of impurities they c
tain. It is also clear~Fig. 3! that the state of the impuritie
also significantly affects this difference. For example,
crystals withC53.6531022 mol. %, j decreases by a facto
of 4 when we go fromTq5323 K to Tq5673 K ~curve4 in
Fig. 3!.

f

FIG. 2. Effect of quenching (Tq5473 K) on the concentration dependenc
of the parameterj for crystals of NaCl:Ca~1, 2! and NaCl:Pb~3 and4!. 1
and3—co-aged crystals,2 and4—quenched crystals.
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For samples with this impurity concentration we obse
a smooth decrease inj with increasingTq as this paramete
is varied from 323 to 673 K~curve4 in Fig. 3!. This decrease
is connected with the fact that increasing the quenching t
perature of the sample usually increases the mobility of e
and screw dislocations, withl s changing more strongly tha
l e due to decreased slowing down connected with dou
transverse slip. For example, in going from samp
quenched at 473 K to samples quenched at 673 K the mo
ity of edge dislocations increases by a factor of 3.3, tha
screw dislocations by a factor of 12. Further increases ofTq

lead to an increase inj ~curve 4 in Fig. 3! because the de
crease inl s is larger than the decrease inl e ~by factors of 8
and 3 respectively!, i.e., asTq changes from 673 to 773 K th
braking of screw dislocations via double transverse slip
creases.

It follows from Fig. 3 that the shape of the curvesj(Tq)
for samples with impurity concentrations>1023 mol. %
~curves2 and3! is similar to that for crystals withC53.65
31022 mol. % ~curve4!.

For NaCl:Pb, as for NaCl:Ca, the shape of the funct
j(Tq) is found to be nonmonotonic. However, aside fro
this similarity the functions for the two crystal types diffe
markedly in overall shape. In particular, a rather signific
change inj for NaCl:Pb is observed~in the range 2–4! even
for crystals with impurity concentrations as low as
31024 mol. %.

For both types of crystals we can identify the usual re
larities: minima for curvesj(Tq) are connected with de
creased additional slowing down of screw dislocatio

FIG. 3. Dependence of the parameterj on quenching temperature fo
NaCl:Ca crystals.1—Undoped crystals,2–4—doped crystals.C, mol. %:
531023 ~2!, 931023 ~3!, 3.6531022 ~4!.
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caused by transverse slip, while maxima are connected
its increase. This is also true of the functionsj(C) ~Figs. 1
and 2!. Therefore, by studying how the parameterj changes
under the action of impurity defects we can draw conclusio
about the influence of these defects on the additional brak
of screw dislocations, and on the intensity of double tra
verse slip.

Thus, we have shown for the example of doped Na
crystals that the mobility of edge and screw dislocations v
differently. For samples subjected to aging, the shape of
concentration dependence of the parameterj5 l e / l s depends
on the type of impurity introduced. For high-solubility impu
rities in NaCl (Ca21) the functionj(C) has the form of a
curve with a maximum, for low-solubility impurities (Pb21)
it has a minimum. The parameterj changes significantly
during quenching of co-aged crystals. These changes h
different characters for NaCl:Ca and NaCl:Pb. Regu
changes in the parameterj during aging and quenching o
these crystals are explained by taking into account additio
slowing down of screw dislocations connected with dou
transverse slip. Based on these changes we may deduc
effect of impurity defects on the intensity of transverse sl
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A new type of surface spin wave in magnetoelectric crystals
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It is shown for the case of a two-sublattice model of an antiferromagnet with a linear
magnetoelectric effect that a new type of surface spin wave can arise at a boundary between a
magnetoelectric and a nonmagnetic metal or between a magnetoelectric and a nonmagnetic
insulator. This type of surface magnon arises from hybridization of the exchange and electric-
dipole spin-spin interaction mechanisms. ©1999 American Institute of Physics.
@S1063-7834~99!02506-X#
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Many papers, both theoretical and experimental, h
discussed the conditions for formation and properties
propagation of surface spin waves in bounded magnetic
ordered crystals. A large number of these investigations
cus on the short-wavelength asymptotic behavior of the sp
trum of transverse-electric~TE! magnetic polaritons, that is
magnetostatic spin waves.1–4 The widespread use of thi
magnetic films and multilayer magnetic structures in vario
devices for processing and storage of information has
cently spurred interest in analyzing the conditions for pro
gation and generation of surface magnetic polaritons. T
type of oscillation, as is well known, consists of an elect
magnetic wave localized near the boundary between two
dia, whose spatial and temporal structure simultaneously
isfy the Maxwell equations, the material relations, and
boundary conditions. In particular, it has been shown t
magnetic crystals at a magnetic-vacuum boundary can
port two basic types of surface magnetic TE polaritons.
us derive conditions for their existence for the simplest ca
when the dynamic magnetic permeability tensor of the m
net m̂ is diagonal. Letm i andm' be the principal values o
this tensor in the direction of propagation of the electrom
netic TE wave (k') and normal to the surface of the magn
respectively. Ifk' is the wave number andv the frequency
of an electromagnetic TE wave propagating along the s
face of the magnet, then the necessary condition for gen
tion of a surface TE polariton is that one of the condition

m i,0, m',0; ~1!

m',0, m i.
k'

2 c2

v2 . ~2!

be satisfied. Herec is the velocity of light in a vacuum.
Depending on which of the conditions~1! or ~2! is ful-

filled, we assert that the magnet-vacuum boundary can
port either type-I or type-II surface magnetic TE polariton
respectively.

An important feature of type-II polaritons is that the
spectra have points of termination; hence, this type of loc
9501063-7834/99/41(6)/6/$15.00
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ized electromagnetic excitation cannot exist in the quasist
limit ( v/c→0). The spectrum of type-I polaritons, whe
~1! holds, can be studied without dealing with electroma
netic retardation (c,`). Using this fact, many authors hav
been able to study the conditions for formation of type
surface magnetic TE polaritons by analyzing their sho
wavelength asymptotic limit, i.e., magnetostatic spin wave5

Of course, by virtue of the principle of duality under fie
exchange, analogous structure can also appear in the sp
of surface magnetic TM polaritons. However, in order for t
system to support this class of magnetic polaritons, the
bounded magnetic material must include among its nor
spin-wave oscillations modes of uniform magnetic oscil
tions that are odd under inversion, and consequently elec
dipole-active. Examples of these crystals are centrosymm
ric crystals with magnetic ions in noncentrosymmet
positions ~for example, hematite, ferrite-garnets, ferrit
spinels, orthoferrites, etc.!. A detailed analysis of the spectr
of both bulk and surface excitations in such magnets w
given in Refs. 6–8. The types of polariton excitations fou
there were the result of hybridization of an electromagne
wave of TM type~an H-wave! with an electric-dipole-active
mode of the spectrum of exchange magnetic oscillations
the crystal.

The observation of a high value of the magnetoelec
susceptibility in terbium phosphate9 provided a strong impe-
tus for further intense study of how magnetoelectric inter
tions affect the resonance properties of magnetically-orde
crystals. In theoretical papers after Ref. 9 it was shown t
the magnetoelectric interaction can strongly affect both
magnetoelastic10,11 and polariton12 dynamics of bounded
magnets through acoustic magnons. In particular, the res
of Ref. 12 indicate that in tetragonal antiferromagnets w
structure 4z

62x
212 the magnetoelectric interaction implie

the presence of previously unstudied surface magnetic
polaritons, both type-I and type-II. In this case, in contrast
Ref. 7, these localized electromagnetic excitations in
magnet owe their existence to the fact that the acoustic m
of the magnet’s magnon spectrum is odd under invers
© 1999 American Institute of Physics
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~electric-dipole-active!. Properties of the spectrum of th
type of surface magnetic polariton are 1! lack of inversion
symmetry (v(k')Þv(2k'), 2! the possibility of conver-
sion of a type-I surface H-wave into a virtual surface T
wave. However, all the studies to date of how magnetoe
tric interactions affect the dynamics of magnetoelastic cr
tals share a very significant limitation: in their calculation
the authors of these studies neglect spatial dispersion o
magnetic medium induced by the nonuniform exchange
teraction. In Ref. 12, after reproducing the results of Ref.
Buchel’nikov and Shavrov simply mention that spatial d
persion of the magnetic medium can invalidate the mac
scopic approach, in whichak'!1 ~where a is the lattice
constant andk' is the wave vector of a polariton excitatio
traveling along the surface of the magnet!, to describing po-
lariton dynamics of a magnetic crystal. However, in Ref. 1
de Wameset al. show for the case of a semi-infinite eas
axis ferromagnet that the simultaneous inclusion
magnetic-dipole and nonuniform exchange interactio
makes it possible to specify conditions for the generation
a new type of propagating surface EH wave. In the limit
no electromagnetic retardation, this type of localized exc
tion consists of a generalized surface spin wave~the square
of the component of the wave vector normal to the surface
the magnet is a complex quantity!.

Later, in Ref. 15, Ivanovet al. also obtained an analo
gous result for slow surface TE waves in the quasist
limit, i.e., asv/c→0, within a model of an easy-axis ant
ferromagnet. The physical mechanism for creating this t
of localized excitation is the coupling in the presence o
quasi-two-dimensional defect~the surface of the magnet! of
the electromagnetic TE wave and a normal magnetic-dip
active spin mode.

Note that all the results described above were obtai
for boundaries between a magnet and a nonmagnetic ins
tor, since it is easy to verify that metallization of the surfa
of a magnet with a diagonal high-frequency permeabi
tensorm̂(m,k') leads to delocalization of both types of su
face magnetic TE polaritons listed above.

In this paper we will show that nonuniform exchan
and magnetoelectric interactions can give rise to a previo
unknown propagating surface magnetic polariton of T
type, at either a metal-magnetoelectric boundary or a n
magnetic insulator-magnetoelectric boundary. The sh
wavelength asymptotic limit of this type of magnetic pola
iton is a new type of surface dipole-exchange spin wave

1. FUNDAMENTAL RELATIONS

Following Ref. 12, we choose as our example of a m
netoelectric material a two-sublattice model of an antifer
magnet~where M1,2 are magnetizations of the sublattice
uM1u5uM2u5M0). The energy density as a function of th
ferromagnetism vectorm and antiferromagnetism vectorl
can be written in the form

F5F1Fme,
c-
-

,
he
-
,

-
-

,

f
s
f

f
-

f

ic

e
a

e-

d
la-

ly

n-
t-

-
-
,

F5M0
2H d

2
m21

a

2
~¹ l!22

b

2
l z
22mH1FmeJ

1
¸

2
Pz

21
¸'

2
P'

2 2PE,

m5
M11M2

2M0
, l5

M12M2

2M0
, ~3!

whered, a and b are respectively the constants of unifor
and nonuniform intersublattice exchange and anisotropyE
and H are respectively the electric and magnetic field,P is
the electric polarization vector, anḑ' , ¸ are the inverse
dielectric susceptibilities.

The magnetoelectric interaction energy in Eq.~3!, as is
well known,10–12 can be written in the form

Fme5gabgmal bPg , ~4!

whereĝ is the tensor of magnetoelectric constants.
Within the framework of our phenomenological trea

ment, the dynamic properties of this system are described
a system of coupled vector equations (Hj5dH/d j ~where
j5m,l,P):

~2/gM0!mt5@mHm#1@ lH l#, ~2/gM0!lt5@ lHm#1@mHl#,

f Ptt5HP ,

rotH5
1

c

]D

]t
, rotE52

1

c

]B

]t
,

div D50, divB50. ~5!

Here g is the gyromagnetic ratio. If we assume thatumu
!u lu>1 ~smallness of the relativistic interaction compared
the intersublattice exchange!, then if the oscillation fre-
quency of the system satisfies the condition

v!min$gdM0 ,~¸' / f !1/2,~¸/ f !1/2%, ~6!

we can eliminate the vectorsm and P from the discussion.
As a result, the equations that describe the dynamics o
magnetoelectric in approximation~6! can be written in the
form

aF lS l2
1

c2 ltt2
]Wa

] l D G2
8

dvs
~ lH !lt2

4

d
~ lH !@ lH #

1
2

dvs
$«̂ lĝP«̂ ll t12~GP!lt1 lĝPllt2ĝPlt%

1
2

d
«̂ l$~ lH !~ ĝPl!1H~GP!2ĝPH%50. ~7!

HereGa[gabgl bl g , vs5gM0 , and«̂ is a unit antisymmet-
ric tensor. The vectorsm and P entering into the Maxwell
equations within the approximation~6! are coupled in the
following way to the components of the antiferromagnetis
vector l:

m5H 2

dvs
@ ltl#1

2

d
~H2 l~ lH !!J 1

2

dvs
$ l~GP!2ĝP%,

P5~ ¸̂ !21~E2ĝm!. ~8!
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The tensor¸ has the following nonzero components:¸xx

5¸yy5¸' ; ¸zz5¸.
Thus, in the low-frequency limit~6! the set of dynamic

equations that determines the interaction of the electrom
netic and spin subsystems of the magnetoelectric mat
couples only the components of vectorsl, H, andE to each
other. This reduction of the system is correct for arbitra
values of the deviation of the antiferromagnetism vectol
from its equilibrium orientation.

Since in this paper we are interested in the surface
namics of the magnetoelectric, this system of dynamic eq
tions must be supplemented by the appropriate bound
conditions.

Let us assume that the surface of the magnet is me
lized, since, as we have already mentioned above, in
case none of the types of surface magnetic polaritons bel
ing either to E- or H-waves can exist in a nongyrotrop
crystal ~assuming external magnetic and electric fields
zero!.

If the magnetic material occupies the half-spacej,0
~wherej is a coordinate along the normal to the bounda
between the magnetic and nonmagnetic median), then for a
crystal whose surface is metallized but whose magnetic
ments are completely unpinned~a special case of the Rado
Wirtman condition! the following boundary conditions ap
ply:

] l̃

]j
50, Et50, j50. ~9!

Here l̃ describes small oscillations of the antiferromagneti
vector l around its equilibrium orientation, andEt is the
tangential component of the electric fieldE in the magnet.

Since in this paper we analyze excitations localized n
the boundary of the media (j50), in addition to Eq.~9! we
also must satisfy the conditions

u l̃ u→0, uEtu→0, j→2`. ~10!

Calculations show that within this model of an antife
romagnet it is possible to realize one of two equilibriu
magnetic configurations: an easy-axis configuration (liOZ)
and an easy-plane configuration (l'OZ).10,11

Let us consider the same propagation geometry for
electromagnetic wave and equilibrium magnetic configu
tion used previously in Ref. 12, whose authors neglec
nonuniform exchange interaction: the easy-axis ph
( liOZ, uM u5uPu50) of a tetragonal antiferromagne
4z

62x
2I 2. As the plane of propagation of the electromagne

wave we pick the planeXZ. We will assume that the norma
to the surface of the antiferromagnet coincides with one
the Cartesian coordinate axes~i.e., forkPXZ eitherniOZ or
niOX is possible!. Calculations show that the Fresnel equ
tion for the spectrum of bulk normal polaritons of the u
bounded magnetic medium, taking into account nonunifo
exchange interactions, factorizes. As a result, in our ge
etry we have independent propagation of TE and TM wa
~see also Ref. 12!.

Since calculations show that for the boundary conditio
we have chosen localization of polariton modes of TE ty
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near the metallized magnet surface is impossible whethe
not we take into account nonuniform exchange interactio
in what follows we will not consider these modes. As for T
modes, as we said at the beginning of this article, the co
tions for their localization near the surface of the magne
electricj50 with boundary conditions~9! and ~10! will be
derived forv/c→`, i.e., the quasistatic limit. In this case
for an unbounded magnetoelectric material~3! the relation
between frequency and wave vector for these magnetic
polaritons~dipole-exchange spin waves! for kPXZ is deter-
mined by the expression

v25~v0
21s2k2!S 12

«kx
2

kz
21bkx

2D 21

,

b[S 114p¸'
2118p

g2¸'
22

d D ~114p¸21!21,

«[
8pg2¸'

22

d~114p¸21!
, s25

advs
2

4
. ~11!

As an example let us consider two relative orientatio
of the vectorn normal to the surface of the magnet:niOZ
and niOX. From Eq. ~11! it follows that in this case the
corresponding characteristic equation can be written in
form (ṽ0

2[v0
21s2k'

2 )

q42P1q21P250, niOZ, ~12!

P15
ṽ0

21s2k'
2 b2v2

s2 , P25S ṽ0
22v2~b2«!

s2 D k'
2 ;

q42P1q21P250, niOX,

P15
bṽ0

21s2k'
2 2v2~b2«!

s2b
,

P25S ṽ0
22v2

s2b D k'
2 . ~13!

Thus, it follows from Eq.~11! that within the electric-
dipole approximation (v/c→0) the polariton wave propa
gating along the surface of a magnet that satisfies~3! is an
excitation of two-partial type when spatial dispersion is
cluded. This is true both forniOX andniOZ. The resulting
spatial structure, e.g., of the scalar potential of the elec
field c ~whereE[gradc) can be expressed in the followin
form ~wherek' is the wave vector of the oscillations und
study along the direction of propagation of the spin wave,
determined by the vectorr' ; note thatr''n):

c5(
j 51

2

Aj exp~qjj!exp~ ivt2 ik'r'!. ~14!

Hereq2[2(kn)2, q1,2 is specified from Eqs.~12! and ~13!
as a function of the external parameters, i.e., the oscilla
frequencyv and wave vectork' .

Thus, using Eqs.~12!–~14! we can classify the possibl
types of propagating dipole-exchange surface spin waves
pending on the character of their localization near the surf
of the magnetoelectric crystal~3!.
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2. CLASSIFICATION OF POSSIBLE TYPES OF SURFACE
DIPOLE-EXCHANGE SPIN WAVES

Analysis of Eqs.~12!–~14! shows that two-partial sur
face spin waves (q1

2.0, q2
2.0) will arise in the medium

under discussion when

v1
2 ~k'!,v2,ṽ0

2b* , k'
2 .k

*
2

~hereb* [b/(b2«)), or

v2
2 ~k'!.v2, k'<v2~0!/s

for niOZ, and

v6
2 ~k'![

N1

2
6S S N1

2 D 2

2N2D 1/2

, k
*
2 5

v0
2«

s2b
,

N152@ṽ0
21s2bk'

2 #24s2k'
2 ~b2«!,

N25@ṽ0
21s2bk'

2 #224s2k'
2 ṽ0

2b, ~15!

ṽ0
2>v2 ~16!

for niOX.
If the frequencyv and wave numberk' of a normal

electric-dipole active mode in the spectrum of magnetic
cillations of an unbounded version of the magnet under
cussion satisfy the relations

ṽ0
2b* <v2, niOZ, ~17!

ṽ0
2,v2, niOX, ~18!

then near the boundary of this magnet a two-partial pseu
surface (q1

2.0, q2
2,0) dipole-exchange spin wave can form

In the range of parametersv andk' specified forniOZ
by the relation

v2
2 ~k'!<v2<v1

2 ~k'!, ~19!

the magnetic medium under discussion can support a t
partial generalized (Req1,2

2 Þ0; Imq1,2
2 Þ0) surface spin

wave.
Finally, for niOZ and

v1
2 ~k'!,v2,ṽ0

2b* , k',k* , ~20!

it is possible for a two-partial exchange polariton of T
(q1,2

2 ,0) type to propagate along the chosen surface of
magnet under discussion.

Thus, the results of this analysis imply that forkPXZ an
electric-dipole-active mode of the spectrum of normal os
lations can be localized near the surface of a magnet of
~3! with niOZ only if the polariton frequencyv and its wave
numberk' satisfy one of the relations~15! or ~19!; when
niOX they must satisfy relation~16!. However, this is only a
necessary condition for localization of this type of elect
magnetic wave near the surface. The corresponding dis
sion relation for the surface-wave spectrum is determi
from the condition for existence of a nontrivial solution
the system of boundary conditions~9! and~10!, which must
br solved with respect to the unknown partial amplitudesA1,2

~12!.
-
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3. A NEW TYPE OF SURFACE DIPOLE-EXCHANGE SPIN
WAVE

If we carry out the calculations proposed above for ea
of the two orientations of the normal to the surface of t
magnetn, we find that forkPXZ that conditions~14!–~20!
imply a new type of surface magnetic polariton of TM typ
propagating along the metallized surface of the magnet un
study. However, this will be possible only forniOZ. The
spectrum of the new surface excitation can be found exp
itly in the quasistatic limit~where it is a dipole-exchang
surface spin wave! for arbitrary values of the wave vecto
k' :

V25ṽ0
2b* 2H sk'

2
~b2«!1/2

2F ṽ0
2~b* 21!1

s2k'
2 ~b2«!

4 G1/2J 2

. ~21!

Comparing this dispersion relation with Eqs.~12!–~19!
shows that fork',k** , where k** is defined from the
equation

v1
2 ~k** !5v0

21s2k
**
2 , ~22!

the dispersion relation~21! corresponds to a propagatin
generalized surface magnetic polariton of TM type (Req1,2

2

Þ0, Imq1,2
2 Þ0). For k'5k** the dispersion curve deter

mined by Eq.~21! smoothly transforms into the dispersio
curve for a TM type of two-partial (q1

2.0, q2
2.0) surface

magnetic polariton, which propagates whenk'.k** .
If we introduce the notationq1,25qr6 iqi ~where (qi

Þ0 for Req1,2
2 Þ0, Imq1,2

2 Þ0), it follows from Eqs.~12!–
~19! that for the surface magnetic TM polariton~21! we have
for v5V that

qr
25

1

2 S P2
1/21

P1

2 D ,

qi
25

1

2 S P2
1/22

P1

2 D . ~23!

Analysis shows that this type of surface magnetic pol
iton cannot exist unless we take into account the nonunifo
exchange interaction. In the quasistatic (v/c→0) limit the
surface magnetic TM polariton whose spectrum is given
~21! constitutes a new type of two-partial generalized surfa
spin wave fork',k** or a two-partial surface spin wave fo
k'.k** . In contrast to previously known types of dipole
exchange surface spin wave excitations,14,15 this type of sur-
face magnon is a result of hybridization in the presence o
quasi-two-dimensional defect~the crystal surface! of the ex-
change and electric-dipole mechanisms for spin–spin in
actions. It is not difficult to verify that dipole-exchange ma
nons described in Refs. 14 and 15 cannot exist at a boun
between the magnet and a nonmagnetic metal surface.

Metallization of the surface of the magnetoelectric m
terial is not a necessary condition for the existence of
surface magnetic polariton of TM type considered in th
paper. If the magnet is bounded by a nonmagnetic dielec
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medium, then the following system of boundary conditio
must be satisfied at the surface of the magnetoelectric m
rial whenniOZ and the spins are completely free~the label
n refers to the nonmagnetic medium!:

] l̃

]z
50, Dn5Enn, Et5~En!t , z50;

uEnu→0, z→`, ~24!

whereD[E14pP is the electric displacement.
If we havekPXZ, niOZ as before, taking into accoun

Eqs. ~12!–~14! we can write the corresponding dispersi
relation that determines the spectrum of surface TM pol
tons at the boundaryz50 between a magnetoelectric mat
rial of type~3! and a nonmagnetic insulating medium~whose
dielectric permittivity is unity! in the form

rk'~q1
21q2

21q1q22bk'
2 !1q1q2~q11q2!50,

r[S 11
4p

¸ D 21

. ~25!

Now it is no longer possible to derive an expression
the spectrum of dipole-exchange surface waves in exp
form for arbitrary values ofk' . In the short-wavelength
limit k'@k* , an expression for the dispersion law of th
surface magnetic TM polariton can be obtained from E
~25! in the form

V2>ṽ0
2b* 2S ~b* 21!ṽ0

2r

sk'~r 1b1/2!~b2«!1/2D 2

. ~26!

Comparing Eq.~26! with Eq. ~12! it is not difficult to
verify that Eq. ~26! specifies the short-wavelengt
asymptotic behavior of the dispersion law for surface (q1,2

2

.0) magnetic TM polaritons propagating along the boun
ary between a magnet and a nonmagnetic insulating med

It is worth recalling here the results of Ivanovet al. re-
ported in Ref. 15, which showed that a surface dipo
exchange wave can propagate in this same geometryk
PXZ, niOZ, spins at z50 completely free! along the
boundary between an antiferromagnetic insulator and
nonmagnetic insulator. This wave is the magnetostatic li
of the magnetic TE polariton.

Thus, this geometry of the problem allows the indepe
dent propagation along the boundary between the magn
electric and nonmagnetic insulator of two types of surfa
magnetic polaritons: TM and TE. For a magnetoelectric
type ~3!, whenkPXZ the structure of the TM magnetic po
lariton is specified by nonzero coupled oscillations
l̃ x ,m̃y ,Ex ,Ez ,Hy , while the structure of the TE magnet
polariton consists of nonzero values ofl̃ y ,m̃x ,Ey ,Hz ,Hx .

4. CRITERION FOR EXISTENCE OF DIPOLE-EXCHANGE
SURFACE SPIN WAVES

A question of undoubted interest is: what criterion mu
the spectrum of a normal electromagnetic H-wave satisfy
a magnet in order to give rise to this new kind of surfa
magnetic polariton near a surface when boundary condit
~9! and ~10! are imposed there? From crystal optics16 it is
s
te-
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known that the form of the wave-vector surface of a norm
mode of the spectrum of oscillations of an unbounded cry
is an important factor in determining the distinctive featur
of the interaction of this mode with the boundaries of t
crystal. In the present case, it follows from Eq.~11! that in
the quasistatic limitv/c→0 the intersection of such a wav
surface ink space with the plane of propagation of the wa
under study (XZ) is determined by an equation of the for
(tanq5kx /kz):

v2S 12
« sin2 q

cos2 q1b sin2 q D2v0
25s2k2. ~27!

From Eq.~27! it follows that when the condition

v2,
v0

2bb*
11b2b*

~28!

is satisfied, a segment forms on the curve~27! with negative
curvature and a maximum atq5p/2. Comparing this result
with the conditions for the existence of the new type of s
face magnetic polariton leads us to conclude that the p
ence of a segment with negative curvature on the curve
termined by the intersection of the wave vector surface of
type of normal wave of the unbounded magnet with the wa
plane of propagation is a necessary condition for the cond
sation of this type of normal vibration into the correspondi
surface wave. In this case, the direction of the normal to
surface of the magnetn must be perpendicular to the direc
tion in which the segment with maximum negative curvatu
forms.

Analysis shows that this criterion is fulfilled not only fo
magnetic TM polaritons but also for the surface magnetic
polaritons discussed in Refs. 14 and 15 for a normal mag
tized easy-axis ferromagnet or antiferromagnet with
easy-axis perpendicular to the crystal surface.

Thus, in this paper, based on analysis of the sh
wavelength asymptotic behavior of the polariton spectrum
a magnetoelectric material, we have shown that 1! a first-
principles inclusion of spatial dispersion of the magnetic m
dium ~derived from the nonuniform exchange interactio!
leads to localization of a slow electromagnetic H-wave b
at the boundary between a magnetoelectric material an
metal and at the boundary between a magnetoelectric m
rial and an insulator, and to the formation of a new type
surface magnetic TM polariton~a surface dipole-exchang
spin wave!; 2! this type of surface excitation is the result
hybridization in the presence of a quasi-two-dimensional
fect ~the crystal surface! of the spin and electromagneti
modes of the spectrum of normal oscillations of an u
bounded magnetoelectric material; 3! there exists a one-to
one correspondence between the local geometry of the
requency surface of the normal polariton mode of
unbounded magnet and the conditions for formation of
new types of surface magnetic polariton, both TM and T

In keeping with the results of Refs. 10–12, we can l
trirutiles17 and rare-earth phosphates9 among the crystals tha
could support this new type of surface magnetic polariton
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In conclusion, the author is deeply grateful to A.
Bogdan, I. L. Lyubchanski�, and T. N. Tarasenko for sup
porting the idea of this work and for fruitful discussions.
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Ferromagnetic resonance in the polycrystalline hexagonal ferrites Co 22xZnxW
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Experimental studies of the ferromagnetic resonance spectra of polycrystalline hexagonal ferrites
of the system Co22xZnxW in the frequency range 16–32 GHz are described. It is shown
that interpretation of the experimental data requires the assumption of an anisotropic effective
magnetomechanical ratio~or g-factor!. The results of these experiments are compared
with calculations based on the equations of motion, which ensure the conservation of the
mechanical moment length. Concentration dependences are determined for the components of the
magnetomechanical ratio tensor and the anisotropy field of this system of hexagonal ferrites
at room temperature. Possible reasons why anisotropy fields measured in the vicinity of a spin
reorientation transition will differ from results given by other methods are discussed.
© 1999 American Institute of Physics.@S1063-7834~99!02606-4#
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The complex structure of ferromagnetic resonan
~FMR! lines—additional maxima in the absorption, step
etc.—observed in polycrystalline ferrites with large magn
tocrystalline anisotropy was first explained by Schlo¨mann
within a ‘‘independent grain’’ model. In Refs. 1–3 h
showed that the features in the FMR curves occur at va
of the magnetizing field corresponding to stationary dir
tions in the angular dependence of the resonance
HR(Q,F) for single-crystal grains, i.e., the crystallites th
make up the polycrystal. HereQ,F are the polar and azi
muthal angles of the magnetizing field vector relative to
crystallographic axes of the crystal. These directio
(Q i ,F i), which correspond to maxima, minima, and sad
points of the surfaceHR(Q,F), satisfy the condition
HR(Q,F)50. In hexagonal crystals, the magnetocrystall
anisotropy energy has the form

Fa5k1 sin2 u1k2 sin4 u1k3 sin6 u1k4 sin6 u cos 6w,
~1!

whereu,w are angles of the magnetization vector andki are
anisotropy constants. The natural stationary directions fo
spherical sample in the limituk1u@uk2u,uk3u are along the
hexagonal axis (Q15u150) and in the basal plane~Q2,3

5u2,35p/2, F25w25p/6, F35w350!. For these direc-
tions, the FMR resonance frequencies of a spherical sam
can be easily obtained, e.g., by the method of Suhl
Smith,4 see Eq. ~4! below with g i5g'5g. Here g
5ge/2mc is the magnetomechanical ratio,g is the effective
g-factor, e and m are the charge and mass of an electr
respectively, andc is the velocity of light.

The availability of the analytic expression~4! makes it
possible to determine the anisotropy field based on feat
on the experimental FMR curve of the polycrystals. Usi
this method, the authors of Refs. 2, 5 and 6 found the ani
ropy fields for a number of ferrites with hexagonal structu
and ferrites with cubic and tetragonal structures in Refs
and 8. The measurements reported in Refs. 2, 5–7 w
made at one frequency; therefore, in calculating the ani
9561063-7834/99/41(6)/4/$15.00
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ropy fields the authors of Refs. 2, 5, and 6 assumed that
g-factor equaled two, while in Ref. 7 it was left unestimate
However, it is well known~see for example Refs. 8–10! that
in hexagonal ferrites theg-factor differs greatly from two,
and in uniaxial materials it can also be anisotropic un
certain conditions.11–13

When uk1u'uk2u,uk3u holds, which occurs in the neigh
borhood of a spin-reorientation phase transition,14 the angu-
lar function HR(Q,F) can develop additional stationar
directions15 at anglesQ other than zero orp/2. Hence, it is
necessary to identify in advance the maxima and steps in
resonance curves observed during the experiments with
stationary directions corresponding to them. Here one m
keep in mind that in real materials the damping of unifo
precession will smooth out features on the resonance cu
and the field values at which they are observed will differ
a rule from the fieldHR(Q i ,F i) of the corresponding sta
tionary direction~see Ref. 15, and also Fig. 1 of this pape!.

Thus, in order to increase the accuracy of estimates
the anisotropy field based on FMR experiments in polycr
talline hexagonal ferrites, we must first examine the range
frequencies used to determine the value of theg-factor and
possible anisotropy of the latter. Secondly, we must comp
not simply the values of the fields for the maxima and ste
on the experimental curves with Eq.~4!, but rather the over-
all shapes of the calculated and experimental curves. In
15, the author and his colleagues derived a method of ca
lating the resonance curve of a polycrystalline hexagonal
rite in the independent-grain approximation for arbitrary
lations between the anisotropy constants, based on sol
the equation of motion of the Landau–Lifshits magnetizat
vector. However, the mathematical relations used there
not apply to a medium with an anisotropicg-factor, since
this equation does not conserve the lengths of the mecha
and magnetic moment vectors, nor does it fulfill the law
conservation of energy. A generalization of the calculatio
of Ref. 15 will be given below.
© 1999 American Institute of Physics
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In Ref. 12, Vlasovet al. obtained an equation of motio
that satisfies the conditions of conservation of the length
the mechanical moment and energy in a medium with
anisotropicg-factor. This equation is useful for analyzin
FMR in hexagonal crystals with two collinear sublattic
with inclusion of terms withk1 ,k2 ~see Ref. 13! in the en-
ergy anisotropy. In this latter reference, Gurevichet al. also
showed that in analyzing low-frequency ‘‘ferromagnetic
oscillations it is also possible, as in the case of an isotro
g-factor, to treat a ferromagnetic crystal as a ferromag
with effective parameters. The expression for the free ene
density of such a crystal can be written

F5Fh1Fa52IH @g' sinQ sinu cos~F2w!

1g i cosQ cosu#1Fa , ~2!

whereFh is the Zeeman energy,H is the value of the mag
netizing field, I is the modulus of the mechanical mome
vector, andg i ,g' are the components of the effective ma
netomechanical ratio tensor in directions parallel and perp
dicular to the hexagonal axis respectively. The second t
is the anisotropy energy, which is analogous to Eq.~1! but is
expanded in powers of the mechanical moment vector.
angular dependence of the resonance field can be foun
solving the system of equations

Fu8~u0 ,w0 ,Q,F!50,

FIG. 1. FMR lines for the hexagonal ferrites Co22xZnxW. a—x51, 1—f
516.886 GHz, a50.23; 2—f 532.720 GHz, a50.19; b—x51.5, 1—f
521.468 GHz,a50.15; 2—f 532.720 GHz,a50.11. The vertical seg-
ments on the resonance curves indicate the position of stationary direc
f
n

ic
et
y

n-
m

e
by

Fw8 ~u0 ,w0 ,Q,F!50,

v25~ I sinu0!22@Fuu9 Fww9 2~Fuw9 !2#. ~3!

The first two equations in~3! determine the equilibrium ori-
entation of the mechanical moment, i.e., the anglesu0 ,w0 ,
while the third determines the resonance frequency for u
form precession at preset anglesQ,F. The system~3! is
solved numerically by the method of successive root refi
ment, starting withQ5Q3 , F5F3 . We varied the angles
Q,F within the rangesp/2>Q>DQ, 0<F<p/6 in steps
of DQ,DF. For each direction of the field the solution t
Eq. ~3! for the previous case is used as the zero-order
proximation. The roots of system~3! for an initial direction
HR(Q3 ,F3)5H3 and along the hexagonal ax
HR(Q1 ,F1)5H1 are found from the resonance frequenc
for the stationary directions

v1 /g i5H11~g' /g i!Ha1 ,

~v2,3/g'!25~H2,36HF!~H2,32HQ6HF/6!. ~4!

Here Ha152k1 /M , HQ52(k112k213k3)/M , HF

536k4 /M is the anisotropy field,v is the circular frequency,
M5g'I is the saturation magnetization, andHi are the val-
ues of the resonance fields. In calculating the resona
curve for the polycrystal, we included the finite width of th
crystallite line ~DH5a(v/g'), wherea is the attenuation
constant in the equation of motion! using the expression

W~h!5
1

4p E
0

pE
0

2p 1

p

a

@h2hR~Q,F!#21a2

3sinQdQdF, ~5!

wherehR(Q,F)5g'HR(Q,F)/v.
The FMR spectra were studied experimentally at ro

temperature in the frequency range 16–32 GHz using sph
cal samples with diameters 0.6–0.8 mm, made from po
crystalline hexagonal ferrites of the syste
BaCo22xZnxFe16O27 (Co22xZnxW) with 0.5<x<1.6. Our
choice of these materials was dictated by the wealth of av
able information about hexagonal ferrites of this syste
their magnetic structure is known, magnetic phase diagra
have been plotted, and characteristics such as the aniso
field and saturation magnetization in static and pulsed fie
ave been investigated both for single crystals16 and in poly-
crystalline samples17 over a wide temperature range. For m
terials with low concentrations of zinc ions magnetic ord
ing of the planar type occurs at room temperature, while
higher concentrations an axis of easy magnetization appe
A spin-reorientation phase transition is observed via an
termediate phase with a cone of easy magnetization at r
temperature near the concentrationx'1.3.17,18 Thus, for
these materials we can compare our FMR measuremen
the anisotropy fields with results obtained by other metho
and check the agreement of theory with experiment for s
eral types of magnetic ordering.

Our experimental method was as follows: using fee
through rectangular multimode resonators withTE10n modes
and a standard apparatus KSVn network analyzer, we
plotted ferromagnetic resonance curves at fixed frequen

ns.
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within the range described above. Then the fields co
sponding to steps and maxima on the FMR curves were
termined and their frequency dependences were plot
Least-squares fitting of our data to the function Eq.~4! al-
lowed us to find values ofg i ,g' , and approximate values o
the anisotropy fields. We then chose the magnitude of
anisotropy field and attenuation constanta so as to achieve
the best match in the shapes of the calculated and experim
tal curves at several frequencies, thereby obtaining refi
values of the fieldHa1 ,HQ ,HF . In Fig. 1 we show the
experimental~points! and calculated~smooth curves! reso-
nance curves for two compositions of the materials inve
gated, one with a plane~a! and one with an axis~b! of easy
magnetization. For all other concentrations of Zn21 ions the
agreement between calculations and experiment is foun
be good, except for the low-field (H→0) segments of FMR
curves measured in samples with certain compositions.
these samples certain additional losses are observed w
ever the measurement frequencies coincide with a ban
frequencies for natural ferromagnetic resonance.18 Figure 1b
shows resonance curves that are typical of such samples
frequency 21.468 GHz. Note that the attenuation param
a decreases with increasing frequency and concentratiox;
its value (a'0.3– 0.1) indicates that the crystallites have
rather large intrinsic linewidthDH'2 – 1 kOe.

Figure 2 shows concentration dependences of the m
sured magnetomechanical ratios along the hexagonal
i.e., g i/2p, and in the basal plane, i.e.,g'/2p. The straight
line parallel to the abscissa labels the valueg/2p
52.8 GHz/kOe~for g52!. The magnetomechanical ratio
clearly anisotropic at large concentrations of Zn21 ions, such
that g i2g'.0. With increasingx this difference decreases
and near a compositionx50.9 we switch tog i'g'. For
compositions withx<0.8 the issue ofg-factor anisotropy
remains unresolved, since no one has yet observed a ste
the resonance curves in the direction of difficult magneti
tion ~since the fieldH1>20 kOe!. The magnitude ofg i can-
not be determined in the range of concentrations 1.2<x
<1.4, i.e., in the neighborhood of the spin-reorientati
phase transition, since the anisotropy is small there and
tures on the FMR line are hard to see.

FIG. 2. Concentration dependence of the components of the magnet
chanical ratio tensor of the hexagonal ferrites Co22xZnxW.
-
e-
d.

e

n-
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en-
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t a
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a-
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The anisotropy field in the basal plane can only be giv
an upper bound, since the experiments do not reveal split
of the maxima at the resonance fieldsH2 ,H3 . In this case
imposing the fieldHF turns out to have the same effect o
the resonance curve as increasing the attenuation param
a. We find thatHF,1.5 kOe holds for all concentrations o
Zn21 ions, which agrees with the results presented in R
18.

Results of measuring the concentration dependenc
anisotropy fields are shown in Table I, with an error
60.3 kOe. Away from the vicinity of the spin-reorientatio
phase transition, the values of the anisotropy fields are
good agreement with data obtained by other methods, b
for single crystals16 and for polycrystalline textured
samples.17 In the neighborhood of the spin-reorientatio
phase transition (1.2<x<1.4) it is assumed thatg i/2p
53 GHz/kOe when estimating the anisotropy field, since t
is the value of the magnetomechanical ratio observed b
above and below this range of concentrations. The ma
tudes and signs of the fieldsHQ ,Ha2 obtained for these com
positions differ from those measured for these same ma
als in Refs. 17 and 18. The fieldHQ changes sign a
x'1.42; moreover, for compositionsx51.3, 1.38 a cone of
difficult magnetization is observed, whereas according
Refs. 17 and 18 the following relations should hold
x51.3 and room temperature:HQ>0, Ha1,0, Ha2

>uHa1u, which are typical for a cone of easy magnetizatio
Although the applicability of the independent gra

model to materials with anisotropy fields comparable
magnitude to the saturation magnetization, i.e., mater
such as the hexagonal ferrites Co22xZnnW with 1.2<x
<1.4, is open to criticism, the discrepancies between
measured values of the fieldsHQ ,Ha2 and the data of Refs
17 and 18 have nothing to do with methodological erro
One possible explanation from them involves the presenc
g-factor anisotropy. Since the length of the magnetizat
vector in this case depends on orientation with respect to
crystallographic axes, the expansion ofFa in powers should
contain terms of the form12

Fa5b1M21b2M41b3Mz
21b4M2Mz

21b5Mz
41...,

~6!

where theb i are anisotropy constants. When theg-factor is

e-

TABLE I. Anisotropy field of hexagonal ferrites from the syste
Co22xZnnW.

Concentration HQ, kOe Ha1, kOe Ha2, kOe

0.5 213 ••• •••
0.7 211.8 ••• •••
0.8 210.4 ••• •••
0.9 210 210 •••
1 27.7 27.7 •••
1.1 25.8 24.8 21
1.2 25.2 24.2 21
1.3 22.5 21 21.5
1.38 21 0.5 21.5
1.5 2.1 3.6 21.5
1.6 4.5 5.5 21
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isotropic, only terms proportional tob3 andb5 appear in this
expansion. Using the relation betweenI andM , we can ex-
press the constants entering into Eq.~1! in terms of those tha
describe anisotropy of the magnetic moment~6!, and theki

will depend on the constantsb i that characterize both th
anisotropy of the magnitude and thez component of the
magnetization vector. Different methods of defining the a
isotropy fields can lead to different combinations of the co
stantsb i in the ki , which could also explain the discrepa
cies between the anisotropy fields we measured and the
of Refs. 16–18, in whichg-factor anisotropy was not take
into account.

Moreover, the observed dependence of the type of m
netic ordering~e.g., cones of difficult magnetization versu
cones of easy magnetization! on the presence or absence o
magnetic field at concentrationx51.3 could indicate the in-
adequacy of using the expansion~1! to treat anisotropic in-
teractions in the neighborhood of a spin-reorientation ph
transition. In Refs. 19 and 20 Acquarone showed that that
presence of nonmagnetic ions in hexagonal ferrites can c
local distortion of the symmetry of exchange couplings a
bring about conditions that facilitate anisotropic and an
symmetric exchange interactions. He found that the
change integrals for these interactions are comparable in
der of magnitude to the isotropic exchange integrals.

Thus, our studies of FMR in hexagonal ferrites of t
system Co22xZnxW show that the effectiveg-factors of
these materials exhibit considerable anisotropy, at least
compositionsx>0.9. Anisotropy fields deduced from fea
tures on the measured resonance curves of polycrystals a
with published data away from the concentration neighb
hood in which spin-reorientation phase transitions occur
this latter concentration neighborhood our measurements
agree in magnitude and sign with anisotropy fields measu
by other methods. This could be a sign of the inadequac
the traditional phenomenological approach and the nee
develop a more general treatment of phenomena observ
-
-

ata
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-
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these materials, based on a multisublattice model wh
Hamiltonian includes not only the anisotropy energy but a
anisotropic and antisymmetric exchange interaction energ
as proposed in Refs. 19 and 20.
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Spin fluctuations and properties of the thermoelectric power of nearly ferromagnetic
iron monosilicide

A. G. Volkov, A. A. Povzner, V. V. Kryuk, and P. V. Bayankin

Ural State Technical University, 620002 Yekaterinburg, Russia
~Submitted August 20, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1054–1056~June 1999!

The thermoelectric power of nearly ferromagnetic iron monosilicide, which passes through an
electronic semiconductor–metal transition with increasing temperature, is investigated
theoretically. The results of this investigation indicate that a sizable paramagnon-related increase
in charge carriers can occur in nearly ferromagnetic semiconductors, and that spin
fluctuations can modify the electronic spectrum and thereby renormalize the diffusion component
of the thermoelectric power. The transition from semiconductor to metal decreases the
paramagnon component sharply and the thermoelectric power changes sign, which agrees with
experimental data for iron monosilicide. ©1999 American Institute of Physics.
@S1063-7834~99!02706-9#
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1. Iron monosilicide ~FeSi! is typical of a class of
nearly ferromagnetic semiconductors that undergo
semiconductor–metal transition with increasing temperat
This transition is accompanied by disappearance of the
ergy gap in the itinerantd-electron spectrum between th
‘‘valence’’ and ‘‘conduction’’ bands.1,2 It also causes a shar
increase in the magnetic susceptibilityx(T),3 and, as experi-
ments on inelastic neutron scattering4 show, a considerable
increase in the amplitude of spin fluctuations in t
d-electron system. According to spin-fluctuation theory,
nearly ferromagnetic materials thed-electron energies ar
spin-split in the fluctuating exchange fieldsj, leading to
renormalization of their density of states5,6

g~«,j!5( g~«1s8j!/2. ~1!

In almost ferromagnetic semiconductors this process
changes the width of the energy gap between the vale
d-band and the conductiond-band:

Eg~j!5Eg~0!22j, ~2!

which eventually disappears due to the monotonic incre
in j(T).

Here s8561 is the spin quantum number correspon
ing to axes of quantization connected with the spatial a
temporal fluctuations of thej fields, g(«) is the density of
states of noninteractingd-electrons,j5QA^m2&, ^m2&1/2 is
the amplitude of spin fluctuations,Q is the parameter for
intra-atomic Coulomb interactions, andEg(0) is the width of
the forbidden band in the spectrum of noninteractingd elec-
trons.

The hypothesis that spin-fluctuation-induced renorm
ization of thed-electron spectrum occurs in FeSi is indirec
confirmed when the results of calculations are compa
with experimental data not only for the magne
susceptibility5 but also for the heat capacity,7 the temperature
coefficient of thermal broadening,8,9 and the electrical
9601063-7834/99/41(6)/3/$15.00
a
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o
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d

conductivity.10 This latter data reveals the dynamic nature
the spin fluctuations, along with the existence of a charac
istic time ts f;10212210213s,11 and also the fact that thed
electrons are the majority carriers of electric current.10 How-
ever, the question of how these dynamic spin fluctuatio
affect the thermoelectric power of nearly ferromagnetic Fe
which should be most sensitive not only to spin fluctuati
excitations but also to features of the transformation of
electronic spectrum, has remained unaddressed up to no

2. In this paper we will discuss how spin fluctuation
affect the temperature dependence of the thermoele
power in almost ferromagnetic semiconductors~among them
iron monosilicide! using the theory developed in Refs. 5,
and 8–10. In calculating the diffusion component of the th
moelectric power ofd electrons we will use the well-known
relation from Ref. 12, while incorporating the spin
fluctuation-induced renormalization of the electron spectr
and the density ofd-states~see Eqs.~1! and ~2!!:

Sd~T!5I 1~j!/eTI0~j!, ~3!

where the kinetic integrals are

I n~j!5E
2`

`

w~«,j!~«2m!nS 2
] f F~«,m!

]« Dd«, ~4!

w~«,j!5k2~«,j!t
d«

dk
, ~5!

e is the electron charge,f («,m) is the Fermi–Dirac function,
the electronic quasimomentumk(«,j) is defined via the
functiong(«,j) in the effective-mass approximation, and th
relaxation time

t5Ck2r 21
d«

dk

for r 53/2 corresponds to scattering by phonons.
© 1999 American Institute of Physics
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The functiong(«,j) is modeled with the help of Eq.~1!
in conformity with the results of band calculations and t
expressions for the spin-fluctuation amplitudes given in R
6, 7, and 9:

j25Q2m25Q(
q
E

0

`

f B~v/T!Im~D21~j!1X~q,v!!dv

'Q2B2D~j!~D21~j!1a!21. ~6!

Here

D~j!5~122Qne f~j!/3j2Qg̃~m!/3!21 ~7!

is the exchange enhancement factor of the magn
susceptibility,6,7

g̃~m!5
Ps8561g~m1s8j!

g~m,j!
,

ne f~j!5
1

2 (
s8

s8E
0

`

f F~«,m!g~«1s8j!d« ~8!

is the effective number of magnetic carriers,

X~q,v!5Q„x0~0,0!2x0~q,v!…5aq22 iBv/~qQ!.

Hereq is the quasimomentum vector in units of the mag
tude of the Brillouin vector,v is the fluctuation frequency
and x0(q,v) is the Pauli susceptibility. The coefficientsa
andB, which specify the dependence of the susceptibility
frequency and quasimomentum, are determined either f
band calculations or from the results of magnetic neut
scattering.4,11 For FeSi, according to Refs. 1, 7, and 9, w
havea50, B56, andQ50.8 eV.

Moreover, according to spin-fluctuation theory, the
fect of paramagnon drag, which is analogous to phonon d
should contribute to the temperature dependence of the
moelectric power.12 In order to estimate this contribution, le
us calculate the electron pressure caused by interactio
electrons with paramagnons,

Ppm5
]Fpm

]V
, ~9!

whereV is the volume, and the paramagnon portion of t
free energy is given according to Refs. 6, 7, and 9 by
expression

Fpm5(
q
E

0

`

f B~v/T!Im
X~q,v!

D21~j!1X~q,v!
dv. ~10!

Then, assuming that the force caused by this pressure eq
the force arising from the Coulomb interaction of the ele
trons due to their redistribution over the length of the co
ductor~under steady-state conditions!, we find the following
approximate expression for the paramagnon contribution
the thermoelectric power:

Spm~T!5
1

en

]2Fpm

]V]T
5

1

en

]P

]V
apm , ~11!

wheren is the carrier concentration, which satisfies the re
tion n52ne f in the semiconducting phase,apm is the para-
magnon component of the thermal broadening coefficienP
s.
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is the pressure, andV is the volume. A similar relation is
obtained by using a crude approximation for the contribut
to the thermoelectric power from phonon drag as well. Ta
ing into account Eqs.~6!–~8! and ~10!, we can rewrite Eq.
~11! in a form convenient for calculations as follows:

Spm~T!5
5Q2

3en F1

3
Q„4g~m,j!2ne f /j…

2D21~j!G d^m2&
dT

. ~12!

3. In order to compare these expressions for the therm
electric power with experiment, let us use the results of c
culations of thed-electron density of states of FeSi take
from Ref. 1, along with estimates of the spin-fluctuation a
plitudes from Refs. 7 and 9. Then, using the functiong(«,j),
we calculate the functionsm~j! ~from the condition of elec-
trical neutrality! and k(«,j) ~in the effective-mass approxi
mation!. Using Eqs.~3!–~5!, we then can determine the dif
fusion component to the thermoelectric power of FeSi.
this case we find that that the diffusion component of
thermoelectric power gives a satisfactory description of
experimental data in the metallic region, but that it becom
much smaller than the observed values ofS(T) in the semi-
conducting phase (T,Tg'100 K). The latter fact indicates
a need to include mechanisms for the drag of electrons
phonons or paramagnons.

At this time it is not possible to estimate the effects
phonon drag in FeSi, due to a lack of information about
phonon spectrum and magnitude of the electron–phonon
teraction. On the other hand, the value of the tempera
that maximizes the phonon drag in the semiconduct
phase, obtained by taking into account the temperature
pendence of the concentrationn and the phonon and para
magnon contributions to the coefficienta ~which, in confor-
mity with the Grüneisen relation, is proportional to th
corresponding contributions to the heat capacity!, is three
times larger than that of the paramagnon contributions.~1! In
the metal phase, the temperature at which the thermoele
power connected with phonon drag is a maximum, accord
to Ref. 12, is estimated to be 0.15QD ~for FeSi, QD

'560 K, see Ref. 13!, which does not correspond to tem
peratures at which FeSi is gapless.10 At the same time, the
temperature at which the contribution toS(T) from paramag-
non drag is a maximum~50 K! is close to the experimentally
observed value~see Fig. 1!. In this case it is worth noting
that the abrupt increase in concentration of mobile cha
carriersn as the energy gap collapses~see Eq.~1!! can sup-
press contributions from the drag mechanisms, which
cording to Ref. 12 and Eq.~12! are inversely proportional to
n. Figure 1 shows calculated results for the temperature
pendence of the thermoelectric power of FeSi, along w
experimental data for a polycrystalline sample~from Ref.
14!. Comparison of theory with experimental data shows t
below Tg the diffusion component is negligibly small an
S(T)'Spm(T). In the gapless temperature range the con
bution of the negative diffusion component is abruptly e
hanced, so that the equationS(T)5Sd(T)1Spm(T) was
used in the calculations. In addition, dynamic spin fluctu
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tions decisively influence the functionS(T) by renormaliz-
ing the electronic spectrum. In fact, calculations based
Eqs.~2! and~12! in the static limit (v!T) predict a change
in the sign of the functionS(T) at T'300 K and a maximum
value for the thermoelectric power of FeSi equal to 2
mV/K at 253 K, which does not agree with Ref. 14. At th
same time calculations based on Eqs.~3!, ~12!, and ~13!
~within the framework of dynamic spin-fluctuation theor!
give a maximum ofS(T) near 50 K of roughly 750mV/K
~see Fig. 1!. In this case, as we pass through the tempera
range where the energy gap disappears and the numb
mobile charge carriers increases abruptly, the paramag
contribution becomes first comparable to and then consi
ably smaller thanSd(T).

In conclusion, it should be noted that small deviatio
from the stoichiometric composition of FeSi give rise to
sizable change in the magnitude of the thermoelec
power.14 In Ref. 15, Jarlborg attempted to analyze these f
tures in terms of spin fluctuations in the static approximati
Although he discussed only Fe12xSi11x alloys withx!1, he
found a considerable disagreement between the results o
calculations and values of the thermoelectric power obser
in experiment, especially in the temperature range ab

FIG. 1. Temperature dependence of the thermoelectric power of iron m
silicide: points—results of experiments in Ref. 14, solid curve—calcula
results for the total thermoelectric power, which forT,Tg coincides ap-
proximately with the paramagnetic component. The dots show the temp
ture dependence of the diffusion component of the thermoelectric pow
n

re
of

on
r-

s

ic
-
.

his
d
e

100 K. In this paper we do not discuss these alloys, since
feel that they could actually be two-phase systems,
FeSi–FeSi2 ~Ref. 16!.

Thus, our analysis of the thermoelectric power of Fe
shows that dynamic spin fluctuations can have a signific
effect on the form of the functionS(T) in nearly ferromag-
netic semiconductors, by subjecting the current carriers
paramagnon drag and splitting the electronic terms. T
mechanisms for paramagnon drag and spin fluctuation re
malization of the diffusion component ofS(T) are important
not only for nearly ferromagnetic systems, but also for tra
sition metals in general and those of their compounds
exhibit itinerant ferromagnetism.

This work was partially supported by a grant from th
Competitive Center for Basic Science of the Ministry
General and Professional Education of the Russian Fed
tion ~Project 95-0-7.2-165!.

1!This is because at low temperatures the phonon heat capacity is pro
tional to T3, the paramagnon heat capacity toT.
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A Hubbard model with infinite Coulomb repulsion is studied in a many-electron operator
representation. A picture of the density of states is constructed using expressions for the one-
particle Green’s functions of first order in 1/z. Its behavior is studied near the Fermi
level, especially Condon effects. The stability of saturated ferromagnetism is examined. The
corresponding critical current carrier densities are found for semielliptical and rectangular seed
densities of state, and for square and cubic lattices. These results are compared with earlier
work. © 1999 American Institute of Physics.@S1063-7834~99!02806-3#
ic
ib

a
di
ec

te

on
h
ro
(
et
ua

te
o

in
ia

al
.

r

er
sm
at

lit
d

pa-
ag-

-

f the

-

tra-
e

as a
and
ard

um,

ber

for

c-

e
he

ned

tic
died

ple
tu-
Despite the large number of publications on the top
the magnetism of narrow-band electronic systems descr
by the Hubbard model1 remains at the center of attention.2–12

Physically, in this case the picture of magnetism is char
terized by the existence of local magnetic moments and
fers substantially from the Stoner picture of a weak coll
tivized magnetism.13

According to Nagaoka,14 in the limit of infinite Hubbard
repulsion the ground state for simple lattices is a satura
ferromagnetic state for a low densityd of current carriers
~pairs or holes in an almost half-filled band!.

Roth15 used a variational approximation for the electr
Green’s functions to obtain two critical concentrations. T
first (dc) corresponds to a transition from a saturated fer
magnetic state into an unsaturated state, and the seconddc8),
to a transition from a ferromagnetic state into a paramagn
state. For a simple cubic lattice, they were found to eq
dc50.37 anddc850.64.

Next, the region of stability of the ferromagnetic sta
was studied by various methods in a large number
papers.16–30 In particular, an improved Gutzwiller method27

givesdc50.33 for simple cubic lattices, and an expansion
t/U23 givesdc50.27. In the case of a square lattice, a var
tional method has been used9 to obtaindc50.251, while a
renormalization group method for the density matrix10

yieldeddc50.22 and a crude estimate ofdc8'0.40.
Therefore, in a majority of the calculations the critic

concentrationdc is near 0.30 for a wide variety of lattices
~In Ref. 22, however, a value of 0.045 was obtained fo
simple cubic lattice; the similar method of Ioffe and Larkin25

gives much larger values ofdc for a square lattice,dc

50.25.!
An interpolation scheme for describing magnetic ord

ing in narrow bands, which yields saturation ferromagneti
in the case of low current carrier densities and an unsatur
peak for high concentrations, has been proposed31,32 on the
basis of an analysis of the dynamic magnetic susceptibi
However, the critical concentrations themselves were not
termined.
9631063-7834/99/41(6)/6/$15.00
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The use of high-temperature expansions in the early
pers gave vague results regarding the stability of ferrom
netism in the model because of poor accuracy.19 However,
according to the latest results,6,7 ferromagnetism also devel
ops neard50.3.

Note that a hole concentrationd51/3 for a symmetric
seed density of states corresponds to a change in sign o
chemical potential~relative to the center of the band! in the
‘‘Hubbard-I’’ approximation,1 and an instability of the para
magnetic state develops at this point.3

Experimental data on Fe12xCoxS2,
16 a system with

strong correlations, give large values ofdc ~saturation ferro-
magnetism is preserved up to conduction electron concen
tions n512d of order 0.2!, but degeneracy effects in th
conduction band appear to be important in this system.

The approaches that have been considered do not,
rule, analyze the structure of the one-particle spectrum
density of states in the ferromagnetic phase of the Hubb
model. The simplest approach for the electronic spectr
‘‘Hubbard-I,’’ proposed in Hubbard’s first paper,1 corre-
sponds to zeroth order in the reciprocal coordination num
1/z ~average field approximation for electron transport!. It is
completely unsatisfactory for describing ferromagnetism.~In
particular, there are no ferromagnetic solutions at all
simple models of the seed density of states.!

A rigorous calculation of the one-particle Green’s fun
tions for a low carrier density~the Nagaoka limit! has been
carried out.33,34There it was shown that the incoherent~non-
quasiparticle! contribution is important for the picture of th
density of states, but it is of fundamental importance if t
kinematic relations are to be satisfied.~See Section 1.! Ex-
pressions for the Green’s functions have been obtai
which are valid over a wide range of temperatures.35

In this paper, the stability of the saturated ferromagne
state as the current carrier concentration is raised is stu
using one-particle Green’s functions of first order in 1/z.
This approach makes it possible to construct a rather sim
and physically clear picture of the density of states in a sa
rated Hubbard ferromagnet.
© 1999 American Institute of Physics
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1. CALCULATING THE GREEN’S FUNCTIONS AND THE
SELF CONSISTENCY EQUATION

We shall use the Hamiltonian for the Hubbard model
the limit of infinitely strong Coulomb repulsion in the man
electronX-operator representation,36

H5(
k,s

tkX2k
0s Xk

s0 , ~1!

wheretk is the band energy,Xk
ab is the Fourier transform o

the Hubbard operatorsXi
ab5u ia&^ ibu ~0 denotes holes an

s56(↑,↓) denotes singly occupied states!.
It should be noted that in this problem of an infinite

strong Coulomb interaction, a number of difficulties arise
connection with the non-Fermi excitation statistics. The
difficulties show both in the diagram technique2 and in the
equations-of-motion method.37 In particular, it has been
found37 that in an expansion with respect to 1/z, the analytic
properties of the retarded Green’s functions were violated
the paramagnetic state.

We shall consider the retarding anticommutator Gree
functions

Gk,s~E!5^^Xk
s0uX2k

0s &&E , Im E.0. ~2!

Splitting the chain of equations of motion in the lowe
approximation, which corresponds to the zeroth order inz
and is known as the ‘‘Hubbard-I’’ approximation, gives

^^Xk
s0uX2k

0s &&E5~n01ns!~E2tk,s!21, ~3!

na5^Xi
aa&, tk,s5tk~n01ns!.

As opposed to the approach employing one-elect
operators,1 the many-electron Hubbard operator formalis
help clarify why the ‘‘Hubbard-I’’ approach is unsuitable fo
describing ferromagnetism. In fact, the Green’s functions~3!
strongly violate the kinematic relations at a single site a
cannot satisfy the condition

d[n05^X00&5^Xi
0sXi

s0&

5(
k

^Xk
0sX2k

s0 &

52
1

p (
k
E Im Gk,s~E! f ~E!dE, ~4!

which follows from the spectral representation~f (E) is the
Fermi function!, for both projections of the spin in the cas
^Sz&Þ0. At the same time, the quasiparticle pole fors5↓
corresponding to a narrowed band and lying above the Fe
level of the holes, does not provide an adequate descrip
of the energy spectrum and leads to the appearance of fi
n↓ , i.e., the saturation ferromagnetism breaks down.

Following Ref. 35, we perform the splitting in the ne
stage. We write the equation of motion in the form

~E2tk,s!Gk,s~E!

5n01ns1(
q

tk2q^^Xq
s2sXk2q

2s0uX2k
0s &&E , ~5!
e

r

’s

n

d

i
on
ite

where we have neglected longitudinal spin fluctuations. T
equation of motion for the Green’s functio
^^Xq

s2sXk2q
2s0uX2k

0s &&E has the form

E^^Xq
s2sXk2q

2s0uX2k
0s &&E

5^Xq
s2sX2q

2ss&1^Xq2k
02s1Xk2q

2s0&

1(
p

tp^^Xq
s2sXk2q2p

2ss Xp
s01Xq

s2sXk2q2p
2s2s Xp

2s0

1Xq
s2sXk2q2p

00 Xp
2s02Xq2p

02sXp
s0Xk2q

2s0

1X2p
02sXq1p

s0 Xk2q
2s0uX2k

0s &&E . ~6!

Splitting the Green’s functions on the right of Eq.~6! and
introducing the notation

^Xq
s2sX2q

2ss&5^Sq
sS2q

2s&5xq,s , ^X2k
0s Xk

s0&5nk,s ,

we find

Gk,s~E!5S ns1n01(
q

tk2q

xq,s1nk2q,2s

E2tk2q,2s2svq
D

3S E2tk,s2(
q

tk2q

tkxq,s2tk2q2tknk2q,2s

E2tk2q,2s2svq
D 21

. ~7!

In the leading approximation in 1/z for the one-particle oc-
cupation numbers, it is necessary to use the ‘‘Hubbard
approximation, i.e.,

nk,s5~n01ns! f ~ tk,s!,

but the chemical potential must already be chosen from
Green’s function~7!. As opposed to Eq.~3!, the Green’s
functions ~7! contain terms with resolvents and have cu
which describe non-quasiparticle~incoherent! contributions
to the density of states. It is the latter which ensure qual
tive agreement with the sum rule~4! for s5↓. At the same
time, there are no poles of the Green’s function for this p
jection of the spin for smalld above the Fermi level, i.e., th
saturated ferromagnetic state is preserved.

Note that, as opposed to the one-electron approach,18 the
Green’s functionGk,↑(E) does not reduce to the free ele
tron Green’s function, even in the saturated ferromagn
state, since fluctuations in the hole occupation number c
tribute to it.

The result~7! can be represented as

Gk,s~E!5
ak,s~E!

bk,s~E!2ak,s~E!tk
, ~8!

with

ak,s~E!5(
q

tk2q

xq,s1nk2q,2s

E2tk2q,2s2svq
, ~9!

and

bk,s~E!5E2(
q

tk2q
2 nk2q,2s

E2tk2q,2s2svq
. ~10!

In the case of a saturated ferromagnetic state,
Green’s function~7! takes the form
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Gk,↑~E!5S EY F11(
q

tq~12n0!

E2tqn0
G2tkD 21

, ~11!

Gk,↓~E!5E(
q

nk2q

E2tk2q1vq
S EF12n0

1(
q

~E2tk!nk2q

E2tk2q1vq
G2(

q
tk2qnk2qD 21

,

~12!

where nk5 f (tk). Neglecting the resolvent in Eq.~11! and
the last term in the denominator of Eq.~12!, we obtain

Gk,↑~E!5
1

E2tk
, Gk,↓~E!5

1

E2tk2Sk,↓~E!
,

Sk,↓~E!52~12n0!S (
q

nk2q

E2tk2q1vq
D 21

, ~13!

which agrees with Refs. 18 and 38 in the limitU→`.
It is possible to go to the self-consistent approximatio37

from Eq. ~8!. To do this, the denominator in Eqs.~9! and
~10! must be replaced by the exact Green’s functions, i.e

Gk,s~E!5
Ak,s~E!

Bk,s~E!2Ak,s~E!tk
, ~14!

where

Ak,s~E!5(
q

tk2q

xq,s1nk2q,2s

Bk2q,2s~E!2Ak2q,2s~E!tk2q2svq
,

~15!

and

Bk,s~E!5E2(
q

tk2q
2

3
nk2q,2s

Bk2q,2s~E!2Ak2q,2s~E!tk2q2svq
. ~16!

In the case of the self-consistent approximation, it is a
necessary to express the one-particle occupation numbe
terms of the exact Green’s function,

nk,s5^X2k
0s Xk

s0&52
1

p
Im E Gk,s~E! f ~E!dE.

For the density of states, we have an expression in term
the exact resolvent,

Ns~E!52
1

p
Im (

k,s
Gk,s~E!52

1

p
Im Rs~E!,

with

Rs~E!5R0$Bk,s~E!/Ak,s~E!%, R0~E!5(
k

1

E2tk
.

2. NUMERICAL CALCULATIONS AND DISCUSSION

In the case of saturated ferromagnetism, we have

xq,s→xs , x1512d, x250.
o
in

of

For simplified numerical calculations, we use the transform
tion

(
q
F~vq!5(

q
E Kq~v!F~v!dv,

whereKq(v)5d(v2vq) is the spin spectral density, whic
replaces the last expression by the average over the Brillo
zone,

Kq~v!→K̄~v!5(
q

Kq~v!5(
q

d~v2vq!.

This approximation allows us to correctly describe the e
ergy dependence of the density of states near the Fe
level18 and can be justified in the limit of high spatial dime
sionalities. As a result, the quantities~9! and ~10! in the
Green’s function~8! are independent of the wave vecto
with

Gk,s~E!5
as~E!

bs~E!2as~E!tk
, ~17!

where

as~E!5E K̄~v!(
q

tq

xs1nq,2s

E2tq,2s2sv
dv, ~18!

and

bs~E!5E2E K̄~v!(
q

tq
2 nq,2s

E2tq,2s2sv
dv. ~19!

In the self-consistent approximation, Eqs.~15! and~16! cor-
respond to an analogous form.

The chemical potential is determined from the norm
ization condition~4!, which must be satisfied for both value
of s, and the magnetization is given by

^Sz&5
1

2 (
k,s

s^X2k
s0 Xk

0s&

52
1

2p (
ks

sE Im Gk,s~E!~12 f ~E!!dE. ~20!

The approximation of Edwards and Hertz~13! does not
violate the analytic properties of the Green’s function. At t
same time, such a violation is possible for the approximat
~7!. In the case where the ground state is a saturated fe
magnetic state, the Green’s functionGk,↓(E) ~7! has no sin-
gularities in the upper half plane. Thus, the normalizat
condition~4! is satisfied fors5↓, if we choose the chemica
potential from the condition onGk,↓(E). The sum rule

n01ns52
1

p (
k
E Im Gk,s~E!dE, ~21!

however, fails for both spin projections. This failure
caused by the existence of a parasitic pole of the Gree
function ~7! in the upper half plane,
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FIG. 1. Density of states in different approximations for a hole concentrationd50.02: 1 N↑(E) ~the curve is the same in all approximations!; 2 and3 N↓(E)
in the non-self-consistent approximation~7! with and without spin dynamics;4 N↓(E) in the self-consistent approximation~14!. Curves2 and3 essentially
overlap right up to the peak tip determined by the dynamics.~a! semielliptical seed density of states,~b! simple cubic lattice; the energyE is in units of the
band half width and the transport width, respectively.
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E52S tk,s
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n2s1n0
1(

q
tk2q
2 nk2q,2s

E2tk2q,2s2svq
D

3S 12
tk

n2s1n0
(

q

xq,s1nk2q,2s

E2tk2q,2s2svq
D 21

. ~22!

As can be seen from Eq.~22!, this pole exists for any curren
carrier concentration. It make a small negative contribut
to the density of states in the band center. For low h
concentrationsd, however, the failure of normalization i
essentially unnoticeable; even ford close to dc it is still
small. In the Edwards–Hertz approximation~13!, these pa-
thologies are absent. Note that self-consistency can lea
new causes for breakdown of the sum rule~21!, but this
failure may be even weaker, numerically, than in the n
self-consistent approximation.37

An instability of the saturation ferromagnetism develo
in this approach because of the appearance of spin-pol
states with spin down, which lie below the Fermi level,18,38

and the emergence of a corresponding contribution ton↓ for
T50.

For simplicity we shall use the Debye approximation f
the magnon spectrum. We note, however, that the result
not change significantly with a more realistic choice of sp
dynamics. The width of the model band for a semielliptic
n
e

to

-

on

do

l

density of magnon states was chosen to be equal to the w
of the magnon density of states for a simple cubic lattice

K̄~v!5H Dv3/2, v,vmax

0, v>vmax
, ~23!

where

vmax5DqD
2 , qmax5qD5S 6p2

v0
D 1/3

,

qD is the Debye wave vector,v0 is the unit cell volume, and
D is the spin rigidity constant. Using the expression for t
magnon frequency to first order in 1/z,34

vq5(
k

~ tk2q2tk!nk ,

we obtainD5utud for a simple cubic lattice, wheret is the
transport integral.

Calculations of the density of states in the saturated
romagnetic state using Eqs.~17!–~19! and~23! are shown in
Figs. 1 and 2. The density of statesN↓(E) is nonzero below
the Fermi level only because of the incoherent contributi
For low hole concentrations, the normalization condition~4!
is satisfied with high accuracy for both projections of t
spin. Whend is increased, condition~4! begins to depend on
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FIG. 2. Density of states in different approximations for a hole concentrationd50.2, close to critical:1 and2 N↓(E) andN↑(E) in the non-self-consistent
approximation~7! ~spin dynamics has no significant effect on the form of these curves!; 3 and 4 N↓(E) in the approximation of Edwards and Hertz~13!
including spin dynamics~the peak is sharpened when the dynamics are neglected! and in the self-consistent approximation~14!; 5 N↑(E), which essentially
coincides with the seed density of states in the last two approximations. The seed density of states is semielliptical.
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the method for choosing the chemical potential, but the f
ure of normalization is insignificant.~For d50.20 the failure
of normalization is roughly 2–3%.!

When the spin dynamics are neglected (K̄(v)5d(v)),
in the non-self-consistent approximation~7! and in the ap-
proximation of Eq.~13!, the density of statesN↓(E) changes
discontinuously to zero on passing through the Fermi le
~Fig. 1!. For low hole concentrations, below the Fermi lev
~up to a narrow neighborhood of it!, we have N↑(E)
'N↓(E), and whend is increased, a peak atEF becomes
ever more noticeable in the density of statesN↓(E). Math-
ematically, it originates in a Condon logarithmic singular
which appears in the integral

(
q

f ~ tk1q!

E2tk1q
'2 lnuE2EFuN~EF!.

For very low d, a significant logarithmic singularity exist
only in the imaginary part of the Green’s function, whic
corresponds to a finite jump in the density of states.33,34

However, whend increases, it is necessary to take the res
vents into account in both the numerator and denominato
the Green’s function, so that the real and imaginary pa
‘‘intermingle’’ and a logarithmic singularity appears in th
density of states. When the magnon frequencies are inclu
in the denominators of Eqs.~9! and ~10!, the singularity is
spread out over the intervalvmax and the peak is smoothe
l-

l
l

l-
of
ts

ed

out. In terms of the self-consistent approximation~15! and
~16!, the form ofN↓(E) approaches the seed density of sta
and the peak is completely spread out, even neglecting
spin dynamics~Fig. 1!, so that the latter plays no significan
role.

Near the critical concentration, the peak in approxim
tion ~7! ~but not in the Edwards–Hertz approximation! is
again spread out~Fig. 2!, a but this spreading out is n
longer noticeable ford50.15. In Fig. 2 one can also see
significantly different position of the chemical potential~i.e.,
whereN↓(E) goes to zero! in the different approximations.

The critical concentration for stability of the saturatio
ferromagnetism for a simple cubic lattice in all the appro
mations~8!, ~13!, and~14! is determined by the appearanc
of a pole in the Green’s functionGk,↓(E) at k5(p,p,p). In
approximations~8! and ~14!, for d.dc the normalization
condition~4! fails decisively for both spin projections, whil
the density of statesN↓(E) ceases to be positive definit
below the Fermi energy.~Recall that these pathological fea
tures also occur below the critical density, but there they
practically unnoticeable.! Hence, the further evolution of the
electronic spectrum and the description of the saturation
romagnetism cannot be considered in these approximati

The critical concentrationsdc for loss of the stability of
saturation ferromagnetism for a number of seed densitie
state, as calculated in the different approximations con
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ered here, are listed in Table I. In the case of fcc latti
~where the seed density of states is asymmetric and h
logarithmic divergence on one edge!, we have chosen the
sign of the transport integral for which the saturated fer
magnetism is stable for lowd.14 Note that it is necessary t
use an equation for the chemical potential~4! that is derived
from the complete Green’s functions~7!. ~Using the
‘‘Hubbard-I’’ approximation here leads to a drop indc on
the order of 0.1.! Here the normalization condition fors
5↓ is satisfied automatically.

It is clear from the table that the results are fairly sta
and do not depend too much on the form of the approxim
tion. In particular, self-consistency changes them little, le
ing to a slight reduction indc . The dependence on spi
dynamics ~magnon spectrum!, even in the non-self-
consistent approximation, is even weaker.~The critical con-
centration only varies in the third decimal place.! It is inter-
esting to note that results of the Edwards–He
approximation are closer to those of the self-consistent
proximation~14! than to the non-self-consistent approxim
tion ~8!. ~Unfortunately, in Ref. 18 only a crude estimate
dc was made using a quadratic dispersion relation for
electrons.!

The values we have obtained can be compared w
those in the limit of an infinite-dimensional space~it should
be expected that our method of expanding in powers of 1/z is
rather close to this approximation!, for which dc50.42~Ref.
27! anddc50.33 ~Ref. 11! have been obtained. At the sam
time, our approach makes possible to reproduce the de
dence ofdc on the dimensionality of space and on the fo
of the seed density of states.

Recently,dc has been obtained for a large number
lattices.4,29 These results are also given in the table for co
parison. It can be seen that in a number of cases, our re
agree better with a number of other calculations, especi
for a square lattice.~See the introduction.! We note, in this
connection, that a variational method has been used5 to ob-
tain a rigorous estimate ofdc,0.29 for a square lattice
Therefore, our results can be regarded as fairly reliable, e
quantitatively.

We thank A. O. Anokhin for help in the numerical ca
culations and for useful discussions.

TABLE I. Critical concentrationsdc for rectangular~ra! and semielliptical
~se! seed densities of states, and for square, simple, body-centered
face-centered cubic lattices in the nearest neighbor approximation.

DOS I II III IV V

ra 0.284 0.279 0.272
se 0.271 0.266 0.265
square 0.265 0.253 0.253 0.49 0.405
sc 0.243 0.237 0.238 0.32 0.237
bcc 0.231 0.221 0.224 0.32 0.239
fcc 0.253 0.227 0.231 0.62

Note: ~I! Non-self-consistent approximation~7!, ~II ! approximation~13!,
~III ! self-consistent approximation~15! and ~16!, ~IV ! Ref. 4, ~V! Ref. 29
~RESO calculation; for the fcc lattice no instability was found!.
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Structural and magnetic phase transitions in La 0.9Sr0.1MnO3
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A study is made of phase transitions in doped La0.9Sr0.1MnO3 compounds using combined x-ray,
electrical, and magnetic measurements. Structural phase transitions are observed
accompanied by a change in the cell volume at temperatures of 100–110 K and 300–340 K.
These structural changes are found to be related to different contributions of the rhombic
Jahn–TellerQ2 mode to the formation of the crystal lattice. The structural transition at
100–110 K is accompanied by distinctive magnetic and electrical properties. The data are analyzed
in detail. © 1999 American Institute of Physics.@S1063-7834~99!02906-8#
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Interest in research on the magnetic properties, e
tronic states, and crystal structures of the perovskite-
R12xAxMnO31d manganites, where R5La, Nd or Pr and
A5Sr, Ca or Ba has recently grown in connection with t
huge magnetic resistance observed in these compou
There is special interest in studying the ferromagnetic co
pounds with strontium, which have a Curie temperature n
room temperature.1–9 This makes it easier to use these co
pounds in practical applications, since the colossal spik
the magnetic resistance is usually observed in the neigh
hood ofTc . In addition, for the compounds with strontium,
is much easier to obtain high quality single crystal samp

Despite a large number of papers on these compou
the data from structural, magnetic, and electrical studies
fer among them. This is especially true for concentrations
the dopant element withx,0.2. The structure of the
(T,x)-phase diagrams in this concentration range is the m
complicated and contradictory.2–5,8 For example, the dia-
gram of Ref. 3 shows that the compound La0.9Sr0.1MnO3,
which we have chosen to study, has only one orthorhom
O8 phase within the temperature range 80–400 K. Anot
diagram, given in Ref. 2, shows that this compound can h
three modifications of the orthorhombic phase, denoted th
by O, J, and P.~The symbol O represented a phase who
formation essentially involves no contribution from Jahn
Teller modes,J, a state involving J–T modes, andP, a state
with ordering of the Mn41 cations, i.e., a polaron-ordere
phase.! However, no quantitative diffraction data which di
tinguish these phases are presented in Ref. 2. Neutron
fraction data are used in Ref. 8 to show that theJ phase is
orthorhombic, while the O and P phases~J and P are denote
by O8 and O9, respectively, in Ref. 8! are pseudocubic. I
should be noted that the regions where the pseudoc
Pbnm modifications exist differ substantially in Refs. 2,
and 8.

The published data on the magnetic state of the ligh
strontium-doped manganites are also contradictory. Acco
9691063-7834/99/41(6)/5/$15.00
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ing to Refs. 1 and 8, the compound La0.9Sr0.1MnO3 has two
magnetically ordered structures: a ‘‘canted’’ antiferroma
netic structure at low temperatures transforms to a ferrom
netic state upon heating. Thus, there are two magnetic p
transitions in this material.1,8 At the same time, the diagram
of Ref. 2 implies that this compound has only one magne
phase transition, specifically, from a low-temperature fer
magnetic orthorhombic ‘‘polaron-ordered’’ P-phase into
paramagnetic~O- or J-! phase.

The task of this paper is to study La0.9Sr0.1MnO3 with
the aid of combined x-ray, electric, and magnetic measu
ments. At present, there are essentially no data in the sc
tific literature from magnetic studies of the phase transf
mations in La0.9Sr0.1MnO3 or on the temperature dependen
of the crystal lattice parameters.

1. EXPERIMENTAL TECHNIQUE

Samples were obtained by zone melting with radiat
heating without a crucible.5 Blanks for zone melting were
prepared byT51300 °C sintering of a presynthesized com
pound which had been made beforehand from La2O3 and
Mn3O4 powders and dried SrCO3 powder annealed a
T51000 °C with intermediate grinding. A grown samp
consisted of cylinder with a diameter of 4 mm and a leng
of 20 mm. Along the direction of growth the samples h
two types of structural domains at room temperature, w
@010# and @101̄# orientations.

X-ray diffraction studies were done on the powders u
ing DRON automated x-ray diffractometers equipped with
vacuum chamber for studying powders at temperatures f
77 to 370 K using monochromatized CrKa-radiation.

The electrical resistanceR was measured by the fou
probe method and the magnetic measurements were mad
a Quantum Design MPMS–5–XLmagnetometer in fields up
to 50 kOe.
© 1999 American Institute of Physics
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2. RESULTS

X-ray studies of the La0.9Sr0.1MnO3 samples showed tha
at room temperature they were essentially single-phase
an O8 orthorhombic structure.~Here and in the following we
use the notation of Ref. 8.! The spatial group wasPbnm
with lattice parametersa, b andc equal to 5.580, 7.754, an

FIG. 1. X-ray diffraction line shapes for different measurement tempe
tures.
ith

5.554, respectively, in good agreement with publish
data.3,4,10 As the temperature is reduced, the O8-phase is re-
tained essentially unchanged down toT5115 K. Further
cooling of the samples causes a shift in several of the
fraction lines and changes in their relative intensities. F
example the~004! diffraction line of the O8-phase shifts to-
ward the~202! line ~~220! in a cubic description!, while its
relative intensity decreases. The~123!, ~042!, and~240! lines
decrease in intensity and shift toward the~321! line ~~222! in
a cubic representation!, etc.~See Fig. 1.! Note that when the
samples are cooled, changes in the first order diffraction
terns show up in the intensities of the diffraction lines~Fig.
1! beginning byT;115 K, while the shift in these lines is
small almost toT;105 K. Then, nearT5105– 100 K a sud-
den shift in the diffraction lines is observed accompanied
a change in the cell volume from 239.2 to 238.3 Å3 ~Fig. 2!.
Below this temperature, additional, weak diffraction lines a
pear near the intense, wide fundamental lines in the diffr
tion patterns; it was not possible to label these lines w
integersh, k, l . The intensities of these lines decrease w
cooling. Figure 2 shows the temperature variations in
orthorhombic lattice parametersa, b, c, and volumeV.

Heating the samples above room temperature to 360
like cooling them below;100 K, causes a shift in the dif
fraction lines, brings the parametersa, b, and c closer to-
gether~Fig. 2!, and reduces the cell volume, with the distin
tion that during heating, as opposed to cooling, t
unlabelled diffraction lines are not observed. In addition,
cell volume decreases suddenly with cooling at 100 K, wh
for heating from 310 to 340 K, the change takes pla
smoothly. The character of the change in the parameters
ing cooling and heating of the samples is indicative of
transformation of the orthorhombic O8-phase into a
pseudocubic phase, in accord with neutron diffraction da8

on La0.875Sr0.125MnO3.
The electrical resistanceR measured at temperatures

80–300 K has singularities atT1;100 K and T2;150 K

-

e
-

FIG. 2. Temperature variations in th
crystal lattice parameters of the com
pound La0.9Sr0.1MnO3.
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FIG. 3. Temperature variation in the electr
cal resistivity.
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00–
~Fig. 3!. At these temperatures the functionR(T) changes.
The figure shows that over the entire range from 200 to 8
the electrical resistivity increases with cooling, but th
growth is essentially different in the intervals 80–107
107–150 K, and 150–200 K. The most rapid change in
electrical resistance is observed in the range 80–107
while the slowest is over 107–150 K.

The temperature variation in the magnetization,M (T),
of a pseudo-single crystal measured along the easy direc
is shown in Fig. 4 and the magnetization curvesM (H), in
Fig. 5. The measurements ofM (T) were done with cooling
of the sample in a magnetic field along the same direct
while M (H) was measured in the following cycle of varia
tions in H: 0→150 kOe→0→250 kOe→0→150 kOe→0.
As can be seen well from these figures, La0.9Sr0.1MnO3 is
magnetically ordered at temperaturesT,T2 . The Curie tem-
perature of this compound, as measured by the Belo
Harrot method, is 152 K. AtT5T1 a change in the magneti
state is observed: the magnitude of the magnetiza
K

,
e
K,

on

n,

–

n

changes, as does the contribution from the paraprocess t
magnetization. In addition, within the small temperatu
range 50,T,115 K, a singularity~a clearly distinct inflec-
tion! is observed in the magnetization curves at fields.
;10 kOe. At high temperatures, this inflection in theM (H)
curve shifts toward higher fields.~See curves2 and3 of Fig.
5.!

The magnetic measurements showed that in the p
magnetic temperature region.252 K, there is an anomaly in
the reciprocal of the magnetic susceptibility as a function
temperature,x215H/M , measured in a field of 100 kO
~Fig. 6!. The temperature of this anomaly coincides with t
region of rapid changes in the crystal lattice parameters
served at 300–400 K.

3. DISCUSSION OF RESULTS

In order to establish the nature of the structural ph
transitions observed at temperatures of 100–115 K and 3
-
l

y
-
-

FIG. 4. Temperature variation in the magne
tization of pseudo-single crysta
La0.9Sr0.1MnO3 for various magnetic field
strengths~0.3 ~1!, 1 ~2!, 3 ~3!, 10 ~4!, and 50
kOe ~5!!. The measurements were done b
cooling the sample in a magnetic field ap
plied along the direction of easy magnetiza
tion.
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FIG. 5. IsothermsM (H) of pseudo-single
crystalline La0.9Sr0.1MnO3 ~120 K ~1!, 110 K
~2!, 100 K ~3!, 50 K ~4!!. The measurements
were made along the easy direction over t
following cycle in the fieldH ~kOe!: 0→
150→0→250→0→150→0.
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340 K, we have calculated the Mn–O interionic distanc
(m,s,l ) in the MnO6 octahedron~Fig. 7!. For this purpose,
the following formulas9 were used:

m25
1

32
~a21b21c2!, ~1!

s25
1

8
b22m2, ~2!

and

l 25
a2s2

16s22a2 , ~3!

wherea, b, andc are the lattice parameters. In these calc
lations rotation of the octahedra is neglected. The result
the calculations are shown in Fig. 8. As can be seen from
figure, the calculatedm is constant over the entire temper

FIG. 6. The reciprocal of the magnetic susceptibility,x215H/M , as a
function of temperature for pseudo-single crystalline La0.9Sr0.1MnO3; the
experiment was done atH5100 kOe.
s

-
of
is

ture range, whilel rises suddenly with heating at 100 K an
falls slowly above 300 K. The quantitys tends to behave in
the opposite manner: a sharp drop at 100 K and a slow
above 300 K. The observed variation inl is stronger than
that in s.

The temperature variation in the Mn–O interionic di
tance implies that for temperatures below 100 K or abo
340 K, there is no contribution of the rhombic J–TQ2 mode
to formation of the crystal lattice in La0.9Sr0.1MnO3. The
switching on of theQ2 mode as the sample is heated at 1
K results in a structural phase transition from a lo
temperature pseudo-cubic modification of the orthorhom
O9-phase into a Jahn–Teller orthorhombic O8-phase. As
noted above, this transition leads to a sudden change in
unit cell volume typical of first-order transitions. The chan
in the intensity of the diffraction lines observed at tempe
tures between 100 and 115 K occurs because the trans
does not take place at the same time over the entire vol

FIG. 7. Structure of the compound LaMnO3.
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of the sample. This last circumstance is responsible for
existence of a mixture of the two orthorhombic phases8
and O9 within this temperature range.

When the samples are heated to;340 K, theQ2 J–T
mode is again shut off and there is yet another struct
transition from the O8- to the O-phase. As opposed to th
low-temperature transition, this transition takes pla
smoothly as the temperature rises, as indicated by the
tinuous changes in the distancesm, s, and l and in the cell
volumeV ~Figs. 2 and 8!.

In the above discussion we have also noted that the
temperature O8–O9 transition is accompanied by a change
the magnitude of the saturation magnetization and a cha
in the contribution from the paraprocess. The discontinuity
the magnetization observed in theM (T) curves as the
sample is cooled in fieldsH.1 kOe atT;100 K ~Fig. 4!,
can be ascribed to various causes, such as a possible ch
in the magnetic moment of the Mn ions or a different e
change energy in the magnetically ordered O8- and
O9-phases. If the energy of the magnetic anisotropy in
O8-phase is substantial, then the existence in this phas
structural domains with different orientations can also ca
a discontinuity in the magnetization. Detailed addition
magnetic studies of the compound La0.9Sr0.1MnO3 are under
way in order to establish the reasons for the change in
magnetic state at 100 K, and the results of these studies
be published.

FIG. 8. Temperature variation in the Mn–O interionic distances.
e

al

e
n-

w

ge
n

nge
-

e
of
e
l

e
ill

As for the feature observed in theM (H) curve at tem-
peratures 50,T,115 K ~Fig. 5! in fields H.10 kOe, it ap-
pears to be related to the effect of the magnetic field on
O9–O8 phase transition. In this case the magnetic field e
dently raises the temperature of this transition. The mec
nism by which the magnetic field influences this temperat
is not entirely understood. It may be assumed that the m
netostriction of La0.9Sr0.1MnO3 plays an important role in
this mechanism.

Thus, the orthorhombic O8-phase, whose formation in
volves the rhombic Jahn–Teller Q2 mode, exists within a
limited range of temperatures, 100–340 K,
La0.9Sr0.1MnO3. Below this temperature range the compou
undergoes a transformation into pseudo-cubic modificati
of the orthorhombic phase O9 and O, in which there is es
sentially no contribution from Q2. The effect of the Q2 mode
in this compound causes an increase in the cell volume in
O8-phase by;0.5%. The structural changes atT;100 K are
accompanied by a discontinuous change in the cell volu
and a change in the magnetic state of the samples. Accor
to our magnetic studies, the O9 and O8 phases are magnet
cally ordered forT,140 K, while the O phase is paramag
netic. A magnetic field obviously can cause a change in
temperature of the O9–O8 structural phase transition, shiftin
it to higher temperatures.

* !E-mail: gaviko@imp.uran.ru
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The dielectric nonlinearity of ferroelectric Li22xNaxGe4O9 (x'0.23) crystals is measured in the
neighborhood of the phase transition temperatures. The magnitude of the nonlinear
coefficientb is estimated from the shift inTc and the reduction in«max under the influence of
E5 , from the dielectric nonlinearity in the paraphase, and from the temperature
dependence ofPs in crystalline Li22xNaxGe4O9 (x'0.23). The resulting values ofb are 1.87,
1.26, 2.17, and 1.1731029 (CGSE cm2)22, respectively. The mechanism for the phase
transition in crystalline Li22xNaxGe4O9 (x'0.23) is discussed. ©1999 American Institute of
Physics.@S1063-7834~99!03006-3#
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Compounds belonging to the ternary syste
Li22xNaxGe4O9 (0<x<1) have ferroelectric properties. Th
composition withx51, i.e., LiNaGa4O9, has been studied in
most detail.1–4 Solid solutions develop asx is varied. The
interesting feature of these compounds is that the phase
sition temperature of Li2Ge4O9 (x50) is considerably lower
than for the solid solution withx>0.2.5,6 The phase transi
tion temperature forx50.2 is;140 K higher thanTc for the
composition withx50. Little is known about the dielectric
properties of these compounds. The available data forx51
suggest a number of interesting features. In particular, c
cal retardation has been observed at frequencies be
1 kHz2 and a Debye frequency dispersion has been obse
in the megahertz range during measurements near the p
transition.4

Thus, there is some interest in studying the dielec
properties of crystals in this series. In this article we pres
the results of some measurements of the dielectric nonlin
ity of crystals withx50.23. We have chosen this compos
tion because forx50.23 the crystals have a highTc

5295 K, which makes it easier to carry out the experimen
In addition, we were unable to grow crystals with 0,x
,0.2 that are suitable for the measurements.

The techniques for growing Li22xNaxGe4O9 crystals by
the Czochralski method and preparing the samples for
electric measurements have been described elsewh3

Samples were prepared in the form of slabs with a princ
~100! plane, which were polished before the platinum ele
trodes were deposited by cathode sputtering. The slab th
ness was about 0.5 mm and the electrode area was a
5 mm2. The dielectric permittivity was measured using
E8-2 capacitive bridge at a frequency of 1 kHz in the te
perature region of the phase transition. The constant t
perature measurements were made with the temperature
bilized to within 0.05 K. The external bias field was as hi
as 20 kV/cm.

It is known that polarizing a ferroelectric sample in
constant electric fieldE5 has a large effect on the anomalo
permittivity « near a phase transition. Figure 1 shows exp
9741063-7834/99/41(6)/3/$15.00
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mental plots of«(T) for Li 22xNaxGe4O9 (x'0.23) crystals
at differentE5 .

As the figure shows, when a fieldE5 is applied,« de-
creases, especially in the region of the phase transition, w
the temperature of the phase transition (Tc) is shifted toward
higher temperatures. The shift inTc as a function ofE5

follows a curve which tends to saturate in high electric fie
~Fig. 2!.

Beyond the phase transition, the dielectric permittiv
decreases withE5 at a fixed temperature. This is a clear sig
of a second-order phase transition. Data from experime
studies of«5 f (E)T at different temperatures in crystallin
Li22xNaxGe4O9 (x'0.23) are shown in Fig. 3. All of the
curves were taken with increasing bias fields. These plots
clearly nonlinear, the nonlinearity decreasing as the temp
ture rises.

The experimental data shown here can be explaine
terms of the phenomenological Ginzburg–Devonsh
theory7,8 for second-order phase transitions. In order to d
termine the coefficientb, which is a quantitative measure o
the degree of nonlinearity, we can use several equat
which follow from thermodynamic theory. If we stopat term
in P4 in the expansion of the thermodynamic potential
powers of the polarization, then the shift in temperature c
responding to«max as a function of the electric field strengt
obeys the formula

DTc5DE2/3. ~1!

In this approximation we haveD5(6b/a83)1/3, whereb is
the coefficient ofP4, a854p/C, andC is the Curie–Weiss
constant. Using the data of Fig. 2, we constructed theDTc

5 f (E2/3) curve, which is linear. Equation~1! then yielded
b51.8731029 (CGSE cm2)22.

The drop in the maximum value of« in the neighbor-
hood of the phase transition can also be used to compare
thermodynamic theory with experiment. In this approxim
tion, the maximum value of« is related to the electric field
strength as

1/«max5~3/4p!b1/3E2/3. ~2!
© 1999 American Institute of Physics
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The function 1/«max5f(E2/3) for crystalline Li22xNaxGe4O9

(x'0.23), constructed from the data of Fig. 1, is well fit b
a straight line. The coefficientb calculated from the slope o
the line is 1.2631029 (CGSE cm2)22.

The phenomenological theory shows that, in t
paraelectric phase for high fields and temperatures nearTc ,
the function 1/«21/«05 f (E2/3) is linear with a proportion-
ality coefficient 3/4p3b1/3. Here«0 is the permittivity for
E550. The experimental data of Fig. 3 for several tempe
tures aboveTc were used to construct these curves, which
the straight lines well. The values ofb calculated from these

FIG. 1. Permittivity« of crystalline Li22xNaxGe4O9 (x'0.23) as a function
of temperature for different fieldsE5 : 1—0; 2—0.51; 3—1.12; 4—1.94;
5—3.57;6—5.61 kV/cm.

FIG. 2. The shift in the temperature of the phase transition as a functio
field strengthE5 for crystalline Li22xNaxGe4O9 (x'0.23).
-
t

data show that near Tc , a larger value of
b52.1731029 (CGSE cm2)22 (T2Tc50.1 K) is observed.
It decreases linearly with distance fromTc in the paraphase
@b51.0931029 (CGSE cm2)22 for T2Tc51.2 K] and re-
flects a rapid loss of nonlinearity by the crystallin
Li22xNaxGe4O9 (x'0.23). If theb(T) curve is extrapolated
to intersect the temperature axis, thenb'0 occurs at a tem-
perature;1.6 K aboveTc .

It is known that for second-order phase transitions,b can
also be estimated from the temperature dependence oPs

nearTc , which is given by

Ps
25

a8

b
~Tc2T!. ~3!

It has been found from experimental plots ofPs(T) mea-
sured for crystalline Li22xNaxGe4O9 (x'0.23) over the di-
electric hysteresis loops, that in these crystals Eq.~3! is sat-
isfied for Tc2T<10 K. The slope of the straight line give
an estimate forb of 1.1731029 (CGSE cm2)22.

We have, therefore, estimated the nonlinearity coe
cientb for Li22xNaxGe4O9 (x'0.23) crystals from the shift
in Tc as a function ofE5 @1.8731029 (CGSE cm2)22#,
from the dielectric nonlinearity in the paraphase@2.17
31029 (CGSE cm2)22 for T2Tc50.1 K#, and from the
temperature variation inPs @1.1731029 (CGSE cm2)22#.

b has been determined for various crystals by many
thors ~e.g., Ref. 8!. For free BaTiO3 crystals, b equals
22.5310213(CGSE cm2)22 at the Curie point. The mos
reliable value ofb for crystalline triglycine sulfate is 7.7
310210(CGSE cm2)22 near the phase transition temper
ture. For free crystalline Rochelle saltb is about
631028 (CGSE cm2)22. Therefore, of these three classic
ferroelectric materials, the nonlinear properties of crystall
Li 22xNaxGe4O9 ~for x'0.23; and, according to preliminar
data, for the rest of this system! are closest to those of crys

of

FIG. 3. Permittivity of crystalline Li22xNaxGe4O9 (x'0.23) as a function
of E5 for various temperatures nearTc5293.3 K: 1—Tc10.1 K; 2—Tc

10.5 K; 3—Tc10.9 K; 4—Tc11.2 K.
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tals in the triglycine sulfate group. These crystals also h
similar a8 andPs . The quantitative data fora8, Ps , andb
reflect the mechanism of the phase transition, so we m
expect that in crystalline Li22xNaxGe4O9 (x'0.23) the
phase transition mechanism is similar to that observed
crystals of the triglycine sulfate group, i.e., involves orderi
of constant dipole moments.
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Dielectric properties of single-crystal deuterated triglycine sulfate „DTGS… in
ultra-weak low- and infra-low-frequency electric fields
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The complex permittivity«* is studied with separate readings for«8 and«9 at low and infralow
frequencies and ultraweak fields. The effective conductivityg is determined. An Arrhenius
dependence is observed for ln«8(1/T), ln «9(1/T), and lng(1/T), both in the paraphase and in the
polar phase. It is proposed that the conductivity of crystalline DTGS in the paraphase is an
ion jump conductivity. ©1999 American Institute of Physics.@S1063-7834~99!03106-8#
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In the last decade there has been renewed interes
experimental and theoretical research on crystals with hy
gen bonds and the contribution of these bonds to vari
macroscopic~in first order, dielectric! properties of these
crystals.1–5 Despite extremely thorough and wide rangi
studies of the role of proton conductivity in various crystal1

the character of the conductivity in triglycine sulfate~DTGS!
crystals has not been examined yet, as far as we know.
conductivity of these crystals was also not discussed i
comparatively old, specialized monograph.6

In this paper we attempt to fill this gap by examining t
dielectric properties of crystalline DTGS at low~LF! and
infralow ~ILF! frequencies (n510212104 Hz) with a mea-
surement field amplitude ofE050.2 V/cm at temperature
ranging from 2 to 120 °C, including a phase transition.

FIG. 1. Temperature variations in the effective conductivity of crystall
DTGS for a measurement field amplitudeE050.2 V/cm at frequencies
n51 and 10 Hz.
9771063-7834/99/41(6)/3/$15.00
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The complex permittivity«* was measured under qua
sistatic temperature conditions with a temperature step
of at most 0.2 K in the neighborhood of the phase transiti
The value of«* was found with separate readings for th
real («8) and imaginary («9) components of the comple
permittivity with accuracies of 1 and 2%, respectively. T
temperature was maintained within 0.05 K, with a measu
ment sensitivity of 0.001 K. The effective specific condu
tivity g was determined from the values of«9 for the par-
ticular frequency of the measurement field.

We have found that~depending on the direction in whic
the sample temperature is varied! in the paraelectric phas
the ln«9(1/T) and lng(1/T) curves have an Arrhenius depe
dence~Fig. 1! over temperatures of;120285 °C at fre-
quenciesn51210 Hz. The ln«8(1/T) curves has the sam

FIG. 2. Temperature dependence of the dielectric permittivity of crystal
DTGS for a measurement field amplitudeE050.2 V/cm at a frequency of
n51 kHz.
© 1999 American Institute of Physics
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978 Phys. Solid State 41 (6), June 1999 Shil’nikov et al.
dependence at a frequency of 1 kHz~Fig. 2!. Therefore, the
LF polarization and ILF conductivity are thermally activate
processes. Here the activation energy for both«9 andg, ob-
tained by cooling the sample after annealing at;120 °C, is
U5(0.9360.01) eV ~Table I!, while for «8 U5(0.24
60.01) eV. Note that«8, «9 andg also have an Arrhenius
dependence in the polar phase, but the temperature inte
over which this is true is very narrow (DT;4K) and lies
immediately adjacent to the phase transition. In other wo
in effect the polar state suppresses those thermally activ
processes which show up clearly in the nonpolar pha
Note, however, that the slope of the line lng(1/T) for the
polar phase is the same within a narrow range of tempera
as for the nonpolar phase, i.e., the activation energy is
same as in the nonpolar phase.

We emphasize that the maximum conductivity at 120
at a frequencyn51 Hz is gmax'1.631026 (V21m21), and
the minimum, at 62 °C isgmin'1.931028 (V21m21).
Therefore, within a temperature range ofDT562 K, the con-
ductivity changes by two orders of magnitude. At the sa
time, we note that at the phase transition point,g ~Fig. 1!,
like «8 and «9, passes through a maximum o
1025 (V21m21) – 1027 (V21m21) for different measure-
ment frequencies.

Analyzing the behavior of the experimental data, we c
assume with great reliability that the conductivity of cryst
line DTGS in the paraphase is an ion jump conductivity1,7

and is probably caused by jumps of deuterons, for which
activation energy is;0.93 eV. The activation character o
the polarization process in DTGS in the unpolarized ph
~the Arrhenius dependence of«8 at 1 kHz, Fig. 2!, which is
characterized by a comparatively low activation energy~0.24

TABLE I. The effective conductivityg and activation energyU for crystal-
line DTGS in the paraphase.

n,
Hz

gmax,
1/~Vm!

gmin ,
1/~Vm!

U,
eV

g` ,
1/~Vm! Dg/g,%

10 1.3•1026 2.8•1028 0.9360.01 1.09•106 2.1
1 1.6•1026 1.4•1028 0.9360.01 1.13•106 2.3
val
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60.01! eV, may, we believe, be evidence that aboveTc gly-
cine I participates in a thermally activated jump motion b
tween two equivalent potential wells, which determines
characteristic feature of the order–disorder phase trans
in crystalline DTGS.8

In conclusion, we note that the function 1/«85 f (T)
obeys the Curie–Weiss law for all the frequencies stud
here~Fig. 3!, with different deviations from it~spreading in
the peak of«8! in the neighborhood of the phase transitio
depending on the measurement frequency, the directio
which the phase transition is passed~i.e., a transition from
the polar phase to the nonpolar, orvice versa!, and, in gen-
eral, the previous history of the crystal. Here the law of tw
~the ratio of the slopes](1/«)]T above and belowTc equals
two8! does not hold~as noted before for Rochelle salt9!,
while the ratio of the corresponding Curie–Weiss consta
lies between 1.7 and 3.~See Table II.!

FIG. 3. Temperature dependence of the reciprocal of the permittivity
crystalline DTGS for a measurement field amplitudeE050.2 V/cm at fre-
quenciesn51, 10 and Hz.
,

TABLE II. Data on the Curie–Weiss constants«85C/(T2Q) of crystalline DTGS.

Crystal
Tk ,
K

v/2p,
Hz

2Cf ,
K

Cp,
K 2Cp/Cf

Heating DTGS to 125 °C 326.8 1000 3715 10065 2.71
after aging in the polar 10 3756 10060 2.68
phase (h55.8•1023 m) 1 3791 10055 2.65
Cooling DTGS after 327.8 1000 3604 10622 2.95
annealing in the nonpolar phase 10 3803 11020 2.9
(h55.8•1023 m) 1 4012 11828 2.95
Heating DTGS to 100 °C 327.7 1000 2634 4950 1.88
after aging in the polar 10 2673 4942 1.85
phase (h55.8•1023 m) 1 2709 4917 1.82
Cooling DTGS without 328 1000 2761 4835 1.75
annealing in the nonpolar 10 2787 4859 1.74
phase (h55.8•1023 m) 1 2792 4874 1.75

Note. Cf and Cp are the Curie–Weiss constants for the polar~polydomain crystal! and nonpolar phases
respectively;h is the sample thickness.
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We emphasize that the high conductivity of crystalli
DTGS after annealing in the paraelectric phase may, in p
ticular, initiate unipolarity during the phase transition fro
the paraphase into the polar phase~Fig. 4!.

FIG. 4. Polarization loops of crystalline DTGS for a measurement fi
amplitudeE0574 V/cm and temperatureT551.7 °C, at frequenciesn51,
10 and 1 Hz.
r-
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Structures responsible for quasisynchronism in second-harmonic generation
in BaTiO 3:Fe
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Second harmonic generation~SHG! of light in iron-doped BaTiO3 crystals occurs primarily at an
angle of about 7° to incidentl51.06mm radiation. It is shown that the quasisynchronism
is accounted for by a 90° domain structure with a spatial wave vectorqi@011# and a spatial period
of about 3mm. This result may serve as a basis for interpretation of the anomalous SHG
enhancement near the phase transition. ©1999 American Institute of Physics.
@S1063-7834~99!03206-2#
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The radiation obtained in barium titanate after frequen
doubling~0.532mm! was observed to exhibit a characteris
distribution in scattering angle. Its intensity reaches a ma
mum not in the direction of the incident radiation,kv, but
rather at a small angle to the latter.1,2

A substantial enhancement of second-harmonic gen
tion ~SHG! efficiency has also been observed when the cr
tal is heated through the transition to the cubic phase, an
still larger one~by a few times! when moving in the reverse
direction, i.e., when cooling through the transition. SHG
barium titanate is caused by spontaneous polarizationPs ,
and it would thus seem that the second-harmonic inten
I 2v should decrease with decreasingPs as one approache
the transition; therefore the observed temperature de
dence should be regarded as anomalous.3

The refractive indices of BaTiO3 ~at room temperature i
is a uniaxial crystal with 4mm5C4v symmetry! and the
wave vector magnitudes at the YAG laser wavelength
listed in Table I.4

Thus, the wave synchronism in BaTiO3 does not have
any natural direction. Miller5 therefore proposed as far bac
as 1964 to use periodic structures of antiparallel doma
generated artificially by an electric field.

Later, for ferroelectrics a number of natural~i.e., existing
without field application! structures were found which ensu
momentum conservationk2v52kv1q, whereq is the wave
vector of such structures.6–10 Barium titanate is a ferroelec
tric with a complex domain pattern. The objective of th
work was to identify the structure responsible for the qua
synchronism. We are going to show that SHG of a fai
high intensity in iron-doped BaTiO3 crystals is due to a natu
ral structure with 90° walls.

Crystalline platelets were grown by the Remeika meth
and contained an Fe impurity~1 wt % in the charge!. They
were cut along@100#-type crystallographic directions an
were 0.2 mm thick. The sample was illuminated with un
cused YAG laser pulses (l51.064mm). The pulses were 18
ns long, and the pulse energy was within 40 mJ, with
instability of about 10%. The beam diameter was appro
mately 3 mm. No electric field was applied to the crystal
9801063-7834/99/41(6)/4/$15.00
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Figure 1 shows the second-harmonic intensity distrib
tion I 2v as a function of the anglesw and u, which was
derived by computer processing the signal obtained in sc
ning with a movable detector. In all cases, the directio
response function contained two maxima along the direc
~identified in Fig. 2 by theQ vector! at angles of (761)° to
that of incident radiationkv. As the crystal is rotated abou
the incident beam, the angular distributionI 2v(w,u) changes
so that theQ line connecting the humps turns together w
the crystal through the same angle. The height of the max
in caseb is about twice that in casea. As the crystal is
turned through a small angle about axis 1~Fig. 2a!, one of
the maxima decreases, and the other increases.

Scattering of weak cw radiation of frequency 2v ~i.e.
without the v→2v conversion! produces on the screen
band parallel toQ. It does not exhibit any maxima within th
5 – 10° interval.

The laser light was polarized, with the direction of ele
tric vector oscillations shown in Fig. 2. It was found that t
second-harmonic polarization in casesa andb is parallel to
the lineQ connecting the humps, and if the crystal is turn
through an angle other than 90°, the 2v radiation is ellipti-
cally polarized.

An essential factor for interpretation of these obser
tions is the symmetry of the optical nonlinearity tensordi jk

in the equation for the second-harmonic field amplitude

Ei
2v;di jkEj

vEk
v . ~1!

The tensordi jk is similar to that of the piezoeffect, and afte
the alignment only the elementsd155d24, d315d32, andd33

do not vanish for the 4mm symmetry. Direction 3 is chosen
parallel to the optical axis. For barium titanate in the tetra

TABLE I. Room-temperature refractive indices and wave vectors
BaTiO3.

l, mm n0 ne k0 , mm21 ke , mm21

1.064 2.3379 2.2970 13.8160.01 13.56
0.532 2.4760 2.4128 29.24 28.50
© 1999 American Institute of Physics
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FIG. 1. Second-harmonic intensity distribution in scattering angle. The angular distance between the maxima is about 14– 15°.

FIG. 2. Geometry of studies of the angular distribution ofI 2v for different crystal orientations with respect to the incident beam.
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onal phase, d315219.33310212m/V, d33527.79
310212m/V, and d15517.85310212m/V.4 Figure 2 pre-
sents the corresponding geometries for the case of spon
ous polarizationPs ~which at the same time is the optic
axis! directed perpendicular to the incident beamkv. The
Psikv case is not considered, becauseE2v does not appea
for symmetry considerations.

The direction of the optical axis (Ps) can be determined
from the fact thatd31 is approximately twiced33. Because
the generation efficiency in caseb in Fig. 2 is higher, the
spontaneous polarization is always aligned withQ.

Thus, thea geometry in Fig. 2 corresponds to the ca
where the extraordinary ray of the second harmonic (e) is
created due to that of the first harmonic (ee) and can be
identified with coefficientd333 (d33). The two other geom-
etries relate to the schemes (oo)→e(d31) and (oe)
→o(d15). In the latter case there are alsoEv components
along the 1 and 3 axes, i.e., coefficientsd31 andd33, which
gives rise to elliptical polarization of the generated ray.

The predominant scattering to 7°~in a material this
angle is 7°/n'3°! implies that the vectorq is involved in
the process~in accordance with Fig. 3!. The anglec can be
found from the relation

FIG. 3. Momentum conservation in SHG.
ne-

c5arctan
k2v22kv

2kvw
. ~2!

Using the above figures for geometrya in Fig. 2 yields
c'41°, and for geometryb, c'54°. This discrepancy is
possibly associated with experimental errors and inaccu
cies in the available values ofnv andn2v. Thus, the vector
of the structureq is apparently directed at an angle close t
45° to the crystal surface. This structure is most probab
connected with a periodic arrangement~with a high spatial
frequency! of 90° walls~Fig. 4!. This structure is frequently
observed in barium titanate. The sharp wedges in
a-domain plate with polarization normal to the surface a
usually induced at the surface by the electric field which
always present there. As follows from Fig. 3, the period o
this structure is L52p/q52p/@(k2v22kv)&#'2
23 mm.

Judging from the diffuseness of the peaks in Fig. 1, th
scatter inq is large enough, and the spectrum ofq is almost
continuous, but the SHG mechanism automatically choos
the spatial Fourier component from the domain structure
the type shown in Fig. 4 which is required for quasisynchr
nism to set in, although it partly involves components clos
to it as well.

One may ask an obvious question of whether this stru
ture is stationary or forms only in the strong field of a lase
pulse. Generally speaking, one observes in ferroelectr
laser-induced structures~see Ref. 11, as well as the recen
papers Refs. 12 and 13!. To find an answer to this question
special experiments with variation of theEv amplitude were
carried out. DecreasingEv down to the threshold of second-
harmonic generation, as well as varying the total irradiatio
dose by properly choosing the number of light pulses inc
dent on the same region of the crystal did not produce a
new results, which suggests that this structure is stationary
room temperature. At elevated temperatures this is app
ently not so, and this is related somehow to the anomalou
large magnitude ofI 2v near the phase transition. This aspe
remains, however, unclear.

The authors owe their thanks to V. V. Maslov, V. V
Rychgorski�, and A. A. Leshchev for fruitful discussions.
re
in
FIG. 4. The most probable domain structu
responsible for the quasisynchronism
BaTiO3:Fe crystals.
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A self-consistent method based on the interaction of a piezoelectric sphere with a piezoelectric
medium that has anisotropic elastic and dielectric properties is used to calculate the
components of the tensor piezoelectric modulus of BaTiO3 ceramic in all three ferroelectric
modifications. A comparison of the calculated and measured piezoelectric moduli shows that at
least 60–70% of the piezoelectric effect in BaTiO3 ceramic is caused by domain boundary
movement throughout the entire ferroelectric region. ©1999 American Institute of Physics.
@S1063-7834~99!03306-7#
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It is well known that the physical constants of polycry
talline ferroelectric materials include a so-called orientatio
contribution owing to reversible motion of domain boun
aries. Estimating the magnitude of this contribution is one
the tasks of the physics of piezoceramics.1 Calculations2,3

show that the intrinsic piezoeffect associated with lattice
formations is comparatively small in BaTiO3 ceramic, while
the large piezoelectric moduli observed experimentally
caused by the domain mechanism. It follows from Ref. 3,
example, that the piezoelectric effect in ceramic sample
BaTiO3 is more than 60–70% determined by vibrations
domain boundaries separating domains with mutually p
pendicular spontaneous polarizations. Estimates4 show that
domain processes, together with movements of interph
boundaries, play an equally important role in lead zircon
titanate ceramic. For example, in niobium-modified lead z
conate titanate roughly 70% of the transverse piezoelec
modulus is caused by these processes.

These data2–4 were obtained at room temperature.
practice, however, it is necessary to know~at least approxi-
mately! how important the orientational contribution is
different temperatures. In this paper we use a phenome
logical theory to calculate the temperature dependence o
dielectric, elastic, and piezoelectric constants of sing
crystal BaTiO3 in its tetragonal, orthorhombic, and rhomb
hedral phases. Here an expansion of the thermodynamic
tential of the form given in Ref. 5 was used. The expans
coefficients were taken from Ref. 6. Analytic expressions
the permittivity and piezoelectric modulus tensors are giv
in Ref. 7. The elastic compliancessik

E ~for a constant field!
are calculated using the following formulas: for the tetrag
nal phase 4mm,

s11
E 5s11

P 14Q12
2 Ps

2x33
T ,
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s12
E 5s12

P 14Q12
2 Ps

2x33
T ,

s13
E 5s12

P 14Q12Q11Ps
2x33

T ,

s33
E 5s11

P 14Q11
2 Ps

2x33
T ,

s44
E 5s44

P 1Q44
2 Ps

2x11
T ,

s66
E 5s44

P ; ~1!

for the orthorhombic phasemm2:

s11
E 5s11

P 14Q12
2 Ps

2x33
T ,

s12
E 5s12

P 1Q12~2Q1112Q122Q44!Ps
2x33

T ,

s13
E 5s12

P 1Q12~2Q1112Q121Q44!Ps
2x33

T ,

s22
E 5

1

4
~2s11

P 12s12
P 1s44

P !1
1

4
~2Q1112Q12

2Q44!
2Ps

2x33
T ,

s23
E 5

1

4
~2s11

P 12s12
P 2s44

P !1
1

4
@~2Q1112Q12!

2

2Q44
2 #Ps

2x33
T ,

s33
E 5

1

4
~2s11

P 12s12
P 1s44

P !1
1

4
~2Q1112Q12

1Q44!
2Ps

2x33
T ,

s44
E 52s11

P 22s12
P 14~Q112Q12!

2Ps
2x22

T ,

s55
E 5s44

P 1Q44
2 Ps

2x11
T ,

s66
E 5s44

P ; ~2!

and for the rhombohedral phase 3m:
© 1999 American Institute of Physics
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s11
E 5

1

4
~2s11

P 12s12
P 1s44

P !1
1

18
~2Q1222Q11

1Q44!
2Ps

2x11
T 1

1

9
~4Q1212Q112Q44!

2Ps
2x33

T ,

s12
E 5

1

12
~2s11

P 110s12
P 2s44

P !2
1

18
~2Q1222Q11

1Q44!
2Ps

2x11
T 1

1

9
~4Q1212Q112Q44!

2Ps
2x33

T ,

s13
E 5

1

6
~2s11

P 14s12
P 2s44

P !1
2

9
~4Q1212Q112Q44!

3~2Q121Q111Q44!Ps
2x33

T ,

s14
E 5
&

6
~2s11

P 22s12
P 2s44

P !1
&

18
~2Q1122Q122Q44!

3~4Q1124Q121Q44!Ps
2x11

T ,

s33
E 5

1

3
~s11

P 12s12
P 1s44

P !1
4

9
~Q1112Q121Q44!

2Ps
2x33

T

s44
E 5

1

3
~4s11

P 24s12
P 1s44

P !1
1

9
~4Q1124Q12

1Q44!
2Ps

2x11
T , ~3!

whereQ is the coefficient of electrostriction,xkk
T is the per-

mittivity of a mechanically free crystal,Ps is the spontane-
ous polarization, and thesik

P are the elastic compliances fo
constant polarization.

The components of the piezoelectric moduli of BaTi3

ceramic which are determined by the intrinsic piezoeffec
single domain crystallites~these components are sometim
referred to as intrinsic1! can be calculated quite accurate
using a suitable averaging procedure. Of the known ave
ing techniques, the most correct are the self-consistent m
ods proposed in Refs. 8–10, which make it possible to
clude the piezoelectric interaction between crystallite8

possible anisotropies~dielectric and elastic! in the ceramic,9

and the presence of a piezoelectric effect in the medium10

These methods are based on solving the problem of the
teraction of a piezoelectric sphere with an isotropic~in its
elastic and dielectric properties! nonpiezoelectric medium,8

with an anisotropic nonpiezoelectric medium,9 and with an
anisotropic piezoelectric medium.10 The magnitude of the
orientational component can be estimated as the differe
between the experimental and calculated piezoelec
moduli.

In this paper we use the averaging scheme of Ref.
which is the most rigorous and systematic, for calculating
lattice piezoelectric moduli of BaTiO3 piezoceramic in the
different ferroelectric phases. In this approximation, the
ezoelectric moduli of the polarized ceramic can be fou
using the corresponding general equations~valid for arbitrary
symmetry of the crystallites and for an arbitrary distributi
of their orientations!10 relating the piezoelectric moduli o
the ceramic and the piezoelectric moduli of the single cr
n

g-
th-
-

,

n-

ce
ic

0,
e

-
d

-

tal. For textures with axial symmetry, such as a polariz
ferroelectric ceramic, these equations simplify to the follo
ing:

«11*
T5~g15«11*

T1b44d15* !l151~11a11«11*
T1g15d15* !m11,

«33*
T52~g31«33*

T1b13d33* 1b11d31* 1b12d31* !l31

1~g33«33*
T1b33d33* 12b13d31* !l331~11a33«33*

T

1g33d33* 12g31d31* !m33,

d31* 5~11a33«33*
T1g33d33* 12g31d31* !l311~g31«33*

T

1b12d31* 1b13d33* 1b11d31* !x111~g31«33*
T1b12d31*

1b13d33* 1b11d31* !,

d33* 5~11a33«33*
T1g33d33* 12g31d31* !l331~g33«33*

T

1b33d33* 12b13d31* !x3312~g31«33*
T1b13d33*

1b11d31* 1b12d31* !x13,

d15* 5~11a11«11*
T1g15d15* !l151~g15«11*

T1b44d15* !x44,

s12*
E5~a33d31* 1g31s12*

E1g31s11*
E1g33s13*

E!l311~g31d31*

1b13s13*
E1b12s11*

E1b11s12*
E!x111~11g31d31*

1b12s12*
E1b13s13*

E1b11s11*
E!x121~g33d31*

1b13s11*
E1b33s13*

E1b13s12*
E!x13,

s13*
E5~a33d33* 1g33s33*

E12g31s13*
E!l311~g31d33*

1b13s33*
E1b12s13*

E1b11s13*
E!x111~g31d33*

1b12s13*
E1b13s33*

E1b11s13*
E!x121~11g33d33*

1b33s33*
E12b13s13*

E!x13,

s11*
E5~a33d31* 1g31s12*

E1g31s11*
E1g33s13*

E!l311~1

1g31d31* 1b12s12*
E1b13s13*

E1b11s11*
E!x11

1~g31d31* 1b13s13*
E1b12s11*

E1b11s12*
E!x12

1~g33d31* 1b13s11*
E1b33s13*

E1b13s12*
E!x13,

s33*
E5~a33d33* 1g33s33*

E12g31s13*
E!l331~11g33d33*

1b33s33*
E12b13s13*

E!x3312~g31d33* 1b13s33*
E

1b11s13*
E1b12s13*

E!x13,

s55*
E5~a11d15* 1g15s55*

E!l151~11g15d15* 1b44s55*
E!x44.

~4!

In Eqs.~4!, «kk*
T is the permittivity of the ceramic unde

constant mechanical stress,sik*
E is the elastic compliance o

the ceramic in a constant electric field,dik* is the piezoelec-
tric modulus of the ceramic.a, b, andg are the matrices of
the depolarizing coefficients, andm, l, and x are matrices
which account for the orientational distribution of the cry
tallites. The matrix elementsa, b, andg are rather compli-
cated functions of the tensors«kk*

T , sik*
E , anddik* which are

to be determined. The elements of the matricesm, l, and
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x depend on«kk*
T , sik*

E anddik* , as well as on the constants o
the single crystal. Algorithms for calculating the elements
these matrices are given in Ref. 11.

In taking the average, the fraction of 90-degree reori
tations in BaTiO3 ceramic was neglected for simplicity an
in accordance with experiment, which shows that it is re
tively small. ~This simplification does not affect the essen
or generality of the conclusions reached from a discussio
the results.! Thus, the polarization process can be treated
the tetragonal phase, as a change to the opposite orient
by 1/6 of the domains in a given ceramic and in the orth
rhombic and rhombohedral phases, respectively, by 1/12
1/8 of the domains.

The system of nonlinear equations~4! for the unknowns
«kk*

T , sik*
E anddik* was solved by successive approximation

The results of the calculations are shown in Fig. 1. A
shown in this figure are some experimental data for the tra
verse piezoelectric modulusd31* measured by the resonance
antiresonance method and for the longitudinal piezoelec
modulus d33* measured by a quasistatic method at a f
quency of 78 Hz. The measurements were made on
aged~roughly 5 years!, large-grain BaTiO3 ceramic prepared
using standard techniques from commercial grade raw m
rials.

FIG. 1. Piezoelectric moduli of BaTiO3 ceramic as functions of temperatur
The calculations are done by a self-consistent method including the an
ropy and piezoeffect of the medium. In the tetragonal phase, 1/6 of
domains participate in 180-degree reorientation, in the orthorhombic ph
1/12, and in the rhombohedral phase, 1/8.1, 4, 7, 10—d31* ; 2, 5, 8, 11—d33* ;
3, 6, 9—d15* . 1–9—computational results;10, 11—experimental data.
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It is clear from the figure that, in all the ferroelectr
phases, the calculated piezoelectric moduli lie well below
experimental data. There is no doubt that the origin of
difference between the calculated and experimental value
the piezoelectric moduli of the polarized ceramic in t
rhombohedral and orthorhombic phases is the same as th
the corresponding differences in the tetragonal phase at r
temperature, which1–3 are caused by domain processes.
should be noted that the room-temperature piezoelec
moduli calculated here ~d31* 5222310212, d33* 555
310212, and d15* 5109310212m/V! are in satisfactory
agreement with the data of Ref. 3~d31* 5225310212, d33*
547310212, and d15* 594310212m/V! and Ref. 3 ~d31*
5228.3310212, d33* 571310212, and d15* 5119310212

m/V!. A comparison with experimental data over the ent
range of existence of the tetragonal phase yields roughly
same estimate~60–70%! for the contribution from the orien-
tational component as Ref. 3. As the figure shows, the
ferences between the calculated and experimental piezo
tric moduli are especially huge in the orthorhombic a
rhombohedral phases, so the contribution of the orientatio
component is considerably larger than in the tetrago
phase. For example, at the midpoint~250 °C! of the ortho-
rhombic region, the calculation givesd31* 528.3310212 and
d33* 519310212m/V, while the experiment givesd31* 5241
310212 andd33* 5106310212m/V. Correspondingly, for the
midpoint ~2130 °C! of the rhombohedral region, we hav
d31* 523.4310212 andd33* 58.4310212m/V andd31* 5225
310212 andd33* 570310212m/V. A comparison shows tha
roughly 80% of the piezoeffect is caused by domain p
cesses in the orthorhombic phase and roughly 85% in
rhombohedral phase. The large contribution from revers
domain boundary motion in these phases is appare
caused by a larger number of possible directions for
spontaneous polarization than in the tetragonal phase
therefore, by a more complicated domain structure.

This work was supported by the Russian Foundation
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Evolution of the structure of Rb 2ZnCl4 over the temperature range 4.2–310 K
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Russia
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X-ray diffraction is used to study the temperature dependence of the lattice parameters and the
sequence of structural realignments in crystalline Rb2ZnCl4 over temperatures of 4.2–310
K. The appearance of and changes in the system of satellite reflexes indicative of structural
ordering are studied. Below 74 K, on going into the monoclinic phase~space group
A11a!, anomalies are observed in the behavior of the lattice parameters, and superstructural
reflexes develop with wave vectorsq5a* /31b* /21c* /2 corresponding to an increase by a large
factor in initial parametersa, b, andc of the Pnma-phase. ©1999 American Institute of
Physics.@S1063-7834~99!03406-1#
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Rubidium tetrachlorzincate Rb2ZnCl4 belongs to the
b-K2SO4 structural type with a general formula A2BX4,
where A is an alkali metal and BX4 are tetrahedral groups
Like many crystals of this family, during cooling Rb2ZnCl4
undergoes a series of phase transitions, which are liste
Table I. The sequence of phase transitions is norm
incommensurate-commensurate phase, which has been
ied in some detail;1 the data on the low-temperature pha
transition at 74 K~monoclinic phase IV! are incomplete and
contradictory. Thus, a symmetry analysis2 based on the hex
agonal protophaseP63 /mmc assumes three possible spa
groups for the low-temperature monoclinic phase:P11a,
A11a, andP1. Some Raman spectroscopy data3,4 imply that
the cell size is doubled below 74.6 K compared to the co
mensurate phase III and the space group becomesP1211
(Z524). According to measurements of the dielectric ch
acteristics, the phase below 74 K is ferroelectric with pol
ization along thea andb axes, so in this case aP11a space
group has been proposed.5,6 An NMR study of the Cl atoms
in crystalline Rb2ZnCl4,

7 as well as molecular dynamic
calculations,8 showed that the symmetry of phase IV
monoclinic A11a. The structure of phase IV at 60 K ha
been determined by neutron diffraction to be of thePna21

space group, neglecting the multiplication of the unit c
below 74 K.9 Later neutron studies below 74 K detect
superstructural reflexes at the (0,k11/2, l 11/2) sites.10,11

Recent Raman studies have revealed the formation of
9871063-7834/99/41(6)/7/$15.00
in
l-
ud-

-

-
-

l

w

modes at 80 and 50 K, which are the basis for the propo
possible existence of a new incommensurate phase in
temperature range.12,13 Note that an additional low tempera
ture incommensurate phase in crystals of the A2BX4 family
has been observed previously only in crystalline K2ZnCl4 by
neutron diffraction.10,14,15 Later synchrotron x-ray studie
failed to confirm the incommensurate character of t
phase.16

A reliable explanation for the sequence of phase tran
tions in crystalline Rb2ZnCl4 as a model object is importan
for understanding the behavior of the A2BX4 ferroelectric
family. Studies of the low-temperature phase IV, for whi
x-ray data are current lacking, require special attention.
this purpose, in this paper we have undertaken a system
x-ray diffraction study of the configuration of the reciproc
lattice and measured the interplanar distances over a w
temperature range, 4.2–310 K.

1. EXPERIMENT

Samples were cut from a crystal of Rb2ZnCl4 grown
from a water solution by evaporation at 297 K. Optical tran
parent single-crystal~100!, ~010!, and~001! cuts with dimen-
sions of 231.530.3 mm3 were used. For the measuremen
the samples were placed in a helium cryostat with tempe
ture regulation to within 0.1 K. The measurements we
made on a Siemens~Bruker! D500 diffractometer
TABLE I. Sequence of phase transitions in Rb2ZnCl4 .

Phase transition temp. T1574 K Tc5192 K Ti5303 K
Phase IV III II I

Space group A11a P(Pn21a:2121s) P(Pnma:21ss) Pnma
Cell parameters a853a a853a a8;3a a59.272 Å

b852b b85b b85b b57.285 Å
c852c c85c c85c c512.733 Å

Wave vector (1/3)a* 1(b* 1c* )/2 (1/3)a* (1/32d)a*
Formula number Z548 Z512 Z54
© 1999 American Institute of Physics
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FIG. 1. Temperature variations in the interplanar distancesd100, d010, andd001 and the volume of crystalline Rb2ZnCl4. The measurements were taken as t
sample was heated.
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~CuKa-radiation! equipped with a two-circle goniomete
The apparatus could record the intensity foru/2u andu scan
regimes and along an undistorted mesh of the reciprocal
tice ~q-scanning!. Charts of the two dimensional distribution
of the intensity in given sectors of the reciprocal lattice we
recorded using a computer program based on the previo
measured parameters of the crystal lattice. The interpla
distances along the crystallographic axes of the initial h
temperature phase were determined from the centers of g
ity of the Bragg reflections~12, 0, 0!, ~080!, and ~0, 0, 16!
recorded in au/2u configuration. The measurement accura
was better than 1.431024 Å. Before each scan of the dif
fraction reflex intensity profile, the sample was held f
;10 min at the specified temperature. An analysis of the
tinctions of the diffraction peaks and a search for satel
reflexes were conducted by scanning in the (a* b* 0),
(0 b* c* ) and (a* 0 c* ) nodal planes.

2. RESULTS AND DISCUSSION

Temperature variation in the interplanar distances.Data
from the measurements of the interplanar distancesd100,
d010, andd001 and of the cell volume from 4.2 to 310 K ar
shown in Fig. 1. In the initialPnma phase, aboveTi the
structure of crystalline Rb2ZnCl4 ~b-K2SO4 type! was char-
acterized by the lattice parametersa59.272(2) Å,
b57.285(3) Å, andc512.733(2) Å. The relationc;)b
provides an indication of the hexagonal paraphase by a
ogy with related compounds in theb-K2SO4 family, al-
though, prior to melting at;810 K, no transition into a hex
agonal phase was observed for Rb2ZnCl4. Values of the
coefficients of thermal expansion corresponding to the
gions where these phases exist are listed in Table II toge
with published data17 for the interval 310–363 K. The mea
surements revealed no noticeable features at the temper
pointsTi andTc ~Fig. 1!. Clearly distinct anomalies are ob
served in the neighborhood of the third phase transition
T1574 K on theb and c axes. The discontinuities in th
coefficient of thermal expansion near 74 K indicate a seco
order phase transition. One noteworthy feature is the de
opment of a negative coefficient of thermal expansion alo
the b axis over the entire range of existence of the lo
temperature phase. Similar behavior in the coefficient
thermal expansion along the crystallographicb axis has been
observed in the monoclinic phase for the related cry

TABLE II. Coefficients of thermal expansion within temperature interv
of the four phases of Rb2ZnCl4 (31025 K21).

Space group,
temperature interval a100 a010 a001

Pnma 4.38 6.00 4.95
3632310 K @Ref. 17#
P(Pnma:21ss) 4.68 3.56 5.43
3032195 K
P(Pn21a:2121s) 3.86 3.33 3.92
192274 K
A11a 1.37 21.30 11.20
7424.2 K
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K2ZnCl4.
18 Note that in the elementary cell ofb-K2SO4,

perpendicular to the smallest parameterb there are two mir-
ror m planes~at levels of 1/4b and 3/4b!, on which all the
atoms of the cell A2BX4 (Z54) lie, except for eight X atoms
belonging to positions of the general configuration. This la
ered structure is then distorted negligibly in the regions
the incommensurate II and commensurate III phases.
cording to structural data for the related crystal K2CoCl4,

19

in the monoclinic phase the atoms are displaced paralle
the b axis. It is possible that a similar displacement
Rb2ZnCl4 leads to ‘‘distension’’ of theb axis during cooling
of the crystal. Observations of a soft mode during neut
diffraction studies in the neighborhood of this pha
transition10,11 are further evidence of oriented atomic di
placements in crystalline Rb2ZnCl4 at 74 K.

Evolution of the incommensurate II–commensurate III
phases. The configuration of the reciprocal lattice o
Rb2ZnCl4 undergoes substantial transformations in all t
phase transitions. This shows up especially in the appear
of and changes in the additional~satellite and superstruc
tural! reflexes. BelowTi5303 K satellite reflexes show up i
a diffraction experiment. Let us consider the developmen
satellites in the reflection plane (hk0) shown in Fig. 2. The
satellites in this plane are associated with ordering of
orientations of the tetrahedrons and displacements of the
atoms, which are perpendicular to thec axis.20 The first-
order satellite reflexes lie nearG200/3 positions and not
aroundG100/3, whereG200 denotes the vector of the invers
200 lattice of the initial normalPnma-phase with respect to
the direction of the grazing reflection plane along thea axis.
In the incommensurate phase, as the temperature is redu
there is an increase in intensity and a shift in the position
the satellite reflexes, and new higher-order satellites app
The temperature behavior of the incommensurability para
eterd determined from the position of the first-order satell
~2/31d,6,0! is shown in Fig. 3. In the low-temperature po
tion of the incommensurate phase, satellites of higher h
monics are observed, ranging from 2nd order at 240 K
5-th near the phase transition into the commensurate ph
This indicates that, as the amplitudes of the atomic modu
tions increase, the harmonics at a higher level are dampe
form domain-like structures.21,22 Satellites of orderm lie at
the positionsG 6 m(2/31 d)a* , whereG is the Bragg re-
flex from which them-th satellite develops. Satellites of o
der 2, 4, and 5 were observed around the primary sate
reflexes. These positions lie in the region of the expan
Brillouin zone and correspond to distortions in the structu
associated with the damping of the opticalS2 mode. The
asymmetry in the neighborhood of the first-order satellites
related to the effect of the harmonics on the structural d
tortions. Harmonics 4 and 7, which lie at larger reflecti
angles relative to the (2/31d)a* satellite, are considerably
smaller than the harmonics 2 and 5 recorded on the sma
angle side. Unlike the primary satellites, the Bragg refle
(hk0) have symmetric surroundings on both sides from
order satellites associated, respectively with the (26h,k,0)
reflexes. These satellites extend into the region of the nor
Brillouin zone and correspond to the acousticS3 mode. Dis-
tortions in harmonic 3 of theS3 mode withq53da* deter-
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FIG. 2. Position of the Bragg~060! and satellite reflexes along the nodal series (h60) at temperatures of 293~a!, 210 ~b!, 204 ~c!, and 190 K~d!.
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mine the sinusoidal polarization of the incommensur
phase near the lock-in transition, while in the ferroelect
phase, having transformed into displacements of theB2u

mode, they determine the polarization along theb axis.21 The
structure of the incommensurate phase of Rb2ZnCl4 has been
determined20 at 210 K in a harmonic approximation, i.e
taking the intensities of only the 1st order satellite reflectio
into account. Recording the higher harmonics of the sate
reflexes shows that the real structural distortions are
scribed by a superposition of theS2 optical ~harmonics 1, 4,
and 5! andS3 acoustic~harmonics 3! modes. During cooling
the satellites approach rational positions and merge dis
tinuously into superstructural reflexes corresponding to
wave vectorq51/3a* at 192 K, whered50 ~Fig. 2!. The
character of the first order lock-in transition is also indica
by the splitting of the first satellite reflex in the hystere
region.23

Less intense satellites were recorded in the (h01) plane
~Fig. 4!. In the region of phases II and III, these satellites
not sensitive to displacements of the Rb atoms in the perp
dicular direction, so they only contain information about t
ordering of the ZnCl4 groups. In this plane the satellites a
located at positions close toG100/3 in the direction of thea
axis. No satellites of higher harmonics were observed in
reflecting plane. In the region of the low-temperature mo
clinic phase, satellites in the (h0l ) plane become more in
tense, perhaps because the contribution from displacem
of Rb atoms is turned on.

In all the temperature region above 74 K, conditio
corresponding to the grazing planesa (hk0:h52n) and n
(0kl:k1152n) were observed for the Bragg reflection
The condition of a grazing planea below 192 K is retained,
including a tripling of the translational component along t
a axis. These conditions are consistent with the space gro
of the normalPnmaphase, the averagedPnmastructure in
the incommensurate phase, and the polarPn21a phase
~Table I!.

Space group of phase IV.The condition for existence o
hk0:h52n phases below 74 K indicates the maintenance
a grazing reflection planea, perpendicular to thec axis, in
the low-temperature monoclinic phase, as well. This phas
characterized by a transformation of the reciprocal latt

FIG. 3. Temperature dependence of the incommensurability parameted.
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FIG. 4. Position of the Bragg~008! and satellite reflexes along the nod
series (h08) at temperatures of 210~a!, 108 ~b!, 65 ~c!, and 9 K~d!.
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FIG. 5. Map of the distribution of the scattered intensity in part of the (00l ) plane at 10 K~a! and a projection of it~b!.
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into the (0k1) plane. Below 74 K additional reflexes a
observed at positionsq5(b* 1c* )/2. Figure 5 shows a map
of the two-dimensional distribution of the scattered intens
in this plane atT510 K. This map made it possible to de
termine the position of the maxima of the intensity peaks a
to find the conditions for damping in this plane. Superstr
tural reflexes were recorded at positions where bothh andk
were half-integral, and when their sum is a half integer, th
are damped. In the new, doubled notations~k852k, l 52l !,
these damping conditions for the diffraction peaks~
0k8l 8:k81 l 852n, 0k80:k852n, 00l 8: l 852n! in the (0k1)
plane are consistent with the centered space groupA11a.
Here the volume of the cell increases by a factor of twe
~33232! compared to the initialPnma-phase; hence, the
formula number isZ548. We chose the most intense of th
accessible structural reflexes,~0,0.5,8.5!, to study the tem-
perature behavior of the position and intensity~Fig. 6!. The
cross sections of the satellite along theb* andc* axes were
scanned at different temperatures. The position of the sa
lite did not change, and this is evidence of the commensu
character of the modulations. An anomaly in the intens
around 50 K and a residual intensity above 74 K owing
diffuse scattering can be seen in Fig. 6. Here the width of
superstructural peaks became much greater than for
Bragg reflexes. No variations in the damping conditions w
observed at temperatures above and below 50 K. Poss
the anomaly in the behavior of the intensity of the sup
structural reflex~0,0.5,8.5! in this region is associated wit
realignments of the ferroelectric domains (b* 1c* )/2 into a
more uniform distribution alonga* . The realignment of
these domains takes place either through local ordering
the ZnCl4 tetrahedrons or through stresses between doma

The analysis presented here has established that
cesses associated with ordering of tetrahedral groups
place in crystalline Rb2ZnCl4 over the entire temperatur
y
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range beginning withTi . These processes have been iden
fied through the appearance and modification of additio
x-ray reflexes. The ordering of the tetrahedral groups in cr
talline Rb2ZnCl4 proceeds through the following steps: in th
initial Pnmaphase the ZnCl4 tetrahedra are characterized b
rotations between two equivalent positions which a
coupled by a mirror symmetry plane. The incommensur
phase has an infinite number of orientations betwe

FIG. 6. Temperature dependence of the integrated intensity of the su
structural reflex~0,0.5,8.5!.
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these positions. In the commensurate phase there are
defined positions and, finally, in the low-temperature mo
clinic phase all the tetrahedra typically have a single ori
tation.

The changes in the interplanar distances are tiny, ex
in the region of the phase transition into the low-temperat
monoclinic phase at 74 K. It has been found that the mo
clinic phase has anA11a symmetry and is characterized b
superstructralq5a* /31b* /21c* /2 reflexes correspondin
to trebling of the parametera and doubling ofb andc of the
initial Pnmaphase. This phase will be of interest for a com
plete structural analysis in the future. No incommensur
structural realignments between the orthorhombicPn21a
and monoclinicA11a phases were observed.

We thank V. V. Gladki� for providing the crystal
samples, I. M. Shmytko for the helium cryostat, and N.
Dorokhova for theq-scanning program.
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Dielectric properties of solid solutions PbMg 1/3Nb2/3O3–SrTiO3
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Ceramic samples of the solid solutions PbMg1/3Nb2/3O3–SrTiO3 are synthesized. The dielectric
properties are studied and a phase diagram is constructed. The results obtained are
discussed in terms of ideas concerning relaxor ferroelectrics for solid solutions on the PMN side
and from the standpoint of potential ferroelectrics on the SrTiO3 side. The introduction of
SrTiO3 into PMN gradually degrades relaxor properties, and the introduction of PMN into SrTiO3

does not result in initiation of the ferroelectric phase transition, possibly because of the
appearance of random fields in the lattice. The possibility of practical applications of the
synthesized system is also discussed. ©1999 American Institute of Physics.
@S1063-7834~99!03506-6#
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Complicated perovskite-structure compounds with
general formulaA21(By8B12y9 )41O3 , wherey is determined
by the valence of the cationsB8 and B9, form a group of
ferroelectrics with a diffuse phase transition or, as they
now called, relaxor ferroelectrics. This class of ferroelectr
was discovered by Smolenski� and his colleagues nearl
40 years ago.1 The classical relaxor ferroelectric i
PbMg1/3Nb2/3O3 ~PMN!, which can be viewed as a mod
object for ferroelectrics of this kind. Despite the large nu
ber of works devoted to PMN and other relaxors~see, for
example, Refs. 2–8!, the physical nature of ferroelectric re
laxors is still not yet completely understood. For this reas
it is still of interest to obtain new experimental data in th
field. Specifically, it is of interest to study the evolution
the properties of a relaxor ferroelectric in solid solutio
based on it as a function of the dilution of the solid soluti
by a different component~neither relaxor nor ferroelectric!.

In the literature the data for PMN-based solid solutio
are given for two binary systems PMN–PbTiO3 ~PMN–PT!9

and PMN to which up to 50% La is added~PMN–LMN;10

the latter system can be regarded as the solid solu
PbMg1/3Nb2/3O3–LaMg2/3Nb1/3O3!. The effect of small con-
centrations of various impurity ions inA andB positions on
the dielectric properties of PMN has also been studied.11

For PMN–LMN solid solutions it has been shown th
the degree of ordering in theB sublattice increases with th
La content and reaches 1 with 50% La.10,12This is explained
by the excess charge of the La ions. It is known12,13 that
regions of ordered phase with cell doubling are observe
pure PMN, i.e., for the ratio Mg:Nb51:1 instead of the sto
ichiometric ratio 1:2. The effective charge per formula u
Pb2MnNbO6 is 21, and the charge of a doubled cell b
comes24. The introduction of La31 ions, which replace
Pb21, into the lattice results in an excess positive char
9941063-7834/99/41(6)/5/$15.00
e
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which compensates the charge arising from cell doubli
This could increase the degree of ordering.

For the solid solution PMN–PT the appearance of a th
ion (Ti41) in theB sublattice should introduce a large diso
der in the distribution ofB ions, and should therefore
strengthen the relaxor properties. However, experime
show14 that as the PbTiO3 concentration increases, the pha
transition becomes less diffuse and acquires features cha
teristic for a normal ferroelectric. This behavior could be d
to the very strong ferroelectric activity of the second comp
nent, PbTiO3. TheTc2x phase diagram of PMN–PT appa
ently contains two branches, corresponding to transiti
into a glassy state and into a normal-ferroelectric state.
temperature range where the glassy phase exists decr
with increasing PbTiO3 concentrationx and vanishes com
pletely near the morphotropic phase boundary (x.0.3). For
example, in the solid solution 0.8 PMN–0.2 PT a transiti
is observed into a dipole-glass state at 352 K on cooling,
an ordinary ferroelectric phase transition occurs at 324 K15

In the present work we investigate a more complica
PMN-based binary solid solution, specifically, the solid s
lution PMN–SrTiO3 ~PMN–ST!, where substitution occurs
in the A andB sublattices. The identical structure and clo
values of the lattice constants~the lattice constant differenc
is 3.5%! made it possible to obtain a continuous series
solid solutions.

In the PMN–ST system the second component (SrTiO3)
is ferroelectrically inactive. On the other hand the substi
tion of the main ions in theA andB sublattices in this system
should increase the degree of disorder and therefore pos
strengthen the relaxor properties.

Another interesting question associated with our syst
is an impurity-initiated ferroelectric phase transition in t
potential ferroelectric SrTiO3. It has been shown16–18 that in
SrTiO3-based solid solutions with CaTiO3, BaTiO3, and
© 1999 American Institute of Physics
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PbTiO3 a ferroelectric phase transition is initiated even
low concentrations of the second component at a tempera
that depends on the concentration asTc5A(x2xc)

1/2, where
xc is the critical concentration of the second component
the solid solution. It has been found that for Ca, Ba, and
the critical concentrationsxc are essentially the same, abo
0.002.18 The system (12x)SrTiO3–xPMN considered in the
present paper is a case where simultaneous substitutio
the main ions at theA andB positions occurs in the SrTiO3
lattice, which in principle could result in even lower critic
concentrations.

Finally, the solid solutions (12x)PMN–xSrTiO3 on the
PMN side could be of practical interest, specifically, for a
plications in the form of thin films in DRAM~random axis
dynamic memory!. Ferroelectrics with a high permittivity in
the paraelectric phase are used in such devices. Pure P
has a high permittivity in the working temperature ran
~more than 10000 at 1 kHz and room temperature!, but it
depends on the frequency, since the temperatureTm of maxi-
mum permittivity depends on the frequency~for example,
Tm5210 °C at 1 kHz andTm515 °C at 1MHz!. The tem-
peratureTm should be expected to decrease in PMN-ST so
solutions, since the second component of the solid solut
(SrTiO3) is ferroelectrically inactive. This makes it possib
to decrease~or eliminate! the frequency dispersion of th
permittivity at high frequencies in the working temperatu
range while maintaining a high value of the permittivity.

1. EXPERIMENT

Ceramic samples of the solid solutions PMN–ST we
prepared by the standard ceramic technology. The most c
mon method for synthesizing PMN via an intermediate co
pound columbite, MgNb2O6, was used to obtain sample

FIG. 1. Lattice constant versus the composition of the solid solu
xPMN– (12x)SrTiO3 at room temperature. Straight line—Vegard’s law.
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with the minimum content of the pyrochlore phase.19 Pre-
liminary annealing of the samples was conducted in platin
crucibles at 1000– 1150 °C, depending on the composit
for 2 h. The batch obtained was pressed into 8 mm in dia
eter and 1.5–2 mm thick disks under 50 MPa pressure.
final annealing of the samples was performed at tempera
1250– 1400 °C for 1 h. To prevent loss of lead the annea
process was conducted in a lead oxide atmosphere.

X-Ray structural analysis showed that all samples w
single-phase and possessed perovskite structure. The la
parameter of the solid solutions at room temperature w
measured using germanium as the standard.

Figure 1 shows the composition dependence of the
tice parameter in the entire series of solid solutio
xPMN– (12x)SrTiO3. As follows from Fig. 1, the experi-
mental system does indeed form a continuous series of s
solutions, and a virtually linear composition dependen
~Vegard’s law! is observed for the lattice parameter.

n

FIG. 2. Temperature dependence of the permittivity«8 of the solid solution
xPMN– (12x)SrTiO3 with x50.9 andx50.8. The frequencies at which
measurements were performed are indicated in the figure.
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The dielectric properties of the synthesized solid so
tions were investigated. Samples for the measurements
7 mm in diameter and about 1 mm thick. Silver paste w
used as electrodes; the paste was annealed in the samp
a temperature of about 500 °C. The permittivity measu
ments were performed on a Solartron Si 1260 impeda
analyzer at frequencies ranging from 10 Hz to 1 MHz
temperatures from 4.2 to 300 K. The amplitude of the m
suring field was 1 V/cm. The temperature measureme
were performed in an Oxford Instruments continuous-fl
cryostat with a cooling rate of 1 K/min.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figures 2–4 show the temperature dependence of
real«8 and imaginary«9 parts of the permittivity for certain
values ofx. The measurements showed that peaks, wh
apparently attest to a transition into a polar state, are
served in the temperature dependence of the permittivity

FIG. 3. Same as Fig. 2 withx50.4 and 0.3.
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all compositions withx>0.3. Just as in pure PMN (x51),
the temperature dependence of the permittivity is charac
ized by a large frequency dispersion, which decreases w
the PMN concentrationx. This dispersion can be characte
ized, specifically, by the quantityDTm5Tm (1 MHz)
2Tm (100 Hz). Figure 5 showsDTm versus the concentra
tion x. One can see thatDTm decreases with the concentr
tion, attesting to a decrease in the frequency dispersion o
permittivity.

To describe the frequency dispersion it is helpful to u
also the Vogel–Fulcher relation

v5v0 exp~2U/k~Tm2Tg!!,

wherev0 is the frequency of attempts,U is the activation
energy, andTg is the freezing temperature.

Figure 6 shows the experimental curves of the freque
v/2p versus the temperatureTm for x50.9 and x50.8.
These curves were constructed using data on the temper

FIG. 4. Temperature dependence of the imaginary part«9 of the permittivity
with x50.9 and 0.8.
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dependence of the imaginary part of the permittivity at va
ous frequencies. It was found that the Vogel–Fulcher re
tion holds for all concentrationsx.0.4, the temperatureTg

decreasing monotonically from 200 to approximately 10
with decreasing PMN concentrationx.

Thus as the SrTiO3 concentration in the solid solution
PMN–ST increases, the relaxor properties weaken, an
PMN concentrationx,0.3 the transition into a polar stat
vanishes completely.

On the whole the results obtained show that the evo
tion of the relaxor properties in the system PMN–ST is d
not to an increase in the degree of disordering PMN on

FIG. 5. DTm5Tm (1 MHz)2Tm (100 Hz), characterizing the frequenc
dispersion, versus the concentrationx.

FIG. 6. Frequencyv/2p versus temperatureTm for x50.9 and 0.8. The
solid lines correspond to the Vogel–Fulcher relation withv0

51.631012 s21, U50.085 eV, and Tg5129 K (x50.9), v052.2
31012 s21, U50.072 eV andTg5100 K (x50.8).
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troduction of SrTiO3, but rather it is due simply to a decreas
in the PMN content when it is diluted with a neutral, in th
sense of ferroelectric activity, component (SrTiO3).

Figure 7 shows theTm2x phase diagram of the solid
solutions investigated. It is evident that the temperatureTm is
almost a linear function ofx. There is no transition into the
polar state in compositions withx,0.3. This result is at
striking variance with the results for SrTiO3-based solid so-
lutions with CaTiO3, BaTiO3, and PbTiO3, where, as already
mentioned, a ferroelectric phase transition occurs at a crit
concentration of about 0.002. Moreover, a dependence o
form Tm5A(x2xc)

1/2 is also absent in the system inves
gated.

In summary, substitution of the main ions in SrTiO3 in
the A andB positions simultaneously~in addition, the main
ion Ti41 in the B positions is replaced by a combination
ions (Mg1/3Nb2/3)

41! does not result in the initiation of a
ferroelectric phase transition at low concentrations, an
transition into a relaxor ferroelectric state is initiated only
concentrations above 0.2.

The result obtained shows that the initiationa of ferr
electric phase transitions in the potential ferroelectric SrT3

by impurities depends decisively on the type of ions repl
ing the main lattice ions and on their position~A or B!. In the
system investigated a phase transition into the normal fe
electric state does not occur at all at any concentrationsx.
This could be because the three ions with different valen
at theB positions~Ti41, Mg21, Nb51! give rise to random
fields which prevent a ferroelectric phase transition from
curring.

A high permittivity and absence of frequency dispersi
of the permittivity in the working temperature range are im
portant for possible practical applications of the system

FIG. 7. Phase diagram of the systemxPMN– (12x)SrTiO3 ~the tempera-
ture Tm was determined at 1 kHz!. PE—paraelectric,FR—relaxor ferro-
electric.
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vestigated here in dynamic memory devices. Measurem
show that, for example, forx50.9 the permittivity is still
quite high ~about 4000! and the temperatureTm decreases
approximately to 200 K, which essentially eliminates the f
quency dispersion of the permittivity at high frequencies
the working temperature range.
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LATTICE DYNAMICS. PHASE TRANSITIONS

Modeling of a structural phase transition in La 22xSrxCuO4

A. Yu. Zakharov,* A. E. Nikiforov, and S. Yu. Shashkin
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The structural, vibrational, and elastic properties of La2CuO4 are calculated using a model for
calculating the energy of the crystal based on interionic potentials with the multiparticle
Jahn–Teller contribution included explicitly. The microscopic reasons for the structural instability
of the La2CuO4 lattice relative to rotations of the oxygen octahedra are investigated. A
structural phase transition from the orthorhombic phase~space groupD2h

18! into the tetragonal
phase~space groupD4h

17! under hydrostatic compression of an La22xSrxCuO4 crystal is
modeled. The (P,x) structural phase diagram for La22xSrxCuO4 is constructed. ©1999
American Institute of Physics.@S1063-7834~99!03606-0#
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A large number of investigations of copper–oxyg
HTSC compounds have shown that the ground state of th
systems is complicated because of the strong interactio
the electronic, spin, and vibration degrees of freedom.1 The
ionic shell model, which takes account of both the sho
range repulsion of the ion shells, due to the Pauli princip
and the long-range Coulomb interaction, has been foun
be effective for the microscopic description of the vibration
subsystem. Many early treatments2,3 used a large number o
force constants, in consequence of which the force const
obtained there were in many respects physically mean
less. Other treatments employed Born–Mayer ion–
potentials.4,5 This made it possible to describe the phon
spectra of La2CuO4, Nd2CuO4, and YBa2Cu3O6 crystals.
However, difficulties due to the positive charges of the i
shells and the need to introduce two very different copp
oxygen potentials arose in the interpretation of the mo
parameters obtained.

On the other hand our experience in working with t
Jahn–Teller crystals KCuF3 and K2CuF4

6–8 has shown that
including the multiparticle Jahn–Teller contribution~with a
single linear coupling constantVe! explicitly in the energy
and the dynamic matrix makes it possible to describe
structural and dynamical properties of these crystals with
unfounded introduction of a large number of adjustable
rameters describing the anisotropy of the Cu–F interact
Such a model has also been successful in descri
La2CuO4 in the tetragonal phase.9 Moreover, the importance
of including in the dynamical matrix the pseudospin–phon
interaction~Jahn–Teller by nature! was pointed out in Ref.
10, where it is shown that the dispersion dependence of
tain phonon modes of La2CuO4 in the tetragonal phase ca
be explained only if the pseudospin–phonon interaction
taken into account explicitly. Finally, the Jahn–Teller cont
bution to the energy has been found to be important in
scribing the changes induced in the crystal and magn
structure of the K2CuF4 crystal by hydrostatic pressure.11
9991063-7834/99/41(6)/6/$15.00
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In the present paper the model of interionic pair pote
tials with the Jahn–Teller contribution included explicitly
the energy and dynamical matrix of the crystal is used
describe the effect of hydrostatic pressure on a second-o
structural phase transition associated with a change in
space group of the crystal fromD2h

18 ~orthorhombic phase! to
D4h

17 ~tetragonal phase!. The microscopic reason for the insta
bility of the La2CuO4 crystal lattice relative to rotations o
the oxygen octahedra remains a subject of investigation. S
cifically, detailed knowledge of the relationship of the va
ous interionic interactions whose approximate balance le
to lattice instability is of interest. Hydrostatic pressur
changing differently the contributions to the energy of t
crystal, disrupts the balance of the contributions and stron
influences the structural phase transition. Such an invest
tion is of interest primarily because of the fact that hydr
static compression of La22xSrxCuO4 makes it possible to
increase substantially the superconducting transition t
perature.

Crystals doped with certain impurities are of intere
from the standpoint of using copper–oxygen compoun
with layered perovskite structure.1 In the case of La2CuO4

crystals of the form La22xMexCuO4 ~Me5Ca, Sr, Ba•••! are
superconducting. From this standpoint it is of interest to f
low the relation between the concentrationx of impurity
Sr21 and the critical pressurePc at which a structural phas
transition occurs.

1. MODEL FOR CALCULATING THE ENERGY OF THE
CRYSTAL

The equilibrium lattice constants as well as the equil
rium values of the ion coordinates within the primitive ce
of the crystal can be found by minimizing the energy of t
crystal. The energy per primitive cell can be represented
© 1999 American Institute of Physics
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sum of lattice and Jahn–Teller contributions~the latter is
taken into account only for crystals containing Jahn–Te
ions!

E5Elat1EJT. ~1!

In the approximation of pair interactions and in the sh
model the lattice energy can be written as

U lat5
1

2 (
i

(
k(Þ i )

Vik1
1

2 (
i

kid i
2 , ~2!

where the indexi labels all ions in the primitive cell, andk
labels all ions in the crystal. The contributionkid i

2 describes
the core–shell interaction energy of thei -th ion if the ion
shell is shifted relative to the core by the amountdi . The
interactionVik between a pair of ions is

Vik5
XiXk

r ik
1

YiYk

ur ik2di u
1

XiYk

ur ik1dku
1

YiYk

ur ik2di1dku

1 f ik~r ik!1gik~ ur ik2di1dku!, ~3!

where the term

f ik~r !52Aik exp~2Bikr !/r ~4!

describes effects due to interpenetration~or screening! of the
electronic densities of the interacting ions, and the term

gik~r !5Cik exp~2Dikr !2l ik /r 6 ~5!

describes the close-range repulsion between the ion sh
written in the form of the Born–Mayer potential, and the v
der Waals interaction;Xk and Yk are, respectively, the
charges of the core and shell of the ion; and,r ik5ur iku is the
distance between the ion cores.

The multiparticle Jahn–Teller contribution to the ener
for an La2CuO4 crystal can be approximated by a sum
expressions for the lower sheets of the adiabatic potentia
the CuO6 clusters9

EJT52(
n

uVeu~Qu
2~n!1Q«

2~n!!1/2, ~6!

where the indexn labels all Cu21 ions in the primitive cell,
and the symmetrized coordinatesQu andQ« characterize the
eg distortions of the oxygen octahedra around the cop
ions.

The values of the interionic interaction parameters a
methods for determining them are presented in Ref. 9.
basic idea of our model of interionic potentials is that t
interionic potentials should be transferable between differ
compounds. For this reason, in Ref. 9 the parameters of
interionic interaction potentials were found either nonemp
cally or by obtaining the best fit of the structural, vibration
and elastic properties of NiO, SrO, and La2NiO4 ~we assume
that the difference in the short-range Cu21–O22 and
Ni21–O22 interaction potentials is negligibly small and th
difference in the properties of La2NiO4 and La2CuO4 is due
to the Jahn–Teller contribution to the energy of the latte!.
The potentials obtained in Ref. 9 for modeling the struct
of La2CuO4 yield stability of the tetragonal phase~space
groupD4h

17!. However, according to the experimental data12

at low temperature and in the absence of external pres
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the stable phase for the La2CuO4 crystal is the phase with the
space groupD2h

18 . For this reason the parameterD of the
short-range La31–O22 repulsive potential was redetermine
by optimizing the fit between the computed and experim
tally determined12 lattice constants of La2CuO4 ~assum-
ing the space group D2h

18!. The value found is
D51.664 a.u.

2. MODELING OF THE STRUCTURE OF AN La 2CuO4

CRYSTAL

As we have mentioned above, at low temperatures an
the absence of external pressure La2CuO4 is in the ortho-
rhombic phase. According to Ref. 13, the elementary tra
lation vectors are

a15~b/2,c/2, 0!; a25~2b/2,c/2, 0!;

a35~0, 0,a!, ~7!

wherec.a.b are the lattice constants of the crystal. T
primitive cell of La2CuO4 contains two formula units. The
Cu21 ions are in the 2a(0,0,0) positions, the La31 ions are in
the 4f (0,y,z) positions, the Oapex

22 ions are in the 4f (0,y,z)
positions, and the Obasal

22 — ions are in the 4e(1/2,y,1/2)
positions.

The structure of the La2CuO4 crystal was simulated us
ing this model to calculate the energy of the crystal. T
computational results for the crystal structure and the exp
mental data12 obtained atT560 K for La2CuO4 are presented
in Tables I and II. Comparing the computed and experim
tal values shows that our model reproduces quite well
observed experimental crystal structure of La2CuO4 ~in mak-
ing the comparison the fact that only one parameter of
model was found by fitting the experimental data on t
lattice constant of La2CuO4 should be taken into consider
ation!.

It is of great interest to determine the microscopic re
sons for the appearance of a low-symmetry orthorhom
phase in La2CuO4. The transition from tetragonal to ortho
rhombic phase is customarily attributed to freezing of t
soft vibrational mode at theX point of the Brilllouin zone.
This mode is related to the rigid-body rotation of an oxyg
octahedron surrounding the Cu21 ion around the@110# axis
~or the @21, 1, 0# axis for the other ray domain!. For this

TABLE I. Lattice constants of La2CuO4.

a, pm b, pm c, pm

Calculation 569.37 542.12 1326.51
Experiment12 541.60~1! 533.52~1! 1310.58~1!

TABLE II. Coordinates of ions within a primitive cell in La2CuO4.

La31(4f ) O22(4f ) O22(4e)

y z y z y

Calculation 20.0128 0.3627 0.0490 0.1809 0.0122
Experiment12 20.0084(3) 0.3616~1! 0.0403~3! 0.1834~1! 0.0089~2!
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reason, we investigated the energy of the crystal as a fu
tion of the anglew of rotation of the oxygen octahedra~in the
orthorhombic phase!. The results are presented in Fig. 1. A
expected, this dependence is symmetric relative to the or
of the coordinate system and possesses two minima fow
Þ0 and a maximum atw50. The barrier between the tw
minima was found to be 62 meV. The figure also shows
w dependence of various contributions to the energy of
crystal. It can be concluded from Fig. 1 that the instability
the crystal at the pointw50 is due to the short-range inte
action between the ions in the crystal lattice. On the ot
hand, stabilization of the crystal structure forwÞ0 is a con-
sequence of the anharmonic dependence of the Coulom
teraction between the ions on the anglew of rotation of the
oxygen octahedra, since the character of thew dependence
for the contribution due to the short-range interaction
tween the ions and the Jahn–Teller contribution to the t
energy of the crystal is harmonic to an adequate degre
accuracy. It is interesting that the Jahn–Teller contribution
the energy of the crystal decreases the orthorhombic la
distortions.

Besides modeling the structure, calculations were p
formed of the vibrational and elastic properties of La2CuO4

in the orthorhombic phase. Table III gives the computatio
results for theAg vibrations at theG point of the Brillouin
zone. The vibrations with this symmetry are Raman-acti
the corresponding experimental data14 are also presented i
Table III. Two of the fiveAg vibrations at theG point of the

FIG. 1. Total energyE of the crystal, the Coulomb contributionECoul to the
total energy of the crystal, the contribution of the short-range interac
Eshort to the total energy of the crystal, the Jahn–Teller contributionEJT to
the energy of the crystal~all in eV! as a function of the rotation anglew of
the oxygen octahedra~all quantities are given in the form of a differenc
relative to their values atw50!.
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Brillouin zone appear in the orthorhombic and tetrago
phases. The remaining three vibrations arise as a resu
mixing of vibrations from theG andX points of the Brillouin
zone in the tetragonal phase. As a result these vibrat
should vanish at a structural phase transition to the tetrag
phase. Besides theAg vibrations, the vibrations with symme
try B1g , B2g , andB3g should also be Raman-active. How
ever, these vibrations could not be identified experimenta
Comparing the computed and experimentally determined
quencies of theAg vibrations shows that the calculatio
overestimates the frequencies of all vibrations. This lead
the conclusion that in the modeling the crystal lattice
stiffer than the experimental data.

Table IV gives the computational results and experim
tal data15 on the elastic constants for La2CuO4. Just as in the
case of the vibrational properties of the lattice, it is evide
that the calculation overestimates the stiffness of the cry
lattice, since all computed elastic constants are greater
the corresponding experimental values. On the other ha
the ratio of the computed elastic constants agrees quite
with the ratio of the experimental elastic constants. Thus
is interesting thatC33 is almost two times smaller thanC11

and C22, indicating substantial anisotropy of the elas
properties of the lattice~we note that the elastic constants a
presented in the coordinate system adopted in the pre
paper!.

3. EFFECT OF HYDROSTATIC PRESSURE ON THE
STRUCTURAL PROPERTIES OF La 2CuO4

It is well known that pressure strongly influences t
structural properties of La22xSrxCuO4. For a crystal in the
orthorhombic phase hydrostatic compression decreases
rotation angle of the oxygen octahedra and the differe
between the lattice constantsa andb.12 At a certain critical
pressure a second-order structural phase transition occu
which the space group of the crystal changes from ort
rhombicD2h

18 to tetragonalD4h
17 ~OT transition!.

It has been established experimentally that hydrost
pressure also makes it possible to increase substantiall
important property of the crystal under study: the superc
ducting transition temperatureTc . In Ref. 16 the effect of
pressure onTc was investigated for La22xSrxCuO4 samples
with various Sr contents (0.15<x<0.22). In the presen
work it is shown that hydrostatic compression of a crys
increasesTc , the value ofTc reaching a maximum at the
pressure of the OT transition. Thus, at atmospheric pres
Tc538 K, while at 3 GPaTc542 K. After the crystal makes
a transition from the orthorhombic into the tetragonal pha
the value ofTc becomes essentially pressure-independe
Judging from these results, it can be concluded that the
perconducting transition temperatureTc is related to the

n

TABLE III. Frequencies ofAg vibrations at theG point of the Brillouin
zone in La2CuO4, cm21.

Calculation 165 210 295 353 551
Experiment14 126 156 229 273 426
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TABLE IV. Elastic constants of La2CuO3, GPa.

C11 C22 C12 C13 C23 C33 C44 C55 C66

Calculation 285 355 106 137 115 165 94 125 7
Experiment15 230 276 102 98 92 156 75 102 64
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structural properties of La22xSrxCuO4 and that the tetragona
phase of La22xSrxCuO4 is optimal from the standpoint of its
superconducting properties.

A detailed experimental investigation of the effect
hydrostatic pressure on the structural properties of both p
and doped La22xSrxCuO4 at low temperatures (T560 K)
was performed in Ref. 12. In the present work the latt
constants for La22xSrxCuO4 and the coordinates of the ion
in the primitive cell of the crystal were determined up to
pressure 0.6 GPa. However, in the course of the experim
pressures at which a structural OT transition would be
served were not reached.

In the present work the effect of pressure on the str
tural properties of La2CuO4 is investigated using the mode
described in Sec. 1. However, under hydrostatic compres
conditions the equilibrium crystalline structure should
found by minimizing not the energyE ~1! of the crystal but
rather the thermodynamic potentialH5E1PV of the crys-
tal, where P is the pressure andV is the volume of the
primitive cell. A theoretical model makes it possible to i
vestigate the change in the structure of the crystal under
drostatic compression at pressures, which for one reaso
another were not obtained experimentally.

In accordance with Landau’s theory of phase transitio
a structural phase transition with the space group of the c
tal changing fromD4h

17 to D2h
18 can be described by a two

component order parameter, only one component be

FIG. 2. Rotation anglew of the oxygen octahedra versus the pressureP.
Squares—calculation, triangles—experiment, solid lines—fit using Eq.~8!.
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nonzero.17 The order parameter is found to be proportional
the rotation angle of the oxygen octahedra.

Figure 2 shows for comparison the rotation anglesw of
the oxygen octahedra calculated in our model and de
mined experimentally in the pressure range where the exp
mental investigations were conducted. As already no
above, in Ref. 12 the pressure at which a structural ph
transition would be observed was not reached in La2CuO4.
For this reason, we found the critical pressure, equal to
GPa, on the basis of Landau’s theory of phase transitio
Using Landau’s theory it can be concluded that the rotat
anglew of the oxygen octahedra should depend on the
plied pressureP as

w;~Pc2P!1/2, ~8!

where Pc is the critical pressure. The result of fitting th
formula for the computed and experimental values of
rotation anglesw at pressures from 0 to 0.6 GPa are al
shown in Fig. 2~solid lines!. The use of this formula for
fitting our computed values ofw gives 8.7 GPA for the criti-
cal pressure at which a structural OT transition occurs.

However, calculations of the crystal structure
La2CuO4 at pressures above 0.6 GPa give a somewhat
ferent pressure dependence of the rotation anglesw of the
oxygen octahedra~Fig. 3!. The critical pressure at which th
anglew vanishes and the crystal undergoes a structural ph
transition into the tetragonal phase is found to be 5.0 G
Moreover, although the character of the pressure depend
of w remains the same, i.e.,

w;~Pc2P!b, ~9!

the exponentb decreases from 0.5 to 0.28. Therefore usi
Landau’s theory to extrapolate the values of the anglew cal-
culated using Eq.~8! to pressures far from the critical pres
sure overestimates the critical pressurePc . For this reason,
from our standpoint the value ofPc presented in Ref. 12 is
also higher than the critical pressure that would be obtai
if the experiments were performed at higher pressures.

It is of great interest to investigate the pressure dep
dence of the lattice constants of La2CuO4 and to compare the
character of this dependence in orthorhombic and tetrag
phases~Fig. 4!. The most notable features are the nonline
ity and the nonmonotonicity of the pressure dependence
the lattice constantsb andc in the orthorhombic phase. Th
linear pressure dependence of the lattice constants obta
experimentally12 can be explained by the fact that the expe
ments were performed in a narrow pressure range and q
far from the phase transition point. The modeling shows t
the nonlinear character of the dependence is due to the
stantially anharmonic dependence of the thermodynamic
tential of the crystal lattice on the displacements of the a



ic
en
ic

ti
as
na

d
o
iv
n
s
ce

e
t

,

u

re

re-
at

ef-
ural

a-
the

ld

tal.

ns

lity
e

of

cu-
lso

ir
d

re

1003Phys. Solid State 41 (6), June 1999 Zakharov et al.
oxygen ions and lanthanum ions in the direction of the latt
constanta. The nonlinear character of the pressure dep
dence of the lattice constants implies that other phys
properties of La2CuO4, in all probability, will show a non-
linear pressure dependence. At the same time it is interes
to note that the primitive cell volume decreases with incre
ing pressure essentially linearly everywhere except in a
row range near the phase transition point.

After the crystal passes into the tetragonal phase the
pendence of the thermodynamic potential on the lattice c
stants and the coordinates of the ions within the primit
cell becomes harmonic. For this reason, in the tetrago
phase the pressure dependence of the lattice constants i
ear, and the constantc decreases with pressure almost twi
as rapidly as the constanta. At the same time the ratioc/a
remains essentially constant and equal to 2.43. This typ
dependence for the tetragonal phase agrees well with
experimentally observed results.18 Experimentally, the lattice
constants also depend linearly on the pressure, while the
tio c/a is 2.48.

4. EFFECT OF DOPING ON THE STRUCTURAL PROPERTIES
OF La22xSrxCuO4

In the case of La22xSrxCuO4 studied in the present work
superconductivity is observed in the range 0.07<x<0.24.
The maximum superconducting transition temperature, eq
to 38 K, is reached atx'0.15.9 Moreover, doping also
changes the structural properties of La22xSrxCuO4, leading
to a structural phase transition similar to the pressu

FIG. 3. Computed rotation anglew of oxygen octahedra versus the pressu
P. Squares—calculation, solid line—fit using Eq.~9!, dashed line—
extrapolation of the computational data in the range 0<P<0.6 GPa accord-
ing to Landau’s theory~see text!.
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induced phase transition. For example, according to the
sults of Ref. 19 a structural OT transition occurs
T510 K andx50.21.

In this section the results of the investigation of the
fect of pressure and of the degree of doping on the struct
properties of La22xSrxCuO4 are reported. The equilibrium
crystal structure of La22xSrxCuO4 was modeled using the
following approximations. First, it is assumed that the Sr21

impurity ions are distributed randomly through the lanth
num ion sublattice. As a result it can be assumed that in
primitive cell of La22xSrxCuO4 with a fixed concentrationx
of impurity ions the positions where lanthanum ions wou
occur in La2CuO4 are occupied by La31 with probability
12x and by Sr21 with probabilityx. In addition, it is known
that when La31 ions are replaced by Sr21 ions holes local-
ized on the oxygen ions in the CuO plane form in the crys
Therefore it can be assumed that O22 ions occupy with prob-
ability 12x the positions of the planar oxygens and the io
O2 occupy these positions with probabilityx. Such an as-
sumption makes it possible to maintain electrical neutra
of the crystal for any value ofx. As a result the charge of th
ion occupying the position of lanthanum depends onx as
q532x, and the charge of the ion occupying the position
planar oxygen depends onx as q5x22. In addition, the
short-range interaction interaction potential of the ions oc
pying the lanthanum positions with oxygen ions should a
depend onx. This dependence can be represented as

Vion–O5~12x!VLa–O1xVSr–O, ~10!

where each potentialV describes the short-range ion pa
interaction~4! and ~5!. The average potential can be foun

FIG. 4. Lattice constants of La2CuO4, in pm, versus the pressureP in the
orthorhombic and tetragonal phases.
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using Eq.~10! and the parameters found in the present w
and in Ref. 9 for the interaction potential between the oxyg
ions and the lanthanum and strontium ions.

The results of the modeling of the crystal structure
La22xSrxCuO4 for different values of the concentrationx and
the pressureP are presented in Fig. 5 in the form of a (P,x)
phase diagram relative to the structural properties of
crystal. The form of this diagram is in many respects sim
to the (T,x) structural phase diagram determined experim
tally in Ref. 12. According to our results, which agree wi
the experimental data of Ref. 19, just as in the case of
drostatic compression the introduction of an impurity d
creases the rotation angle of the oxygen octahedra and
difference between the lattice constantsa andb, and a struc-
tural OT transition occurs at some critical impurity conce
tration. However, it is evident from Fig. 5 that the critic
valuexc corresponding to a structural phase transition at
mospheric pressure is 0.16 in our calculation, while the
perimentally established value isxc50.21. In our view this
discrepancy is due to the simplicity of our model for taki
account of the doping of the crystal. Specifically, it is e
tirely possible that the Sr21 impurity ions are not arrange
chaotically in the crystal but instead form clusters, whi
undoubtedly should influence the structural characteristic
the crystal as a whole. Moreover, the appearance of h
should result in screening of the Coulomb interaction in
CuO plane.

FIG. 5. (P,x) structural phase transition for La22xSrxCuO4.
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In closing, it should be noted that the proposed mo
for calculating the energy of the crystal with the multipartic
Jahn–Teller contribution included explicitly made it possib
to describe quite well the structural, vibrational, and elas
properties of La2CuO4. Using this model we were able t
explain the origin of the structural instability of the cryst
lattice of La2CuO4, leading to the structural phase transitio
and investigate the effect of pressure on the structural c
acteristics of La2CuO4. Moreover, the simple model for de
scribing doping in La22xSrxCuO4 made it possible to inves
tigate theoretically the effect of the degree of doping on
structural properties of La22xSrxCuO4.
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