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Initial stages in the decay of the amorphous phase in the bulk metallic glass Zr–Cu–Ti
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Using methods of x-ray diffraction analysis, differential scanning calorimetry, dilatometry, and
transmission electron microscopy, we have investigated the initial stages of decay of the
amorphous phase in a bulk metallic glass based on zirconium. We found that crystallization of
the bulk metallic glass proceeds in several stages, where in the first stage the bulk
conversion effect is equal to more than 1.6%, or about 80% of the total bulk crystallization
effect. We showed that the first stage of decay of the amorphous phase in the bulk metallic glass
Zr29Ti11Cu60 leads to the formation of a nanocrystalline structure with a grain size of
1–5 nm. We have analyzed the change in the shape of the diffraction maximum during the
formation of the very fine nanocrystalline structure. ©1999 American Institute of Physics.
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The new upsurge of interest in amorphous material
connected with the creation of new bulk amorphous alloys
bulk metallic glasses. The possibility of forming bulk met
glasses by quenching a melt is based on the fact that it
become possible to find new compositions which have a h
viscosity in the liquid state and can produce the amorph
state at a comparatively moderate rate of cooling of the m
The glass transition temperature of these materials is usu
below the crystallization temperature. As a consequen
there is an extended temperature interval, wherein the a
is found in the state of a supercooled liquid.1–3 As a rule,
these materials based on zirconium have a complex chem
makeup and only rarely contain less than three compone
Bulk metallic glasses have good mechanical properties, c
acterized by a high stored energy of elastic deformation, s
that the magnitude of the elastic deformation can exceed
~Ref. 4!. In the temperature interval above the glass tran
tion point, some bulk glasses, e.g., Zr65Al10Ni10Cu15, are
superplastic,5 the bulk glass Zr57Ti5Al10Cu20Ni8 in the par-
tially crystallized state possesses high flow and hardness
its ~1800 and 1950 MPa, respectively!,6 and its hardness in
creases in the initial stages of crystallization.7,8

Bulk metallic glasses were developed and prepared
dependently by three research groups in Japan,1, the USA,3

and Russia.9 The present paper is devoted to a study of th
mal stabilization and of the initial stages of decay in t
amorphous phase in the bulk metallic glass Zr29Ti11Cu60,
containing only three components.
1021063-7834/99/41(7)/5/$15.00
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1. EXPERIMENTAL TECHNIQUE

To prepare the alloys, we used pure metals (.99.8%
purity!. Ingots, 25 g in weight, were remelted four times
an arc furnace in an argon atmosphere. The metallic g
Zr29Ti11Cu60 was obtained in the form of a rod of diamet
3 mm by pouring into a copper crucible in a helium atm
sphere.

The structure and thermal stability of the metallic gla
were investigated by differential scanning calorimet
dilatometry, x-ray diffraction, and transmission electron m
croscopy. The calorimetric measurements used a Perk
Elmer DSC-7 differential scanning calorimeter at a heat
rate of 20 K/min. For the dilatometric measurements we u
a Perkin-Elmer TMA-7 dilatometer; the heating rate in t
dilatometric measurements was 10 K/min. The dilatome
and calorimetric measurements were performed in an ar
atmosphere.

The structures of the initial and annealed samples w
examined by x-ray diffraction, and by transmission and hig
resolution electron microscopy on the same samples.
x-ray measurements were performed on a Siemens D-
diffractometer with a CuKa source. For the electron
microscope studies we used JEOL-100 CX and JEOL 4
EX (U5400 kV! instruments, with the electron microscop
foils prepared by ion thinning.

The grain size in the crystallized samples was de
mined from electron-microscope data. In the analysis of
diffraction patterns we used special programs for separa
the overlapping diffraction maxima and determining the ha
widths of the diffraction peaks.
7 © 1999 American Institute of Physics
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2. EXPERIMENTAL RESULTS AND DISCUSSION

After preparation the samples were amorphous. O
diffuse reflections characteristic of the amorphous ph
were present in the x-ray diffraction patterns and elect
diffraction patterns. No signs of crystalline phases were
tected in the electron-microscope images.

Figure 1 shows the calorimetric curve of a sample, tak
at a heating rate of 20 K/min. A wide exothermic maximu
is present in the thermogram, extending over the tempera
interval 400–700 °C. This wide peak consists of at least th
overlapping maxima. The temperatures of the maxima of
first two subpeaks are 491 and 545 °C, respectively. A
heating in the calorimeter, the samples became coated
an oxide layer. Figure 2 displays an x-ray diffraction patte
of a sample heated in the calorimeter to 508 °C~ending point
of the first DSC subpeak! and then cooled rapidly to room
temperature. The x-ray diffraction pattern contains prima
reflections corresponding to the oxide ZrO2. Besides reflec-
tions from the oxides, weak reflections from copper cryst

FIG. 1. Thermogram of the bulk metallic glass Zr29Ti11Cu60 .
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are also observed. After mechanically removing the surf
layers, only diffuse reflections@Fig. 2~b!# remain in the x-ray
diffraction patterns and at first glance the diffraction patte
show only signs of an amorphous structure.

After heating to 530 °C~the middle of the left branch o
the second DSC subpeak! the samples contain a series
crystalline phases. Polishing the surface of the sample d
not lead to a substantial change in the diffraction patte
reflections from the oxide layer disappear, but reflectio
corresponding to the remaining crystalline phases are
served. Thus, the impression is created that the first subp
in the calorimetric curve is due to oxidation of the surfa
while maintaining the amorphous phase in the bulk of
sample, and crystallization corresponds to the high
temperature subpeaks in the DSC curve.

In order to test this assumption, we carried out additio
experiments.

1! The weight of the samples for the calorimetric me
surements was substantially increased. In the first serie
experiments we investigated samples of thickness 0.2
~the diameter of the samples was 3 mm!. In the additional
series of experiments the sample thickness was 1.5 m
Thus, the surface area was increased by almost twofold w
the weight of the sample was increased by a factor of 7.5
this case, the contribution of oxidation to the total therm
conversion effect should have been markedly smaller sinc
is associated with surface oxidation. However, no signific
change in the area of the first subpeak occurred. Con
quently, it can be surmised that the first subpeak is associ
with more than just surface oxidation.

2! We performed dilatometric measurements in the sa
temperature interval. The dilatometric curve, recorded a
heating rate of 10 K/min, is shown in Fig. 3. As can be se
from the figure, crystallization of the amorphous samp
takes place in two stages. The bulk effect, correspondin
the first stage of conversion, is significantly greater than
FIG. 2. X-ray diffraction pattern of a sample heated in the calorimeter to 508 °C before~a! and after~b! polishing of its surface.
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bulk effect in the second stage. Moreover, the second s
obviously includes within itself more than one process,
follows from the complex shape of the second maximu
Note that the first stage of conversion in the dilatome
curve corresponds to the first stage of conversion in the c
rimetric curve, and the observed difference in temperature
due to the different heating rate associated with peculiari
of the design of the dilatometer. The total bulk crystallizati
effect is around 2%, which is quite typical for crystallizatio
of metallic glasses.10 The bulk conversion effect in the firs
stage is around 80% of the total bulk crystallization effe
Such a large value of the bulk effect in the first stage d
not agree with the conclusion drawn earlier that, after
first stage of conversion the structure remains amorph
The magnitude of the bulk effect at this stage~more than
1.6%! is too large for structural-relaxation processes of
amorphous phase which occur during heating. Therefore
natural to conclude that the alloy crystallizes during the c
version stage corresponding to the first DSC subpeak. O
dation takes place in parallel and does not have a substa
effect on the shape of the DSC curves.

To investigate changes in the structure correspondin
the first stage of conversion, we performed x-ray diffracti
measurements after polishing the samples, i.e., removing

FIG. 3. Dilatometric curve for heating rate 10 K/min.

FIG. 4. Diffraction patterns of the starting sample~a! and after heating to
508 °C with subsequent polishing of its surface~b!.
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surface oxide layer. Figure 4 presents an x-ray diffract
pattern of the initial sample~a! and the sample heated in th
calorimeter to 508 °C~b! ~i.e., to a temperature above th
end-point of the first DSC subpeak!. Both patterns contain
only diffuse maxima; however, the patterns differ marked
We analyzed the diffraction patterns with the help of spec
computer programs which allow one to correct for the ba
ground, smooth data, separate overlapping maxima, and
termine the half-widths of the maxima. We described t
shape of the diffuse maximum with the help of the Gauss

h exp~2bx2!,

where the experimental curve and the calculated curve w
fitted using both parameters:h and b. Note that the first
maximum of curvea, corresponding to the initial amorphou
phase, is described by a single Gaussian with a high de
of accuracy, and the half-width of the maximum is 4.3
units of 2Q ~Cu Ka radiation!, which is quite typical for
metallic glasses@Fig. 5~a!#.

The diffraction pattern of sample~b!, heated to the tem-
perature marking the end-point of the first DSC subpe
differs from patterns characteristic of metallic glasses.
typical diffraction pattern for the metallic amorphous pha
consists of a set of diffuse maxima, the first of which is t
most intense and differs sharply in intensity from all of t
following maxima; the second maximum is characterized
the presence of a pronounced shoulder on the side of la
diffraction angles; subsequent maxima have abruptly
creasing intensities. During the structural relaxation prec
ing crystallization of metallic glasses, the height of the pea
of the interference function increases by 223% ~Ref. 11!.
T. Egami, investigating structural relaxation in metal
glasses, noted that structural relaxation is not the initial st
of crystallization, it leads to an increase in the stability of t
amorphous state. Confirmation of this is provided by the f
that the changes in the second peak of the interference f
tion during structural relaxation and crystallization a
opposite.12 The diffraction pattern we observed after heati
the sample does not correspond to the case of structura
laxation of the amorphous phase. The normalized intensit
the first maximum in curveb is 10% greater than in curvea,
the half-width of this maximum is 3.6~in units of 2Q) in
comparison with 4.3 in the previous case, and the num
and magnitude of the oscillations are considerably grea
The curve also changed considerably in the region of
second maximum: instead of a wide second maximum wit
shoulder on the side of larger diffraction angles there app
two pronounced maxima, whose positions do not coinc
with those of the shoulders of the maximum of the init
amorphous phase. And finally, there is one more import
difference: the first maximum in the diffraction pattern
sample~b! cannot be described by a single Gaussian, but
described quite well by a sum of two Gaussians@Fig. 5~b!#,
one of which corresponds to the amorphous phase. It ma
conjectured that the second Gaussian with smaller half-w
corresponds to the nascent nanocrystalline structure.
fraction of the nanocrystalline component of the structure
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FIG. 5. Fitting of the first diffusion maximum of the starting sample~a! and after heating to 508 °C~b! ~total curve is plotted along with its two Gaussia
components!.
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greater than that of the amorphous phase, in agreement
the dilatometric measurements. Note that the difference
area of the diffuse maxima is not so large as could be
pected from an analysis of the dilatometric data. Howeve
is necessary to bear in mind that in nanocrystalline mater
with such grain size the fraction of grain boundaries is
traordinarily large and the disordered structure of bounda
undoubtedly contributes to diffuse scattering. The exp
mental data we have obtained do not permit us to draw
conclusions about possible changes in the chemical com
sition of the amorphous matrix during the formation in it
nanocrystals, nor does it allow us to draw any conclusi
about the lattice parameter of the nanocrystals~it can be
determined only with a large error! or the degree of chemica
homogeneity or the chemical composition of the nanocr
tals. In principle, the diffuse maximum observed in Fig. 5~b!
can also be broken down into a sum of two Gaussians.
breakdown that we obtained corresponds to the case w
the half-width of the maximum corresponding to the am
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phous phase remains unchanged after heating, as is
natural.

To test the conjectures advanced on the basis of
x-ray data, we investigated the structure of the samples u
high-resolution transmission electron microscopy. Accord
to the electron-microscope data, the starting sample is c
pletely amorphous and only a hazy contrast is observed
the high-resolution electron-microscope images. In contr
we found that sample~b!, after being heated to 508 °C~the
temperature corresponding to the end-point of the first s
peak in the DSC plot and in x-ray diffraction pattern~b! in
Fig. 4 which contains only diffuse maxima, has a very fi
nanocrystalline structure. Figure 6 shows a high-resolut
image of such a structure containing extraordinarily fi
grains. For visual ease, we have circled images of a
nanocrystals in it. The size of the nanocrystals in this str
ture varies is 125 nm.

Thus, the first stage of conversion during heating
samples of the metallic glass Zr29Ti11Cu60, leading to a bulk
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FIG. 6. High-resolution electron-microscope image of the structure of the sample after heating in the calorimeter to 508 °C.
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effect greater than 1.6% leads to the formation of a nanoc
talline structure with a grain size of 125 nm.
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Effect of nonstoichiometry and ordering on the period of the basis structure
of cubic titanium carbide
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We have examined the influence of nonstoichiometry and order–disorder phase transformations
on the basis period~of type B1) of the structure of titanium carbide TiCy (0.5,y,1.0).
We found that ordering of titanium carbide TiCy with formation of superstructures of the type Ti
Ti2C and Ti3C2 leads to growth of the period of the basis crystal lattice in comparison with
the disordered carbide. Taking the change in the lattice period into account, we discuss the question
of the directions of the static displacements of atoms near a vacancy. ©1999 American
Institute of Physics.@S1063-7834~99!00207-5#
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Disordered titanium carbide TiCy ~TiCyh12y) with ba-
sis cubic structure of typeB1 belongs to a group of strongl
nonstoichiometric compounds and possesses a very
range of homogeneity—from TiC0.48 to TiC1.00 ~Refs. 1–3!,
within the limits of which the carbon atoms C and structu
vacanciesh form a substitutional solution in the nonmetall
sublattice. Depending on the composition, conditions of s
thesis, and heat treatment, titanium carbide TiCy can exist in
either a disordered or ordered state.

Studies of order–disorder transitions in the related c
bides VCy ,4 NbCy ,5,6 and TaCy have revealed6 that the pe-
riod aB1 of the basis lattice of these carbides in the orde
state is larger than the period of disordered carbides with
same carbon content. Analogous systematic studies of
influence of ordering on the lattice period of titanium carbi
have not been carried out. There are only disconnected i
cations of the variation of the periodaB1 in TiCy : in Refs. 7
and 8 the growth ofaB1 after ordering anneals of TiC0.53,
TiC0.58, TiC0.63, and TiC0.67; the authors of Ref. 9 reporte
on growth of the period of TiCy (0.6<y,0.9) after anneal-
ing at 1000 and 900 K for 15 h after annealing at each te
perature; the same effect was observed in TiC0.49 and TiC0.55

annealed at 773 K~Ref. 10!.
The goal of the present work is to find out how nons

ichiometry and ordering affect the period of the basis str
ture of nonstoichiometric titanium carbide TiCy .

1. SAMPLES AND EXPERIMENTAL TECHNIQUE

Samples of nonstoichiometric titanium carbide TiCy

(0.50<y<1.00) with differing carbon content were synth
sized by three methods: 1 — solid-phase sintering of TiC0.94

powders, gaseous soot, and metallic titanium at 2000 K
6 h in a vacuum of 0.0013 Pa (131025 Torr! with interme-
diate grinding of the products after 3 h of sintering; 2
solid-phase sintering of powders of metallic titanium a
gaseous soot at 1800 K for 8 h in a vacuum of 0.0013
(131025 Torr! with intermediate grinding of the product
after 4 h of sintering; 3 — hot pressing of powder mixtur
1031063-7834/99/41(7)/7/$15.00
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of TiC0.98 and metallic titanium in an atmosphere of hig
purity argon~conditions of synthesis given in Table I!. The
synthesized samples were also annealed in vacuum qu
ampoules for 4 h at 1200 K with subsequent quenching of
ampoules with the samples in water to obtain the disorde
state; the cooling rate during quenching was;250 K min21.

The composition of the samples~Table I! and impurity
content were determined by chemical and spectral analy
the impurity nitrogen content was;0.1 wt%; the oxygen
impurity content in the samples prepared by hot pressing
0.0520.14 wt.%, and in the samples prepared by solid-ph
sintering it was 0.35 wt.% on average; the content of meta
impurities did not exceed 0.02 wt.%. X-ray analysis of t
quenched samples was performed on a DRON-2 autodiff
tometer with CuKa1,2 emission using a comparison refe
ence standard~powdered single-crystal silicon with cubic la
tice period 0.543086 nm!. The diffraction experiment
showed that all of the quenched samples are homogen
@splitting of x-ray reflection doublets was observed even
the (311)B1 line# and contain only the disordered phase Tiy

with B1 structure. To determine the lattice periodaB1, we
used the split doublets CuKa1 and CuKa2 of the structure
reflections (331)B1 , (420)B1, and (422)B1. The error in the
determination ofaB1 did not exceed60.0001 nm. The varia-
tion of the lattice period as a function of the composition
the disordered carbide TiCy ~Table I! is in good agreemen
with the most accurate data.11

To reach the ordered state, the titanium-carbide sam
synthesized by solid-phase sintering were annealed for 4
in the following regime: 1070 K323 h11020 K390 h
1970 K3100 h1920 K365 h1870 K3167 h; the tempera-
ture was then lowered to 300 K at a rate of 1 K•min21.
Samples of the carbides TiC0.52, TiC0.54, TiC0.58, TiC0.62,
TiC0.68, TiC0.83, and TiC0.85, prepared by hot pressing, wer
annealed for 340 h in the regime 1070 K320 h11020 K
320 h1 970 K324 h1 920 K348 h1 870 K372 h1820 K
398 h1770 K348 h; the transition from one annealing tem
perature to the other, and also cooling from 770 to 300
2 © 1999 American Institute of Physics
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TABLE I. Composition, conditions of synthesis, and lattice periodaB1 of samples of disordered titanium carbide TiCy .

Lattice
Conditions of synthesis

Composition Method
Composition, wt.%

period temperature time pressing pressu

TiCy of synthesis* Ti Cbond Cfree O N aB1 , nm T, K t, h p, MPa

TiC0.50 1 88.42 11.18 None 0.24 0.15 0.43017 2000 6.0 –
TiC0.50 2 88.45 11.20 –‘‘– 0.17 0.08 0.43040 1800 8.0 –
TiC0.52 3 88.29 11.51 –’’– 0.05 0.06 0.43057 1773 0.5 20
TiC0.54 3 87.87 11.96 –‘‘– 0.08 0.06 0.43068 1773 0.5 25
TiC0.55 1 87.32 12.08 –’’– 0.20 0.07 0.43072 2000 6.0 –
TiC0.58 3 87.13 12.71 –‘‘– 0.11 0.07 0.43105 1773 0.5 25
TiC0.59 1 86.62 12.90 –’’– 0.21 0.08 0.43114 2000 6.0 –
TiC0.60 2 86.68 13.13 –‘‘– 0.15 0.07 0.43120 1800 8.0 –
TiC0.62 3 86.31 13.43 –’’– 0.08 0.07 0.43152 1923 0.5 23
TiC0.63 1 86.05 13.58 –‘‘– 0.30 0.06 0.43160 2000 6.0 –
TiC0.67 2 85.52 14.30 –’’– 0.14 0.08 0.43190 1800 8.0 –
TiC0.68 1 84.45 14.37 –‘‘– 0.76 0.07 0.43174 2000 6.0 –
TiC0.68 3 85.26 14.63 –’’– 0.10 0.07 0.43198 2173 0.5 30
TiC0.69 1 84.38 14.70 –‘‘– 0.30 0.08 0.43183 2000 6.0 –
TiC0.70 2 85.24 14.84 –’’– 0.06 0.05 0.43210 1800 8.0 –
TiC0.80 2 82.83 16.67 –‘‘– 0.21 0.09 0.43250 1800 8.0 –
TiC0.81 1 82.14 16.75 –’’– 0.18 0.08 0.43248 2000 6.0 –
TiC0.83 1 82.02 17.03 –‘‘– 0.38 0.07 0.43260 2000 6.0 –
TiC0.83 3 82.45 17.24 –’’– 0.14 0.07 0.43254 2173 0.5 30
TiC0.85 3 82.18 17.51 –‘‘– 0.12 0.07 0.43260 2173 0.5 30
TiC0.90 1 80.79 18.30 –’’– 0.45 0.08 0.43256 2000 6.0 –
TiC0.90 2 80.92 18.32 –‘‘– 0.23 0.06 0.43270 1800 8.0 –
TiC0.925 1 80.41 18.65 0.25 0.51 0.07 0.43269 2000 6.0 –
TiC0.94 1 79.68 18.84 <0.01 0.31 0.07 0.43259 2000 6.0 –
TiC0.97 1 79.47 19.35 <0.01 0.22 0.08 0.43265 2000 6.0 –
TiC0.98 3 80.02 19.69 None 0.08 0.07 0.43258 2473 0.5 35
TiC0.99 2 79.60 19.72 0.18 0.17 0.09 0.43280 1800 8.0 –
TiC1.00 2 79.07 19.79 0.28 0.18 0.12 0.43270 1800 8.0 –

*1 and 2—solid-phase vacuum sintering; 3—hot pressing.
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were performed at a rate of 1 K•min21. Annealing TiC0.50

samples resulted in metallic titanium~a Ti! being liberated
along the grain boundaries. Liberation ofa Ti as a result of
annealing of other carbides TiCy (y>0.52) was not ob-
served.

The phase composition and crystal structure of the Ty

samples after annealing were examined by x-ray analysis
ing Cu Ka1,2 radiation scanning with a stepD2u50.02° in
the angle interval 14°<2u<130°; when recording the x-ra
diffraction patterns we used an exposure time of 5 s at e
point.

Annealing led to the appearance of superstructure refl
tions in the x-ray diffraction patterns of samples of TiC0.50,
TiC0.52, TiC0.54, TiC0.55, TiC0.58, TiC0.59, TiC0.62, TiC0.63,
TiC0.67, and TiC0.68. The same set of superstructure refle
tions corresponding to the cubic~space groupFd3m! of the
ordered phase Ti2C was observed in the x-ray diffractio
patterns of annealed samples of TiC0.50, TiC0.52, TiC0.54,
and TiC0.55. A distinguishing feature of the diffraction pa
terns of the annealed samples of TiC0.58 and TiC0.59 is trigo-
nal splitting of the structure lines (220)B1 , (311)B1 ,
(331)B1 , (420)B1, and (422)B1, indicating the formation of a
trigonal~space groupR3̄m) superstructure Ti2C. In the x-ray
diffraction patterns of the annealed carbides TiC0.62 and
TiC0.63 along with reflections from the trigonal ordered pha
Ti2C we observed superstructure reflections from the rho
s-

ch

c-

-

-

bic ~space groupC2221) ordered phase Ti3C2. Annealing of
the carbides TiC0.67 and TiC0.68 led to the appearance o
superstructure reflections corresponding to the rhom
phase Ti3C2.

Thus, it follows from the structural data that during o
dering of TiCy in the ranges TiC0.492TiC0.59 and TiC0.63

2TiC0.68 ordered phases of the type Ti2C and Ti3C2 are
formed. A detailed analysis of the diffraction data and a d
scription of the structure of the ordered phases of titani
carbide are given in a preceding paper~Ref. 12!.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The variation of the period of the basis crystal lattice
a function of composition of the disordered and ordered c
bides TiCy is plotted in Fig. 1. The dependence of the latti
periodaB1 on the composition of the disordered carbide Tiy

was fitted by a second-degree polynomialaB1(y,0)5a0

1a1y1a2y2 with a050.421595 nm,a150.023699 nm, and
a2520.012655 nm.

As the composition varies from TiC1.00 to TiC0.92, the
lattice period increases weakly and passes through a m
mum at TiC0.9120.93. Further decrease of the carbon conte
in the disordered carbide TiCy , i.e., growth in the concentra
tion of structural vacancies, leads to a rapid decrease of
lattice periodaB1. The presence in theaB1(y) curve of an
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FIG. 1. Dependence of the periodaB1

of the basis crystal lattice on the com
position of the titanium carbide
sample, TiCy , in the quenched, disor-
dered ~2, 4, 5! and annealed, ordered
~1, 3! states:1, 2 — samples prepared
by sintering Ti together with TiC0.94;
3, 4 — samples prepared by sinterin
a mixture of Ti and C;5 — samples
prepared by hot pressing of Ti togethe
with TiC0.98; I, II, III — existence re-
gions of ordered phases of Ti2C,
Ti3C2, and Ti6C5, respectively.
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almost horizontal segment in the region TiC0.902TiC1.00

~Fig. 1! indicates that, for a low concentration of structur
vacancies, the perturbed regions created by them in the c
tal lattice have a small radius and do not overlap. The
sence of such a segment in theaB1(y) curve of NbCy and
TaCy ~Refs. 5 and 6! indicates that the perturbations creat
by the vacancies in these compounds are more long-rang
nature than in titanium carbide TiCy .

In carbides having theB1 structure each metal atom is
an octahedral environment of six sites of the nonmeta
sublattice, and each site of the nonmetallic sublattice is
rounded by six metal atoms. The presence of one or sev
structural vacancies in the immediate environment of a m
atom leads to its static displacement due to the asymmetr
the combined action of its nearest neighbors. Let us cons
in what direction the metal atoms can be displaced so a
produce the experimentally observed decrease in the la
period of TiCy when the concentration of structural vaca
cies is increased.

If the metal atoms are displaced toward a vacancy, t
growth of the concentration of vacant intersticeshM6 hav-
ing a smaller linear dimension than the filled octahedral
tersticesCM6 will be accompanied by a decrease in the l
tice period aB1. The period will decrease if the stati
displacements of the metal atom decrease monotonically
tend asymptotically to zero as the distance to a vacanc
increased and even in the case when the perturbations
ated by the vacancy extend out only to the first coordinat
sphere.

If the metal atoms nearest the vacancy are displa
away from it, then to decrease the lattice period the m
atoms forming the second coordination sphere should be
l
s-
-

in

c
r-
ral
al
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er
to
ce

n

-
-

nd
is
re-
n

d
al
is-

placed in the opposite direction, i.e., toward a vacancy. Th
the perturbation field created by a vacancy should extend
at least to the second coordination sphere of the metal ato
In this case, the decay of perturbations with increasing d
tance undergoes Friedel oscillations. Judging from
estimates,1,13–16in nonstoichiometric cubic carbidesMCy the
effective perturbation radius exceeds the period of the u
cell and the perturbation extends out past the second coo
nation sphere~e.g., in niobium carbide the correlations e
tend out to the eighth coordination sphere, Ref. 13!.

Thus, in the most general case, a decrease in the la
period of the disordered carbide with growth in the conce
tration of vacancies can occur when metal atoms of the
coordination sphere are displaced away from vacancie
well as toward them. The available experimental results
TiCy show that titanium atoms in the first coordinatio
sphere are shifted away from the vacancy.

The mean static atomic displacements^u& were deter-
mined in earlier studies by elastic diffuse neutron scatter
on TiC0.64and TiC0.76single crystals.16–18The measurement
were performed at 1173 K, which is quite clearly above t
order–disorder transition temperatureTtrans, that is, in disor-
dered carbides. The values obtained for the short-range o
parametera and the static atomic displacements^u& for four
coordination spheres centered about a vacancy are liste
Table II. Positive value of the displacements correspond
movement of the atom away from the vacancy. As can
seen from Table II, for disordered carbides the main atom
displacement is a shift of the titanium atoms in the first c
ordination sphere away from the vacancy by rough
0.005 nm.

A diagram of how the lattice period decreases, with
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TABLE II. Short-range order parametera, mean static atomic displacements^ u&* ~in units ofaB131024/2) and displacements relative to an isolated vacan
u in titanium carbide.

TiC0.64 (aB150.4322 nm at 300 K! TiC0.76 (aB150.4330 mn at 300 K!

Coordination a ^u&* ^u&, nm u, nm a ^u&* ^u&, nm u, nm
sphere (hkl) Ref. 16 Ref. 16 ~at 300 K! ~at 300 K! Ref. 16 Ref. 16 ~at 300 K! ~at 300 K!

100~I! h — Ti 0 253 0.00547 0.00662 0 232 0.00502 0.00589
110~II ! h — C 20.058 245 20.00097 20.047 238 20.00082
111~III ! h — Ti 0 248 20.00104 0 240 20.00087
200~IV ! h — C 20.291 42 0.00091 20.122 213 20.00028

Note. The center of the coordination spheres is a vacancy.
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dications of the directions of the atomic displacements d
ing the formation of a vacancy, is shown in Fig. 2. It
constructed for the (110)B1 plane of a nonstoichiometric car
bideMCy with B1 structure. The diagram takes into accou
propagation of the displacement field about the vacancyh

out to several coordination spheres and the oscillating de
of the displacements with distance from the vacancy. App
ing the data of Ref. 17, Fig. 3 plots the magnitude and dir
tion of the static displacements of the titanium and carb
atoms ^uh2Ti

hkl & and ^uh2C
hkl & in the first 12 coordination

spheres of a vacancy in the disordered carbide TiC0.64. As
can be seen from Fig. 3, the displacements of the Ti an
atoms oscillate, falling off in absolute value with distancer
r-

t

ay
-
-
n

C

from the vacancy, where the perturbations created by
vacancy propagate out to a distance equal to almost two
riods of the unit cell.

The displacementŝu&, found from diffuse scattering
are averaged over all atomic configurations existing
TiC0.64 and TiC0.76 with a high concentration of structura
vacancies. To first order, the displacement fields created
the vacancies are additive; therefore, the displacem
^uh2Ti

100 & of the titanium atoms of the first coordinatio
sphere can be represented in the form

^uh2Ti
100 &5Ph2C

200 uh2Ti
100 1Ph2h

200 uh2Ti
100(2), ~1!
FIG. 2. Diagram of decrease in the lattice period of nonstoichiometric carbidesMCy ~TiCy) with structureB1 during formation of ah vacancy and static
atomic displacements around the vacancy in the (110)B1 plane:1 — implantation atoms~C!; 2 — vacancy;3 — metal atoms~Ti!; 4 — ideal defect-free
lattice; 5 — lattice with vacancy~without atomic displacements taken into account!; 6 — actual lattice with atomic displacements taken into account!; 7 —
contour of unit cell; I, II, IV, V, VIII — ordinal number of coordination spheres~relative to the vacancy!; directions of displacements shown by arrows.
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where Ph2C
200 5y(12a200) and Ph2h

200 512y(12a200) are
the probabilities of existence of the pairsh2C and h

2h; uh2Ti
100 is the displacement of the titanium atoms re

tive to an isolated vacancy, i.e., in a chain of the sorth

2Ti2C; uh2Ti
100(2)[0, the displacement of the titanium atom

in a chain of the kindh2Ti2h, is identically equal to zero
because of the symmetrical position of the Ti atom. Tak
the above into account, the displacement of the titanium
oms relative to an isolated vacancy,uh2Ti

100 , can be found
using the formula

uh2Ti
100 5^uh2Ti

100 &/@y~12a200!#. ~2!

The calculated values ofuh2Ti
100 ~Table II! are equal to

0.00620.007 nm ~the values of the displacementsuh2Ti
100

given in Refs. 16 and 17 are incorrect since the values
a110 were used in the calculations by error instead of val
of a200). This is quite close to the data in the literature: t
displacement of the Ti atoms from an isolated vacancy
0.0044 nm in TiC0.90 ~Ref. 14!, 0.0097 nm in TiC0.94 ~Ref.
19!, and 0.0080 nm in TiC0.97 ~Ref. 20!.

Studies of the structure of annealed samples of Ty

show that in the composition intervals TiC0.502TiC0.59 and
TiC0.632TiC0.68 the ordered phases Ti2C and Ti3C2 form,
and the composition interval TiC0.592TiC0.63 corresponds to
the two-phase region Ti2C1Ti3C2. In addition, according to

FIG. 3. Oscillation of the static displacements of the titanium and car
atoms^uh2Ti& and^uh2C& relative to the vacancy with increasing radiusr
of the coordination sphere (hkl) in disordered titanium carbide TiC0.64 ~a
positive value of the displacement corresponds to movement of the a
away from the vacancy, and a negative value corresponds to moveme
the atom toward the vacancy!; constructed with the help of experimenta
data from Ref. 17.
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theoretical calculations,21 in the composition interval
TiC0.792TiC0.87 the formation of the ordered phase Ti6C5 is
possible. Ordering is accompanied by growth of the per
of the basis crystalline latticeaB1 of titanium carbide. In the
dependenceaB1(y) of the ordered carbide TiCy it is possible
to distinguish three segments corresponding to the poss
ordered phases Ti2C, Ti3C2, and Ti6C5 ~Fig. 1!. The most
noticeable increase in the lattice period is observed for
mation of the ordered phases Ti3C2 and, to a lesser degree
Ti2C. In the composition range TiC0.792TiC0.87, where for-
mation of the phase Ti6C5 is possible, the increase in th
period exceeds the measurement error by only an insig
cant amount.

Ordering of titanium carbide is observed at high conce
trations of structural vacancies 0.5>(12y).0.2. In the dis-
ordered carbide, at such concentrations of vacancies, the
turbed regions created by them overlap, and as a result
perturbations propagate throughout the entire crystal, lead
to a rapid drop of the periodaB1. As a result of ordering, the
vacancies and carbon atoms are redistributed over the sit
the nonmetallic sublattice in such a way that the relat
number of vacancies that are nearest neighbors in the ord
carbide is less than in the disordered carbide of the sa
composition. The degree of overlap of perturbed regions
thereby lowered and the periodaB1 of the basis crystalline
lattice of the ordered carbide is greater than for the dis
dered carbide of the same composition.

A phenomenological model for quantitative analysis
variation of the lattice periodaB1 during formation of the
ordered phaseM6C5 in the carbides NbCy and TaCy was
suggested earlier by Lipatnikovet al.6 Let us consider its
application to the ordered phaseM2tC2t21 (t51, 1.5, 2, 3,
and 4!, which can form in nonstoichiometric carbides.

In nonstoichiometric carbides withB1 basis structure,
each metal atom is found in the immediate vicinity of s
sites of the nonmetallic sublattice, which can be occupied
carbon atoms or be vacant. This makes it possible to re
sent a crystal withB1 structure as a set of clusters in th
shape of a Dirichlet–Vorony� polyhedron, i.e., a distorted
Wigner–Seitz cell~in the B1 structure, the Wigner–Seit
cell is a rhombododecahedron!. Each cluster includes a meta
atom located at its center, and six sites of the nonmeta
sublattice~Fig. 4!. Such clusters in the form of Dirichlet–
Vorony� polyhedra fill the entire crystal and occupy all sit
of the crystal lattice.

To first approximation, we assume that the volume o
clusterVm depends only on the number of vacanciesm in it
and does not depend on their mutual arrangement. In
case, the volumeV of a crystal containingN metallic lattice
sites has the form

V5N (
m50

6

lmPm~y,h!Vm , ~3!

wherePm(y,h) is the probability of formation of a cluste
with m vacancies;h is the long-range order parameter;lm

5C6
m is the multiplicity of anm-configuration of the cluster

On the other hand, the volume of disordered titanium carb
can be represented in terms of the period of the basis st

n

m
of
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ture aB1(y)5a01a1y1a2y2 as V5(N/4)aB1
3 (y). Taking

this into account, Eq.~3! for the disordered carbide takes th
form

(
m50

6

lmPm~y,0!Vm5
~a01a1y1a2y2!3

4
, ~4!

wherePm(y,0)5(12y)my(62m) is the probability of forma-
tion in a disordered carbide of a cluster containingm vacan-
cies. Solving Eq.~4!, we find the volume of the cluster

Vm5
1

4 (
k5m

6

A62k

k! ~62m!!

6!~k2m!!
, ~5!

whereA62k is the coefficient ofyk on the right-hand side o
Eq. ~4!.

The contribution of each cluster to the total volume
the crystal is proportional to its probabilityPm . For equilib-
rium conditions the probabilityPm(y,h) of the existence of

FIG. 4. Cluster figure~without distortions taken into account! used in the
description of nonstoichiometric metal carbidesMCy with B1 basis struc-
ture: 1 — nonmetallic sublattice site;2 — metal atom M.
f

a cluster withm vacancies in an ordered phase of the ty
M2tC2t21 with any degree of long-range order can be rep
sented in the form1,2,22

Pm,t~y,h!5
1

F (
f

gf

C6
n(t, f ) (

n50

n(t, f )

C62m
n(t, f )2n Cm

n

3n1
[n(t, f )2n] n2

[62m2n(t, f )1n]

3~12n1!n~12n2!(m2n), ~6!

wheren15y2(2t21)h/2t and n25y1h/2t are the prob-
abilities of finding a carbon atom at a site of the vacancy a
carbon sublattices during formation of a superstructure of
type M2tC2t21 ; gf is the multiplicity of nonequivalent posi
tions of the metal atoms located at the center of each clu
(( fgf5F); n(t, f ) is the number of sites of the vacanc
sublattice belonging to a cluster with multiplicitygf in the
superstructureM2tC2t21.

Using Eqs.~3!, ~5!, and ~6!, it is possible to find the
volume of the crystal and the period of the basis latticeaB1

of a nonstoichiometric carbide with any degree of order. W
calculated the periodaB1 of ordered titanium carbide in two
ways.

In the first approach, we assumed that the maxim
degree of long-range orderhmax was reached in the crysta
According to Refs. 1 and 2, the dependence ofhmax on the
composition of the carbideMCy during formation of an or-
dered phase of the typeM2tC2t21 has the form

hmax~y!5H 2t~12y!, if y>~2t21!/2t,

2ty/~2t21!, if y,~2t21!/2t.
~7!

In the second approach, we assumed that the long-ra
order parameter in ordered titanium carbide has the s
value as it has at the order–disorder transition tempera
Ttrans, i.e., h5h trans.

Calculation of the change in the lattice periodDaB1

5aB1(y,h)2aB1(y,0) in the approximationsh5hmax and
h5h trans ~Table III! shows that the experimental values
m

1
1
1
9
7

9

TABLE III. Variation of the periodDaB15aB1(y,h)2aB1(y,0) of the basis~of typeB1! of the crystal lattice during ordering of nonstoichiometric titaniu
carbide TiCy .

DaB15aB1(y,h)2aB1(y,0), nm

Calculation

Carbide Phase
h5hequilib h5h trans h j 5hmax

TiCy transition Experiment h T, K DaB1 h DaB1 h D

TiC0.50 TiCy˜Ti2C 0.00010 0.640 940 0.000100 — — 1.000 0.000622
TiC0.50 TiCy˜Ti2C 0.00035 0.735 760 0.000350 — — 1.000 0.000622
TiC0.55 TiCy˜Ti2C 0.00032 0.710 730 0.000320 — — 0.900 0.000506
TiC0.59 TiCy˜Ti2C 0.00013 0.510 1020 0.000229 — — 0.820 0.000421
TiC0.60 TiCy˜Ti3C2 0.00010 0.340 800 0.000100 0.190 0.000018 0.900 0.00040
TiC0.63 TiCy˜Ti3C2 0.00014 0.400 760 0.000140 0.233 0.000030 0.945 0.00050
TiC0.67 TiCy˜Ti3C2 0.00010 0.365 760 0.000100 0.281 0.000043 0.990 0.00055
TiC0.68 TiCy˜Ti3C2 0.00024 0.560 600 0.000240 0.289 0.000046 0.960 0.00051
TiC0.69 TiCy˜Ti3C2 0.00020 0.515 610 0.000200 0.296 0.000049 0.930 0.00048
TiC0.81 TiCy˜Ti6C5 0.00008 ,0.60 ,600 0.000080 0.632 0.000140 0.972 0.000332
TiC0.83 TiCy˜Ti6C5 0.00020 0.750 610 0.000200 0.635 0.000142 0.996 0.00034
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DaB1 correspond to an intermediate value of the long-ran
order parameterh trans,h,hmax. Table III lists calculated
values ofh5hequilibr at which the experimentally observe
change in the lattice periodDaB1 is reached and the temper
ture T at which this value of the long-range parameter is
equilibrium value. The values ofh transandhequilibr were cal-
culated using the method of a functional of the ord
parameters.2,21,22

The changesDaB1 in the period of TiCy during ordering,
found in the present work, are similar to the values measu
by the authors of Ref. 9: 0.00052 nm for TiC0.60, 0.00028 nm
for TiC0.70, and 0.00012 nm for TiC0.80. According to Ref.
8, after an extended ordering anneal of TiC0.53 and TiC0.58

the change in the lattice period,DaB1, was 0.00168 and
0.00112 nm. However, during annealing of these carbi
metallic titanium was released in the amounts of 11.3 a
3.3 at.%, and the actual composition of the samples
TiC0.58 and TiC0.60. Taking this into account, the change
the lattice period,DaB1, due to ordering of TiC0.58, TiC0.60,
TiC0.63, and TiC0.67 is equal to 0.00088, 0.00082, 0.0003
and 0.00008 nm~Ref. 8!.

The changes in the lattice period of TiCy during ordering
are comparable in magnitude to the changes in the la
period in those parts of the homogeneity region of Tiy

where ordered phases are formed. For example, as the
position of the disordered carbide varies from TiC0.50 to
TiC0.59 the periodaB1 increases by 0.00089 nm while as
result of the formation of the ordered phase Ti2C the maxi-
mum increase of the period is equal to 0.00035 nm; in
region TiC0.632TiC0.68, where a superstructure of the typ
Ti3C2 is formed, the period of the disordered carbide var
by 0.00036 nm whereas during ordering the lattice per
changes byDaB150.0̄0024 nm. Thus, the effects of nonst
ichiometry and ordering on the period of the basis lattice
TiCy are comparable in magnitude.

The changes in the period of the basis lattice tak
place as a result of ordering in nonstoichiometric titaniu
carbide TiCy indicate that the phase transformatio
TiCy↔Ti2C and TiCy↔Ti3C2 are most likely first-order.
This coincides with the conclusions of Ref. 12 to the effe
that the order–disorder phase transformations taking plac
TiCy are first-order.
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NMR spectra of57Fe and27Al in LuFe2 and LuFe0.96Al0.04 alloys were measured by the spin
echo method at 4.2 K. The main contributions to the hyperfine fields on57Fe nuclei are
estimated, along with the magnetic moments on the Fe and Lu atoms in LuFe2. © 1999 American
Institute of Physics.@S1063-7834~99!00307-X#
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During roughly the last ten years, the intermetallic Lav
compoundsAFe2 (A5Y, Sc, Zr, Hf, etc.! have attracted a
great deal of interest from the research community. Pre
ously it was presumed that only the iron atom possess
magnetic moment in these compounds. However, calc
tions of the electronic structures of many of these co
pounds have shown that theA atoms should also have
magnetic moment, with the magnetic moments of these
oms antiparallel to the moments of the iron atoms.1–4 In
polarized neutron scattering studies in the alloys YFe2 ~Ref.
5! and ZrFe2 ~Ref. 6!, and also in NMR studies of YFe2

~Ref. 7!, ZrFe2 ~Ref. 8!, and ScFe2 ~Ref. 9! it was found that
theA atoms~Cs, Y, Zr! possess a negative magnetic mom
relative to the moment of the iron atoms. A study of t
dependence of the frequency of the maximum of the NM
spectrumf 0 on 89Y nuclei in YFe2 and91Zr nuclei in ZrFe2
~Ref. 10! on the external pressureP has shown thatf 0 grows
with increasingP. These data point to the existence of
positive ‘‘local’’ contribution to the experimental hyperfin
fields ~HFF! on the89Y and 91Zr nuclei and, consequently
negative magnetic moments on the Y and Zr atoms.

Calculations of the electronic structures of the all
LuFe2 ~Ref. 4! predict a negative magnetic moment on t
Lu atomsm(Lu)520.41mb . In a neutron scattering stud
of LuFe2 ~Ref. 11! the authors estimated only the magne
moment on the iron atoms. Recently, a study of the dep
dence of the NMR frequencyf 0 of 175Lu nuclei on the ex-
ternal pressureP in LuFe2 ~Ref. 12! showed that the quantity
] f 0 /]P is positive and, consequently, the lutetium ato
should have a negative magnetic moment. Experimenta
timates of the magnetic moments on the lutetium atoms
also lacking.

The present paper presents results of an NMR stud
Laves alloys with cubic structure based on LuFe2, containing
an aluminum impurity, whose purpose was to measure
hyperfine fields on the57Fe and27Al nuclei, and also esti-
mates of the magnetic moments on the iron and lutet
atoms.

1. EXPERIMENTAL DATA

Samples of the alloys LuFe2 and LuFe1.96Al0.04 were
prepared from metals of high purity in an arc furnace in
atmosphere of high-purity argon. In the melting proce
1031063-7834/99/41(7)/3/$15.00
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losses to metal evaporation were taken into account. Ing
of LuFe2 and LuFe1.96Al0.04 obtained in this way were an
nealed for 50 h at 900 °C in an argon atmosphere. X-
measurements on powder samples obtained from these in
showed that the alloys had cubic structure and were sin
phase. NMR spectra were recorded by the spin-echo me
at 4.2 K. The NMR spectra were normalized to the square
the measurement frequency.

As is well known,13 to obtain the necessary resolutio
and accurate measurements of the narrow NMR spectr
ferromagnets requires that one use radio pulses~to excite the
echo! of comparatively long durationt and small amplitude
B0. The NMR spectrum of57Fe in LuFe2 was measured with
the help of two identical radio pulses witht>10ms ~i.e., the
frequency range of echo excitation wasD f <0.1 MHz! and
B0<0.3Bm ~whereBm is the amplitude of the radio pulse
corresponding to the strongest echo signal at the maxim
of the NMR spectrum!. For LuFe1.96Al0.04 the duration of the
radio pulses wast>5 ms. Besides the requirement of sma
angles (a) of rotation of the nuclear magnetization (a
;tB0) in the measurement of the NMR spectra, it is al
necessary to keep the quantityB0f fixed for the entire range
of measurement frequenciesf. According to Ref. 14, pro-
vided these experimental conditions are observed, the m
sured NMR spectrum, normalized to the square of the
quency (f 2), corresponds to the true distribution of th
resonant frequencies~or hyperfine fields! for the investigated
ferromagnet.

Figure 1 shows NMR spectra of LuFe2 and
LuFe1.96Al0.04. The NMR spectrum of57Fe in LuFe2 has an
asymmetric line with maximum at 28.6 MHz. Usually, th
NMR spectrum of57Fe in cubic Laves phases (MgCu2)
based on Fe consists of two lines~in the ratio 1 : 3! due to the
two magnetically nonequivalent states of the Fe atom
where the direction of the easy axis coincides with the^111&
direction. For the case where the easy axis coincides with
^100& direction, the NMR spectrum of57Fe consists of a
single line, and for thê110& direction, of two lines of iden-
tical intensity. From Fig. 1~a! it can be seen that in the fre
quency region around 28.0 MHz there is an additional c
tribution to the spectrum. Geometric separation of the lin
shows that the ratio of areas of the lines with maxima at 2
and 28.6 MHz is equal roughly to 1 : 2. In the unannea
9 © 1999 American Institute of Physics
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alloy this ratio is equal to 1 : 2.4. The easy axis in LuF2

probably coincides with thê111& direction at 4.2 K. The
NMR spectrum of LuFe1.96Al0.04 is found in the frequency
range 20230 MHz and contains two resolved peaks, one
which belongs to the NMR spectrum of57Fe ~at 28.6 MHz!,
and the other, to the NMR spectrum of27Al with maximum
at 29.8 MHz.

2. DISCUSSION OF EXPERIMENTAL RESULTS

The hyperfine field on nuclei of magnetic atoms~e.g.,
57Fe! in ferromagnetic metallic alloys is usually represent
as a sum of two main contributions, local and induced

H~Fe!5Hloc~Fe!1Htr~Fe!, ~1!

where Hloc(Fe) is the contribution to the hyperfine fie
from the polarization of the inner and outers electrons by the
intrinsic magnetic moment of the iron atomm(Fe), and
Htr(Fe) is the contribution to the hyperfine field due to p
larization of the outers electrons by the magnetic momen
of the neighboring atoms. SinceHloc~Fe! is proportional to
m(Fe) ~Ref. 15!, it is usually assumed thatHloc(Fe)
5P(Fe)m(Fe), whereP~Fe! is the polarization constant; fo
iron P(Fe)529.05t/mb ~Ref. 15!.

We determineH~Fe! from the experiment. To determin
m~Fe! from the hyperfine-field data, it is necessary to es
mate the contributionHloc~Fe! @or Htr~Fe!# to H~Fe!. At
present, estimating the main contributions from the exp
mental data is one of the main problems in the method
hyperfine interactions. The most reliable experimen
method for estimating the main contributions to the hyp
fine field of the magnetic 3d atom is based on a measur
ment of the hyperfine field on nonmagnetic impurity atoms
the beginning and end of the 3d series.16

FIG. 1.
f

-

-

i-
f
l
-

t

The quantityHtr~Fe! in the Fe matrix was estimated i
Ref. 17. An estimate based on shifts of the hyperfine field
57Fe, DH~Fe!, in diluted Fe-alloys and also in Fe3Si com-
pounds gave the valueHtr(Fe)'214.5 T.

Reference 7 considered another method for estima
the induced contributions in Fe-based alloys. The auth
proposed to estimateHtr~Fe! from data on the hyperfine field
on nonmagnetic impurities. However, to the reasons give
Ref. 7 we must add the following. The hyperfine fieldsH(Z)
on the nonmagnetic impurities (Z) in an iron matrix have an
oscillating dependence as a function ofZ, varying in sign and
significantly in magnitude.15 From this dependence it is clea
that only for 27Al and 63,65Cu nuclei isB(Z)5H(Z)/As(Z)
@hereAs(Z) is the polarization constant for thes electrons,
Ref. 18! almost equal toB(Fe)5Htr(Fe)/As(Fe)50.81
•1021 @Htr(Fe)5214.5 T#. For other nuclei the values o
B(Z) differ from B(Fe) by several-fold. From the equalitie
B(Fe)5B(Cu)5B(Al) we can find a relation betweenHtr

and the experimental hyperfine fields on the27Al or 63,65Cu
impurity nuclei in the investigated iron-based sample, i.e

Htr~Fe!5H~Z!As~Fe!/As~Z!, ~2!

whereZ5Al or Cu. Thus, by measuring the hyperfine field
on the nuclei of27Al or 63,65Cu impurity atoms occupying Fe
sites in the iron-based alloy and using relation~2! it is pos-
sible to estimate the induced contribution to the hyperfi
fields on the 57Fe nuclei and thenHloc(Fe)5H(Fe)
2Htr(Fe).

The fieldsHtr~Fe! andHloc~Fe! on 57Fe nuclei in LuFe2
compounds were estimated on the basis of the experime
data forH~Fe! and H~Al ! measured in this work. The ob
tained values ofH~Al ! andH~Fe! also contained the Lorent
field for LuFe2. Thus, H(Al) 52.88 T and
H(Fe)5221.08 T; thusHtr(Fe)525.89 T @estimated using
formula ~2!#. Consequently, Hloc(Fe)5215.19 T and
m(Fe)51.69mb . This value of the moments on the Fe atom
is found in agreement with the estimates ofm~Fe! from po-
larized neutron scattering measurements in LuFe2 m(Fe)
51.67mb ~Ref. 11!. Calculations of the electronic structure
of LuFe2 ~Ref. 4! gave the following value for the magneti
moment on the states of the Fe atoms:m(Fe)51.64mb .

In order to accurately estimate the magnetic moments
the A atoms in Laves compounds of the typeAFe2 from the
hyperfine-field data, it is also necessary to know the val
of the hyperfine fields on the nuclei of thes, p, andd impu-
rity atoms occupying theA and Fe sites in theAFe2 lattice.
However, such data for LuFe2 alloys are lacking. In LuFe2
m~Lu! can be estimated from data on the mean magn
moment of the alloym f , calculated on the basis of th
chemical formula of the compoundAFe2 @m f52m(Fe)
1m(A)#. It should also be borne in mind that going th
route can incur significant variations inm(A) since there is a
spread in the data onm f due to the sensitivity of the values o
m f to the stoichiometry of the composition and the sing
phase character of the samples ofAFe2 compounds. The
magnetic momentsm f in LuFe2 were measured in Refs. 1
and 19 and found to lie in the rangem f5(2.8523.00)mb .
Using the obtained value ofm~Fe!, we obtain m(Lu)
52(0.3820.53)mb . Estimates ofm~Lu! in LuFe2 from cal-
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culated electronic structures givem(Lu)520.41mb ~Ref. 4!.
Thus, the NMR data for LuFe2 point to a ferromagnetic
structure in which a significant magnetic moment is found
the Lu atoms, antiparallel to the magnetic moment of the
atoms.
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Self-consistent calculation of the hole autolocalization barrier in the CuO 2 plane
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We examine the behavior of an extra hole added to the ground state of an antiferromagnetically
ordered CuO2 plane with account of the Cu–O and O–O hybridization. We show that spin
flipping in the CuO2 plane will lead to separation of localized and free-hole states by the energy
barrierEb;0.05eV, which can be manifested in various kinetic phenomena. ©1999
American Institute of Physics.@S1063-7834~99!00407-4#
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Various studies of lightly doped high-temperature sup
conductors~HTSC’s! show that the hole ground state in th
antiferromagnetically ordered CuO2 plane is an autolocalized
state.1,2 Both the spin–charge interaction, arising due to
breakdown of antiferromagnetic~AF! order,2 and the
electron–phonon interaction, leading to a local distortion
the crystal lattice,1 contribute to the localization. The sma
dimensions of a hole polaron lead to quantization of lev
and to finite excitation energies~;0.521 eV!.3 New studies
of HTSC’s with a finite hole concentration clearly indica
the existence of hole subsystems in them of both band
polaron type.4–6

Holes can be created optically as well as by chem
doping. A wide photo-induced absorption band is obser
around;0.5 eV.7,8 The relatively long lifetime of the ab
sorption band~;1 ms! indicates that optically created hole
exist for some time as free quasiparticles. This indicates
the free and autolocalized states in the CuO2 planes are sepa
rated by an energy barrier.9

In cuprate perovskites holes are quasi-two-dimensio
In this case, formation of a polaron due to the electro
phonon interaction is barrier-free10 ~also see Ref. 11, wher
an analogous result was obtained for anisotropic bands in
three-dimensional case!. In contrast to this, there is a barrie
in the spin–polaron model.9 The difference consists in th
nonlinear nature of the local spin excitation: a flipped s
forms a stable topological defect in an antiferromagnetic
tice. Therefore, a wave packet of large radius of a free p
ticle in an antiferromagnetic lattice with one flipped sp
forms a metastable state in contrast to a packet in a loc
distorted lattice.

The above-indicated metastable state has a larger en
than a wave packet of the same radius in an ideal antife
magnetic lattice. However, the energy of a small packe
less if one spin in the lattice is flipped. For some value of
size of the wave packetLb the two energies coincide. Con
sequently, to calculate the height of the barrier betwee
free hole state and an autolocalized hole state it is neces
to find the value ofL at which the energy of the wave pack
1041063-7834/99/41(7)/4/$15.00
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of a free hole and the energy of the packet for one flipp
spin coincide.

1. FREE HOLE IN AN ANTIFERROMAGNETIC LATTICE

The model Hamiltonian of the CuO2 plane in the
Hartree–Fock approximation of the Hubbard model has
form12,13

H5(
s

HMF
s 2U(

m
^nms

d &^nm2s
d &, ~1!

where

HMF
s 5(

n
~ed1U^nm2s

d &!nns
d 1ep(

m
nms

p 1T

3(
nm

~dns
† pms1H.c.!1t (

mm8
~pms

† pm8s1H.c.!,

~2!

nns
d andnms

p are the occupation numbers of thedx22y2 and
px,y orbitals of copper and oxygen, respectively,ed and ep

are the energies of these states,T and t are the Cu–O and
O–O overlap integrals, respectively,U is the value of the
Hubbard correlation energy on copper. The values of th
parameters can be obtained from band calculatio
U'8 eV, T'1 eV, t'0.3 eV, ande5ep2ed'3 eV ~Ref.
14!.

A free hole in an antiferromagnetic lattice is describ
by the eigenstates of the Hamiltonian~1! provided that the
lower band is filled with holes. The mean values of the o
cupation numberŝns

d& are calculated self-consistently.15 For
the above-indicated values of the parameters, the second
band ~empty in the undoped case! has four minima at the
points (6p/2a,6p/2a) of the Brillouin zone, wherea is the
lattice constant~see Fig. 1!.

In the antiferromagnetically ordered state the unit cel
doubled. Cu2O4 cells form a simple cubic lattice with lattice
constanta85aA2. The minimum of the hole band is shifte
2 © 1999 American Institute of Physics
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to the points (6p/a8,0) and (0,6p/a8) of the Brillouin
zone. At these points the wave function is a linear combi
tion of the lattice-site functions

uc&m85~21!mx8~sin aud2&m81cosauP1&m8), ~3!

uP1&m85
1

2
~ up1&m82up2&m81 i up3&m82 i up4&m8), ~4!

upn&m8 denotes the states of the four oxygens surrounding
copper in the unit cell with the indicesm8; according to our
calculations, sina'0.39. As is well known, the caset50 is
degenerate: the minimum of the hole band is found at
boundary of the Brillouin band, but the density of states h
a logarithmic divergence at the energy of the minimum. T
ing the O–O interaction into account removes the singula
and shifts the maximum of the density of states to a fin
energy~see Fig. 2!.

FIG. 1. Band structure of a hole in an antiferromagnetic lattice, calculate
the mean-field approximation.

FIG. 2. Density of hole states, calculated in the mean-field approximat
-

e

e
s
-
y
e

Below we examine the behavior of the following larg
radius hole packet in an antiferromagnetic lattice:

uCL&5(
m8

AL exp@22~ umx8u1umy8u!a8/L1 ipmx8#am8
1 u0&,

am8
1 is the creation operator of the stateucm8&, AL5tanh

3(2a8/L); this form is similar to the form
@;sech(x/L)# of a soliton wave packet having minimum
energy for a given sizeL5(* ucu4dx)21@a8. The kinetic
energy of the packet is equal to

Ekin~L !5(
kx8

(
ky8

E~k8!uw~kx82p/a8!w~ky8!u
2, ~5!

where

w~q!5~AL!1/2sinh~2a8/L !/~cosh~2a8/L !2cos~qa8!!.

For L@a8 the energy depends quadratically ona8/L despite
the above-indicated maximum in the density of states.

To find the total energy of the packet, it is also necess
to calculate the correctionESE to the energy of the packe
arising due to the spin–hole interaction. In the lim
L/a8˜` it depends on the mean hole concentrationucu2

5(a8/L)2. Therefore, for largeL ESE is approximately
equal to 1/N0 part of the correction to the energy of the sta
with N0 additional holes. In the mean-field approximatio
this energy is calculated as

ESE5
1

N0
@E(s.2c.)~N0!2E(r )~N0!#, ~6!

where E(r )(N0) is the energy of the CuO2 plane with N0

additional holes of the same spin, added to the rigid anti
romagnetic lattice. When findingEs.2c.(N0), the values of
the polarization̂ ns

d& are calculated self-consistently with th
N0 additional holes taken into account. Results of calculat
of Ekin(L) and the total energy of the packeteL5Ekin(L)
1ESE(L) are plotted in Fig. 3. It can be seen thateL grows
with decreasing size of the packet. Taking into account t
the energy of a spin polaron is less than the energy of
minimum of the hole band,15 we can conclude that the fre
hole state is separated from the state autolocalized by
energy barrier.

2. EFFECT OF SPIN FLIPPING ON COPPER

In order to find the height of the barrier, let us consid
how the energy of a packet of large radius varies when
spin on a copper atom flips. In this case, we need to take
account two different contributions to the variation of th
energy.

1! An increase in the energy due to change in the m
netic interaction upon one spin flip; it is calculated in t
mean-field approximation by the Lifshitz’ method of loca
ized perturbations~details of the application of this metho
in the three-band Hubbard model can be found in Ref. 1!.
For typical values of the parameters we obta
E(S);0.15 eV, which essentially coincides with the expe
mental value of this parameter in an antiferromagnetica
ordered CuO2 plane.

in
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2! A decrease in the energy due to hybridization o
copper ion with spin flipud0& and the oxygen ions surround
ing it, entering into the four nearest packets and forming t
orthogonal symmetrized states

uc1&5
1

2
~ uP1&11uP1&22uP1&32uP1&4),

uc2&5
1

2
~ uP2&11uP2&21 i uP2&31 i uP2&4);

the uP1&m states are defined by formula~4!,

uP2&1,25
1

2A3
~3up1,2&1,21up2,1&1,27 i ~ up3&1,21up4&1,2)),

~7!

uP2&3,45
1

2A3
~3up3,4&3,41up4,3&3,46 i ~ up1&3,41up2&3,4)).

~8!

The energy hybridization matrix of a wave packet w
ud0& and uc2& states has the form

Hh5S eL1E(S) T

A2
AL cosa 0

T

A2
ALcosa e0 TA3

0 TA3 e2

D , ~9!

eL1E(S) is the energy of a hole wave packet in an antif
romagnetic lattice with one flipped spin,e05U^n↓&2e
2emin is the energy of the copper state relative to the m
mum of the hole band,e252T2/U2e2(4/3)t2emin is the
energy of the oxygenuP2&m states relative to the minimum o
the hole band.16 The lowest state of this Hamiltonian ha
energy

FIG. 3. Dependence of the mean energyW of a hole in the CuO2 plane with
N0 additional holes of identical spin in a rigid~a! and a self-consistent~b!
antiferromagnetic lattice, consisting ofN unit cells, on the additional hole
concentrationN0 /N.
o

-

-

Eh'E(S)1
1

2
@eL1«12A~eL2«1!212~TAL cosa sinb!2 #,

~10!

where

«15
1

2
~e01e22A~e02e2!2112T2 !,

sin b5~«12e2!/A~«12e2!213T2.

The energy of the wave packet in an antiferromagne
lattice with a flipped spin calculated in this way,Eh , and the
energy of a free wave packeteL are plotted in Fig. 4 as
functions of L. The corresponding curves intersect at t
packet sizeLb'4a8 ~i.e., 32 CuO2 cells!. The energy at
which the curves intersect~reckoned from the energy of th
minimum of the band!, Eb'0.05 eV, is the height of the
barrier.

Thus, the mechanism of barrier formation consists in
following: during the initial localization~contraction! of a
hole packet of large radius the energy grows. This ta
place until the localization energy exceedsE(S), i.e., it be-
comes sufficient to flip a spin. After this, the hole relaxes
a ferron state.

Thus, we conclude that the spin polaron of a hole in
antiferromagnetically ordered CuO2 plane, in contrast to a
phonon polaron in a two-dimensional lattice, is separa
from the band hole state by a potential barrier. The fou
value of the barrier;0.05 eV allows us to explain the sig
nificant lifetime of the photo-induced absorption band ne
0.5 eV.
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Foundation for support of this work~Grant No. 2274!.
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Vibrations of copper atoms in Pr 2CuO4
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The method of isotopic contrast in combination with inelastic neutron scattering has been used to
investigate the vibrational spectrum of the copper atoms in Pr2CuO4. It is shown that the
energy positions of the features of the vibrational spectrum of copper in Pr2CuO4 and CuO~which
also has a planar oxygen coordination of copper! coincide. We conclude that the dynamical
behavior of the copper atoms is formed mainly by their interaction with the nearest-neighbor
oxygen atoms. ©1999 American Institute of Physics.@S1063-7834~99!00507-9#
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At present it is acknowledged that the presence of c
ducting CuO2 planes@a common structural element of a
high-temperature superconducting~HTSC! cuprates# is es-
sential for the occurence of high-temperature supercond
tivity. And although there is no mechanism of charge-carr
attraction providing a transition to the superconducting s
at ‘‘high temperatures,’’ it is clear that the role of phono
must be taken into account in any case, in particular
influence of vibrations of the copper and oxygen atoms m
ing up the conducting cuprate planes. In this light, the int
est in vibrations of these atoms is understandable.

The method of isotopic contrast in combination with i
elastic neutron scattering,1,2 which is based on the differenc
in the scattering cross sections for chemically equivalent
topes of the same element, in a number of cases opens u
possibility of experimentally retrieving the partial vibration
spectra of atoms of one kind or another. Unfortunately,
difference in the isotopes for oxygen is so small3 that, at the
present state-of-the-art, it is impossible to determine the
tial vibrational spectrum and, therefore the possibilities
obtaining experimental information are limited to atoms
copper and a few other metals.

In experiments measuring the vibrational spectra of c
per atoms in HTSC cuprates with hole conductivity and
related compounds (YBa2Cu3Ox , La2CuO4, and
Bi2Sr2Can21CunO2n14)2,4–6it was shown that the dynamica
behavior of the copper atoms is shaped primarily by the
teraction in the first two coordination spheres. Consequen
the main interactions for copper in these compounds are
interactions with the nearest-neighbor~in the CuO2 plane!
oxygen atoms~Fig. 1! and with apical oxygen~the atoms at
the vertices of the oxygen octahedra or tetrahedra surro
ing the copper!.

In contrast to the mentioned HTSC cuprates, in co
pounds with electronic conductivity~R/Ce!2CuO4 ~the so-
calledT8 phases, R5 Pr, Nd, Sm, Eu, Gd, Ref. 7! the second
coordination sphere around the copper atoms does not
tain an apical oxygen~Fig. 1! and the purely square oxyge
1041063-7834/99/41(7)/4/$15.00
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coordination in the CuO2 plane is a distinguishing feature o
the structure of these compounds. The mutual coordina
of the copper and oxygen atoms~first coordination sphere! in
this case is similar to that found in the binary oxide Cu
with the difference that in CuO~monoclinic lattice! the en-
vironment of copper has rhombic, not square coordinatio8

It follows from optical spectroscopy data and calculati
based on the central-force model9 that in compounds having
the structure of theT8 phase R2CuO4 ~R5 Pr, Nd, Sm, Gd!,
in contrast to the other HTSC cuprates, a strong force in
action of the copper atoms does take place, where the st
gest bond is formed not with the oxygen atoms but with
rare-earth atoms. On the basis of their calculations, the
thors of Ref. 9 conclude that the presence of an apical o
gen inT phases leads to strong screening of the interactio
the copper with the rare-earth atoms. At the same time,
culating in the shell model, which provides a good descr
tion of the phonon dispersion curves in Nd2CuO4,10 gives the
maximum value of the force constant responsible for the
teraction of copper with oxygen, with the interaction of co
per with the rare-earth atoms in general not being taken
account. Apparently, an answer to the question of the role
the copper–oxygen interaction in the formation of the d
namics of the copper atoms can be provided by direct m
surement of the vibrational spectrum.

To experimentally investigate the vibrational spectru
of the copper atoms specifically with square coordination,
chose the system Pr2CuO4, which has the lowest neutro
absorption cross section.

1. EXPERIMENT

As is well known,11 information about the vibrationa
spectrum of the crystal lattice can be extracted from inela
incoherent neutron scattering data on a polycrystall
sample. If the investigated material is monoatomic and
nuclei scatter neutrons incoherently~e.g., vanadium!, then
direct retrieval of the phonon spectrum is possible. Fo
6 © 1999 American Institute of Physics
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monoatomic, incoherently scattering material it is possible
retrieve the generalized~neutron-weighted! vibrational spec-
trum of the crystal latticeG(E)

G~E!5( ~cis i /Mi !gi~E!exp~22Wi !, ~1!

g~E!5( cigi~E!, ~2!

FIG. 1. Unit cells of theT phase~representative compound La2CuO4) and
the T8 phase~representative compound Pr2CuO4.
o

Wi;E E21gi~E! coth~E/2kT!dE. ~3!

Hereci , s i , Mi , Wi , andgi(E) are the atomic concentra-
tion, neutron incoherent scattering cross section, atom
mass, Debye–Waller thermal factor, and partial vibration
spectrum of the atoms of thei th sort, respectively, andg(E)
is the spectral distribution of the vibrations of the cryst
lattice ~phonon spectrum!. The sum in expressions~1! and
~2! extends over all atoms of different sort in the unit cell o
in a formula unit.

In the case of a material consisting of atoms whose n
clei have a considerable amount of coherent scattering~all
HTSC cuprates are like this!, the functionG(E), in which
the total neutron scattering cross section by atoms of thei th
sort figures ass i , can be obtained from the inelastic neutro
scattering spectra of a polycrystalline sample only by ave
aging the data over a large volume in phase space12 ~the
incoherent approximation!. In this case, the larger the phas
volume V encompassed in the experiment in comparis
with the volume of the Brillouin zoneVBZ , the better will
the average be and the closer will the measured spectrum
to G(E).

The presence in expression~1! of the factor s i /Mi

opens up the possibility of experimentally separating out t
partial vibrational spectra of atoms of a given sort. It is th
that is the basis of the method of isotopic contrast in inelas
neutron scattering.

Let us consider this situation in the case of copp
FIG. 2. Neutron-weighted vibrational spectra for Pr2CuO4 containing different copper isotopes: solid line —65Cu, dashed line —63Cu.
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FIG. 3. Partial vibrational spectra of the copper atoms:1 — in Pr2CuO4, 2 — in CuO ~Ref. 13!.
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atoms,13 which has two stable isotopes:63Cu ~s55.2 barn!
and65Cu ~s514.5 barn! with greatly different cross sections
Since the difference in the atomic masses of the copper
topes is;3%, it is possible to neglect differences in th
partial vibrational spectrum and, consequently, the ther
factor between the two isotopes. In this case, the partial
brational spectrum of the copper atomsgCu(E) is propor-
tional to the difference of the neutron-weighted vibration
spectraDG(E) measured on two samples enriched w
65Cu and63Cu, respectively

gCu~E!;DG~E!exp~2WCu!. ~4!

SinceWCu is a weighted integral ofgCu(E) over energy,
simultaneous solution of Eqs.~3! and ~4! by the method of
successive approximations allows one to experimentally
trieve both the partial vibrational spectrum and the therm
factor for the copper atoms.

From the experimental point of view regarding cupra
containing rare-earth atoms in their makeup, an additio
difficulty arises~besides the relatively high neutron absor
tion cross sectionsa511.5 barn for Pr!, associated with the
strong magnetic scattering by the rare-earth ions. In the d
bly differential inelastic neutron scattering cross section
Pr2CuO4 there is an intense line at the energyE;18 meV,
responsible for the transition between levels of the Pr31 ion
split by the crystal field.14,15The intensity of this line, which
falls within the band of greatest density of vibrations of t
copper atoms~0–40 meV!, is comparable with the intensit
of the elastically scattered neutrons and significantly exce
the intensity of scattering by phonons. Under these con
o-
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tions, it is impossible to retrieve the neutron-weighted vib
tional spectrum of the crystal lattice from the inelastic ne
tron scattering data. However, it is possible to retrieve
partial vibrational spectrum of the copper atoms since i
defined as the difference of spectra measured for
samples with different isotopic composition, but the effect
the crystal field on the rare-earth ion does not depend on
copper isotope. Of course, obtaining reliable data in this c
requires especially high statistical accuracy in the meas
ment of experimental spectra.

With the aim of obtaining the maximum possible co
trast in the neutron scattering on the vibrations of the cop
atoms in Pr2CuO4, we synthesized two samples enrich
with 65Cu ~99%! and63Cu ~99.7%! weighing 15 g each. Syn
thesis and heat treatment of the samples took place u
identical conditions~to avoid differences in their oxygen
content!. We found by x-ray analysis that the samples we
single-phase and the lattice parameters of the tetragonaT8
phase (a53.95 Å, c512.21 Å! agree with the data in the
literature.16

The inelastic neutron scattering experiments were c
ried out at room temperature on the IN6 time-of-flight ne
tron spectrometer with rectilinear geometry mounted on
ILL high-flux reactor~Grenoble, France!. The energy of the
incident neutrons was 3.12 meV, and the inelastic neut
scattering spectra were recorded in the interval of scatte
angles 112113°.

Estimates show that sinceVBZ52.6 Å23 for Pr2CuO4

and the volume of phase space over which the IN6 exp
mental data were averaged wasV535.8 Å23 for the elasti-
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cally scattered neutrons and wasV5831 Å23 for neutrons
with energy 85 meV~near the boundary of the vibrationa
spectrum!, the incoherent approximation works quite we
over the entire spectrum although the low-energy region
reproduced less accurately than the high-energy region.

As a result of processing in the one-phonon approxim
tion, with the above qualifications taken into account,
obtained neutron-weighted vibrational spectraG(E) directly
from the experimental data for each of the samples, distor
as was already noted, by the contribution of magnetic s
tering ~Fig. 2!.

2. DISCUSSION

The isotopic contrast in the vibrations of copper atom
which shows up as a difference in the spectra for sam
with 65Cu and63Cu isotopes~Fig. 2!, amounts to 2–5% of
the total spectrum, which noticeably exceeds the statist
error of the experiment. The partial vibrational spectrum
the copper atoms~Fig. 3! was obtained as the difference
spectra of samples with different isotopic composition and
normalized to unity to facilitate comparison.

As was already mentioned, the coordination of the c
per atoms in Pr2CuO4 is similar to their coordination in the
binary oxide CuO, and the Cu–O distances are similar. It
be seen from the data plotted in Fig. 3 that the edge ener
and the energy positions of all the main features of
copper-atom vibrational spectra in these compounds es
tially coincide, while the differences in intensity of thes
features can probably be explained, but not completely,
the square oxygen coordination of the copper in the cas
CuO. The similarity of the spectra in Fig. 3 allows one
conclude that the vibrational spectrum of the copper atom
Pr2CuO4, as in CuO, is formed mainly by a force interactio
with the nearest-neighbor oxygen atoms and probably
pends weakly on its more distant neighbors, including
interaction with rare-earth atoms. This conclusion is in li
with the calculations of Ref. 10 while the conclusion draw
in Ref. 9 on the basis of optical-spectroscopic data that
interaction of copper with the rare-earth atoms predomina
are not confirmed by our experiments.

From the partial spectra retrieved from the experimen
data we calculated integral characteristics of the vibration
the copper atoms in the investigated compound: the me
square thermal displacement and the mean-force interac
constant of the copper atoms in the lattice, which is mai
connected with the Cu–O interaction~see Table I!. For com-

TABLE I. Integral characteristics of vibrations of copper atoms in
Pr2CuO4 lattice.

Compound ^u2& ^E& ^B&

Pr2CuO4 5.3860.16 2.8760.6 2.5460.18
0.85, Ref. 9

Nd2CuO4 2.73, Ref. 10

Note. ^u2& — Mean-square thermal displacement at 300 K (1023 Å 2); ^E&
— mean vibrational energy at 300 K~meV!; ^B& — mean force interaction
constant~mdyn/Å!.
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parison, Table I also lists the values of the force interact
constants of Cu–O obtained in Refs. 9~for Pr2CuO4) and 10
~for Nd2CuO4).

To summarize, the method of isotopic contrast in co
bination with inelastic neutron scattering in the presence o
strong contribution from magnetic scattering has been u
to experimentally retrieve the partial vibrational spectra
copper atoms in the compound Pr2CuO4, which has square
oxygen coordination of its copper atoms. It has been sho
that the vibrational spectrum of copper in Pr2CuO4 is quali-
tatively similar to the vibrational spectrum of copper in th
binary oxide CuO; consequently, the dynamical behavior
the copper atoms in this cuprate, which is related to HT
compounds with electronic conductivity, is determined to
significant extent by their interaction with just the neare
neighbor oxygen atoms~a similar result was obtained earlie
for HTSC cuprates with hole conductivity!.
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We have investigated the specific heat of the ceramic Pr1.85Ce0.15CuO4 in the temperature range
2–800 K in magnetic fields up to 8 T. We have determined the magnitude of the specific-
heat discontinuity at the superconducting transitionDC/Tc and estimate the coefficient of the
electronic specific heat. In the temperature interval 5–800 K we have separated out the
phonon contribution to the specific heat, determined the temperature dependence of the
characteristic Debye temperatureQ, and calculated the mean frequencies~moments! of the phonon
spectrum. We compare the parameter values obtained in this way with data for the compound
La1.85Sr0.15CuO4 having similar crystal structure, but hole conductivity. The magnitude
of the specific-heat discontinuity and consequently the effective electron mass in the ‘‘electronic’’
superconductor Pr1.85Ce0.15CuO4 is several times smaller than in the ‘‘hole’’ superconductor
La1.85Sr0.15CuO4. The phonon spectrum in Pr1.85Ce0.15CuO4 in the low-energy region is somewhat
‘‘more rigid,’’ and in the high-energy region somewhat ‘‘softer’’ than in La1.85Sr0.15CuO4.
© 1999 American Institute of Physics.@S1063-7834~99!00607-3#
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Comparative studies of compounds with similar crys
structure and carrier concentrations, but different conduc
ity type are of great significance in elucidating aspects of
properties of high-temperature superconductors~HTSC’s!.

Compounds of the system Ln22xCexCuO4 ~Ln5Nd, Pr,
Sm! have a crystal structure similar to that of La22xSrxCuO4.
The CuO planes, in which the charge carriers responsible
superconductivity are concentrated, are identical in b
cases, and the difference in their structures consists in
fact that in the first case the copper atom is surrounded
four oxygen atoms and has a square–planar environm
while in the second case the copper atom is surrounded
six oxygen atoms and is located at the center of an oxy
octahedron.1 Both measurements of the transport properti2

and arguments about the formal valence state indicate
for doping of the La-system with strontium and of the P
system with cerium, the majority charge carriers in the fi
case are holes and in the second electrons.

We have initiated comparative studies of the normal a
superconducting properties of samples of the system of
ramic compounds Pr22xCexCuO4 with differing Ce content
(0.13,x,0.17) and the system of ceramic compoun
La22xSrxCuO4 ~Ref. 3!. These studies include measureme
of the thermal voltage, Hall effect, magnetic properties, a
specific heat measurements.

Measurements of the temperature dependence of the
cific heat of Pr1.85Ce0.15CuO4 samples were carried out i
Refs. 4 and 5, where primary attention was given to
behavior of the specific heat near the superconducting t
sition temperatureTc and in the low-temperature region
However, the expected specific-heat discontinuity atTc was
not observed, apparently because of the large width of
transition. These references gave an estimate of the Som
feld coefficient, which was obtained from the temperatu
1051063-7834/99/41(7)/5/$15.00
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dependence of the specific heat of the nonsuperconduc
sample in the low-temperature region.

With the aim of refining the parameters characterizi
the electronic and vibrational subsystems, the present w
looks at the specific heat of the ceramic compou
Pr1.85Ce0.15CuO4 over a wide temperature range~2–800 K!
in magnetic fields of 0, 2, 4, 6, and 8 T. We detected a d
continuity in the specific heat atTc and examined the behav
ior of the specific heat in the low-temperature region, wh
enabled us to estimate the density of electronic states.
separated out the phonon contribution to the specific heat
determined the characteristic Debye temperature over a w
temperature range, and also calculated the moments o
phonon spectrum. We compared the parameters of the c
pound Pr1.85Ce0.15CuO4 with those of the compound
La1.85Sr0.15CuO4, investigated earlier.6

1. PREPARATION OF SAMPLES AND EXPERIMENTAL
TECHNIQUE

A sample of Pr1.85Ce0.15CuO4 was prepared by solid
phase synthesis from a mixture of oxides Pr2O3 ~purity
99.9%!, CeO~99.9%!, and CuO~99.6%!, which after careful
grinding was annealed for 14 hours in air at a temperatur
950 °C. The obtained material was ground anew and pres
under a pressure of 5 kbar into pellets 12 mm in diameter
2 mm in thickness, which were annealed in air att
51100 °C for 18 hours and cooled to room temperature a
rate of 20 °C per minute. Then, to achieve the supercond
ing state the pellets were placed in a reducing anneal un
conditions of dynamical vacuum of 1023 Torr at a tempera-
ture of 920 °C for seven hours with subsequent cooling
room temperature at a rate of 10 °C per minute.

A chemical analysis performed using the method
plasma fluorescence spectroscopy confirmed the form
0 © 1999 American Institute of Physics
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composition of the sample. According to x-ray analysis,
sample was single-phase and had tetragonal structure.

The critical temperatureTc of the superconducting tran
sition, determined from ac magnetic susceptibility measu
ments, was 18 K, and the width of the transition was 2
The curve of the superconducting transition is shown in F
2.

Studies of the Meissner effect in Pr1.85Ce0.15CuO4 at he-
lium temperature (T54.2 K! by the technique described i
Ref. 7 enabled us to estimate the volume fraction of
superconducting phase in the sample to be 40%.

The specific heat of the sample in magnetic fields up
8 T was measured using the adiabatic method with pu
heating.8 The experimental error was around 2% in the te
perature range 1.5–4 K, 1% in the range 4–10 K, and 0
0.5% in the range 10–150 K. In the temperature range 1
800 K the specific heat measurements were performed u
the method of differential calorimetry, which allowed us
measure microsamples~10–200 mg! with an accuracy of 2%.
The operation of the differential scanning calorimeter is
scribed in Ref. 9.

2. EXPERIMENTAL RESULTS

Results of our study of the specific heat
Pr1.85Ce0.15CuO4 are shown in Figs. 1–3 and in Tables I an
II. The temperature dependence of the specific heat at
temperatures~2–10 K! in fields of 0, 2, 4, 6, and 8 T is
shown in Fig. 1. In the temperature range 5–9 K in zero fi
the temperature dependence of the specific heat obeys
law C5g* T1bT3, which corresponds to a straight line
the coordinatesC/T vs T2. At temperatures below 3 K in
zero field an anomaly is observed in the temperature de
dence of the specific heat of Pr1.85Ce0.15CuO4 consisting in a
deviation from the lawC5g* T1bT3: the specific heat
grows with decreasing temperature. As the magnetic fiel
increased, the anomaly shifts toward higher temperature
quantitative analysis shows that the anomaly can be satis
torily described by a dependence characteristic of a Scho
anomaly with a gap, that depends almost linearly on
magnetic field. An estimate of the magnitude of this gap i

FIG. 1. Temperature dependence of the specific heat of Pr1.85Ce0.15CuO4 in
magnetic fields of 0, 2, 4, 6, and 8 T in the temperature range 2–10 K.
e

-
.
.

e

o
d

-
–
–
ng

-

w

d
the

n-

is
A
c-

ky
e
a

field of 8 T gives 10 K, and the concentration of magnet
moment carriers is of the order of 0.02 per unit cell.

Figure 2 shows a graph of the specific heat of the sam
in the vicinity of the superconducting transition. A discon
nuity is observed in the temperature dependence of the
cific heat of Pr1.85Ce0.15CuO4 in zero field around 18 K. Ap-
plication of a magnetic field of 4 T shifts the specific-he
discontinuity toward lower temperatures, but aboveTc ,
within the limits of experimental error, the magnetic field h
no effect on the specific heat. The suppression of
specific-heat discontinuity by a magnetic field, and also
closeness of the temperature of the specific-heat discon
ity to the superconducting transition temperature determi

FIG. 2. Temperature dependence of the specific heat of Pr1.85Ce0.15CuO4

near the superconducting transition in zero field~1! and in a magnetic field
of 4 T ~2!. Below: superconducting transition curve from the ac magne
susceptibility.

FIG. 3. Temperature dependence of the characteristic Debye temperatuQ
~a! and the phonon specific heat~b! for Pr1.85Ce0.15CuO4 ~1! and
La1.85Sr0.15CuO4 ~2! in the temperature range 5–100 K.
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from the ac magnetic susceptibility give reason to conclu
that the specific-heat discontinuity is due specifically to
superconducting transition in the bulk of the sample. T
amplitude of the jumpDC/Tc for the investigated sample i
1 mJ/mol•K2. Since the superconducting phase, according
the data on the Meissner effect, occupies only about 40%
the volume of the sample, the amplitude of the specific-h
discontinuity for content of the superconducting phase eq
to 100% will be around 2 mJ/mol•K2.

Figure 3 plots the temperature dependence of the pho
specific heat and characteristic Debye temperatureQ for
Pr1.85Ce0.15CuO4 ~1! and La1.85Sr0.15CuO4 ~2! in the tempera-
ture range 5–100 K.

3. DISCUSSION

As is well known, the specific-heat discontinuityDC/Tc

at the superconducting transition is connected with the re
malized density of electron states at the Fermi levelN(EF).
Estimation of the Sommerfeld coefficientgn for
Pr1.85Ce0.15CuO4 according to the BCS relationDC/Tc

51.43gn gives gn51.4 mJ/mol•K2 and correspondingly
N(EF)50.042 states/eV•spin. Comparison of our data fo
Pr1.85Ce0.15CuO4 with the data obtained in Ref. 10 fo
Nd1.85Ce0.15CuO4 shows that these quantities are similar: f
Nd1.85Ce0.15CuO4 DC/Tc51.722 mJ/mol•K2 and gn51.2
21.4 mJ/mol•K2 ~Refs. 6 and 11!. These same paramete

TABLE I. Smoothing of the molar specific heatCP of Pr1.85Ce0.15CuO4

~1 mol5409.2 g! and La1.85Sr0.15CuO4 ~1 mol5397.7 g! in zero magnetic
field.

CP , J/~mol K!

T, K Pr1.85Ce0.15CuO4 La1.85Sr0.15CuO4

2 0.020 0.0037
3 0.022 0.0086
4 0.031 0.0171
5 0.048 0.0310
6 0.072 0.0515
8 0.150 0.123

10 0.285 0.261
15 1.050 1.176
20 2.82 3.31
25 5.70 6.70
30 10.02 11.05
35 15.80 16.00
40 21.6 20.90
45 27.5 26.24
50 33.4 33.0
60 44.6 43.0
70 54.7 53.5
80 64.9 63.5
90 73.4 72.5

100 80.7 80.4
150 106.6 106.0
200 128.5 126.4
250 143.0 140.0
300 154.6 150.0
400 171.5 163.6
500 179.5 172.5
600 186.0 175.3
700 192.0 178.8
800 194.0 182.6
e
a
e

o
of
at
al

on

r-

for the system La22xSrxCuO4 have a substantially larger va
ues than for electronic superconductors and have the va
DC/Tc511212 mJ/mol•K2 and gn58210 mJ/mol•K2.
This shows that the effective mass of the carriers in
electron-doped system is much smaller than in a hole-do
system.

The obtained data allowed us to separate out the pho
contribution from the experimentally measured specific h
over a wide temperature range and determine the tempera
dependence of the characteristic Debye temperatureQ @Fig.
3~a!# and also calculate the values of some mean frequen
~moments! of the phonon spectrum.

When separating out the phonon contribution to the s
cific heat, we assumed that the phonon component of
specific heat in the harmonic approximationCph is related to
the experimentally measured specific heat at constant p
sureC as

C5Cph1Ca , ~1!

Ca5$g1~A2g!~Cph/3nR!2%T, ~2!

whereCa combines within itself contributions to the specifi
heat having a linear temperature dependence and due to
harmonic effects, thermal lattice expansion, and also cond
tion electrons. Hereg is the coefficient of the electronic spe
cific heat of the superconductor in the normal state at l
temperatures,A is the coefficient of the linear term at hig
temperatures,R is the gas constant, andn is the number of
atoms per formula unit~in our casen57).

The interpolation formula~2! for Ca gives the corre-
sponding linear asymptotic limits both at high and at lo
temperatures and provides a smooth transition between
low- and high-temperature asymptotic limits according to

TABLE II. Characteristics of superconducting transitions and specific h
of Pr1.85Ce0.15CuO4 and La1.85Sr0.15CuO4 samples.

Parameter Pr1.85Ce0.15CuO4 La1.85Sr0.15CuO4

Tc , K 18 39
DC/Tc , mJ/mol K2 2 12
gn , mJ/mol K2 1.4 9
g* , mJ/mol K2 3.3 0.5
b, mJ/mol K4 0.244 0.230
QL , K 382 390
QH , K 550 560
A, mJ/mol K2 26.5 14
V log , K 211 209
V22, K 209 207
V21, K 259 259
V1, K 393 390
V2, K 426 434
V* , K 464 475

Note. Tc — superconducting transition temperature.DC/Tc — amplitude of
the specific heat discontinuity andgn — coefficient of the electronic specific
heat of the superconductor in the normal state, normalized to 100 % o
superconducting phase. The coefficientsg* andb fit the specific heat in the
temperature range 529 K with the dependenceC5g* T1bT3. QL andQH

— low-temperature and high-temperature values of the Debye tempera
A — coefficient of the linear term at high temperatures.V log , V22 , V21 ,
V1 , V2, andV* characterize the mean frequencies~moments! of the pho-
non spectrum as defined by relations~6!–~8!, expressed in temperatur
units.
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law similar to the Nernst–Lindeman equation.12 Note that
the contributionCa to the total specific heat in the temper
ture range 20–120 K does not exceed a few percent of
phonon background, and therefore the simplicity of form
~2! applied to the description ofCa is completely justified.

The values of the coefficientsg andA were determined
by successive approximation of the experimental data by
corresponding asymptotic expansions.

In the low-temperature region we used the standard
lation C5gT1bT3, which allowed us to describe the ex
perimental data in the temperature interval 5–9 K with st
dard deviation;1.5 %. The quantitiesg andb and also the
limiting low-temperature value of the characteristic Deb
temperature QL , related to b by the formula b
512p4nR/(5QL

3), are listed in Table II.
In the high-temperature region the total specific heat w

described by a relation with three variable parameters:V2 ,
V* , andA

C5Cph1Ca

53RnH 12
1

12S V2

T D 2

1cS V*
T D J 1AS Cph

3nRD 2

T, ~3!

where

c~z!5
z2exp~z!

~12exp~z!!2
2S 12

z2

12D . ~4!

Here, to describe the phonon component of the spec
heat we used an approach that is similar to that employe
Refs. 13 and 14; specifically, we used the asymptotic exp
sion of the phonon specific heat in the small parametez
5V/T, whereV is the characteristic energy of the phono
andT is the temperature

Cph53nRH 12 (
k52

`
~k21!Bk

k! S Vk

T D kJ . ~5!

Here Bk are the Bernoulli numbers, where allBk with odd
k.2 are equal to zero.

In formula ~3! the second-order correction inV/T is
written separately, and the functionc(V* /T) includes all
higher corrections in the ‘‘Einstein’’ approximation, i.e., b
settingVk5V* for all k>4.

The quantitiesVk are the moments~mean frequencies!
of the phonon spectrum and are defined as

~Vk!
k5^vk&5E

0

`

g~v!vkdvY E
0

`

g~v!dv. ~6!

Hereg(v) is the energy density of phonon states, andv
is the energy, expressed in temperature units.

Note that in expansion~3! the term containingV* de-
scribes the higher-order corrections withk>4, and therefore
the quantityV* is determined primarily by the fourth an
sixth moments of the spectrum, i.e.,

v* >V4 , V6 . ~7!

The quantitiesV2 , V* , andA were determined by leas
squares using formula~3! over the temperature range 115
800 K. In this temperature range we were able to describe
e
a

e

e-

-

s

c
in
n-

he

experimental results with a standard deviation around 1.3
The values of the parametersA, V2, and V* are given in
Table II. Table II also gives the limiting high-temperatu
value of the Debye temperatureQH related to the second
moment of the phonon spectrum by the formulaV2

5VH(3/5)1/2.
The above analysis allows us to separate out from

total specific heat the phonon backgroundCph in the har-
monic approximation by eliminating the electronic and a
harmonic components using relations~1! and ~2!, and to es-
timate the values ofA andg by successive approximation.

Some moments of the phonon spectrum are expres
directly in terms of integrals of the phonon specific heat15

^v&52E
0

`S 12
Cph

3nRDdT,

^v21&5
3

p2 E0

` Cph

3nR
T22dT,

^v22&50.138651E
0

` Cph

3nR
T23dT,

^v21 logv&5
3

p2 E0

` Cph

3nR
logS T

0.70702DT22dT.

The indicated moments were determined numerica
where the integration was carried out over the experime
points in the temperature interval 10–800 K, outside
which we extrapolated the specific heat using the lo
temperature asymptotic limitCph5bT3 and the high-
temperature asymptotic limit in the model of the Debye sp
trum, as in Ref. 16.

The mean frequencies corresponding to these mom
are listed in Table II, where all the frequencies are expres
in temperature units. The quantitiesV2 , V1 , V21, andV*
were determined above by Eqs.~6! and relation~7!, and pa-
rameterV log is defined as

log~V log!5
^v21logv&

^v21&

5E
0

` g~v!logv

v
dvY E

0

`g~v!

v
dv. ~8!

Note that the moments of higher orders (V2 andV* ) reflect
the characteristics of the phonon spectrum in the region
higher energies and are determined primarily by the beha
of the specific heat at high temperatures. The momentsV log ,
V22, and V21 characterize the low-energy region and a
determined mainly by the specific heat at low temperatu
In the given systems, for example, the momentV22 is de-
termined mainly by the temperature region up to 50 K a
characterizes the spectrum in the energy region from 0
25 meV.

The experimental data on the specific heat of the pre
ously investigated sample, La1.85Sr0.15CuO4 ~Ref. 6!, were
processed using the same procedure as for Pr1.85Ce0.15CuO4,
which made it possible to perform a correct comparat
analysis of the parameters for these two samples. The an
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sis of the obtained numerical values of the mean frequen
~moments! of the phonon spectrum in Pr1.85Ce0.15CuO4 and
La1.85Sr0.15CuO4 shows that the quantities characterizing t
low-frequency region of the vibrational spectrum (V log ,
v22, and V21) in La1.85Sr0.15CuO4 are smaller than in
Pr1.85Ce0.15CuO4 and, thus, the low-frequency region of th
phonon spectrum of La1.85Sr0.15CuO4 is ‘‘softer.’’ As for the
moments V2 and V* , which characterize the higher
frequency region of the spectrum, here the reverse is t
Pr1.85Ce0.15CuO4 has the ‘‘softer’’ spectrum.

As is well known, the low-temperature specific heat c
ries sufficient information to draw conclusions about t
low-frequency region of the vibrational spectrum. Towa
this end, it is advantageous to plot the phonon componen
the specific heat in the coordinatesCph /T3 vs T since the
detailed analysis carried out in Ref. 17 showed that the qu
tity Cph /T3 gives a good approximate picture of the functi
v22g(v) for v54.93T. This implies that vibrations in the
energy regionE;5kT, wherek is the Boltzmann constant
make a substantial contribution to the phonon specific hea
the temperatureT.

Since the information content of the analyzed dep
dence decreases with increasing temperature due to the
falloff of Cph /T3, it would be more appropriate to discus
the temperature dependence of the specific heat with the
of the temperature dependence of the characteristic De
temperatureQ, which is a more sensitive characteristic, go
erning, as it does, in particular, the rate of convergence
Cph(T) to its asymptotic limit. The temperature dependen
of Cph(T)/T3 for Pr1.85Ce0.15CuO4 passes through a wid
maximum atT;30 K @Fig. 3~b!#, which corresponds to the
presence in the phonon spectrum of an intense l
frequency mode at the energyE;15 meV. For
La1.85Sr0.15CuO4 the corresponding maximum is observed
T;20 K, which corresponds to a low-frequency mode atE
;10 meV. Figure 3~a! plots the dependence of the charact
istic parameterQ on the temperature. The shift of the max
mum in the dependenceCph(T)/T3 and the corresponding
minimum in the dependenceQ(T) toward higher tempera
tures in Pr1.85Ce0.15CuO4 in comparison with
La1.85Sr0.15CuO4 is evidence of an increase in the rigidity o
the phonon spectrum in the energy region 10–15 meV in
Pr-system.

Our measurements of the specific heat
Pr1.85Ce0.15CuO4 over a wide range of temperatures a
magnetic fields allows us to make the following conclusio

1! For the first time, a discontinuity in the specific heat
the transition to the superconducting state has been obse
in Pr1.85Ce0.15CuO4, equal in magnitude to DC/Tc

52 mJ/mol•K2, which has made it possible to estimate t
Sommerfeld coefficientgn51.4 mJ/mol•K2. The discontinu-
ity in the specific heat atTc and the corresponding value o
the Sommerfeld coefficient in the investigate
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Pr1.85Ce0.15CuO4 sample is several times smaller than in t
La1.85Sr0.15CuO4 sample. This fact indicates that the effectiv
electron mass in an ‘‘electronic’’ superconductor is seve
times smaller than in a ‘‘hole’’ superconductor.

2! The phonon component of the specific heat has b
separated out. Within the framework of a more accur
analysis of the specific-heat data in the region of interme
ate and high temperatures, we have calculated the mean
non frequencies~moments! of the phonon spectrum and hav
determined the characteristic Debye temperatureQ over a
wide range of temperatures. In the low-energy region
phonon spectrum of the system La1.85Sr0.15CuO4 is ‘‘softer’’
than the phonon spectrum of the system Pr1.85Ce0.15CuO4. In
the high-energy region the spectrum of the syst
Pr1.85Ce0.15CuO4 is ‘‘softer.’’
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On the decay of generalized Swihart waves
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For Josephson junctions in sandwich geometry and in thin-film geometry we formulate the
equations of nonlocal electrodynamics which take account of the influence of normal electrons in
superconductors. On the basis of these equations we examine the spectrum and decay of
generalized Swihart waves. We find that the decay of these waves by normal electrons becomes
especially prominent in the short-wavelength region. Comparison of various dissipation
mechanisms has revealed the conditions for efficient emission of electromagnetic waves from
Josephson structures with finite dimensions. ©1999 American Institute of Physics.
@S1063-7834~99!00707-8#
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The properties of Swihart waves have attracted conti
ous attention from the moment they were predicted at
beginning of the 1960’s~Ref. 1!. The interest in these wave
has been motivated by studies of the spectral properties
of solitary Josephson junctions~see, e.g., Refs. 2–4! and
layered Josephson structures.5 Ordinary Swihart waves are
described by the Klein–Gordon–Fock equation with dissi
tion

]2

]t2
w2ns

2 ]2

]z2
w1v j

2w52b
]

]t
w1a

]3

]t]z2
w, ~1!

wherew5w(z,t) is the phase difference of the wave fun
tions of the Cooper pairs on different sides of the junctio

ns[cAd/«l ~2!

is the Swihart velocity, and

v j[S 16p

\« UeUd jcD 1/2

is the Josephson frequency. Herej c is the critical Josephson
current density,e is the charge of the electron, 2d is the
thickness of the junction,« is the dielectric constant of th
nonsuperconducting layer,\ is Planck’s constant,c is the
speed of light,l is the London length. The right-hand side
Eq. ~1! contains terms describing dissipation of Swih
waves. The term containing

b[4ps/«,

describes dissipation in the nonsuperconducting layer w
conductivitys, and the term containing

a[
2p

«
snld5

4psn

« S 2d

l D l2

4
,

describes dissipation in the superconductors with conduc
ity of the normal electronssn . Neglecting dissipation, Eq
~1! gives the following relation for the spectrum of the Sw
hart waves:

v25v j
21k2ns

2 .
1051063-7834/99/41(7)/8/$15.00
-
e

th

-

t

th

v-

Taking the small dissipative terms on the right-hand side
Eq. ~1! into account leads to the following expression for t
decay decrement:

g5
b

2
1

a

2
k2. ~3!

With increasing magnitude of the wavelength 2p/k, the sec-
ond term in Eq.~3! falls away. Therefore, for long enoug
waves, when

1

Rn
[

sn

l S 1

2
kl D 2

!
s

2d
[

1

Rs
, ~4!

the influence of normal electrons on the decay of Swih
waves is negligibly small. In Eq.~4! we have used the nota
tion Rn for the resistance per unit area of the superconduc
and Rs for the resistance per unit area of the junction. T
quantityRn in Eq. ~4! depends on the London lengthl. Note
that in those cases when the field penetration depth of
superconductor is different froml the expression forRn con-
tainsleff or le ~see below!.

Equation ~1! describes Josephson junctions within t
framework of local electrodynamics. The development of
description of Josephson structures within the framework
nonlocal electrodynamics6–21 has made it possible to revea
the conditions under which the need for a nonlocal desc
tion of the wave properties of Josephson junctions arises
particular, according to Ref. 11~see also Refs. 10 and 12! for
a Josephson junction between bulk superconductors the
description becomes unsuitable when the characteristic s
Lw[u] ln w/]zu21 of spatial variation of the phase differenc
is small in comparison with the London lengthLw!l. For a
junction on a thin superconducting film of thicknessD, when
the effective penetration depth of a static magnetic fieldle

significantly exceeds the London length22

le[l2/D@l,

an adequate description of the properties of the junction
possible only within the framework of nonlocal electr
dynamics.8,9,13,14,17,20Spatial nonlocality has as its result th
5 © 1999 American Institute of Physics
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Eq. ~1! must be replaced by an integral equation over
spatial variables. Another reason for nonlocality of the el
trodynamics of Josephson junctions has to do with the p
sibility of emission of Swihart waves from a sandwich
well as from a thin film.21

As was already mentioned, a considerable numbe
works6–21 have been dedicated to a description of Joseph
junctions within the framework of nonlocal electrodynamic
Here dissipation of the electromagnetic energy is conne
either with losses in the nonsuperconducting layer10–14 or
with losses to radiation of waves to the vacuum.21 In contrast
to these works, Ref. 23 takes account in the equation
nonlocal electrodynamics of the dissipation associated w
the conductivity of the normal electrons of superconducto
Note that already in relations~3! and~4! it is clear that with
growth of the Swihart wave vector the role of the norm
electrons becomes more and more important.

In what follows we consider Swihart waves on the ba
of the equations of nonlocal electrodynamics, where the t
‘‘generalized Swihart waves’’ is used for such waves. W
present results of a study of the spectrum of such genera
waves and regularities of their decay. The paper is organ
as follows. Section 1 discusses consequences of Lond
electrodynamics. It is found that at temperatures not
close toTc ~the superconducting transition temperature!, dis-
sipation by normal electrons of the superconductor is co
paratively small and it can be described using expans
~10!. Section 2 considers the wave properties of a superc
ducting sandwich. A nonlocal equation~specifically, nonlo-
cal in space! is derived for the phase difference which tak
account of ohmic losses in the junction and superconduc
electrodes. It considers the spectrum of generalized Swi
waves and provides a description of their decay. Conditi
are revealed under which absorption of waves by nor
electrons of the superconductor plays a defining role. Sec
3 gives a description of radiative decay of Swihart waves
the region of long wavelengths. A comparison is given of
radiative decay decrement and contributions to the total d
rement by normal electrons, superconducting electrons,
by losses in the junction. This enables one to judge the em
sion efficiency of Swihart waves from a sandwich. This s
tion also finds the spectrum and decay decrement of sur
waves. Section 4 is dedicated to the theory of a Joseph
junction in a thin film. It derives a nonlocal equation for th
phase difference which, in contrast to the known equation8,9

takes account of the influence of normal electrons in the fi
and makes it possible to determine their influence on
decay of generalized Swihart waves. Section 5 derives
corresponding equation for the phase difference that ta
account both the influence of normal electrons and the ef
of emission of waves from the film. This latter proce
makes this equation nonlocal in time. Temporal nonloca
also arises as a result of the interaction of Swihart wa
with surface waves of the film. Conditions are revealed,
der which the decay decrement of the Swihart waves is g
erned by radiative losses, and the decay due to the influe
of normal electrons in the film and losses in the junction
comparatively small. In other words, we have identified
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conditions for efficient emission from a Josephson junct
in a superconducting film.

1. MATERIAL EQUATION OF LONDON’S
ELECTRODYNAMICS

The electric current density in a superconductor is eq
to the sum of the superconducting current density and
current density of the normal electrons

j ~r ,t !52
c

4pl2 H f0

2p
gradF~r ,t !1A~r ,t !J 1snE~r ,t !. ~5!

Heref0[p\cueu21 is the magnetic flux quantum,F(r ,t) is
the phase of the wave function of the Cooper pairs,A(r ,t) is
the vector potential, andE(r ,t) is the electric field vector. In
Eq. ~5! the current density of the normal electrons as it
written assumes that the characteristic time of variation
the electric field is large in comparison with the inverse c
lision frequency of the normal electrons while the charact
istic spatial scale of variation of the field is much grea
than their mean free path. Taking into account the condit
of gauge invariance in the theory~see, e.g., Ref. 24!

V~r ,t !5
f0

2pc

]

]t
F~r ,t !,

whereV(r ,t) is the scalar potential, we rewrite Eq.~5! for
the current density in the form~see, e.g., Ref. 25!

]

]t
j ~r ,t !5S c2

4pl2
1sn

]

]t D E~r ,t !. ~6!

Taking the Fourier transforms for time, Eq.~6! yields

j ~r ,v!5
v

4p i
«~v!E~r ,v!, ~7!

where the dynamic dielectric constant«~v! is described by
the expression

«~v!52
c2

v2l
*
2

[2
c2

v2l2
1 i

4p

v
sn . ~8!

Taking into account the relation between the London len
and ns ~the number density of the superconducting ele
trons!,

l25mc2/4pe2ns

and of the conductivitysn with ns ~the number density of the
normal electrons!,

sn5e2nn /mn,

wherem is the effective electron mass andn is their collision
frequency, we have from Eq.~8!

«~v!52
4pe2

mv2
ns~12 ivt!, ~9!

wheret[nn /nns is the characteristic relaxation time of th
field. At temperatures of the superconductorT less than the
critical temperatureTc , the ratio ofnn to ns falls with de-
creasing temperature~see, e.g., Ref. 25!
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nn

ns
.

Tc

2~Tc2T!
21, Tc2T!Tc ,

nn

ns
.S 2p

D

T D 1/2

expS 2
D

T D , T!Tc .

Here D is the width of the energy gap atT50, D;Tc . In
addition, within the limits of applicability of relation~5!
v!n. This implies that at temperatures of the supercondu
that are not too close to critical the imaginary part of t
dielectric constant~8!, ~9! is small in comparison with the
real part. Under these conditions, we may use the appr
mate expression

l* [l~12 ivt!21/2.lS 11
i

2
vt D . ~10!

for the complex London lengthl* . According to the mate-
rial equations~7! and ~8!, in the following treatment of the
electrodynamics of superconductorsl can be replaced by
l* .

2. SLOW WAVES IN A SANDWICH

Consider a Josephson junction in a sandwich formed
two identical superconducting electrodes of thicknessL,
separated by a nonsuperconducting layer of thicknessd
with dielectric constant« and conductivitys. Assuming that
the junction is characterized by a real dielectric constant«.0
and conductivitys, in what follows we will digress from a
discussion of non-ohmic energy losses in it. Following R
15 and taking account of the relation between the curr
density and the electric field~6! and making use of expan
sion ~10! we have the following equation for the phase d
ference of the wave functions of the electrodes:

v j
2 sinw~z,t !1b

]

]t
w~z,t !1

]2

]t2
w~z,t !

5L̂@w~z,t !#[
]2

]z2 E2`

`

dz8Q~z2z8!w~z8,t !

2t
]3

]t]z2 E2`

`

dz8Qn~z2z8!w~z8,t !, ~11!

where the kernels of the integral terms are given by

H Q~z!

Qn~z!
J 5E

2`

` dk

2p
exp~ ikz!H Q~k,l!

Qn~k,l!
J , ~12!

Q~k,l![
ns

2

l
l~k! tanh F L

l~k!G , ~13!

Qn~k,l![
l

2

]

]l
Q~k,l!, ~14!

l~k![l/A11k2l2. ~15!

If the thickness of the electrodesL is much larger than the
London length, the kernels~12! of the integral terms in Eq
~11! take the form~cf. Ref. 23!
or

i-

y

.
nt

Q~z!5
ns

2

pl
K0 S uzu

l D , ~16!

Qn~z!5
ns

2

pl F uzu
2l

K1S uzu
l D2K0S uzu

l D G , ~17!

whereKn(x) is the McDonald function, and the velocityns

has the form~2!. In the case when the characteristic spat
scale of variation in the phase differenceLw significantly
exceeds the London length, relations~16! and ~17! allow us
to represent the right-hand side of Eq.~11! in local form

L̂@w~z,t !#5ns
2 ]2

]z2
w~z,t !1

1

2
ns

2t
]3

]t]z2
w~z,t !. ~18!

In this case, of course, Eq.~11! reduces to Eq.~1! ~see, e.g.,
Refs. 3 and 4! in the local electrodynamics of Josephs
junctions. In the opposite limiting case, whenLw!l, using
relations~16! and ~17! we find for the operatorL̂@w#

L̂@w~z,t !#5
ns

2

pl S 11t
]

]t D P.V.E
2`

` dz8

z82z

]

]z8
w~z8,t !,

~19!

where the integral overz8 is understood in the sense of i
principal value. In essence, relations~16!–~19!, which do not
contain any dependence on the thickness of the super
ducting electrodes, conform to the electrodynamics of
sephson junctions in bulk superconductors. The depende
of the kernelsQ(z) andQn(z) on L can be manifested in the
case of thin electrodes, whenL!l. Then, to describe phas
difference distributions that have scales less than the Lon
lengthLw!l, we find from relations~12!–~14!

Q~z!52Qn~z!5
ns

2

pl
lnFcothS puzu

4L D G .
In turn, the integral operator in Eq.~11! takes the form

L̂@w~z,t !#5
ns

2

2lL S 11t
]

]t D P.V.

3E
2`

` dz8

sinhFp~z2z8!

2L G
]

]z8
w~z8,t !, ~20!

where the difference from Ref. 15 lies in taking dissipati
into account. Obviously, forLw!L expression~20! goes
over to expression~19!. Another possible way of manifestin
the finite thickness of the electrodes is realized forLw@l

@L. Under these conditions the functionalL̂@w# takes the
form

L̂@w~z,t !#5nsL
2 S 11t

]

]t D ]2

]z2
w~z,t !. ~21!

The main difference between expressions~21! and~18! con-
sists in a change in the Swihart velocity, which in the case
thin electrodes depends on the effective lengthleff[l2/L
@l

nsL[cAd/«leff!ns .
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We will use Eqs.~11!–~14! to describe linear waves in
sandwich. The corresponding dispersion relation looks co
paratively simple

v21 ibv5v j
21k2Q~k,l!1 ivtk2Qn~k,l!. ~22!

Here the Fourier components of the kernelsQ(k,l) and
Qn(k,l) are described by expressions~13! and~14!. Setting
v[v82 ig, whereg!v8, for the real part of the frequenc
Eq. ~22! yields19

v825v j
21k2ns

2 l~k!

l
tanhF L

l~k!G . ~23!

Next, taking the imaginary corrections in Eq.~22! into ac-
count, we obtain the decay decrement of the general
Swihart waves, whose dispersion law is given by relat
~23!

g5gd1gn . ~24!

The termgd in expression~24! describes wave decay due
ohmic losses in a Josephson junction

gd5b/252ps/«. ~25!

The termgn in expression~24! is related to energy losses i
the superconducting electrodes, due to scattering of nor
electrons

gn52
t

4
~kl!2ns

2 ]

]l H l~k!

l2
tanhF L

l~k!G J
[

1

2
tk2ns

2Fl~k!

l G 3

tanhF L

l~k!G
3H 1

2
1~kl!21

L

l~k!
sinh21F2

L

l~k!G J . ~26!

Let us compare the decay decrements~25! and ~26!. For
kl;1 andL@l the decay decrement of the waves is main
caused by normal electrons if the effective resistance per
area of the superconductorRn[l/sn!R, whereR[2d/s is
the resistance per unit area of the Josephson junction. S
larly for kl;1, but in the case of thin electrodes, wh
L!l, because of the fact that in the theory we are us
leff[l2/L@l and the resistanceRn is increased, decay o
the waves is governed by the normal electrons provided
more restrictive conditionR@Rn[leff /sn@l/sn is met.
Also note that forkl!1, as can be seen from Eq.~26!, the
decay decrement on the normal electrons decreases in
portion to (kl)2, and forkl@1 it grows in proportion tokl.
In the short-wavelength region, whenkl@1, the decremen
g is governed by the normal electrons ifR@(2/ksn)
coth (kL). In this case, Eqs.~23! and ~26! yield

gn5
1

2
tns

2 k

l
tanh~kL!,

v85
ns

l
Akl@ tanh~kL!#1/2,
-

d
n

al

it

i-

g

e

ro-

g

v8
52psn

lns

c2
@kl tanh~kL!#1/2[

1

2
v8t!1. ~27!

According to Eq.~27!, in the short-wavelength region, whe
the phase velocity of the generalized Swihart wave is s
stantially decreased, wave decay by normal electrons
manifested quite dramatically. However, within the limits
applicability of the basic approximate relation~10!, the de-
cay of generalized Swihart waves turns out to be compa
tively small.

3. FAST WAVES IN A SANDWICH

Equations ~11!–~15! are suitable only for describing
waves with phase velocity less than the speed of light.
consider fast waves withv/k@c, it is necessary to use
more general equation for the phase difference that allo
for the possibility of radiation of electromagnetic waves in
the vacuum. The corresponding equation is obtained wit
the framework of the approach of Ref. 21 if we use t
material equations linking the current density with the fie
in the superconductors~6!. In this case, in contrast to Eqs
~11!–~15! an equation that is nonlocal in time as well
space arises

v j
2 sinw~z,t !1b

]

]t
w~z,t !1

]2

]t2
w~z,t !

5L̂@w~z,t !#

[E
2`

`

dz8E
2`

`

dt8
]2

]z2 FQ~z2z8,t2t8!

2t
]

]t
Qn~z2z8,t2t8!Gw~z8,t8!, ~28!

where for the kernels of the integral term we have the re
tions

H Q~z,t !

Qn~z,t !J 5E
2`

` dk

2p E
2`

` dv

2p
exp~2 ivt1 ikz!

3H Q~k,v,l!

Qn~k,v,l!
J , ~29!

Q~k,v,l![ns
2 l~k!

l
tanhF L

l~k!G

3

cothF L

l~k!G2
c2

l2v2
l~k!c~k,v!

tanhF L

l~k!G2
c2

l2v2
l~k!c~k,v!

, ~30!

Qn~kv,l![
l

2

]

]l
Q~k,v,l!, ~31!

and the functionc(k,v) associated with the possibility o
emission of waves is given by
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c~k,v![@h~c2k22v2!2 ih~v22c2k2! signv#

3Auv2/c22k2u. ~32!

h(x) in Eq. ~32! is the Heaviside function.
Since it is usually the case thatv jl!c, the phase veloc-

ity of the generalized Swihart waves@see Eq.~23!# exceeds
the speed of light only in the range of wavelengths mu
larger than the London length, whenkl!1. To describe
long-wavelength (kl!1) low-frequency (vl!c) varia-
tions of the phase difference, instead of relation~30! we can
use the approximate relation

Q~k,v,l!.ns
2 tanhS L

l D F122i
v

c
l sinh21S 2L

l D G , ~33!

wherev@ck. Expressions~31! and~33! allow us to express
the right-hand side of Eq.~28! in the form

L̂@w~z,t !#5ns
2 tanhS L

l D ]2

]z2
w~z,t !

1H l

c
cosh2S L

l D1
t

2
tanhS L

l D
3F11

2L/l

sinh~2L/l!G J ns
2 ]3

]t]z2
w~z,t !. ~34!

Substituting expression~34! into Eq.~28! and replacing sinw
by its argumentw, it can be seen that forv8@ck the disper-
sion law of the generalized Swihart waves has the form

v825v j
21k2ns

2 tanh~L/l!. ~35!

Function ~35! joins well with function ~23!, which de-
scribes the relation between the frequency and the wave
tor for v!ck. The decay decrement of fast waves has th
parts

g5gd1gn1g r . ~36!

In Eq. ~36! gd describes decay due to energy loss in
junction ~25!. The term

gn[
t

4
k2ns

2 tanhS L

l D F11
2L/l

sinh~2L/l!G
describes energy losses due to scattering by normal e
trons. Finally,g r describes decay of Swihart waves due
radiation to the vacuum

g r[
l

2c
~kns!

2 cosh22~L/l!.

In the case of thick electrodes the inequalityL@l is fulfilled
and the radiative decay decrement is exponentially small.
the contrary, forL!l losses to radiation are very large.
particular, forL!l in the limit under discussion here, th
long-wavelength limit (kl!1), the ratiogn /g r does not de-
pend on the wave number

gn

g r
5

ct

leff
[

c

ln

L

l

nn

ns
. ~37!
h

c-
e

e

c-

n

For typical values ofl and n : l;331025 cm and n
;1015s21, the ratio~37! is much less than unity if the tem
perature of the electrodes is substantially less than crit
andnn!ns . Under these conditions, the radiative decay d
rement exceeds the decay decrement on normal electr
The quantityg r also exceedsgd if

kl@
c

ns
S 4psl

«c D 1/2

,

which is fulfilled comparatively easily~see Ref. 21!.
In the case of thick electrodes, whenL@l and radiative

losses are negligibly small, the decay decrement is gover
by the normal electrons if

kl@
l

ns
S 8ps

«t D 1/2

.

To complete the picture, note that Eq.~28! with kernels
of the form~29!–~31! is solved not only by generalized Sw
hart waves, but also by surface electromagnetic waves in
sandwich. The dispersion law for these waves is determi
by the zeros of the denominator of kernel~30!, and decay, by
the Fourier component of kernel~31!. Since the phase veloc
ity of the surface waves is less than the speed of light, to fi
their dispersion law and decay we have the equation

v2

c2 S 11 ivt
l

2

]

]l D l2

l~k!
tanhF L

l~k!G5Ac2k22v2.

Hence we find a relation between the frequencyv8 and the
wave vector

vs85
c

A2l2
l~k! cothF L

l~k!G
3HA114k2

l4

l2~k!
tanh2F L

l~k!G21J 1/2

~38!

and the decay decrement due to absorption on the no
electrons

gs5
t

4
c2

l4~k!

l6
coth2F L

l~k!G
3H 112k2l22

2L

l~k!
cschF 2L

l~k!G J
3H 112k2l4l22~k! tanh2@L/l~k!#

A114k2l4l22~k! tanh2@L/l~k!#
21J .

The interaction of a surface wave with a Swihart wave c
be manifested at those wave numbers at which their ph
velocities are similar. The dependences of the frequencie
the wave vector obtained above,~23!, ~35!, and~38!, hold far
from the intersection points of the dispersion curves.

4. SLOW WAVES IN A FILM

Let us turn now to the problem of a Josephson junct
in a thin film whose thicknessD is much less than the Lon
don length. As is well known,22 the effective penetration
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depth of the field into the film in this case isle[l2/D@l.
Taking into account the presence of normal electrons in
film and using relation~10!, it is necessary in our treatmen
of the electrodynamics of a film to replacele by

le* [le~12 ivt!21.le~11 ivt!. ~39!

Next, repeating the derivation of the equation for the ph
difference proposed in Refs. 8 and 9 and taking into acco
the redefinition ofle ~39!, we obtain an equation of the form
~11!–~14! for w(z,t) in which the Fourier components of th
kernels of the integral operator are given by the express

Q~k,le![ns
2 8

p

l

D
F~2kle!,

Qn~k,le![le

]

]le
Q~k,le!, ~40!

and the functionF(x) has the form

F~x![
1

Ax221
arctan

Ax221

11uxu
, uxu>1;

F~x![
1

2A12x2
ln

11A12x2

uxu
, uxu<1.

When the spatial scale of variation of the phase differe
Lw is much less thanle , we can replace expressions~40! by
the approximate expressions

Q~k,le!52Qn~k,le!5
ns

2

kl
,

which allow us to represent the integral terms in Eq.~11! in
the form ~19!. If, on the other hand,Lw@le , then

Q~k,le!.
4

p
ns

2lD ln
1

ukleu
, Qn~k,le!.

4

p
ns

2 l

D
,

and the operatorL̂@w# takes the form

L̂@w~z,t !#5
4

p
ns

2 le

l
t

]3

]t]z2
w~z,t !1

2

p

le

l
ns

2 ]2

]z2

3E
2`

`

dz8 sign~z2z8!

3FC1 lnS uz2z8u
le

D G ]

]z8
w~z8,t !, ~41!

whereC.0.577 is the Euler constant. As can be seen fr
Eqs. ~11! and ~41!, the equation for the phase differenc
describing a Josephson junction in a film remains nonloca
the coordinate also forLw@le . At the same time, the firs
term on the right-hand side of Eq.~41!, which is due to the
influence of normal electrons, has local form, but in contr
to its analog for a junction in bulk superconductors, it co
tains an additional large factor 8le /pl@1, which is due to
the increase in the effective penetration depth of the fi
into the film.

The dispersion relation for waves propagating along
Josephson junction in a film, as before, has the form~22! but
e

e
nt

ns

e

in

t
-

d

e

with new kernelsQ and Qn ~40!. This relation leads to the
well-known dispersion law for the generalized Swiha
waves17

v825v j
21

8

p

le

l
k2ns

2F~2kle! ~42!

and a decay decrement of the form~24!, where the contribu-
tion to the decay decrement due to the normal electron
given by

gn5
2

p

le

l
t

k2ns
2

4k2le
221

$8k2le
2F~2kle!21%. ~43!

For 2kle;1 the decay decrement associated with the n
mal electronsgn ~43! exceedsgd ~25! if R@Rn[le /sn ,
where the resistance per unit area,Rn , exceeds its value in
bulk electrodes by a factor ofl/D5le /l@1. As in a sand-
wich, in the long-wavelength region (2kle!1) the decre-
ment gn ~43! decreases}(2kle)

2, and for 2kle@1 it in-
creases}2kle . When 2kle@1, the total decrementg ~24!
is governed by the normal electrons forR@Rn;1/ksn

!le /sn . In the short-wavelength region (2kle@1) the ra-
tio of the total decay decrementg;gn ~43! to the frequency
v8 ~42! has the form@cf. Eq. ~27!#

g

v8
52psn

lns

c2
Akl[

1

2
v8t!1. ~44!

It can be seen from Eq.~44! that the ratio ofg;gn to the
frequencyv8 is small.

5. FAST WAVES IN A FILM

To consider fast waves in a Josephson junction in a t
film, we will use the approach of Ref. 21. Taking into a
count the material equation~6!, we obtain an equation of the
form ~28!, ~29! for the phase difference of the wave fun
tions. In this case, the Fourier components of the kernel
the integral operatorL̂@w# have the forms

Q~kz ,v,le![4
l

D
ns

2E
2`

` dkx

2p

1

kx
21kz

2

3F c

112cle
2

v2kx
2/kz

2

c2c22v2le
G ,

Qn~kz ,v,le![le

]

]le
Q~kz ,v,le!,

c[c~Akx
21kz

2,v!, ~45!

and the integral overk in Eq. ~29! must be replaced by an
integral overkz . As can be seen from the dispersion la
~42!, the phase velocity of the generalized Swihart waves
become comparable with the speed of light only forkle

!1, when the frequencyv8 is close to the Josephson fre
quency v j . This means that to examine fast waves w
v8@ckz we can use a comparatively simple approxima
expression for the Fourier components of the kernels
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Q~kz ,v,le!.4
l

D
kz

22ns
2 Fkz

2

p
ln

c

uvule

2
v2

pc2
ln

c

uvud
2 i

vuvu

2c2 G ,

Qn~kz ,v,le!.2
4

p

l

D
ns

2 . ~46!

In this case the operatorL̂@w# has the form

L̂@w~z,t !#5
4

p
t

le

l
ns

2 ]3

]t]z2
w~z,t !

1
2

p

l

D S ns

c D 2
]

]t
P.V.E

2`

` dt8

t82t

]

]t8
w~z,t8!

2
4

p

d

«D
ln

le

d

]2

]t2
w~z,t !1

2

p

l

D
ns

2

3S ]2

]z2
2

1

c2

]2

]t2D E2`

`

dt8sign~ t2t8!

3FC1 lnS cut2t8u
le

D G ]

]t8
w~z,t8!. ~47!

The first term in Eq.~47! is due to the influence of the nor
mal electrons, the second term describes radiation of wa
into the vacuum, and the last two terms in Eq.~47! describe,
in particular, dispersion of fast generalized Swihart wav
with allowance for their interaction with surface waves in t
film. The influence of surface waves on the spectrum of
Swihart waves is also evident forv8!ckz and leads to a
decrease in the square of the frequency~42! and in the decay
decrement~25! by a factor of

L~kz![11
4

p

d

«D
ln

1

kzd
.

For v8@ckz , replacing sinw by w, we have from Eqs.~28!,
~29!, and~46!

v825
1

L Fv j
21

4

p

l

D
kz

2ns
2 ln S c

lev j
D G ,

whereL[L(v j /c), and the expression for the decay dec
ment is of the form~36! with

gd5b/2L,

g r5
l

LD S ns

c D 2

v8, ~48!

gn5
2

pL
t

le

l
ns

2kz
2 . ~49!

It can be seen from relations~48! and ~49! that the ratio of
the radiative decay decrementg r to the decay decrement o
the normal electrons is much greater than unity ifv8@ckz
es

s

e

-

g r

gn
5

p

2 S v8

ckz
D 2 1

v8t
.

p

2 S v8

ckz
D 2

@1.

As the phase velocity of the waves approaches the sp
of light, g r falls off in proportion to (v822c2kz

2)h(v82

2c2kz
2), and for largekz it can be neglected. In this cas

wave decay is governed by the quantitygn if the resistance
of the junction is large enough:R@(p/2)Rn /(lekz)

2, where
Rn[le /sn .

The parametert also governs the decay of surfac
waves, the dispersion relation for which follows from th
condition that the denominator of the Fourier component
the kernel~45! vanish

2
le

c
~12 ivt!v25Ac2k22v2, k2[kx

21kz
2 . ~50!

Setting v[vs82 igs , we find from relation~50! the fre-
quency

v8s
25

c2

8le
2 ~A1116k2le

221! ~51!

and decay decrement

gs5
t

8

c2

le
2 F 118k2le

2

A1116k2le
2

21G . ~52!

Within the applicability limits of relations~51! and ~52!,
whenv8t!1, the ratiogs /vs8 is much less than unity.

To summarize, the treatment presented here make
possible to obtain information about the influence of the n
mal electrons in a superconductor on the decay of gene
ized Swihart waves. The influence of the normal electrons
this case is especially large for short waves. A compariso
various decay mechanisms allowed us to find the conditi
in which emission of waves from a Josephson junction in
sandwich and from a junction in a thin film takes place e
ciently.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Grant No. 96-02-
17303! and the Scientific Committee on High-Temperatu
Superconductivity~Project AD No. 95008! and state suppor
for leading scientific schools~Project No. 96-15-96750!.

APPENDIX A

In any treatment of linear waves in a sandwich it is s
ficient to use Eqs.~11! and ~28!, in which the phase differ-
ence depends on one coordinate,z, which corresponds to
choosing the direction of propagation of the wave to
along thez axis. At the same time, to examine nonlinea
two-dimensional vortex structures, it is necessary to util
an equation for the phase differences that depends on the
coordinates in the junction plane. A two-dimensional equ
tion for the phase difference that allows for ohmic ener
losses in the Josephson junction, energy losses to radia
and small dissipation by the normal electrons, and is non
cal in time and space, has the form
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v j
2 sinw~r i ,t !1b

]

]t
w~r i ,t !1

]2

]t2
w~r i ,t !

5
]2

]r i
2E dr i8E

2`

`

dt8Q~r i2r i8 ,t2t8!w~r i8 ,t8!

2t
]3

]t]r i
2E dr i8E

2`

`

dt8Qn~r i2r i8 ,

3t2t8!w~r i8 ,t8!.

Herer i is the two-dimensional position vector in the junctio
plane, and the kernels of the integral terms are given by

H Q~r i ,t !

Qn~r i ,t !J 5E dk

~2p!2
3E

2`

` dv

2p
exp ~2 ivt1 ikr i!

3H Q~k,v,l!

Qn~k,v,l!
J ,

which contain Fourier transforms of the kernels of the fo

~30!–~32!. Here it is necessary to setk5Aky
21kz

2 in expres-
sions~30!–~32!, whereky andkz are the components of th
wave vector in the junction plane.
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Nb/Al/AlO x /Nb superconducting tunnel junctions were investigated in the role of x-ray
detectors. Amplitude spectra of pulses arising upon irradiation of tunnel junctions of different
sizes by55Mn x-radiation were recorded at a temperatureT51.4 K. We also analyzed
the temporal shape of the pulses. We considered the influence of diffuse motion of nonequilibrium
quasiparticles, the inverse tunneling effect, and exchange of 2D phonons between electrodes,
on the characteristics of the tunnel detectors. It is shown that phonon processes can
bring about changes in the amplitude, duration, and polarity of the signal. ©1999 American
Institute of Physics.@S1063-7834~99!00807-2#
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Superconducting tunnel junctions~STJ’s! are promising
devices for detectors of x-ray and ultraviolet radiation p
sessing high energy resolution and a low threshold
operation.1 The record characteristics of such devices
linked with the substantially larger number of current car
ers ~quasiparticles! arising in the superconductor upon th
absorption of a quantum of radiation as compared to conv
tional semiconductors. At present, prototype detectors h
already been constructed possessing an energy resoluti
29 eV at the x-ray line of 6 keV energy~Ref. 2! in the statis-
tical limit of 4 eV, along with detectors having a threshold
operation around 1 eV~Ref. 4!.

The energy resolution that it is possible to achieve
STJ detectors is limited by various loss mechanisms of
nonequilibrium quasiparticles. The most important are dif
sive escape of quasiparticles from the tunneling region
their loss on the boundaries of the STJ,5 capture of quasipar
ticles in the region with decreased width of the superc
ducting gap, and also quasiparticle recombination and es
of 2D phonons. The reverse tunneling effect can also hav
substantial influence on the operation of STJ detectors
which we mean the possibility of the quasiparticles to tun
multiply from one electrode to the other~Gray effect, Ref.
6!. This makes it possible to amplify the output signal of t
detector, with simultaneous degradation of the energy re
lution, however.7

At present, questions regarding diffusion of quasipa
cles, reverse tunneling, and exchange of 2D phonons have
been investigated for superconducting tunnel junctions h
ing the simple structure Nb/Al/AlOx/Nb. In this construction,
the additional trap-layer used to increase the effective t
neling probability8 was not deposited near the tunneling b
rier, which allowed us to study the indicated processes un
simpler conditions.
1061063-7834/99/41(7)/7/$15.00
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1. EXPERIMENTAL TECHNIQUE

The superconducting tunnel junctions were fabricated
magnetron sputtering. A diagram of a superconducting t
nel junction is shown in Fig. 1. A buffer layer of amorphou
Al2O3 90 nm thick was first sputtered onto a silicon su
strate, followed by the three-layer structure Nb/Al/AlOx/Nb
with layer thicknesses 240/8/2/120 nm. Five STJ’s hav
different areas of the tunnel barriers were formed on o
chip: 400, 400, 1800, 6400, and 20,000mm2. The tunnel
junctions had rhombic shape in the plane of the layers w
ratio of the diagonals 1 : 2 and 1 : 4. The dimensions of
upper electrode coincided with the dimensions of the tun
barrier. The dimensions of the lower electrode exceeded
dimensions of the tunnel barrier by 5mm along the short
diagonal, forming a belt, or ‘‘skirt,’’ of width'2 mm not in
direct contact with the barrier. The current-lead strips ha
width of 6mm near the STJ. The normal resistivity of th
tunnel barrier was equal to 231025V•cm2.

Current–voltage characteristics~CVC’s! of the super-
conducting tunnel junctions were measured in the temp
ture range 1.424.2 K using the four-probe method. Supe
conducting tunnel junctions with areas of 400, 800, a
6400mm2, which we will denote as samplesA, B, and C
from here on, had CVC’s of the same shape and diffe
only in the scale of the currents. STJ’s with a barrier area
20,000mm2 had too high a level of leakage currents and w
not be considered further. We determined the values of
superconducting gap from the CVC’s: for the lower~base!
electrode Db51.33(2) meV, and for the upper~counter!
electrodeDc51.48(2) meV. The smaller value ofDb is due
to the influence of the Al layer adjacent to the tunnel barri

Spectroscopic measurements were taken at the temp
ture T51.4 K under irradiation of the STJ’s with Mn
3 © 1999 American Institute of Physics
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5.89 keVKa ~88%! and 6.49 keVKb ~12%! x-radiation ac-
companying radioactive decay of55Fe. To suppress the Jo
sephson current, we applied a magnetic field with fie
strength up to 200 Oe, lying in the plane of the tunnel barr
and oriented along the short diagonal of the rhombus.
these measurements we used a charge-sensitive preamp
kept at room temperature and connected to the STJ by me
of a coaxial cable. To measure the amplitudes of the gen
ated pulses, we used a multichannel analyzer. Simultane
with recording of the amplitude spectra, we encoded a
wrote on disk the temporal shape of the pulses at the out
of the preamplifier. Thus, each measurement produced
amplitude spectrum and a dataset of roughly 200 pulse fi
Some details of the experiment are given in Ref. 9.

2. AMPLITUDE SPECTRA

Figure 2 shows typical spectra of pulses from samplesA,
B, and C. The spectra are superpositions of contributio
corresponding to absorption of photons in the counter a
base electrodes of the STJ. The narrow peak in the sm
amplitude region corresponds to the counter electrode. T
wide distribution in the large-amplitude region, which ha
the form of a trapezium, corresponds to absorption in t
base electrode. A small ‘‘step’’ is observed on the right si
of the spectra, which arises thanks to absorption of theKb
line in the base electrode. The spectra of all the samples h
a similar form and differ only in the scale of the collecte
charge.

As a characteristic of the spectra we can use the ma
mum chargeQm corresponding to absorption of the mor
intenseKa line. Table I lists values ofQm for both elec-

FIG. 1. Schematic sectional view of a tunnel detector.1 — Current lead to
the lower electrode;2 — silicon substrate~0.5 mm!; 3 — amorphous Al2O3

layer ~90 nm!; 4 — lower Nb electrode~240 nm!; 5 — aluminum layer
~8 nm!; 6 — AlOx tunnel barrier~2 nm!; 7 — upper Nb electrode~120 nm!;
8 — insulating layer of SiO;9 — current lead to the upper electrode.
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trodes, corresponding to spectra measured with the bias
ageVb50.75(1) mV. For other values of the bias voltageVb

the structure of the spectra remained the same and the m
mum chargeQm varied in a similar way as in Ref. 10.

Table I also shows exponential-growth times of t
pulses of the lower electrodetb , which are equivalent to the
effective lifetimes of the nonequilibrium quasiparticles
this electrode. The values oftb were obtained by processin
averaged pulses of maximum amplitude. The pulses of
counter electrode have shorter duration; however, their sh
is not described by exponential growth~see the following
section!. It follows from the data of Table I that increasin
the geometrical dimensions of the STJ leads to an increas
the collected chargesQm and quasiparticle lifetimestb .

To first order, the shape of the pulses can be descri
by the diffusion model.5 This model takes account of diffu
sive motion of the nonequilibrium quasiparticles in the S
electrodes, their loss in the bulk and at the boundaries of
electrodes, and escape of quasiparticles from the tunne
region to the peripheral regions~‘‘skirts’’ !. Since the linear
dimensions of the electrodes are significantly larger th
their thickness, the problem can be treated as tw
dimensional. Propagation of the cloud of nonequilibriu
quasiparticles formed upon absorption of one quantum
radiation at the point with coordinatesr5(x0 ,y0) is de-
scribed by

]n

]t
5DS ]2n

]x2
1

]2n

]y2D 2gn, ~1!

where n is the two-dimensional quasiparticle density,t is
time, x and y are the spatial coordinates,D is the diffusion
coefficient, andg is the effective rate of quasiparticle losse
g5tT

211tL
21 , wheretT andtL are the quasiparticle tunne

ing and loss times in the bulk of the electrode, respective
The initial and boundary conditions have the followin

form:

n~x,y,t50!5N0d~x2x0!d~y2y0!,

D
]n

]N U
b

52an, ~2!

whereN0 is the initial number of quasiparticles formed upo
absorption of a quantum with energy 6 keV (N052.43106,
Ref. 3!, (]n/]N)ub is the derivative along the normal to th
electrode boundary, anda is the probability of loss of a
quasiparticle in the region of the boundary.

The collected charge is given by the integral

Q~x0 ,y0!5etT
21E

0

`

dtE
A
n~x,y,t !dx dy, ~3!

wheree is the electron charge, and the integral is taken o
the area of the tunnel barrierA.

In the given model, broadening of the spectra is cau
by the dependence of the collected charge on the coordin
of the point at which a quantum of radiation is absorbed. T
maximum chargesQm correspond to absorption of a qua
tum in the center of the electrode. Results of a calculation
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FIG. 2. Spectra of pulses arising upon irra
diation of samplesA, B, and C by a 55Fe
source ~bias voltage at the detecto
Vb50.75 mV!. 1 — calculation using the
diffusion model.
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the base electrode are depicted in Fig. 2, based on analy
expressions obtained in Ref. 5 for square-shaped electro
~curve1!. It can be seen that the diffusion model provide
satisfactory description of the experimental data. The
tained values of the diffusion coefficientD are listed in the
table. The distinguishing difference of the spectra of
counter electrode has to do with the shorter diffusion len
in it, due to the short quasiparticle lifetime in this electrod
and also with the absence of a ‘‘skirt.’’

At the same time, the simple diffusion model does n
give a self-consistent quantitative description of the spe
of the counter and base electrodes, and of spectra of STJ
different dimensions.
cal
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a
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e
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t
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3. REVERSE TUNNELING

An important mechanism affecting the operation of
STJ detector is reverse tunneling, i.e., multiple tunneling
nonequilibrium quasiparticles from one electrode to t
other.7,11 The collected charge in this case is given by t
expression

Q15

eN0S td1

tT1
D S 11

td2

tT2
D

12S td1

tT1
D S td2

tT2
D , ~4!

wheretT1 andtT2 are the tunneling times, andtd1 andtd2
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are the effective quasiparticle lifetimes. The subscript 1 p
tains to the electrode in which the quantum was absorb
and the subscript 2, to the opposite electrode.

It follows from expression~4! that the contribution of
reverse tunneling is governed by the ratiotd2 /tT2. These
quantities can be estimated from the values of the maxim
chargesQm : td /tT'Qm /eN0. For the STJ’s investigated in
the present work, these ratios are substantially less than
addition, the effective quasiparticle lifetimes in the coun
and base electrodes are significantly different. Under th
conditions, the time dependence of the collected charg
given by the expression

Q1~ t !>eN0S td1

tT1
D @~12 f !~12exp~2td1

21t !!

1 f ~12exp~2td2
21t !!#, ~5!

where f 5td2 /tT2.
It follows from relation~5! that, under conditions of re

verse tunneling, the leading edge of the pulse should be
scribed by a superposition of two exponentials with grow
times roughly equal to the effective quasiparticle lifetimes
the STJ electrodes. For pulses of the counter electrode
contribution of reverse tunnelingf should be'7, 13, and
22 % for samplesA, B, andC, respectively. For pulses of th
base electrode, reverse tunneling should not exceed 3 %

To obtain data on the effects of reverse tunneling,
shape of the recorded pulses was analyzed using expre
~5!. To enhance accuracy, pulses belonging to the cou
and base electrodes were selected from the experimenta
of pulses and averaged. For the base electrode we sele
pulses that had maximum amplitude, which corresponde
absorption of quanta in the center of the electrode. For
counter electrode, in addition to the amplitude criterion
selected for a shorter duration of the leading edge in co
parison with the pulses of the base electrode.

We fit the pulses by the method of least squares. Tow
this end, expression~5! was modified to take account of dis
charge currents through the resistance of the tunnel junc
and load, and also to take account of the effect on the sig
of the differentiating circuit of the preamplifie

TABLE I. Parameters of STJ detectors.

Sample A B C

ST , mm2 400 1800 6400
Qm

b , 104e 16.8~2! 30.2~4! 51.8~4!
Qm

c , 104e 5.5~1! 7.6~2! 9.6~2!
tb , ms 0.45~1! 0.78~1! 1.36~2!
D, cm2/s 1.0 2.6 3.7
tc1, ms 0.15~2! 0.20~2! 0.33~4!
tc2, ms 0.45~3! 0.74~3! 1.35~6!
f , % 45~3! 61~1! 71~4!
K, % 15 15 13

Notes. ST — Area of tunnel barrier;Qm
b and Qm

c — maximum collected
charges for base and counter electrodes;D — quasiparticle diffusion coef-
ficient; tb , tc1, and tc2 — time constants of pulses of base and coun
electrodes;f — contribution of reverse tunneling to the signal of the coun
electrode;K — fraction of quasiparticles arising in the base electrode up
absorption of a photon in the counter electrode.
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(tdi f522ms!. We varied the following parameters: the am
plitude of the pulseQ, the timest1 and t2, and the contri-
bution of reverse tunnelingf. To describe the shape of th
pulses of the base electrode, it turned out to be sufficien
use an expression with one growth timetb ~i.e., we set the
parameterf 50). This result is in line with the above est
mates of the small contribution of reverse tunneling to
signals of the base electrode.

Processing of the pulses in the counter electrode sho
that, for a correct description of the shape, it is necessar
take account of the contribution of reverse tunneling. Fig
3~a! displays a pulse of sampleB, obtained with a bias volt-
ageVb50.74 mV. The solid curve depicts the result of fi
ting, the dashed curves are contributions with differe
growth times. The obtained values of the timestc1 andtc2

and the parameterf are given in the table. Note that the tim
tc2 coincides within the limits of error with the timetb ,
obtained by processing the pulses of the base electrode.
time tc1, corresponding to the effective quasiparticle lifetim
in the counter electrode, is substantially shorter, in line w
the form of the amplitude spectrum in the diffusion mode

However, the values of the parameterf describing the
contribution of tunneling from the base electrode sign
cantly exceed the values calculated in the reverse tunne
model ~5! and vary from 45 % to 71 % as the area of t
tunnel barrier is increased. This implies that, along with q
siparticle tunneling, there is another channel leading to re
tribution of nonequilibrium quasiparticles between the S
electrodes. Without going into specific mechanisms, the c
lected charge in the counter electrode upon absorption of
quantum in the counter electrode can be described in s
plest form by

Qc>eN0F ~12K !S tc1

tT1
D1KS tb

tT2
D G , ~6!

where K is the fraction of quasiparticles belonging to th
base electrode. Values ofK were calculated for all of the
processed pulses based on the obtained values of the pa
eterf (K5 f Qm

c /Qm
b ). It turned out that the number of quas

particles formed in the base electrode upon absorption of
quantum in the counter electrode is essentially independ
of the dimensions of the STJ and other parameters an
equal roughly to 14 %.

4. EXCHANGE OF 2 D PHONONS

An additional process leading to redistribution of no
equilibrium quasiparticles between electrodes appears to
exchange of 2D phonons. It is well known that a dynamica
equilibrium between quasiparticles and 2D phonons is main-
tained in superconductors12,13

tR
21n52tpb

21p and tR
215Rn. ~7!

Here n and p are the quasiparticle density and th
2D-phonon density, respectively,tpb is the pair-breaking
time, tR is the quasiparticle recombination time, andR is the
recombination constant. For Nbtpb54.17 ps andR52
31029 cm3s21 ~Ref. 14!.
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FIG. 3. Shape of the pulses arising upon a
sorption of radiation in the upper electrode
Vb , mV: a — 0.75,b — 0.09. Solid curves
— result of fitting, taking reverse tunneling
into account according to Eq.~5!. Dashed
curves plot the contributions of the lowe
(BE) and upper (CE) electrodes.
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In thermal equilibrium atT51.4 K tR'1 ms. In this
case the number of 2D phonons is less than the number
quasiparticles—by six orders of magnitude, and they can
have a noticeable effect on the operation of a STJ detec
However, upon absorption of an x quantum the density of
formed quasiparticles significantly exceeds their therm
density; therefore, recombination proceeds primarily by n
equilibrium carriers, i.e., self-recombination occurs. Es
mates show that the recombination rate in this case grow
several orders of magnitude, which according to relations~7!
results in an increase in the 2D-phonon density.

At low temperatures (T!TC), scattering processes wit
decrease of energy are attenuated for 2D phonons; therefore
the main loss mechanism for 2D phonons is their escape t
the other electrode and/or substrate. The characteristic
of this process is given by the expression15

tp,tr
21 5

hc

4d
, ~8!
ot
r.
e
l
-

-
by

e

whered is the thickness of the electrode,h is the transpar-
ency of the interface, andc is the speed of sound~in Nb cL

55.13105 s21 andcT52.83105 s21).

For the case under considerationtp,tr'1. When the den-
sity of 2D phonons is increased, this mechanism can prov
a noticeable redistribution of the excitation energy betwe
the two electrodes. Note that after relocating to the sec
electrode the 2D phonons, by virtue of relation~7!, are al-
most completely converted into quasiparticles. A diagram
the exchange of quasiparticles and 2D phonons in a STJ
detector is shown in Fig. 4.

Let us estimate the 2D-phonon flux from the counte
electrode to the base electrode for the superconducting
nel junctions investigated in the present work. We assu
that the nonequilibrium quasiparticle density in the coun
electrode,n(r ,t), can be represented as the solution of t
diffusion equation
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FIG. 4. Diagram of electron and pho
non processes in a STJ detector up
the absorption of radiation in the uppe
electrode: diffusion, tunneling, recom
bination, and other losses of quasipa
ticles ~Qp.!; breaking of Cooper pairs
by phonons~pair breaking! , phonon
exchange between electrodes~Ph. ex-
change!, loss of phonons to the sub
strate. Characteristic times and the ro
of these processes for each of the ele
trodes are discussed in text. Thickne
of arrows reflects the intensity of the
processes.
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First
n~r ,t !5
N0

4pDt
expF2

~r2r0!2

4Dt
2

t

tc1
G . ~9!

Since expression~9! falls off rapidly with time, we will ne-
glect boundary effects and we will consider the problem
an infinite plane. According to relations~7!–~9!, the
2D-phonon flux from the counter electrode to the base e
trode is equal to

I 2D5
N0

2R

16pdDt S tpb

tp,tr
DexpS 2

2t

tc1
D . ~10!

Expression~10! diverges ast˜0; therefore to obtain the
total number of relocated 2D phonons,P2D , the integration
over time should start from the timet0 at which quasi-
equilibrium is established in the system after absorption o
quantum. We finally obtain

P2D5
N0

2Rtpbch

64pd2D
F lnS tc1

2t0
D20.57G . ~11!

If we adopt the valuest052 ns ~Ref. 3!, D'1 cm•s21, and
tc1'0.2ms, then using Eq.~11! we can estimate the value o
the coefficienth for which the 2D phonon flux stimulates
the formation in the base electrode ofKN0 quasiparticles.
These estimates give a value around 0.1 forh, which is
entirely acceptable taking into account the multilayer str
ture of the tunnel barrier.

The influence of phonon exchange can explain a se
of experimental facts regarding the operation of STJ de
tors which have not yet received a consistent interpretat
In particular, it is well known that in asymmetric STJ’s wit
electrodes having different superconducting gaps (D1ÞD2),
anomalous polarity signals should be observed.9,16,17 These
signals arise upon the absorption of quanta of radiation in
electrode with the larger gap forVb,(D12D2)/e thanks to
a competition between the electron and hole tunneling ch
c-

a

-

s
c-
n.

e

n-

nels. However, in Refs. 10 and 18 anomalous polarity pul
were not observed. In the present study, the appearanc
anomalous pulses of negative polarity could be expected
the counter electrode (Dc.Db). However, instead of this, for
small bias voltages we observed anomalous bipolar pu
with a short negative excursion@see Fig. 3~b!#.

According to the model of exchange of 2D phonons, the
pulses in the counter electrode are formed by the sum
tunnel currents from both STJ electrodes. In this case,
contribution of the counter electrode is around 40 %, and
contribution of the base electrode, due to phonon excha
is roughly 60 %. For small bias voltagesVb,(D12D2)/e
the tunneling current from the base electrode has the u
positive polarity and the tunneling current from the coun
electrode should have negative polarity. In conjunction w
the different duration of the currents from the counter a
base electrodes this should lead to the formation of a bip
output signal.

In Fig. 3~b! the solid curve depicts the result of fittin
expression~5! to the experimental pulse assuming a negat
contribution of the counter electrode. The variab
parameters—the effective lifetimest1 andt2 and the contri-
bution of reverse tunnelingf —agree with the data obtaine
by processing pulses observed in large fields. Apparently,
absence of anomalous-polarity pulses in Refs. 10 and 18
also be explained by compensation of signals from differ
electrodes, brought about by phonon exchange.

Phonon processes can also have an effect on signa
the base electrode. In the investigated samples, escap
phonons to the counter electrode upon absorption of a qu
tum of radiation in the base electrode gives a small con
bution to the signal as a consequence of smallness of
ratio td2 /tT2 for the counter electrode. Escape of 2D
phonons to the substrate requires a separate treatment.
of all it should be noted that the lifetime of the 2D phonons
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in an insulating substrate in contrast to a superconducto
larger than the typical duration of the pulsed tunneling c
rent (td'1 ms!. If the substrate is a high-purity single
crystal wafer~e.g., silicon or sapphire!, then the 2D phonons
can propagate ballistically across the wafer to the oppo
face.19 In this case, since the thickness of the substrate
usually much greater than the linear dimensions of the e
trode, the back flux of 2D phonons is negligibly small, and
escape of 2D phonons to the substrate is one of the chann
of quasiparticle loss. The efficiency of this channel is go
erned by the acoustic transparency of the boundary.

In the tunnel junctions investigated in the present wo
we deposited a layer of amorphous Al2O3 of thickness 90 nm
between the silicon substrate and the niobium electrode.
analogous buffer layer is usually present in the designs
STJ detectors of other authors. If the acoustic transparenc
the buffer layer–substrate boundary is small, theD
phonons will be localized in the buffer layer, whose thic
ness is comparable with the thickness of the electrodes
this case, the back flux of phonons from the buffer layer
the electrode becomes important. This flux can have a c
siderable effect on the effective lifetime and diffusion
quasiparticles in the base electrode.

The study presented here shows that upon absorptio
a quantum of x radiation in an electrode of a tunnel detec
an electron–phonon nonequilibrium state is formed, wh
then not only propagates throughout the volume of the e
trode, but also redistributes between the two electrodes o
detector.

Diffuse propagation of nonequilibrium quasiparticl
throughout the volume of an electrode and their loss at
boundaries of the electrode are a source of inhomogen
broadening of the spectra. In the investigated supercond
ing tunnel junctions this mechanism governs the shape of
spectra of the base electrodes and is described by the
dimensional diffusion model. Loss of quasiparticles on
boundaries is due to capture to traps which are defect reg
with reduced value of the order parameter. Inhomogene
broadening of the spectra can also have a phonon orig
the escape probability for 2D phonons is not identical ove
the surface of the electrode.

Analysis of the temporal shape of the pulses shows
redistribution of nonequilibrium quasiparticles between
electrodes of the detector proceeds via two channels: by
neling of quasiparticles and by exchange of 2D phonons. In
the investigated superconducting tunnel junctions the pho
channel is dominant. We have shown that exchange ofD
phonons between the electrodes, and also between the
trodes and the substrate, can alter the amplitude, dura
is
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and also the polarity of the observed signals. The intensity
the phonon processes depends on the acoustic transpa
of the interfaces and, consequently, on the choice of ma
als and technology. These issues must be taken into acc
in the development of new designs of STJ detectors.

In conclusion, we would like to thank K. Mitsen an
O. Ivanenko for useful discussions of phonon aspects of n
equilibrium superconductivity.
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We have investigated cathodoluminescence both in unannealed ZnSe crystals and in crystals
annealed in a Bi melt at a temperature of 1200 K for 120 h with subsequent quenching. In the
wavelength range 4502480 nm we have detected a new line seriesI i

s2nLO2mPl
consisting of the bound-exciton emission lineI i

s with wavelengthl5455.9 nm and its plasmon
andLO-phonon echoesI i

s2LO (l15461.3 nm!, I i
s22LO (l25466.8 nm!, I i

s23LO (l3

5472.4 nm!, andI i
s24LO (l45478.3 nm!. We have determined the mean number of emittedLO

phononsNLO52.260.1 per photon. It is shown that the observed finer structure of the band
may be due to multiphonon optical transitions. At low plasma densities (vp!vLO) the Coulomb
interaction causes broadening of theI i

s2nLO series. In samples with denser plasma, in
which the conditionvp<vLO is met, multiplasmon satellites of the seriesI i

s2nLO2mPl are
observed. Theoretical calculations of the shape of the emission band agree with
experiment. ©1999 American Institute of Physics.@S1063-7834~99!00907-7#
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Multiphoton optical transitions involving the participa
tion of low-frequency plasmons created by vibrations of
plasma of band charge carriers have been studied unde
diative recombination of electrons and holes in the dire
band semiconductor compounds ZnSe, CdS, and ZnTe
the authors of Refs. 1–8. Photo- and cathodoluminesce
~CL! spectroscopic studies of free–free, free–bound,
bound–bound recombination transitions with emission
photons, phonons, and plasmons were carried out ov
wide temperature range~4.22355 K! at different levels of
excitation (j 50.01210 A/cm2) with different delay times
~0.1210 ms!.1–8 New wide composite emission bands, i
cluding around ten plasmon echoes, were detected at
levels of excitation in the intervals of lattice temperatur
40270 K ~ZnSe! and 302120 K ~ZnTe!,2–4 corresponding to
the maximum lifetime of the plasmons and the minimu
mobility of the charge carriers. It was shown that the mu
plasmon fine structure of the bands is due to recombina
of free band electrons and holes strongly interacting with
plasmons.

Multiplasmon optical transitions, showing up in the fin
structure and in broadening of the bands, enable one to
plain many key features of the emission spectra of II–
semiconductor compounds. It has been shown that not
the high-temperature series of green luminescence of C
which is due to free–bound transitions, but also recombi
tion of electrons and holes at donor–acceptor pairs~DAPs!
can be accompanied by emission and absorption of sev
plasmons.6 The measured distances between the lines of
1071063-7834/99/41(7)/5/$15.00
e
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multiplasmon low-temperature series varied from 2
10 meV. This is an experimental proof of the participation
the optical transitions of plasmons whose energy\vp de-
pends on the plasma density and, therefore, varies with
level of excitation and from sample to sample.6

A striking manifestation of multiplasmon radiative tran
sitions during recombination of bound excitons is the r
cathodoluminescence band in ZnTe~Ref. 7!.

The present paper examines multiplasmon transiti
that were detected in the cathodoluminescence spectr
ZnSe crystals, both unannealed and annealed in a Bi m
with subsequent quenching. As the starting material, we u
ZnSe crystals grown from the vapor phase. The samp
were annealed at 1200 K for 120 h. Cooling~quenching! to
room temperature took place outside the furnace by s
merging the ampoule in water.

Cathodoluminescence was excited at a sample temp
ture of 4.2 K by an electron beam with energy 40 keV, pu
duration 0.4ms and a pulse repetition rate of 200 Hz. Th
emission was analyzed with a DFS-12 monochromator in
wavelength range 0.420.8 mm.

The edge cathodoluminescence of both the unanne
and the annealed samples consists of a series of lines in
exciton region of the spectrum. The most intense line is
EPK line I i

d ~445.8 nm!, produced by an exciton localized a
a neutral acceptor—a zinc vacancy (VZn). In Refs. 9–12 it
was suggested that theI i

d line is formed by two acceptors o
different nature—VZn and/or copper substituting for zin
0 © 1999 American Institute of Physics
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FIG. 1. Cathodoluminescence spectra of ZnSe crys
at T54.2 K: 1 — sample annealed in a Bi melt with
subsequent quenching;2 — starting sample.
.
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(CuZn). For undoped samples,I i
d is due to zinc vacancies

For copper-doped samples, defects based on CuZn are re-
sponsible forI i

d .
In the wavelength region 4502480 nm at low levels of

excitation, we detected a new emission bandI i
s2nLO

2mPl ~Fig. 1!, consisting of the emission line of a boun
excitonI i

s with wavelengthl5455.9 nm and its plasmon an
LO-phonon echoesI i

s2LO (l15461.3 nm!, I i
s22LO (l2

5466.8 nm!, I i
s23LO (l35472.4 nm!, and I i

s24LO (l4

5478.3 nm!. Besides theLO-phonon echoes, we also ob
served a finer band structure, due to multiplasmon transit
~curves1 and2 in Fig. 1, and curve1 in Fig. 2!.

Note that in the samples annealed in a Bi melt, a Bi m
with zinc admixture, and a Zn melt and slowly cooled~by
turning off the furnace!, the I i

s2nLO2mPl band was not
observed13 ~heren is the number of emitted longitudinal op
ns

lt

tical phonons,m is the number of plasmons!. This points to a
substantial role of zinc vacancies in the formation of t
centers responsible for emission of theI i

s2nLO2mPl se-
ries.

We will begin our analysis of the emission spectra w
a consideration of the emission series of the bound excit
including theI i

d line and itsLO-phonon echoes, for which
the radiative recombination rateRl can be represented in th
form

Rl5R0(
n

~NLO
n /n! !gn /@~x1n!21gn

2#. ~1!

HereR0 is a constant,x5(v2v0)/vLO , v is the pho-
non frequency,v0 is the frequency corresponding to th
maximum of theI i

d line, vLO is the frequency of theLO
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FIG. 2. Cathodoluminescence spect
with different densities of the equilib-
rium plasma:1 — dense plasmavp

<vLO , in which plasmon echoes ar
observed; 2 — low-density plasma
vp!vLO .
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phonons,NLO is the number ofLO phonons emitted pe
photon, 2gn is the half-width of thenth phonon echo in units
of vLO . For a series of lines of identical half-width, Eq.~1!
corresponds to a Poisson distribution forRl at the maxima of
the LO-phonon echoesI i

d2nLO. According to our results
NLO50.2060.01 if we defineNLO as the ratio of intensities
of Rn at the maxima of the non-phonon peak and the sing
phonon echo (R1

max/R0
max5NLOg0 /g1). If, on the other hand,

we defineNLO as the ratio (R2
max/R1

max)5(1/2)NLO(g1 /g2),
then it turns out thatNLO.0.2 and it varies from sample t
sample within the limits 0.220.5. Yet more striking results
obtain if we defineNLO in terms of the third and secon
phonon echoes. According to the cathodoluminescence s
tra shown in Fig. 1,NLO>4 for sample 1 andNLO>1 for
sample 2. In addition, for the first sample the half-width
I i

d22LO is greater than the half-width ofI i
d23LO ~if we
-

ec-

f

take the line at the wavelengthl5461.3 nm to beI i
d

23LO). As can be seen from Fig. 1~curve 1!, the I i
d

22LO line has a shoulder on its short-wavelength side.
these features are easily sorted out if we note that in
region of the secondLO-phonon echo of theI i

d line there are
~superimposed! two I i

d22LO lines and a new non-phono
line I i

s . For the second sample, this is mainly the lineI i
d

22LO at l5456.0 nm whereas for the first sample the i
tensity of theI i

d22LO line is two times greater than th
intensity of I i

s . For the seriesI i
s the interaction of a bound

exciton with phonons turns out to be stronger than for
seriesI i

d . According to the results presented in Fig. 1, for t
series of the new lineI i

s and itsLO-phonon echoes we find
that NLO52.260.1.

The radiative recombination rateRl ~Ref. 8! is defined
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by a generating function, which in the two-level approxim
tion for a bound exciton has the form

I ~ t !5expH(
k

~vk /p\!Urh~k!2re~k!U2

3E
0

`

Im$«` /«* ~k,v!% f ~ t,v!/v2dv.J . ~2!

The notation here is the same as in Ref. 8. The frequ
cies of the elementary excitations with which the recomb
ing electron and hole interact are determined by the zero
the dielectric function«(k,v). At low densities of the
plasma of band charge carriers (vp!vLO) these excitations
are plasmons (k,1/l0, wherel0 is the screening length!
andLO phonons. For hydrogenlike centers

re,h~k!5^e,huexp~ i k•re,h!ue,h&

5$11~kae,h/2!2%22. ~3!

It can be seen from Eq.~2! that, in the case when the radii o
the electron and hole statesae andah are of the same orde
(ae>ah , rh(k)>re(k)!, the interaction with plasmons an
phonons is weak. Thus, we can judge the structure of
center from the cathodoluminescence spectra. A strong in
action with LO phonons and plasmons is characteristic
centers that strongly bind one of the carriers of ane2h pair,
localizing it within the limits of a unit cell, and create
Coulomb field for the second charge carrier. In this case,
region of motion of the second carrier in this field enco
passes hundreds of lattice constants. AnI i

s line and its
LO2phonon and plasmon echoes, whose shape can be
proximated by the expression

Rl5(
n,m

~NLO
n /n! !~Np

m/m! !gn,m /$~v1n1am!21gn,m
2 %,

~4!

are associated with a center of this type.
Here a5vp /vLO . Figure 3 displays results of calcula

tions of cathodoluminescence spectra for various value
the mean numbers ofLO phononsNLO and plasmonsNp

emitted during recombination, various ratios ofvp andvLO ,
and various half-widths of the lines making up the emiss
band.

Numerical calculations of single-phonon and sing
plasmon satellites can be performed using the results of R
1–8 and the generating functionI (t) ~2! with «~k,v! in the
random phase approximation. It turns out that the half-wi
of the single-plasmon satellite is greater, as a rule, than
of the single-phonon satellite. This has to do with the la
dispersion of the plasmons and with Landau decay. Thu
is necessary to surmise that the inequalitygn,m.gn,0 (m
51,2, . . . ) issatisfied and that the quantitygn,m grows with
growth of the number of emitted plasmonsm. For small
plasma densities (vp!vLO) the multiplasmon structure i
not resolved. Processes involving emission of several p
mons lead to a broadening of theI i

s line and itsLO-phonon
echoes~curve 3 in Fig. 3!, in agreement with experimen
~curve2 in Fig. 2!. If, on the other hand,vp<vLO , then the
plasmon structure can be observed~curves1 and2 in Fig. 1,
-
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and curve1 in Fig. 2!. The numerical calculations~Fig. 3!
and experimental cathodoluminescence spectra are foun
be in satisfactory agreement, which allows us to conclu
that plasmons participate in the emission of the new serie
bound-exciton linesI i

s2nLO2mPl in ZnSe crystals to-
gether with emission from donor–acceptor pairs14 in this re-
gion of the spectrum.

Noting that LO-phonon echoes are usually observ
during recombination of excitons bound to acceptors, it
natural to suppose that the center responsible for the app
ance of theI i

s line is a zinc-vacancy based acceptor. TheI i
s

line is observed only in samples subjected to quench
therefore, it may be concluded that the given acceptor ce
exists at high temperatures and is frozen in during quen
ing. Upon slow cooling, on the other hand, this center
destroyed and new associates based on it are formed.
an acceptor center is possibly a complex consisting of
zinc vacancies and one selenium vacancy.

FIG. 3. Shape of theI i
s2nLO2mPl bandRl (a5vp /vLO , b, g1 , g2 ,

NLO , Np , x! at different plasma densities and different satellite half-widt
gn,05g1 , gn,m5g2(11mb) (m51,2, . . . ):1 — Rl ~0.3, 0, 0.03, 0.1, 2, 2,
x); 2 — Rl ~0.3, 0, 0.05, 0.2, 2, 2,x); 3 — Rl ~0.1, 0, 0.1, 0.1, 2, 2,x); 4
— Rl ~0.3, 0.35, 0.03, 0.1, 2, 3,x); 5 — Rl ~0.3, 0.35, 0.03, 0.1, 2, 1,x).
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Effect of IR illumination on photocurrent spectra in CdS crystals
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Low-temperature near-band-edge photoconductivity~PC! spectra of CdS crystals were studied as
a function of IR illumination intensity in the PC quenching interval. The photocurrent
quenching by IR light of the PC response profile has been investigated. An analysis of these
relationships permitted establishing a direct connection between ther photoconductivity centers
and the near-band-edge structure of the spectrum. The effect of ‘‘pinning’’ of majority-
carrier lifetime on the semiconductor surface has been discovered and interpreted. It is proposed
that surface-acceptor states in CdS crystals play the part of surface photoconductivity
centers. ©1999 American Institute of Physics.@S1063-7834~99!01007-2#
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Additional illumination by IR light in the photoconduc
tivity ~PC! quenching region was reported to affect drama
cally the low-temperature photocurrent response in C
crystals.1–6 However the experimental data and their inte
pretation presented in Refs. 1–5 exhibit substantial disc
ancies. This has stimulated our investigation of the chan
in low-temperature (T577 K! near-band-edge spectra
steady-state PC excitation in CdS crystals which are indu
by IR illumination in the PC quenching region at differe
intensity levels.

The PC response measurements were performed
laboratory setup based on an MDR-2 high-collecting pow
monochromator. The spectra were recorded automatic
with a KSP-4 recorder. The samples were pure~i.e. undoped!
CdS plates with the hexagonalC axis in the sample surfac
plane. Cooling down toT577 K took place by immersing
the sample into an optical cryostat filled with liquid nitroge
The IR light for PC quenching was isolated from the co
tinuum of a halogen filament lamp with an IKS-1 color filte
The IR intensity was varied either by controlling properly t
lamp power voltage or by diaphragming the objective le
focusing the IR light on the sample at a fixed lamp volta
The spectra were measured in theE'C incident ~probing!
polarization (E is the light-wave electric vector!. The spec-
tral resolution was not worse than 8 Å in all experiments.

1. EXPERIMENTAL RESULTS

Figure 1 shows PC spectra of CdS crystals with a fi
~excitonic! structure~FS! of type I (a) and type II (b) ~no-
tation of Ref. 6! obtained without~curves1! and with~curves
2 and3! additional IR illumination at various intensity lev
els. As seen from Fig. 1, IR illumination affects PC spec
of the CdS crystals studied in the following way.

~1! IR illumination produces photocurrent quenchin
throughout the photoconductivity spectral range studied.
quenching increases with increasing IR intensity.
1071063-7834/99/41(7)/4/$15.00
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~2! The IR-induced quenching is spectrally selectiv
namely, the quenching is particularly strong around the
called additional maximaAM1 andAM2 @Ref. 5# (I 1 andI X ,
respectively, in the notation of Ref. 2!.

~3! In crystals with a peak-shaped FS~type I, a!, the IR
quenching of the photocurrent is accompanied by noticea
changes in the spectrum, namely, by an enhancement o
excitonic and a weakening of the additional photocurr
maxima. For high enough IR intensities, one observe
spectrum with a very sharp peak-shaped FS, with practic
no additional maxima visible~curve3!.

~4! In crystals with a dip-shaped FS~type II, b), as the
IR illumination intensity increases, the prevailing photocu
rent quenching in the region of additional maxima is acco
panied by FS transformation to the peak type. The gen
character of the spectrum also changes under IR illumina
to acquire features characteristic of crystals with pe
shaped FS~curve3!.

~5! The magnitude of IR-induced photocurrent quenc
ing differs substantially~by orders of magnitude! in crystals
having different FS types. In crystals exhibiting dip-shap
FS, IR illumination of a sufficiently high intensity may sup
press the photocurrent at a fixed wavelength near the fun
mental absorption edge by three to four orders of magnitu
and in crystals with peak-shaped FS, by one to 1.5 order
magnitude in the same conditions.

To complete the picture of the observed effect of I
induced photocurrent quenching in CdS crystals, one sho
add to items 3 and 4 the following remarks.

~i! Most of the crystals with type-I FS exhibit a clear
pronounced trend to saturation of the IR quenching eff
with increasing IR intensity;

~ii ! In crystals with type-II FS, one observes a dire
correlation between the relative intensity of the addition
maxima in the spectrum and the IR intensity required
change the FS type; indeed, some of the dip-FS crystals
5 © 1999 American Institute of Physics
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FIG. 1. PC spectra of CdS crystals with~a! type-I FS and~b! type-II FS without~curves1! and with~curves2 and3! additional IR illumination at different
intensity levels (T577 K, E'C). a,b: 1 — I 5I 0, 2 — I 59I 0, 3 — I 590I 0 ; I 0 is the IR intensity.
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versed their FS type only at extremely high IR illuminatio
intensities.

Figure 2 presents typical peak- and dip-type spectra u
ally observed at low (T>77 K! temperatures in most o
the ;150 CdS crystals studied~see also Fig. 1 and Refs.
and 7!.

Note that the relationships of the IR-induced changes
CdS PC spectra established in our experiments~see also
Refs. 4 and 5!, while exhibiting substantial discrepancies
some aspects, correlate largely with the data obtained
similar studies1–3. It should also be pointed out that a numb
of essential features in the phenomenon of IR-induced p
tocurrent quenching in CdS have not been mentioned, to
knowledge, in any of the work we are aware of, including t
most comprehensive publication of Bo¨er and coworkers.2

2. DISCUSSION OF THE EXPERIMENTAL DATA

IR-induced quenching of photocurrent in CdS crystals
a well-studied phenomenon~see, e.g., Ref. 6!. It is associated
with the presence in CdS of slow-recombination centers~the
so-calledr centers8!, which are responsible for the high pho
tosensitivity of the semiconductor. In CdS, these are d
compensated acceptors, which possess a high hole-trap
cross section ('1022210213 cm2) and a low electron-
trapping cross section ('10219210220 cm2). In ‘‘pure’’
CdS crystals, intrinsic lattice defects can act asr centers.9,10

The mechanism of the IR-induced photocurrent quen
ing in CdS crystals is well known.6 It is associated with the
IR-induced relocalization of photoholes fromr to s centers.
The latter are fast recombination centers, which reduce
lifetime of the majority carriers and, hence, bring abou
u-

n

in
r
o-
ur

s

p
ing

-

e

decrease of the PC. Thus the mechanism of IR-induced
quenching in CdS reduces actually to an increase of the
combination flow through thes centers through suppressio
by IR light of the recombination channel via ther centers.

The IR-induced photocurrent quenching in the CdS cr
tals studied is observed to occur throughout the spec
range covered, including both the intrinsic region and
region of the additional maximaAM1 andAM2, which lies
substantially below the excitonic resonanceAn51 ~see Fig.
1!. This implies a decrease in the carrier lifetime both in t
bulk (tv) and near the surface (ts) of the semiconductor
under IR illumination. Note that crystals with both peak- a
dip-shaped FS exhibit a substantially larger decrease otv
than ofts .

In crystals with peak-shaped FS, this manifests itself i
relative enhancement of the excitonic maxima in spec
with increasing IR intensity~Fig. 1a!. Indeed, an FS appear
if ts andtv are not equal,11 with thets.tv case correspond
ing to the peak-shaped FS, andts,tv , to the dip-shaped
one. This model suggests that the relative height of the
citonic maxima above the background in crystals with
peak-shaped FS is determined by the ratio (ts2tv)/tv .
Therefore an increase of a peak-shaped FS above the b
ground indicates an increase of thets /tv ratio. In the con-
ditions wherets andtv decrease simultaneously, this is po
sible only if tv decreases faster.

The effect of prevailing decrease oftv under IR illumi-
nation is seen particularly clearly in crystals with dip-shap
FS. It manifests itself in a disappearance of the structure
the PC spectral response at low IR intensities and in the
type inversion at high enough, and, in some cases, the h
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est IR intensities tested~curves2 and3 in Fig. 1b!. Indeed,
the transformation of the type-II to type-I FS corresponds
regular changes ofts andtv resulting in the reversal of the
ts,tv inequality ~see above!. These changes ints and tv
are equivalent to a monotonic growth of thets /tv ratio from
a value less than one~type-II curve! to one ~structureless
curve! to greater to one~type-I curve!. Clearly enough, if
both ts andtv decrease, thets /tv ratio can grow only iftv
decreases faster.

The observed pattern of carrier lifetime variation und
IR illumination in the near-surface layer and in the bulk
CdS, first, indicates that the carrier lifetime in the bulk,tv ,
is determined by the bulkr centers, and, second, evidenc
the existence near the surface of a factor that favors sta
zation of ts and, thus, allows its substantially small
changes under IR illumination compared withtv . Filled
acceptor-type surface states could act as such a factor s
lizing ts in the presence of IR illumination. The existence
such states was established in a large number of studies~see,
e.g., Refs. 12–14!. They play a key role in the formation o
the excitonic structure in surface photo-emf spectra of C
by providing conduction-stimulating exciton decay into

FIG. 2. PC spectra of a CdS crystal obtained atT577 K andE'C. 1 — no
IR illumination, 2 — IR illumination with an intensityI 560I 0.
o

r

ili-

bi-
f

S

electron and a hole, with subsequent hole localization i
surface state.15 These states may play a significant part a
in the formation of spectra in the region of band transitio
by trapping the photoholes and increasing in that way
photoelectron lifetime near the surface.

Thus the stabilization ofts in the near-surface layer un
der discussion may be connected with a sort of pinning of
majority-carrier lifetime on the CdS surface by surface a
ceptor states. Switching on IR illumination reduces dra
cally tv by suppressing bulk photosensitivity centers, a
surface acceptor states, which act as surface photosensi
centers, may provide a photosensitivity in the near-surf
layer of the crystal higher than that in the bulk, which a
counts for a response curve with a peak-shaped FS. It sh
be pointed out that the idea of a possible presence in Cd
surface photosensitivity centers differing in properties fro
the bulk r centers is in no way new~see Ref. 3!.

Of particular interest for the interpretation of the natu
of the additional photocurrent maximaAM1 andAM2 is the
spectrally selective IR-induced quenching of the photoc
rent ~Fig. 1!. Because the action of IR illumination reduce
primarily to suppression of the bulkr photosensitivity cen-
ters, the IR-induced quenching will be the strongest for
spectral features which are due to the states directly inter
ing with the r centers. Therefore the selective IR quenchi
of the photocurrent maximaAM1 and AM2, by supporting
their bulk nature, argues convincingly for a direct relation
the corresponding states with ther centers. Hence theAM1

and AM2 maxima may be considered as indicators of t
CdS volume photosensitivity determined by the volume c
centration of ther centers. On the other hand, if one iden
fies theAM1 andAM2 maxima with bulk photosensitivityr
centers in CdS, they may be used as a probe for stud
these centers.

In this connection it should be noted that theAM1 and
AM2 photocurrent bands in CdS photoconductivity spec
quite frequently cannot be resolved into isolated maxi
and, in addition, become superimposed on the excito
structure to form a broad dominant long-wavelength pho
current band in crystals with a dip-shaped FS or a lo
wavelength tail on the exciton peakA in the case of a peak
shaped FS. In these conditions, states in the PC spect
including those responsible for theAM1 andAM2 maxima,
can be resolved by using IR illumination at moderate inte
sity levels. This is demonstrated by Fig. 2. One readily s
that illumination of a CdS crystal with a dip-shaped FS w
IR light of a moderate intensity results in a good spect
resolution of excitonic states and of the states responsible
the AM1 maximum due to a good spectrally selective I
induced photocurrent quenching.

The possibility of reversible switching of a spectru
from type II to type I by suppressing the bulkr centers by IR
light suggests that in CdS crystals with a dip-shaped FS
bulk r center concentration exceeds substantially that
peak-shaped-FS ones. This suggestion is buttressed als
the strong difference in the magnitude of this IR quench
effect between crystals having different types of FS, the
served trend to PC quenching saturation under conventi
IR illumination levels in type-I crystals~see above!, a lower,
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as a rule, integrated photosensitivity of the latter compare
that in crystals with type-II FS, as well as by the presen
among the samples with dip-shaped FS of crystals havin
extremely high photosensitivity. A similar conclusion w
reached also in an analysis7 of the irreversible transformation
of peak- to dip-shaped PC spectra in samples subjected
thermal treatment.

The above discussion permits an important conclus
that the dip-shaped FS and the corresponding behavior o
photocurrent spectral response in the short-wavelength~in-
trinsic! region observed in undoped CdS crystals with
‘‘natural’’ surface are due not to the high surface recom
nation rate, as is usually assumed, but rather to the relati
high concentration ofr centers associated with intrinsic la
tice defects in the bulk of the crystal, which provide a hi
volume photosensitivity of a semiconductor compared to
surface characteristic.

Thus the experimental results directly indicate the s
nificant part played in CdS crystals by the volume of t
semiconductor in the formation of the near-band-edge lo
temperature PC response. This relates primarily to crys
with a dip-shaped FS, where the FS type, the structure of
spectrum, and the high photosensitivity in the AM1 and AM2

extrinsic region, which is responsible for the general patt
of the PC response characteristic of these crystals, are d
the bulk r centers. In crystals with a peak-shaped FS,
bulk r centers, provided their concentration is sufficien
to
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-
ly
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-
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high, can produce a background on which excitonic pho
current maxima will be seen, as well as give rise to featu
in the form of long-wavelengthAM1 and/orAM2 maxima.
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This paper discusses the question of how isotopic disorder affects the position of the thermal-
conductivity maximum of germanium. The discussion is in terms of a Callaway-type
model. Experimental data on the thermal conductivity of a natural Ge crystal and of highly
enriched Ge70 crystals are analyzed. ©1999 American Institute of Physics.
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V. I. Ozhogin’s group1 has recently obtained chemical
pure, perfect, and highly enriched crystals of Ge70 ~with
99.99 % enrichment!. They simultaneously measured th
thermal conductivityK(T) in a wide temperature range no
only on a highly enriched sample but also on Ge70 samples
with 96 % enrichment and a natural sample~see also Ref.
2!.They found that the position of the maximum of the the
mal conductivity for the ‘‘99.99’’ germanium is shifted sub
stantially to the right on the temperature scale compare
the analogous ‘‘96’’ germanium and the natural germani
sample.

The effect of isotopic disorder on the thermal conduct
ity K(T) has been analyzed in many papers. It is well kno
that isotopic disorder substantially reduces the thermal c
ductivity of insulating single crystals~see, for example, Refs
3–5!. However, as far as we know, the question of the po
tion of the maximum ofK(T) as a function of isotopic com
position has not been discussed for crystals with a stron
anisotropic phonon spectrum, such as germanium. This
cific question is considered below, using the experimen
results of Ref. 1.

1. THE GENERALIZED CALLAWAY MODEL

In considering thermal conductivity, it is usually a
sumed that the various scattering processes of nonequ
rium phonons, namely boundary scattering at the sam
walls and elastic scattering due to isotopic disorder and
purities, as well as inelastic anharmonic collisions, are in
pendent. It is well known in this case that normal (N) anhar-
monic phonon-scattering processes, i.e., processes in w
quasi-momentum is conserved, do not cause finite ther
resistance in themselves. At the same time, in the temp
ture interval in which resistive scattering processes
phonons by phonons (U processes!, with loss of quasi-
momentum, freeze out,N processes can determine the stru
ture of the steady-state nonequilibrium phonon distributi
so that their role is extremely important.

Taking this into consideration, the results of Ref. 6~see
also Ref. 7! are widely used in analyzing the influence
various relaxation mechanisms. That paper took into acco
1071063-7834/99/41(7)/5/$15.00
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the specific role ofN processes and obtained a simple a
elegant expression for the thermal conductivity. Note t
Ref. 8 attempted to assign a different significance to the
mation of the steady-state distribution of low- and hig
frequency groups of phonons~as T˜0, the high-frequency
phonons must be virtually in equilibrium and have a we
effect on the steady-state distribution!.

We note that the phonon spectrum of germanium
been studied in great detail. The theoretical papers can
divided into two groups. The first group develops and mo
fies phenomenological models. The second group bases
analysis on the theory of the density functional, using
approximations of linear response and ‘‘frozen-in’’ phono
~see, for example, Refs. 7 and 9!.

In this paper, we shall consider the relatively low
temperature region near the maximum of the thermal c
ductivity. The contribution from the optical modes can
neglected in this situation, and only acoustic modes need
included. As far as the acoustic modes are concerned,
strong dispersion of the phonon modes needs to be taken
account in the case of Ge-type crystals~see, for example,
Ref. 10!. Taking this into consideration, a model that i
cluded thet modes along with the longitudinal (l ) modes
was used earlier to describe the thermal conductivity of G

In terms of the two-mode model of Ref. 2, the therm
conductivity is defined as

K5Kt1Kl , ~1!

where subscriptst and l denote the partial contributions toK
from the transverse and longitudinal phonons, respectiv
According to Refs. 2 and 6, for a cubic crystal in which
temperature gradient exists along one of the crystallograp
axes,

Ki5g i

kB
4

2p2h3v i

T3F ^tR
( i )&1

^tc
( i )/tN

( i )&2

^tc
( i )/~tN

( i )tR
( i )!&

G , ~2!

wherei 5t,l . The quantitiesh andkB are the Planck and the
Boltzmann constants.g i equals 2/3 and 1/3, respectively,
the cases of transverse and longitudinal modes, andv i is the
9 © 1999 American Institute of Physics
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group velocity of sound.tc and tR denote the combined
relaxation time and the total relaxation time of the resist
processes, with

tc
215tR

211tN
21 . ~3!

The symbol̂ . . . & is defined by

^ f i&5E
0

u i /T

dx x4
ex

~ex21!2
f i~x!.

Here the upper limit is given byu i5kBv i /h, wherev i is the
maximum frequency for polarizationi.

It was assumed in the specific calculations that the gr
velocities equal v t53.163105 cm/sec and v l

55.213105 cm/sec~see, for example, Ref. 2!. The charac-
teristic Debye temperatures are also taken from Ref. 2. H
u t5101 andu l5330 K.

Assuming that the various relaxation mechanisms
nonequilibrium phonons act independently, we have

tR
( i )215tb

211t is
211tU

( i )21 . ~4!

Here tb , t is , and tU are the relaxation times of phonon
determined, respectively, by boundary scattering at the w
of the sample or the boundaries of the blocks, elastic sca
ing caused by isotopic disorder, and inelastic anharmo
Umklapp processes.

We should point out that, if theN processes are slowe
than the processes that result from momentum losses
main contribution comes from the first term in Eq.~2!. Oth-
erwise, the thermal conductivity is determined by the sec
term.

Note that tb for diffuse boundary scattering is dete
mined by an expression of the form

tb
215vb~1/l c11/l s!. ~5!

Here l c is the Casimir length, andl s is the length of the
sample~in the direction in which the heat flows!. In this case,
for a sample with a rectangular cross section with areaS, we
havel c51.12AS ~see, for example, Refs. 11 and 12!. As far
as velocityvb is concerned, it was assumed that

vb
215bs

215
1

3
@2v t

211v l
21#. ~5a!

Let us consider the scattering mechanism associ
with isotopic disorder. The corresponding relaxation time
defined as

t is
215G

pV

6
g~v!, ~6!

whereG is the isotopic disorder parameter,V is the volume
per atom, andg(v) is the density of phonon states~all
modes!. In this case,

G5~^M2&2^M &2!/^M &2,^ . . . &5(
s

(
n

cn
(s) . . . .

Heren is a lattice node,s is the sort of isotope, andcn
(s) is its

concentration~see Refs. 1 and 4 for details!.
Note that the situation relative to the frequency dep

dence of the relaxation rate of thet modes because of isoto
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pic disorder in Ge was analyzed in detail in Ref. 13. Sin
t is

21;v2g(v), the relaxation time given by Eq.~6! varies
more rapidly thanv4 in the region of strong frequency dis
persion of the transverse vibrational modes.~The partial
spectrum of thet modes has a sharp peak at 2.4 THz, and
maximum frequency is'3.2 THz. However, the spectrum o
the l modes is localized at much larger frequencies
'6 THz.14! Nevertheless, since we are using the Debye
proximation, it was assumed that

t is
215G

V

4pvs
3
v4. ~6a!

The parameters of the isotopic scattering mechanism w
not varied in the calculations.

The question of the relaxation mechanism due toU pro-
cesses has also been considered by many authors. In the
of t modes, there are two substantial types ofU processes:
t1t˜ l andt1 l˜ l . It was shown that only the first channe
plays a substantial role for Ge. In this case,

1

tU
;H v2T3exp~2B(t)/T!, T!u t

v2Tu t
2 , T.u t/2

~7!

~see, for example, Ref. 2!. Let us discuss the quadratic de
pendence oftU

21 on frequency. See below for the value
B(t).

In this paper, a representation in the form of

1

tU
(t,l )

5AU
(t,l )v2T exp~2B(t,l )/T! ~7a!

was chosen for the relaxation rate due toU processes for
both types of phonon modes. Based on the results in Re
we obtainedB(t)555 andB( l )5180 K. TheB values corre-
late with the Debye temperatures of thet andl modes and are
aboutu i /2.

Note that a representation similar to Eq.~7a! was also
used in a recent paper15 in which the behavior of isotopically
enriched diamond samples was studied.

As far as the relaxation rates due toN processes are
concerned, it was assumed as usual~see, for example, Ref
16! that

1

tN
(t)

5AN
(t)vT4,

1

tN
( l )

5AN
( l )v2T3. ~8!

It was found in Ref. 2 from a comparison of the theore
ical and experimental results for ‘‘99.99’’ germanium that

AN
(t)52310213K24, AN

( l )52310221sK23,

AU
(t)51310219K24, AU

( l )55310219sK23. ~9!

Moreover, the specific calculations used the parame
from Table I and assumed that the mean velocity of soun
vs50.353106 cm/sec and that the atomic volume
V522.64 Å3. The geometrical dimensions of the sampl
and the corresponding values of the isotopic-disorder par
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eter that appeared in Ref. 1 were also used. These are s
in Table I. Note that the three values ofG correspond to
mean masses of 72.69, 70.11, and 70.0002.

We now turn our attention to the fact that using Eqs.~7!
and ~8! to representtU

( i )21 and tN
( i )21 actually restricts the

theory to the region of comparatively low temperatur
~about the temperature of the maximum thermal conduct
ty!. Indeed, above liquid-nitrogen temperature, a power
dependence on temperature must be followed instead o
exponential temperature dependence. The contribution f
optical modes must be finite.

Finally, effects associated with a hydrodynamic ener
transport mechanism can show up in sufficiently perf
samples~see, for example, Ref. 1!.

In order to elucidate this, let us first determine the fr
path lengthl i corresponding to thei mechanism of phonon
scattering. We have

TABLE I. Values of the isotopic-disorder parameterG and the geometrical
sizes (l x , l y , l z! of the samples.

Sample G lx , l y , l z , mm

1 5.8731024 2.51532.525340
2 7.5731025 2.5032.50340
3 8.1631028 2.4832.47329
wn

s
i-
w

an
m

-
t

e

1

l i
5E dq

Cq

vql q
( i ) E dq

Cq

vq
. ~10!

HereCq is the partial contribution to the lattice heat capaci
from modeq, andvq is the group velocity.

At low T, let the path lengthsl N andl R corresponding to
normal and resistive processes satisfy conditions of the fo

l N!d, l Rl N@d2.

Here d is the characteristic geometrical size of the samp
Then, according to Ref. 17, for example, it can be assum
that the motion of the phonon gas under the action of
applied temperature gradient has the character of visc
Poiseuille flow. The effective path length increases in th
case. It is determined from

l e f'0.1
d2

l N
.

As the temperature is reduced further, when

l N ,l R@d, l e f'd2/ l N ,

the phonon gas enters the Knudsen regime, similar to
case of a strongly rarefied gas.

References 18 and 19 established the criteria for P
seuille flow; namely, it is required that

l R / l N>103, d/ l N>30. ~11!
e

FIG. 1. Thermal conductivity of highly en-
riched ‘‘99.99’’ ~1! and ‘‘96’’ ~2! Ge70 and
natural germanium~3!. The experimental
data of Ref. 1 are shown by the points. Th
solid curves show the calculations.



ty

al

1082 Phys. Solid State 41 (7), July 1999 A. P. Zhernov
FIG. 2. Partial contributions to the thermal conductivi
for Ge70 with an enrichment of 99.99 %~solid curves!
and 96 %~dashed curves!. 2 and 3 correspond to the
contributions from the transverse and longitudin
phonons, and1 is the total thermal conductivity.
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Note that Ref. 18 considered the thermal conductivity
extremely perfect and monoisotopic samples of solid H4

and distinctly detected the features predicted in Ref. 17 in
temperature dependence ofK(T) in the region to the left of
the maximum. Moreover, the question of the appearanc
the hydrodynamic regime in connection with the problem
second sound was analyzed in NaF and Bi crystals, wh
have no isotopic scattering mechanism. See, for exam
Ref. 5 for a discussion of the corresponding results.

The next section briefly discusses the possibility of
appearance of the hydrodynamic effect in germanium.

2. ANALYSIS OF THE THERMAL CONDUCTIVITY
OF GERMANIUM

First, the question of the possibility of the appearance
the hydrodynamic regime in perfect and highly enrich
samples of ‘‘99.99’’ germanium was studied. Equation~10!
was used to calculate the path lengthsl N andl U . It was then
checked whether or not the condition given by inequalit
~11! was satisfied. It turned out that the inequalityl N!d
! l U is not satisfied for the transverse modes in the temp
ture region to the left of the maximum in the heat condu
tivity. As far as the longitudinal modes are concerned,
situation is as follows: It can be shown thatl N

( l )! l U
( l ) ; i.e., the

path lengths differ substantially. At the same time, we ha

l c

l N
'

53108T5

u l
5

,

whereu l5330 K is the Debye temperature for the longitud
nal modes. Thus, forT.4 –10 K, l c is larger thanl N but of
the same order of magnitude. Generally speaking, the co
tion given by inequalities~11! is not rigorously satisfied
f

e
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s
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-
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Thus, no hydrodynamic regime is developed in the case
question, but the effects associated with it manifest the
selves to a definite extent for the longitudinal modes. In
temperature interval;4 –10 K, their scale is;10 %. As far
as the samples with 96 % enrichment are concerned, as
as those with natural composition, the isotopic scatter
mechanism is substantial in the same interval of;4 –10 K.
As a result, the diffusion mechanism is ineffective. Th
question will be considered in detail in another paper, allo
ing for the possibility that the phonons are specularly
flected from the surface.

Secondly, the experimental results of Ref. 1 in the reg
of the thermal-conductivity maximum in the temperature
gion ;TM were analyzed, using Eqs.~1!–~9!. In this case,
Fig. 1 shows the experimental and theoretical curves for
thermal conductivity. Figure 2 shows theoretical curves t
illustrate the role of the partial contributions of thel and t
modes toK(T) for the isotopically highly enriched ‘‘99.99’’
and ‘‘96’’ samples.

A few comments regarding the results shown in Figs
and 2 are called for. As can be seen from Fig. 1, the ag
ment between the experimental and theoretical curves is
isfactory for all the samples studied here. As far as Fig. 2
concerned, we note that, for the highly enriched ‘‘99.99
sample, the main contribution toK(T) right in theTM region
turned out to be connected with thel modes, since the influ-
ence of thel modes is partially veiled because of the isotop
scattering. This explains why the maximum for the ‘‘96
sample is shifted toward lower temperatures by several
grees (;4K) by comparison with the ‘‘99.99’’ sample. In
the case of the natural sample, the role of thel modes under
conditions of sufficiently strong isotopic scattering increas
somewhat relative to thet modes, and the maximum is dis
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placed toward higher temperatures by some fraction of a
gree.

I am grateful to N. A. Chernoplekov, V. I. Ozhogin, an
Yu. M. Kagan for support, as well as to D. A. Zhernov f
help in the work.
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Physical properties of n -CdGeAs 2 single crystals prepared by low-temperature
crystallization
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The first results obtained in studies of the temperature dependences of electrical conductivity and
Hall constant ofn-CdGeAs2 single crystals prepared by low-temperature crystallization are
reported. It has been established that the method developed permits growing single crystals with
a free-electron concentration.(122)31018 cm23 and a Hall mobility.10000 cm2/~Vs!
at T5300 K. It is shown that the temperature dependence of Hall mobility exhibits a behavior
characteristic of electron scattering by lattice vibrations, whereas below 150 K a deviation
from this law is observed to occur evidencing an increasing contribution of static lattice defects
to scattering. The Hall mobility in the crystals prepared was found to reach.36000
cm2/~Vs! at 77 K. Photosensitive heterojunctions based onn-CdGeAs2 single crystals were
prepared. The spectral response of the photosensitivity of these structures is analyzed. It is
concluded that this method is promising for preparation of perfect CdGeAs2 crystals.
© 1999 American Institute of Physics.@S1063-7834~99!01207-1#
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Complication of the atomic composition of diamon
semiconductors, in accordance with the criteria of their f
mation developed by Goryunova,1 offers a possibility of
varying the fundamental properties of these compounds s
to meet the demands of electronics. For instance, substitu
of atoms of Groups II and IV for two atoms of Group III o
the periodic system paves the way to formation of tern
compounds AIIBIVC2

V , which are more numerous than th
III–V family, and whose physical properties are capable
not only complementing but broadening the potential of
semiconductor electronics, which is presently based pri
rily on elemental and binary semiconductors.2,3 Among the
most essential of known differences of AIIBIVC2

V compounds
from their III–V analogs are the anisotropy in physical pro
erties and the record-high nonlinear susceptibility of so
ternary semiconductors. Therefore one witnesses at pres
revival of interest in chalcopyrite semiconductors, spec
cally in CdGeAs2.4–8 The priority in the preparation o
CdGeAs2 single crystals and the first studies of their fund
mental properties belongs to the Ioffe Institute.9–11 The main
obstacle on the way to a wide application of CdGeAs2 in
high-efficiency nonlinear optical converters is the fairly hi
optical absorption in the transmission window of th
compound.4,7

It should be stressed that all studies performed until
cently were made on single crystals prepared from clos
stoichiometric melts at the crystallization temperature of C
GeAs2. In the absence of doping, such crystallization yie
p-type material.6,8 This work reports the first measuremen
of the physical properties of CdGeAs2 single crystals grown
by low-temperature crystallization from a nonstoichiomet
1081063-7834/99/41(7)/4/$15.00
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melt-solution, which permitted us to make a qualitati
breakthrough in the technology of this material and surp
the electron mobility limitUn<3000 cm2/~Vs! which had
persisted for over 30 years.6,11–13

1. CdGeAs2 single crystals were grown from nonsto
ichiometric melts in the temperature region substantially
low the melting point of CdGeAs2 and the temperature of th
additional thermal effect, which is frequently seen11 in DTA
curves within the stability region for this compound. Th
crystals grown exhibit a well developed natural faceti
characteristic of chalcopyrite compounds.10 X-ray diffraction
measurements show that the unit-cell parameters of th
samples agree within experimental error with those quo
for CdGeAs2 single crystals which were grown at th
crystallization temperature from a close-to-stoichiomet
melt.10,11

2. Parallelepiped-shaped samples about 0.330.535 mm
were prepared for measurements of the transport coefficie
The electrical conductivitys and of the Hall constantR were
measured by the compensation method in constant w
electric and magnetic fields. The current and potential c
tacts were pure indium pads. The relative accuracy ofs and
R determination within the 77–300 K region studied was
and 5%, respectively. Measurements of the sign of the H
voltage and of the Seebeck coefficient showed that the l
temperature crystallization permits one, similarly
ZnGeP2,12 to prepare without deliberate dopingn-type crys-
tals with a free-electron concentrationn5(122)31018

cm23 at T5300 K and a Hall mobility of 10000 cm2/~Vs!.
Figure 1 presents temperature dependencess(T) and

R(T) for one of these samples. As the temperature decrea
4 © 1999 American Institute of Physics
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FIG. 1. Temperature dependences
~1! electrical conductivity and~2! the
Hall coefficient for an n-CdGeAs2
crystal grown by low-temperature
crystallization~sample 2!.
or
in

ta

n
f
n

r

tt
ra

lit
s

e-
t

ral

uc-
d
nd
uc-
ire

ties

t
al
e
tals

o-

ced
of

c
end
es
ge
at a
y

se

o-
ity
he

us
a

the electrical conductivity~curve 1! first grows ~down to
T.180 K!, then remains practically constant, and only f
T,100 K exhibits a tendency to decrease with decreas
temperature. On the whole, the behavior ofs(T) in the
samples studied is apparently associated with changes in
scattering mechanism. At the same time, the Hall cons
falls off monotonically with increasingT within the tempera-
ture range covered, which can be assigned to shallow-do
center ionization~curve2 in Fig. 1!. Precise determination o
the ionization energy of these centers would require exte
ing this investigation to helium temperatures.

As seen from Fig. 2, the electron Hall mobility in ou
crystals increases with decreasing temperatureT,300 K as
Un;T23/2 down to ;1502160 K, which, taking into ac-
count Ref. 14, gives one grounds to assume electron sca
ing from lattice vibrations to be dominant. As the tempe
ture is lowered still more, a deviation from theUn;T23/2

relation takes place with the growth ofUn slowing down, so
that, at the nitrogen temperature, the electron Hall mobi
reaches a level which is not characteristic of CdGeA2

samples studied earlier11,13,15and is fairly high,Un536000
cm2/~Vs!. This observation implies a higher quality of mat
rial prepared by low-temperature crystallization compared
the traditional11 high-temperature method.

FIG. 2. Temperature dependence of the electron Hall mobility in
n-CdGeAs2 crystal ~sample 2!.
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Extrapolation of the empirical relationshipUn;T23/2 to
T577 K yields Un.70000 cm2/~Vs!, which is in accord
with the low effective electron mass in this compound16.

3. Until recently, photosensitive structures of seve
types were fabricated only fromp-CdGeAs2 crystals.16–19

This work reports on the first attempt to prepare such str
tures usingn-CdGeAs2 crystals. It was based on a metho
employed successfully recently in studies of compou
semiconductors and requires placing different semicond
tors in optical contact, an approach which does not requ
any postgrowth treatment capable of affecting the proper
of these compounds.20 The heterojunctions~HJ! were pro-
duced by bringing in optical contact the natural~112! specu-
lar surface of a CdGeAs2 single crystal with a perfec
cleaved surface ofn-InSe. This contact was fixed in a speci
crystal holder and provided a possibility of illuminating th
HJ from both sides. One used undoped InSe single crys
@n;1014 cm23, Un.30 cm2/~Vs! at T5300 K#, which were
grown by directed crystallization from a close to stoichi
metric InSe melt. The cleaved InSe plates were.30mm
thick. The heterocontact area in the structures thus produ
was ;1022 cm2 and was determined by the area
CdGeAs2.

The steady-stateI–V characteristics of these isotypi
structures were close to linear and practically did not dep
on the polarity of the external voltage. For bias voltag
U>0.1 V, the current ratio obtained for opposite volta
polarities did not exceed 1.1–1.2, the resistance was
level of 105 V at T5300 K and was determined primarily b
the InSe resistance. The steady-stateI–V characteristics of
the HJ obtained were found to be similar in pattern to tho
of known21 isotypic structures.

Illumination of an n-CdGeAs2/n-InSe heterojunction
generates a photovoltaic effect, in whichn-CdGeAs2 charges
negatively relative to InSe, irrespective of the incident ph
ton energy and illumination geometry. The photosensitiv
is dominant when the heterojunction is illuminated from t
side of its wide-band componentn-InSe.22,23 The maximum
photosensitivity of the best HJs is 70–100 V/W atT
5300 K, which is substantially better than that of previo

n



e

io

, i

s
t

u
.

to
a
ifi
th
nS
th
ity

he

th

-

s in
h
a-
the

Js
f

the

ch
th
that
ab-

ntial
g

.
cke,

ly,
k

-

18

.

d

ld

1086 Phys. Solid State 41 (7), July 1999 Polushina et al.
structures16–19 and argues for a higher perfection of th
CdGeAs2 single crystals.

The spectral response of the relative photoconvers
quantum yieldh, obtained atT5300 K as the ratio of the
short-circuit photocurrent to the incident photon number
presented in Fig. 3 for a typical InSe/CdGeAs2 heterojunc-
tion. One readily sees that the photosensitivity of such HJ
T5300 K extends over a broad spectral range from 0.5
3.5 eV when illuminated from the InSe side, and is partic
larly high in the region of their fundamental absorption23

The exponential growth ofh for \v.1.18 eV has a steep
slopes5](lnh)/](\v).60 eV21 characteristic of direct in-
terband transitions in InSe.23 For \v.1.21 eV, the growth
of h is replaced by a steep short-wavelength drop in pho
sensitivity, which is accounted for by the effect of optic
absorption of radiation in the InSe plate and by the spec
features of collection of the photogenerated carriers in
active region of such HJs. Therefore as the thickness of I
decreases, the maximum inh approaches the band gap wid
in InSe, and the short-wavelength falloff in the sensitiv
becomes smoother.

The long-wavelength photosensitivity threshold of t
CdGeAs2/InSe heterojunctions and the break at\v50.58
eV observed when illuminated from the InSe side~Fig. 3! are
associated with the onset of interband absorption by
narrow-gap component of these structures.18,22 The HJ illu-
minated from then-CdGeAs2 side was found to be photosen
sitive only around\v.0.6 eV. As follows from Fig. 3, the
photosensitivity of our HJs in the region of CdGeAs2 inter-

FIG. 3. Spectral response of the relative photoconversion quantum yie
an n-CdGeAs2/n-InSe heterojunction obtained atT5300 K. ~Illumination
with polarized light from the InSe side.!
n
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band absorption is lower than that at\v.1.21 eV by four to
five orders of magnitude. This can be traced to difference
the doping levels of CdGeAs2 and InSe, as a result of whic
the HJ active region is localized primarily in InSe. Our me
surements show also that the photosensitivities of
cleaved InSe interface and of the CdGeAs2 postgrowth sur-
face do not exhibit any signs of degradation.

No natural photopleochroism was observed in our H
illuminated with linearly polarized radiation in the region o
the high photosensitivity (\v.1.1 eV!. This may be as-
signed to the fact that incident radiation penetrates into
HJ active region along the isotropic direction in InSe.23 For
intrinsic photopleochroism to become observable in su
HJs, one obviously should bring the doping levels in bo
components closer in magnitude, and in this way assure
polarization photosensitivity arises through anisotropy of
sorption in CdGeAs2.

Thus the results presented here demonstrate the pote
of the low-temperature crystallization method for improvin
the quality of CdGeAs2 single crystals.

The authors are grateful to A. A. Va�polin for x-ray dif-
fraction measurements and interest in this work.
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A model for describing the relaxation of ligand ions close to a defect when impurity ions are
introduced into a crystal is proposed and verified. The approach assumes that ionic
displacements into new equilibrium positions can be regarded as fundamental parameters of
impurity crystals that can be determined from experimental data concerning the energy structure of
the impurity ion. Direct calculations for rare-earth impurity ions using crystal-field theory
showed that the energy spectrum of these ions strongly depends on the equilibrium positions of
the nearest matrix ions surrounding them. The results of the calculations are compared
with the available experimental data. The parameters of the theory are determined. The possibility
of applying this approach to the study of other systems is discussed. ©1999 American
Institute of Physics.@S1063-7834~99!01307-6#
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1. The calculation of the energy structure and transit
intensities of impurity ions remains one of the main pro
lems of the theoretical study of defects in crystals.1 This is
mainly because they strongly affect the physical proper
of diverse substances and because they are therefore w
used in practice. They are also of theoretical interest in th
selves, since they can serve as model systems when des
ing the many-electron defect structure of condensed s
stances. Among impurity ions, specific features possesse
rare-earth ions,2–4 are directed mainly toward the use of the
optical properties~see, for example, Ref. 5!. Ions of this
group with a small number of electrons~holes! are especially
important. Although they constitute many-electron syste
with a complex energy structure, they are easy to descr
Therefore, they in turn can serve as model systems for
study of how the intracrystalline electric field affects the
Most importantly, the Pr31 ion studied in this paper, with
two electrons in thef shell, is included among such ions.

Various methods are used to calculate the impurity-
energy structure that describes the absorption and lumi
cence spectra and other properties of doped crystals:6,7 MO
LCAO, crystal-field theory, theX-a scattered-wave method
various semiempirical methods, and other approaches
are some combination or modification of the methods m
tioned above. Because of the complexity and unwieldines
the problem~its many-atom, many-electron, and multilev
nature, the relaxation of atoms close to the defect, and
presence of various kinds of compensators and complex!,
as well as the use of numerous approximations even
‘‘first-principles’’ calculations, it is rarely possible to achiev
good agreement between theory and experiment. In this
nection, it is worth while to consider simple methods th
contain the minimum number of theoretical parameters
at the same time adequately describe the main forms o
teraction in the defect structure of crystals. One such
proach, used in this paper, was proposed and implemente
Ref. 8, which showed, in particular, that the energy struct
of a rare-earth impurity ion with a definite electron config
1081063-7834/99/41(7)/5/$15.00
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ration can be described by means of a relatively simple
proximation of the wave function.

When foreign atoms are introduced into a crystal, a lo
deformation of the lattice occurs, causing it to expand~com-
press! close to the defect. This must be taken into accoun
order to adequately explain the local physical properties
this connection, a number of papers have been devote
this question and, in particular, to the determination of
new equilibrium positions of the main lattice ions close
the defect by minimizing the energy. The following hav
been considered: mixed alkali-halide crystals,9 alkaline-earth
oxides10 and halides,11–14and also semiconductors.15,16Vari-
ous impurity ions, including rare-earth ions, were conside
in this case. At the same time, a number of papers~for ex-
ample, Ref. 11!, have noted that estimates of the ion d
placements made by different authors for the same s
stances disagree. Moreover, it has been noted that the
disagreement not only in the quantitative results but even
the qualitative results, including the displacement directio
All this only underlines the complexity of the problem. I
this connection, the inverse problem~as an alternative to
direct calculations of the new equilibrium positions! is of
some interest. Namely, one can consider how the ene
structure and the other characteristics depend on a given
tive placement of the atoms and can estimate these disp
ments as the parameters of the theory by comparing the
and experiment. It is important in this case that the displa
ments be given and that the energy terms depending on t
be determined in terms of the same concept. This pape
tempts such a treatment.

2. The Pr31 ion is chosen as the object of the study~a
sort of probe! for the following two reasons: First, as ind
cated in the introduction, it is of methodological intere
Second, studies of this ion, especially recent ones, have
tablished that it strongly affects the physical properties of
crystals into which it is introduced. This has made it possi
to use it for numerous practical purposes.
8 © 1999 American Institute of Physics
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Thus, crystals with high concentrations of Pr31 can be
used as high-gain media and are therefore suitable for c
ing compact surface lasers and microlasers.17 Doping with
Pr31 promotes the accumulation of the light sum by lumin
phores and the amplification or quenching of the lumin
cence caused by other dopants. The use of Pr31 promotes the
creation of an active medium for multicolor lasers in t
visible range.17 New lasing possibilities have recently bee
found for it, and, in particular, a powerful praseodymiu
laser has been developed. Crystals doped with Pr can be
as photoluminophors and can convert UV into visible light
create powerful sources of modulated radiation. An ampli
with high output power has been based on a praseodym
doped fluoride fiber. Intensive studies of the optical prop
ties of this promising ion are continuing.4

There is equal interest in the nonoptical properties of
Pr31 ion, which are appreciably different from those of oth
rare-earth ions. We should point out, most importantly, t
Pr31 ions suppress superconductivity in HTSCs and stron
affectTc by decreasing it as their concentration is increas
They possess specific properties, including anomalous m
netic and other properties, inherent only in them. In this ca
there is a correlation between their presence and the cha
teristic manifestation of their anomalous properties, on o
hand, and the suppression of HTSCs on the other. Pr31 ions
possess specific transport properties and cause a charac
tic metal–insulator transition and a dimensional effect. T
list of properties inherent only in Pr31 ions could be ex-
tended.

Rare-earth ions are usually found in a low-symme
neighborhood; this is associated not only with the low spa
symmetry of many crystals but also with the presence
compensators close to the impurity ion. However, the ion
sometimes found in a cubic neighborhood; these are ca
centers with nonlocal compensation.13,14,18–21This produces
a simpler level system and facilitates the study of how va
ous factors determine the character and magnitude of
splitting of the free-ion terms. Therefore, this paper discus
a crystal of cubic symmetry containing the Pr31 ion in cubic
surroundings, while specific calculations are carried out
alkaline-earth halides, in which the praseodymium ion
places the metal. This group of crystals, and in particular
fluorides, are chosen because they often serve as mode
jects when impurity ions are studied21 and have been widely
used in laser technology.5 However, they are also of interes
from a theoretical viewpoint, since they are the most io
compounds,22 in which crystal-field theory with the point
charge model is most applicable.7,23,24

3. In general, according to group theory, the thirte
terms of the free Pr31 ion are split in an intracrystalline
electric field of cubic symmetry into forty levelsEi of the
impurity ion. TheEi levels have been calculated in terms
crystal-field theory.7,25The interaction-energy operator of th
ion with intracrystalline fieldV was chosen as a perturbatio
operator, and the correctionsDEi to the atomic levels were
found in first-order perturbation theory. The latter, usi
symmetry theory,26 were expressed in terms of the minimu
number of matrix elements~MEs! of potentialV on many-
electron atomic functions. These MEs in turn were expres
at-
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in terms of the three diagonal MEsVm,m (m is the orbital
momentum quantum number! of potentialV on the single-
electron functions. Finally, the MEsVm,m , given in a single
coordinate system, were expressed in terms of a linear c
bination of the MEs of the potentialVk of an individual
ligand, given in the coordinate system whosez axis coincides
with the direction to thekth ligand.27 As a result, the expres
sions for all theDEi were written as a linear combination o
the MEs Vm,m8

k of potential Vk. The coefficients of these
combinations are the numbers and angles that charact
the direction to thekth ion. The MEsVm,m8

k are identical
within the coordination sphere and depend only on the d
tanceRk to the kth ion. The resulting expressions have
general character and are independent of the form of po
tials V andVk.

For specific calculations, a radial function of the form8

R4 f52/~3A35!a9/2r 3exp~2ar ! ~1!

is chosen for the initial single-electron wave function, whe
a is the Slater orbital parameter, and the point-charge
proximation is chosen as potentialV. In this case, the MEs
Vm,m8

k are computed in analytical form, so that all theDEi

are explicitly expressed in terms of parametersg, qk , a and
Rk , whereqk is the charge of thekth ligand~in units of the
electronic chargee), g is the characteristic ionicity level~for
purely ionic crystals,g51); DEi5(E01kiA1 l iB), where
E0522a(kF0(xk)qk is the overall shift of the levels,

A5~a/44!(
k

qkf 4
kF4~xk!,

B5~25a/1716!(
k

qkf 6
kF6~xk!, xk5aRk ,

f 4
k535nk

4230nk
213,

f 6
k5231nk

62315nk
41105nk

225, nk5cosuk ,

anduk is the polar angle of the direction from the impuri
ion ~the origin of coordinates! to the kth ligand ion. The
expression forFn(x) includes direct and inverse polynomia
in x in combination with exp(22x). For simplicity, they are
not shown here~see Ref. 8!. Coefficientski and l i are num-
bers that characterize a specific level. Thus, the3H4 ground
term of the free ion is split in the crystal field into fou
levels: E, T1 , A1, andT2 ~using the usual notation of irre
ducible representations!. The values for them are, respe
tively: 228/33, 24/33, 26/33, and214/33 for ki ; and
2272/165, 1088/825,268/165, and 68/825 forl i .

The lattice sum~over k! was carried out twice: directly
over the coordination spheres and~as a control! over cubes,
using the method of fractional charges,28 with each cube con-
taining fourteen positive and eight negative charges.

The lattice deformation~the relaxation of the atoms o
the surroundings! is allowed for by varyingRk close to its
equilibrium positionRk

0 , corresponding to the ideal lattice
Assuming thatRk5ark , where a is the lattice constan
~equal to 10.32 a.u. for CaF2, Ref. 29!, we getxk5aark ,
rk5rk

01Drk . Because the lattice can be either compres
or expanded close to the impurity ion, parameterDrk was
varied from20.03 to 0.03 for all the coordination sphere
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FIG. 1. Dependence of the energy levels on parametera. The solid curves are forDr1520.03, and the dashed curves are forDr150.03. The experimental
values here and in the other figures are plotted on the vertical axis. The following notation is introduced here and in Figs. 2 and 4:T2—1, A1—2, T1—3, E—
4; g51.
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This interval covers all the fixed displacements of the io
calculated earlier, but is significantly less than the dista
between the nearest ions in the undeformed lattice.

4. For brevity, we show below only the results of th
calculation of the energy structure of the3H4 ground atomic
term in the crystal~i.e., theE, T1 , A1, andT2 levels! as a
function of various parameters, including the displaceme
of the ligand ions from the equilibrium position in an ide
lattice. Figure 1 shows the dependence of the energy le
on parametera for limiting values of Dr1 (Drk50 if
kÞ1). TheEi values corresponding to otherDr1 values are
included between the limiting curves. In particular, t
Ei(a) curves for Dr150 are approximately centered b
tween the curves forDr150.03 andDr1520.03. It can be
seen from Fig. 1 that, in the region before theA1 , T1, andE
levels cross over~at smalla values!, where their order cor-
responds to the experimental data,13,30 it is quite impossible
to match theory and experiment for anya values if Drk

50. Although the relative distance between theA1 , T1, and
E terms in the region ofa52.4–2.7 is close to the exper
mental value, this entire group of terms is separated from
T2 term by about a factor of 2 greater than the experime
value. ForDr1.0, the agreement with experiment is im
proved.

The contribution of the displacements of the atoms
eachkth coordination sphereDr iÞk50 to the positions of
the levels is plotted in Fig. 2. It can be seen from this that
main contribution comes from the displacement of the ato
of the first sphere. The contributions of the second and th
spheres are of the same order of magnitude~the curves vir-
tually merge!. The displacements of the atoms also have
effect on the crossover pointac of the levels. This is illus-
s
e

ts

ls

e
al

f

e
s
d

n

trated in Fig. 3 in more detail, taking into account the co
tribution of each coordination sphere.

Let us compare the results of our computations with
results of calculations from first principles. In order to d
this, we substitute into our equations the results of Ref.
for the equilibrium positions of the atoms of the closest fo
spheres, calculated by the method of Ref. 14. The result
the calculations are shown in Fig. 4. As in the case ofDr1

50.03, DrkÞ150 ~Fig. 1!, the agreement with experimen
was improved as compared to neglecting the displacem
of the ions. The results of our calculations thus qualitativ
confirm the conclusions of Refs. 13 and 14 that the latt
expands when a Pr31 ion is introduced. It should be pointe
out here that all the calculations given here and above w
carried out for the caseg51, i.e., for ideal ionic compounds
However, even for fluorides, the most ionic compounds,
effective charge of the fluorine, as shown in Ref. 22, equ
0.8. Taking this into account further improves the agreem
with experiment~see, for example, Fig. 4!.

Recalling that, as shown by the analysis, the displa
ment of the ions of the first coordination sphere has the la
est effect on the energy structure, we determined the reg
of the optimum values ofDr1 and a that best satisfy the
experimental data forg50.8: (Dr1)opt50.02560.005 for
aopt52.6260.02. These were compared with experiment
all three distances between theE, T1 , A1, andT2 terms. We
should emphasize that (Dr1)opt depends on the values of th
chosen parameteraopt; the larger is a, the smaller is
(Dr1)opt. The resulting (Dr1)opt value was close to that ob
tained in Ref. 13 by minimizing the energy. It is noteworth
that the value ofaopt52.62 was smaller than the valuea
54.83 obtained by using the approximation of the exact i



of the

1091Phys. Solid State 41 (7), July 1999 M. M. Chumachkova and A. B. Ro tsin
FIG. 2. Dependence of the energy levels on the displacementsDrk of the atoms fora52.6. The solid curves correspond tok51, the dashed curves to
k52, and the dot–dashed curves tok53. Displacements of the atoms of the fourth sphere within the indicated limits have no effect on the position
levels;g51.
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tial wave function of a free Pr31 ion31 in Eq. ~1!.8 This
difference is caused by the ligand field and is the so-ca
nephelauxetic shift.1,2

It thus follows from the above treatment that the ion
displacements can be regarded as theoretical parameter
can be directly determined from experiment. Moreover, t
d

that
s

approach makes it possible to estimate the magnitude of
nephelauxetic shift from theaopt data. It also follows from
the essence of the work that the above treatment can be
plied to other impurity ions and halides, as well as
alkaline-earth oxides with rare-earth impurity ions. Cons
ering the relative simplicity of the method, it can be assum
FIG. 3. Dependence of parameterac , corresponding to the point where the levels cross over, on the displacementsDrk of the atoms~for Dr i50, if
iÞk). The numbers on the curves correspond to thek values.
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FIG. 4. Dependence of the energy levels on parametera for Dr150.0254,Dr250.0172,Dr3520.0041,Dr450.0044.13 The solid curves correspond to
g51, and the dashed curves tog50.8.
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in this case that it can be used to interpret the experime
data.
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This paper discusses the pulsed electron conductivitys of KCl, KBr, and NaCl crystals when
they are excited by an electron beam~0.2 MeV, 50 ps! with current densities in the interval
j 5(30– 104) A/cm2. It is shown that the lifetime of the electrons in the conduction band is
t!100 ps. To explain the experimentals( j ) dependences, a model is proposed that
includes electron capture by structural defects and stable radiation defects at low excitation
densities and electron capture predominantly by unstable radiation defects generated by the
excitation pulse at high excitation densities. ©1999 American Institute of Physics.
@S1063-7834~99!01407-0#
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The investigation of radiation-induced electron condu
tivity of ionic crystals when they are excited by pulse
beams of high-density electrons is an informative method
studying primary energy-dissipation and radiation-dam
processes.

A number of papers, summarized in Ref. 1, have d
cussed the pulsed conductivity of ionic crystals when th
are excited by dense beams of electrons of nanosecond
width. The authors showed that, under the experimental c
ditions, the pulse of conduction current follows the excitati
pulse with no lag, with the dependence of the conduct
amplitude on the excitation density having a complex ch
acter. To explain the results, the authors proposed mode
two new forms of nonequilibrium conduction. The first
these is associated with conduction-band electrons with
ergy 1–10 eV in the process of relaxing to the bottom of
band—so-called ‘‘high-energy conductivity.’’1,2 The second
is associated with thermalized electrons in the field of
trapping and recombination centers—so-called ‘‘intracen
conductivity.’’3 Both forms of conductivity, according to th
models, have a picosecond relaxation time.

However, the nanosecond time resolution used in stu
ing the elementary stages of the radiation damage is cle
inadequate. It is well known, for example, that autolocaliz
excitons andF centers are formed in alkali-halide crystals
a picosecond time range.4–8 In this connection, to discrimi-
nate the primary processes, excitation pulses of picosec
width must be used in combination with apparatus hav
good time resolution. The use of excitation pulses with
width of tp;50 ps in optical and electrophysical studies h
shown that the charge-carrier lifetime before capture or
combination for various objects can lie either in the inter
0.1–1 ns~for example, CsI, Refs. 9–11, and Al2O3 , Ref. 12!
or in the region!100 ps~for example, crystals with a NaC
lattice8–10!.

Therefore, the results of studies with nanoseco
excitation1–3 used as the basis of fundamental conclusio
concerning the presence of two new forms of conductiv
need to be experimentally checked with substantially be
time resolution. This would allow the possible contributio
1091063-7834/99/41(7)/4/$15.00
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of subnanosecond processes to be discriminated and w
make it possible to more accurately interpret the results.

To solve this problem, we studied the conductivity
crystals with a NaCl lattice when they are excited with 50-
electron pulses.

1. TECHNIQUE AND EXPERIMENTAL RESULTS

Pure single crystals of KCl, KBr and NaCl were studie
grown from grade-VHP salt by the Kyropoulos method. T
samples had dimensions of 1031033 mm. A cylindrical
crater 2 mm in diameter was drilled in the center of t
sample in such a way that the thickness of the bottom w
50mm, considerably less than the path length of electron
the crystal; this is necessary for homogeneity of the exc
tion. Platinum contacts were sputter-coated into the cra
and from the other side.

The sample was mounted in a coaxial cell and irradia
with an electron beam through a collimator 1 mm in dia
eter. An electron accelerator with a discharger–peake13

having a pulse width of 50 ps and a maximum electron
ergy of 0.2 MeV, was used as the irradiation source. T
design of the measurement cell makes it possible to vary
distance between the sample and the accelerator diode
this allows the excitation density to be varied in the ran
(30– 104) A/cm2. The time resolution of the measureme
channel is 150 ps and is determined by the limiting freque
of an S7-19 oscilloscope with a signal-delay line to the sc
trigger time. The experiments were carried out at room te
perature.

The structure of the conduction-current pulse depends
the prehistory of the sample and the excitation current d
sity. This is clearly demonstrated by the oscilloscope traci
for the KBr crystal shown in Fig. 1. If the crystal was n
preirradiated, the conduction-current pulse has two com
nents when it is excited with a low-density electron bea
( j ;30 A/cm2): an inertialess component and a compon
that relaxes witht;1 ns ~oscilloscope tracinga in Fig. 1!.
To the extent that the sample is irradiated, the contribution
the inertial component decreases, and essentially only
3 © 1999 American Institute of Physics
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inertialess component remains~oscilloscope tracingb in Fig.
1!. For current densities ofj >100 A/cm2, the contribution of
the inertial component is virtually negligible even in the fir
irradiation pulses. In the NaCl and KCl crystals, no inert
component of the conduction-current pulse was detec
with the excitation densities used here.

The volt–ampere characteristics of the test crystals, m
sured at the maximum of the conduction-current pulse,
linear in fields up to 53104 V/cm. The slope of the volt–
ampere characteristic was used to calculate the resistan
the sample and the conductivitys. The experiment was car
ried out in a wide range of excitation densities on a la
number of samples.

The following regularities were detected. With irradi
tion densities ofj ,103 A/cm2, the increase ofs with in-
creasingj can be approximated by the power law

s; j d. ~1!

In this case, the exponentd lies within the limits~0.5–
0.65! for various crystals and depends on the specific sam
and the preirradiation dose. Asj increases, the increase of th
conductivity sharply slows down and reaches a virtually c
stant value for all samples, beginning with certainj values
for all the test samples. Typical results for KCl, KBr, an
NaCl are shown in Figs. 2–4. It should be pointed out t

FIG. 1. Relaxation of the conduction current in KBr forj 530 A/cm2 ~a!
and for j 5100 A/cm2 ~b!.

FIG. 2. Dependence of conductivitys and concentrationn on the current
densityj of the beam in KCl.
l
d
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the s( j ) dependence is very reproducible for a spec
sample after a preirradiation dose (>100 pulses). Figures
2–4 show just such curves.

2. DISCUSSION OF THE RESULTS

A. Low excitation densities

The structure of the conduction-current pulse in the K
crystal for low irradiation densities shows that the condu
tion is associated with thermalized conduction-band el
trons whose concentration is commensurate with that of p
radiation structural defects~uncontrolled impurities! that are
capture centers for electrons. The fast component of the c
duction in this case can be associated with bimolecu
electron–hole recombination (Vk centers!, while the inertial
component is associated with electron capture on struct
defects. As the sample is irradiated, stable radiation def
build up to some steady-state concentration that exceeds
concentration of structural defects. The lifetimete of the
conduction-band electrons before they are captured on st
radiation defects then becomes less thantp , and the ob-
served oscilloscope tracing~Fig. 1b! includes recombination
processes with the rate constant

a5nS, ~2!

FIG. 3. Dependence of conductivitys and concentrationn on the current
densityj of the beam in KBr.

FIG. 4. Dependence of conductivitys and concentrationn on the current
densityj of the beam in NaCl.
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where n is the thermal electron velocity andS is the
e–Vk-recombination cross section, and capture processe
the defects with the rate constant

b5nSSiNi , ~3!

where theSi andNi are the effective capture cross sectio
and concentrations of stable radiation defects and struc
defects. The character of thes( j ) dependence on the in
creasing sections~Figs. 2–4! is determined by just these tw
processes, with the coefficientd in Eq. ~1! being determined
by the ratio of the contributions of the processes nam
above.

B. High excitation densities

It is very difficult to explain thes( j ) dependence with
increasing excitation density. A weak dependence w
d'(0.1– 0.3) in a definite dose interval on the same obje
was observed by Va�sburdet al.3 for excitation by electron
beams of nanosecond pulse width. To explain this, they p
posed the ‘‘intracenter conductivity’’ model mentione
above. This effect is expressed more clearly in our exp
ments:s is virtually independent ofj ~Figs. 2–4!. To explain
this result, we propose another, in our view, simpler mod
which is as follows: It is well known that, with pulsed exc
tation, unstable radiation defects~electron and hole centers!
are generated at the instant of irradiation. These relax wi
nano- and microseconds to;(2 – 5)% of the initial value per
pulse, which corresponds to the stable defects.14,15 We as-
sume that, for large excitation densities, the electron lifeti
in the conduction band is predominantly controlled by ca
ture at just these defects at the instant of the irradiation pu
The rate constant of this process is

g5nSNr , ~4!

whereS and Nr are the effective capture cross section a
concentration of unstable defects. It is also assumed tha
yield of these defects is proportional to the dose per pulse
this case, we can write

Nt5kGtp , ~5!

wherek<1 is a coefficient, andG is the generation rate o
electron–hole pairs. According to Ref. 16,

G5
jE

~1.522!Eqd
5A j , ~6!

whereE is the effective energy of the electrons in the bea
andEq is the band gap of the test crystal~under our experi-
mental conditions,A'1025cm21sec21A21). Using Eqs.
~2!–~6!, the balance equation for the conduction electro
can be written in the form

dn

dt
5A j2an22~b1B j !n, ~7!

where

B5ktpAnS. ~8!

Since the conduction pulse follows the excitation pu
with no lag, Eq.~7! can be solved by using the quasi-stead
on
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state approximation. However, it follows even from the for
of Eq. ~7! that the extrapolation ofn to high excitation den-
sities givesn5A/B5const. The solution of Eq.~7! has the
form

n5
1

2a
~b1B j !H F11

4aA j

~b1B j !2G 1/2

21J . ~9!

Using the expression

n5s/em, ~10!

wheree is the charge of the electron andm is the mobility,
along with the experimental values ofs and literature values
of m,17,18 n was calculated from Eq.~9!. The solid curves in
Figs. 2–4 are constructed from Eq.~9!, and parametersa, b,
andB for the test crystals are indicated in Table I.

Let us analyze the resulting values of the microsco
parametersa andb. We use Eq.~2! and the valuen51.75
3107 cm/sec atT5300 K to estimate the effective electron
hole recombination cross sectionSand 1/b5t, the electron-
capture time on stable radiation defects~both indicated in
Table I!.

The reasonable values of the microscopic parametera
andb calculated from the experimental data are evidence
favor of the proposed model. We should also point out th
in the range of excitation densities studied here, no hi
energy electron conduction1,2 is detected under the cond
tions of the experiment.

The authors express their gratitude to E´ . D. Aluker for
useful discussions and for supporting the work.

This work was carried out with the support of Gra
MOiPO of the Russian Federation.

1D. I. Va�sburd, B. N. Semin, E´ . G. Tavanov, S. B. Matlis, I. N. Balychev
and G. I. Gering,High-Energy Solid-State Electronics@in Russian#
~Nauka, Novosibirsk, 1982!.

2D. I. Va�sburd, Izv. Vyssh. Uchebn. Zaved. Fiz. No. 12, 109~1996!.
3D. I. Va�sburd, G. A. Mesyats, V. L. Naminov, and E´ . G. Tavanov, Dokl.
Akad. Nauk SSSR265, 1113~1982! @Sov. Phys. Dokl.27, 625 ~1982!#.

4Y. Suzuki, H. Ohtani, S. Taragi, and M. Hirai, J. Phys. Soc. Jpn.50, 3537
~1981!.

5Y. Suzuki, M. Okumura, and M. Hirai, J. Phys. Soc. Jpn.47, 184 ~1979!.
6R. T. Williams, J. N. Bradford, and W. L. Fast, Phys. Rev. B12, 7038
~1978!.

7R. T. Williams, B. B. Graig, and W. L. Fast, Phys. Rev. Lett.52, 1709
~1984!.
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A comparison of NMR spectral parameters of 47Ti and 49Ti nuclei in rutile and anatase

L. V. Dmitrieva, L. S. Vorotilova, I. S. Podkorytov, and M. E. Shelyapina
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The paper reports on a measurement of the chemical-shift tensor for47Ti and 49Ti in TiO2 single
crystals~rutile and anatase!. The nature of the chemical shift anisotropy is discussed.
© 1999 American Institute of Physics.@S1063-7834~99!01507-5#
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NMR has been employed actively in recent years
study new materials containing titanium oxides. In order
identify NMR spectra correctly, it is essential to know th
NMR parameters for the principal crystal phases of TiO2 ,
rutile and anatase. We carried out earlier a study of sin
crystal anatase and determined the tensors describing N
spectra of the47Ti and49Ti nuclei, namely, those of the quad
rupole couplingeQVi j and the chemical shiftd i j .1 While the
quadrupole splitting parameters for rutile were available
the literature,2 data on the chemical shift were lacking. Th
work reports determination of the chemical-shift tensor
49Ti nuclei in rutile and compares the characteristics of sp
tra in the two crystals.

1. STRUCTURAL DATA

The structure of the two TiO2 phases, the low-
temperature anatase and the high-temperature rutile~the tran-
sition temperature 800–900 °C!, is well studied. They belong
to tetragonal symmetry, the space symmetry groups of a
tase isI41 /amdand that of rutile,P42 /mnm.3 The unit-cell
parameters were given by various authors, with refined d
cited in Ref. 4. Both crystals are built of Ti41O6 octahedra,
which are distorted in the same way in the anatase and ru
namely, there are two relatively long Ti–O bonds, i.e. t
octahedron is extended along a crystallographic axis. In a
tase, the long bonds are directed along@001#, and in rutile
they are aligned with@110# and @ 1̄10#. The difference con-
sists in the way in which the octahedra are joined and in
number of magnetically inequivalent sites, to wit, one in a
tase, and two in rutile. The atomic coordinates are given
Refs. 5 and 6. An investigation4 of thermal expansion o
1091063-7834/99/41(7)/3/$15.00
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these crystals revealed a stronger anisotropy in the the
expansion coefficient of anatase compared to that of ru
Table I lists the room-temperature structure parameters of
crystals.

2. EXPERIMENT

The experimental study of NMR spectra was carried
on single crystals grown at the ISC RAS.7 The samples were
parallelepiped shaped, with the long edge along the@001#
direction. The side faces of the rutile crystal were identifi
by x-ray diffraction measurements as~110! and (11̄0). Ori-
entation of the crystals in the magnetic field was based
their faces and refined by the pattern of the spectra.1

NMR spectra of the47Ti and 49Ti nuclei were measured
on a Bruker AM 500 spectrometer at a frequency of 28
MHz at room temperature using a 10-mm broad-band pro
head. Both isotopes have close resonant frequencies if t
are no quadrupole effects~for instance, in a liquid!. In crys-
tals, the position of the titanium isotope lines varies within
broad range because of large nuclear quadrupole mom
eQ(47Ti) 50.29b, I 55/2; eQ(49Ti) 50.24b, I 57/2. Be-
cause of the difficulties met in measuring the total spectru
the side bands were not sought and the parameters were
culated based on the orientational dependence of the ce
line ~the 1/2↔21/2 transition!.

The conditions for spectral measurements were cho
as follows: pulse duration 33ms, delay time 1 s, accumulate
counts;1000. TiCl4 was used as a reference for chemic
shift determination. The shift was reckoned from the47Ti
signal in the reference.
TABLE I. Room-temperature structure parameters of anatase and rutile crystals.

Substance

Cell parameters, Å Bond lengths, Å

a0 c0 Ti–O O–O

1.934 (R1) 2.46434 (A1)
Anatase 3.784560.0001 9.514360.0004 1.979 (R2) 2.79334 (A2)

3.04034 (A3)

1.948 (R1) 2.53632 (A1)
Rutile 4.594160.0001 2.958960.0001 1.980 (R2) 2.77738 (A2)

2.95932 (A3)
7 © 1999 American Institute of Physics
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FIG. 1. NMR spectrum of47Ti and 49Ti nuclei measured in an orientation close toB0i@001#.
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3. DISCUSSION OF THE RESULTS

3.1. Parameters of 47Ti and 49Ti spectra in the anatase

The sites corresponding to the central transition of b
isotopes were measured in an anatase single crystal for
eral magnetic-field orientations in the~100! plane. Because
of the quadrupole coupling and chemical shift tensors,eQVi j

andd i j , in this crystal being axially symmetric, the expre
sions describing the position of the 1/2↔21/2 transition are
fairly simple, and have been given in Ref. 1. The possibi
of observing the two nuclei at the same site, combined w
the knowledge of the ratio of their quadrupole mome
eQ(47Ti)/eQ(49Ti) 51.21, permitted one to determine bo
the quadrupole coupling parameters and the chemical
from measurements at one frequency. The values obta
are as follows:d i52840610 ppm, d'52960615 ppm,
eQVzz/h55.9060.10 MHz, and h50 for 47Ti, and
eQVzz/h54.8560.10 MHz andh50 for 49Ti.
h
ev-

h
s
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ed

3.2. Parameters of 47Ti and 49Ti spectra in the rutile

Because of the existence of magnetically inequival
sites in rutile, its spectra obtained under an arbitrary cry
orientation contain pairs of lines for each titanium isotop
which merge into one in the@100#, @010#, and@001# orienta-
tions ~Fig. 1!. The principal axes of theeQVi j and d i j ten-
sors are rotated relative to the crystallographic axes thro
45° in the~001! plane, so that the principal axial system c
be writtenxi@110#, yi@ 1̄10#, zi@001#.

We can use the expressions derived by us from Volko
relation for the quadrupole shift, which describe the posit
of the central line in spectra of half-integer spin nuclei in t
principal orientations:

B0ix, ~n2n0!/n051026dxx1A~ I !~31h!2nQ
2 /n0

2 ,

B0iy, ~n2n0!/n051026dyy1A~ I !~32h!2nQ
2 /n0

2 ,
FIG. 2. 49Ti NMR spectrum measured in a rutile sample forB0i@110#.
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B0iz, ~n2n0!/n051026dzz1B~ I !h2nQ
2 /n0

2 ,

wheredxx , dyy , anddzz are the components of the chemic
shift tensor~in ppm!, nQ , h are the conventional quadrupo
splitting parameters, withnQ being related to theeQVi j ten-
sor throughnQ53eQVzz/2I (2I 21)h, and A(I ) and B(I )
are numerical factors depending on the nuclear spin.

For the isotopes of interest hereA(I ), B(I )
47Ti: I 55/2, A51/18, B52/9;

49Ti: I 57/2, A55/48, B55/12.

Substituting the values ofnQ andh from Ref. 2 permits
one to find the principal values of the chemical shift ten
from measured line positions of one isotope. We chose in
experiment the49Ti isotope, which has more narrow line
~Fig. 2!. For this isotope,nQ50.99 MHz and h50.19,
which yields ford i j ~in ppm!: dxx52815610, dyy52885
610, anddzz52885610.

FIG. 3. Schematic representation of TiO6 octahedra in~a! rutile and ~b!
anatase. TheRi andAi distances are given in Table I.
r
e

Figure 3 shows schematically TiO6 octahedra in anatas
and rutile. The Ti–O bond lengths are listed in Table I. W
note immediately that the minimum chemical-shift tens
component (2840 ppm in anatase and2815 ppm in rutile!
or, using the terms related to magnetic shielding, the m
mum shielding, corresponds to the longest Ti–O bond. N
that the anisotropy of thed i j tensor in anatase is larger tha
that in rutile, which also correlates with the scatter in bo
lengths in the octahedron, namely, rutile exhibits the smal
difference in the Ti–O bond lengths. Finally, one can co
pare the average bond length in the octahedron with the
tropic shift d iso5(dxx1dyy1dzz)/3. In rutile, d iso52860
610 ppm for an average bond length of 1.959 Å, and
anatased iso52920615 ppm for an average Ti–O bon
length of 1.949 Å. Thus a purely qualitative considerati
indicates a possibility of establishing direct correlation b
tween the shift and the structural parameters in isotypic c
tals. A more rigorous analysis of this problem would requ
complex calculations invoking quantummechanical mode
For crystals such calculations still remain unfeasible.

The isotropic shift and the anisotropy of thed i j tensor
obtained here for the crystal phases of TiO2 can be used in
studies of spectra of47Ti and 49Ti in more complex oxides
for identification of the titanium sites and simulation of spe
tra of powders and ceramics.

The authors express their gratitude to M.
Razumeenko for providing rutile and anatase crystals, an
A. E. Lapshin for assistance in x-ray diffraction determin
tion of the sample face indices.
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Spatial distribution of radiation defects in tooth enamel
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The spatial distribution of radiation defects in tooth enamel has been investigated using EPR
imaging. Plates of enamel irradiated withg rays and electrons with energy 1.2 and 3.8 MeV have
been studied. A falloff of the radiation-defect concentration in the direction in which the
radiation acts is detected in the electron-irradiated plates, with the slope of the falloff decreasing
with increasing electron energy. The defect distribution was uniform in theg-irradiated
plates. It is shown that the study of tooth enamel by means of EPR imaging can be used to
determine the type and energy characteristics of the ionizing radiation that acts on a living
organism. ©1999 American Institute of Physics.@S1063-7834~99!01607-X#
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A rather large number of papers have been devote
the study of tooth enamel~see, for example, Refs. 1–3!. This
is mainly because it is a unique object—a mineral synt
sized directly in a living organism. There is special inter
in the centers formed in tooth enamel by the action of ion
ing radiations.4–6 Such centers~radiation defects! serve as
probes for studying the microstructure of the enamel. Mo
over, they have recently been widely used for dosime
purposes and for dating archeological sites.7–9 Since radia-
tion defects in tooth enamel are paramagnetic,the most e
tive way to study them is by EPR. Earlier papers used
ordinary technique for observing EPR,10 in which the signal
was recorded from the sample as a whole. Below we
scribe the results of a study of plates of irradiated ename
an inhomogeneous magnetic field, which made it possibl
observe the EPR signals from different sections of the
sample separately. This method is known as E
imaging.11,12 It is valuable in that it makes it possible t
obtain information concerning the spatial distribution of r
diation defects, as well as concerning possible inhomoge
ities of the structure of the enamel. Plates irradiated by v
ous types of radiation were studied.

1. EXPERIMENT

The study used three rectangular 13334-mm3 plates
of enamel, cut from the front surfaces of the teeth. Two
them were irradiated with electrons of various energies,
the third withg rays from a60Co source. They were irradi
ated perpendicular to the 133-mm2 surface, while the othe
surfaces were protected from the radiation by a spe
holder. The irradiation dose was about 100 Gy.

EPR was measured in a Radiopan spectrometer equi
with a ZZG-1 tomographic attachment, which made it po
sible to create a gradientGx5dB/dx along the main mag-
netic fieldB. A tomogram corresponding to a definite orie
tation of the plate relative to the gradient was recorded
sweeping theB field and was a recording of the EPR sign
in the inhomogeneous magnetic fieldB2xGx , xiB. The
computer of the Radiopan spectrometer was connected t
1101063-7834/99/41(7)/2/$15.00
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IBM PC 386/387 computer, which used a special program
process the experimental tomographic curve and to ob
from it the distribution function of the radiation defects
the sample along the magnetic-field gradient. The exp
ments took place at room temperature, withGx52 T/m.

Figure 1 shows tomograms of the test plates of to
enamel. The plates were oriented so that their len
L54 mm coincided with the direction of gradientGx . The
tomograms then reflected the concentration variation of
diation defects in the plates along the direction in which
radiation acted. It can be seen from Fig. 1 that the form
the tomographic curve depends substantially on the type
energy characteristics of the radiation acting on the sam

2. THEORETICAL DESCRIPTION AND DISCUSSION OF
RESULTS

In the case of a steady-state gradientGx5const, the EPR
tomogram can be described by

T~B!5E
x1

x2
R~x!S~B2xGx!dx, ~1!

whereR(x) is the spatial distribution of paramagnetic ce
ters,S(B) is the shape function of the EPR line, andx1 and
x2 correspond to the beginning and end of the sample. Eq
tion ~1! is a Fredholm equation of the first kind, and ther
fore finding R(x) is a rather complex problem. Fourie
analysis was used to solve it.

Equation~1! can be represented in the form of a conv
lution

T5R* S, ~2!

where * is the convolution symbol. Since the Fourier tran
form of the convolution of two functions equals the produ
of their Fourier transforms, Eq.~2! can be written as

F~T!5F~R!F~S!, ~3!

where
0 © 1999 American Institute of Physics
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F~T!5E
2`

`

T~B!exp~2 ivB!dB, ~4!

andv is the independent variable in Fourier space.
R(x) is found from Eq.~3! by the inverse Fourier trans

formation

R~x!5F21@F~T!/F~S!#. ~5!

The main problem of deconvolution is division by ze
or a quantity close to it. In fact, actual spectral distributio
are described in most cases by a line shape that is Lorent
Gaussian, or a linear combination of both. Therefore,F(S)
˜0 whenv˜`. The actual deconvolution thus results
division by zero at largev. Moreover, the indicated problem
also arises for smallv if the value ofF(S) becomes smalle
than the noise amplitude. One uses so-called window
overcome these difficulties. In this case, Eq.~5! becomes

R~x!5F21@F~T! f ~v!/F~S!#, ~6!

where f (v) is the window function.13

We used a computer program in which the Fourier tra
formation has a rectangular window,

f ~v!5H 1 v<v f

0 v.v f . ~7!

Parameterv f depends on the SNR and is determin
from the F(v)5F(S)F* (S) spectrum as the maximum
value of v above whichF(v) does not exceed the nois
level.

An analysis of the theoretical expressions shows that,
smaller the widthDS of the EPR line is by comparison wit
GxL, the nearer the shape of theR(x) curve is to that of the
T(B) curve.

Figure 2 illustrates the distribution of radiation defects
a plate irradiated by electrons with energy 1.2 MeV. T

FIG. 1. EPR tomograms of plates of tooth enamel irradiated with elect
with energy 1.2 MeV~1! and 3.8 MeV~2! andg rays ~3!. The curves cor-
respond to the absorption signal.
s
an,

to

-

e

distribution was obtained by the procedure described ab
from tomogram 1 of Fig. 1.R(x) is near toT(B) in our case
becauseDS50.6 mT is substantially less thanGxL58 mT.
The R(x) curves obtained from Eq.~6! for the other two
plates are also close to the corresponding tomograp
curves T(B). The resolving power of the EPR imagin
method is determined by the expressionDx5DS/Gx . This
equalled about 0.3 mm in our experiments.

Our studies have thus established thatR(x) depends on
the form and characteristics of the radiation, and this ma
it possible to use tooth enamel to obtain detailed informat
about the nature of the radiation damage of living organis
In favorable situations, EPR imaging of tooth enamel can
used to establish not only the type of radiation that acts on
organism but also its energy characteristics~see curves1 and
2 in Fig. 1!. The latter makes it possible to elucidate wh
radioactive nuclei were the source of the radiation. T
smooth behavior of the resultingR(x) curves is evidence
that there are no inhomogeneities in the structure of the to
enamel.
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FIG. 2. Spatial distribution of radiation defects in a plate of tooth enam
irradiated by a directed electron beam with energy 1.2 MeV.
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Electroelastic fields of moving dislocations and disclinations in piezoelectric crystals
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Integral representations for the electroelastic fields of moving dislocations and disclinations in
piezoelectric crystals have been obtained in terms of a four-dimensional formalism of
dynamic Green’s functions. The cases of continuously distributed and single linear defects are
considered. The correctness of the results is confirmed by the fact that they meet the
necessary requirements as one goes to the purely elastic solution. ©1999 American Institute of
Physics.@S1063-7834~99!01707-4#
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Linear defects of a crystal lattice have been studied fr
the viewpoint of both the mechanical1 and the electrical2

properties. The nature of the electrical activity of the defe
depends on the crystal type. Here we are dealing with pie
electric crystals,3–5 in which, because of electrical polariza
tion, linear defects possess coupled electroelastic fields6–8

The theoretical study of these fields is an extremely criti
problem and has attracted the attention of a number
researchers.6–8

For a purely elastic body, general solutions for arbitra
distributions of moving dislocations and disclinations ha
been obtained using Green’s functions.9,10 The elastic fields
in this case are completely expressed in terms of the den
and flux of the defects. Such a general solution for elec
elastic fields of arbitrarily distributed moving linear defec
~dislocations and disclinations! has not yet been obtained fo
the case of a piezoelastic body. The attempt made in Re
cannot be considered wholly successful, since the solu
there is expressed not in terms of the flux of defects bu
terms of macroscopic rates of plastic deformation and pla
bending and twisting. The purpose of this paper is to fill
this gap.

1. FORMULATION OF THE PROBLEM

In continuum theory, one starts from the assumption t
linear defects~dislocations and disclinations! are equivalent
to certain basic plastic~singular! fields.9 The latter, as will be
shown below, can be replaced by distributions of fictitio
volume forcesf i and chargesg. The problem of determining
the electroelastic fields of the defects therefore reduce
some problem of piezoelasticity for givenf i andg.

Let us consider a piezoelastic crystal that is charac
ized by tensors of elasticl i jkl , dielectric« i j , and piezoelec-
tric bki j constants~the notation follows Ref. 3, Sec. 17!,
satisfying well-known symmetry properties.3–5 Here and be-
low, except when otherwise indicated, lower-case latin s
scripts take the values 1, 2, 3. The constants enter into
linear equations of state that relate the elastic stressess i j and
1101063-7834/99/41(7)/3/$15.00
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the electric displacementsDi with the elastic strainsekp and
the electric fieldEk .3–5 Expressingekp in terms of the elastic
displacement vectorup in the formepk5(up,k1uk,p)/2 and
expressingEi in terms of the electric potentialw in the form
Ei52w ,i , the indicated equations of state can be written
follows:3–5 s i j 5l i jkpup,k1bki jw ,k ; Di5b ikpup,k2« i j w , j .
Here the subscript after the comma denotes differentia
with respect to the corresponding coordinate.

To determine the displacementui and the potentialw for
given f i andg, we have the equations of motion of the pa
ticles of the body~the equations of elasticity theory!4 s i j , j

2püi52 f i and the equation of electrostatics3 Di , j5g,
wherer is the density of the body, and an overdot deno
differentiation with respect to time. Substituting the expre
sions fors i j andDi into these equations, we get inhomog
neous equations containing onlyuk andw,

l i jkpuk,p j2püi1bki jw ,k j52 f i , ~1!

b jkpuk,p j2« jkw , jk52g. ~2!

Now f i and g in Eqs. ~1! and ~2! need to be expressed i
terms of the basic plastic fields of the linear defects.

According to Ref. 9, a body with moving dislocation
and disclinations is characterized by a set of basic pla
fields: the strain fieldei j

p , the bending–twisting fielḑ i j
p , the

velocity field v l
p , and the rotation fieldvq

p . As shown in
Ref. 9 ~see also Ref. 11!, the plastic velocityv l

p can be set
equal to zero for physical defects. The quantities¸ i j

p andvq
p

do not enter into the equations of state. Therefore,f i andg
will actually be determined only by the plastic strainei j

p . In
the presence ofei j

p Þ0, we have

ekp5ekp
T 2ekp

P 5
1

2
~up,k1uk,p!2ekp

P , ~3!

whereekp
T is the total~plastic plus elastic! strain, and we set

f i5g50 in Eqs.~1! and ~2! ~the role of the external force
2 © 1999 American Institute of Physics
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and electric charges is now played by the basic plastic fie
of the defects!. Taking this into account, Eqs.~1! and ~2!
take the form

l i jkp5uk,p j2rüi1bki jw ,k j5l i jkpepk, j
P , ~4!

b jkpuk,p j2« jkw , jk5b jkpepk, j
P . ~5!

Comparing Eqs.~1! and ~2! to Eqs.~4! and ~5!, we see that
linear defects in a piezoelectric crystal are equivalent t
distribution of fictitious volume forcesf i and chargesg
whose magnitude is determined by

f i52l i jkpepk, j
P , ~6!

g52b jkpepk, j
P . ~7!

The problem is to interpret the inhomogeneous Eqs.~4! and
~5!. This can be done in general form by using the Gree
function formalism.

2. FOUR-DIMENSIONAL GREEN’S-FUNCTION FORMALISM

Because of the symmetry of the material constants
of the equations of the problem, Eqs.~1! and ~2!, it is con-
venient to introduce four-dimensional dynamic tens
Green’s functionsGab(r ,t), where r is the radius vector,
and t is the time; subscripts indicated by Greek letters ta
the values 1, 2, 3, 4. In the static case, such Green’s fu
tions were introduced in Ref. 12.

Carrying out the Fourier transformation

f̄ ~v,k!5E E f ~r ,t !exp@ i ~k•r2vt!#dr dt,

Eqs.~1! and ~2! can be represented in matrix form

Dab~v,k!Ūb~v,k!5F̄a~v,k!, ~8!

where the (432) matrix Dab(v,k) has the form (d ik is the
Kronecker delta!

Dik5l i jkpkpkj2rv2d ik ,

Di45D4i5bki jkkkj , D4452« jkkjkk ,

and the components of the four-dimensional vectorsUa and
Fa equal

Ui5ui , U45w,

Fi52 f i , F452g.

Starting from the form of Eq.~8!, we define the Fourier
transform of the Green’s functionḠab(v,k) by

Dab~v,k! Ḡbg~v,k!5dag , ~9!

wheredag is the four-dimensional analog of the Kroneck
delta. Multiplying both sides of Eq.~9! by the matrix
Dab

21(v,k), we find

Ḡab~v,k!5
dba~v,k!

D~v,k!
, ~10!

whereD(v,k) is the determinant of the matrixDab(v,k),
and dab(v,k) is the algebraic complement of eleme
Dab(v,k).
s

a

’s

d

r

e
c-

In accordance with the form of Eqs.~8! and ~9!, the
Green’s functionGab describes various types of responses
a piezoelastic body: a displacement force~componentsGik),
a potential force~componentsG4k), a displacement charg
~componentsGi4), and a potential charge~componentsG44).

In what follows, we also need an equation forGab(r ,t).
By applying an inverse Fourier transformation to Eq.~9!, we
get

D̂abS 2 i
]

]t
, i

]

]xp
DGbg~r ,t !5dagd~r !d~ t !, ~11!

whereD̂ab(2 i ]/]t, i ]/]xp) is the matrix with operator el-
ements that is obtained from matrixDab(v,k) by substitut-
ing v˜2 i ]/]t andkp˜ i ]/]xp .

3. ELECTROELASTIC FIELDS OF LINEAR DEFECTS

The solution of the fundamental Eq.~8! is given by the
equality

Ug5GgaFa

or, after inverse Fourier transformation,

Ua~r ,t !5E E Gab~r2r 8,t2t8! Fb~r 8,t8! dr 8dt8,

where Ua5(ui ,w), and Fb5(2 f i ,g). Substituting here
Eqs.~6! and~7! for the density of the fictitious volume force
f i and chargesg, we get expressions for the displacementsui

and the electric potentialw created by moving defects

ui~r ,t !52E E $Giq~R,T!lq jkpepk, j 8
P

~r 8,t8!

1G4i~R,T!b ikpepk, j 8
P

~r 8,t8!%dr 8dt8, ~12!

w~r ,t !52E E $G4q~R,T!lq jkpepk, j 8
P

~r 8,t8!

1G44~R,T!b ikpepk, j 8
P

~r 8,t8!%dr 8dt8, ~13!

whereR5r2r 8, T5t2t8.
Eqs.~12! and~13! contain the macroscopic characteris

epk
P —the plastic strain tensor. In order to eliminate mac

scopic characteristics and express the electroelastic field
terms of the characteristics of the defects~the density and
flux tensors!, it is necessary to transform the solution of Eq
~12! and~13!, and this procedure is largely analogous to t
transformations in Ref. 10 in the case of pure elasticity.
this case, one uses Eqs.~11! for the Green’s function and
also the defining relations for the density tensorsa ik andu ik

and the flux tensorsJkl and Skq of the dislocations and
disclinations9 ~see also Ref. 11!:

apl52«pmk~ekl,m
P 1«klq¸mq

P !,

upq52«pmķ kq,m
P ,

Jkl5ėkl
P 1«klqvq

P ,

Skq52vq,k
P 1¸̇kq

P .
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Here, as above, we have set the plastic velocity equal to z
v l

p50, and this has no effect on the final results.
Without showing the detailed calculations, we imme

ately write the final expressions for elastic strain tensoremn

and electric field vectorEk :

emn~r ,t !5E E $@«pmkCa iklGan,iapl2rĠlnJml#

2«pmk@«qslCa iklHan,isupq

2rḢkn,sSsp#%(mn)dr 8dt8, ~14!

Em~r ,t !5E E $@«pmkCa iklGa4,iapl2rĠl4Jml#

2«pmk@«qslCa iklHa4,isupq

2rḢk4,sSsp#%(mn)dr 8dt8, ~15!

wheremn is the symmetrization operation,«pmk is the unit
antisymmetry tensor, and for simplicity the arguments (R,T)
are omitted from the Green’s functionsGab and the poten-
tials Hab , as well as the arguments (r 8,t8) from the func-
tions apl , upq , Jml , andSsp . Here we have introduced th
tensor of the material constantsCabdg , in which Cjikl

5l j ikl , C4ikl5b ikl , and the other components equal ze
PotentialsHab(r ,t) are determined according to Ref. 10:

Hab~r ,t !5E Gab~r 8,t !~2pR!21dr 8.

In going to the purely elastic case, in whichC4ikl

5b ikl50, Ga4 and Ha4 go to zero in accordance with Eq
~9!, while electric fieldEm disappears according to Eq.~15!.
In this case, Eq.~14! leads to the expression

emn~r ,t !5E E $@«pmkl j ikl Gjn,iapl2rĠlnJml#

2«pmk@«qsll j ikl H jn,isupq

2rḢkn,sSsp#%(mn)dr 8dt8,

which coincides with Eq.~4.6! from Ref. 10. This confirms
the correctness of the results obtained here.

The solutions given by Eqs.~14! and ~15! are valid for
an arbitrary distribution of moving dislocations and disclin
tions. From this it is easy to obtain solutions for the case
single defects. To do this, it is necessary to substitute
Eqs.~14! and ~15! known expressions10 for the densities

apl~r ,t !5 R
L(t)

d~R!$bl1« lqrVq~xr82xr
0!%dLp8 ,

upq~r ,t !5 R
L(t)

d~R!VqdLp8

and fluxes

Jkl~r ,t !5 R
L(t)

«pmkd~R!$bl1« lqrVq

3~xr82xr
0!%vm~r 8,t8!dLp8 ,
ro,

-

.

-
f

to

Skq~r ,t !5 R
L(T)

«pmkd~R!Vqvm8 ~r 8,t !dLp8

of the dislocations and disclinations of a single linear def
and to carry out the integration. HereL(t) is a defect line,xr

0

is the coordinate of a point on the rotation axis,bl is the
Burgers vector of the dislocation associated with the de
line, Vq is the Franck vector, andvm is the velocity with
which L(t) moves. As a result of the integration, taking in
account the properties of the delta function, we get

emn~r ,t !5E E
L(t)

$«pmk~Ca iklGan,i1rĠlnvk8!

3~bl1« lqrVq~xr82xr
0!!2«qmk«psl~Ca iklHan,is

1rḢkn,sv l8!Vq%dLp8dt(mn)8 , ~16!

Em~r ,t !5E E
L(t)

$«pmk~Ca iklGa4,i1rĠl4vk8!

3~bl1« lqrVq~xr82xr
0!!2«qmk«psl

3~Ca iklHa4,is1rḢk4,sv l8!Vq%dLp8dt8, ~17!

In going to the purely elastic case, electric fieldEm disap-
pears, and Eq.~16! coincides with Eq.~5.7! from Ref. 10.
The elastic stress tensors i j and the electric displacemen
vector Di created by moving linear defects can be fou
from the equations of state,3–5 by substituting in them Eqs
~14! and ~15! or Eqs. ~16! and ~17! obtained for elastic
strainsemn and electric field vectorEm .

General solutions have thus been obtained for the e
troelastic fields of moving dislocations and disclinations
piezoelectric crystals. The physically observed fields in t
case are determined in terms of the density and flux ten
of the dislocations and disclinations, which should be
garded as given.
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The amplitude-dependent defect of the elastic modulus has been calculated for the three main
dislocation-hysteresis models:~i! breakaway hysteresis of Granato–Lu¨cke, ~ii !
Davidenkov hysteresis, and~iii ! friction hysteresis without restoring force~WRF!. The ratior of
the amplitude-dependent decrement to the modulus defect has been considered for all three
types of loops, and it is shown that, in a general case,r depends on the vibration amplitude. In the
particular case of power-law amplitude dependences of the decrement and the modulus
defect,r does not depend on amplitude and depends only on the exponentn. Expressions have
been obtained for ther (n) dependence for the three hysteresis-loop types, and it is
demonstrated thatr can serve to identify the loop shape. A comparison of calculated curves with
experimental data accumulated to date shows that most of them lie closer to the Davidenkov
and WRF hystereses. An analysis has been made of the applicability of the secant modulus-
defect approximation used to derive the dislocation strain from internal-friction
measurements. ©1999 American Institute of Physics.@S1063-7834~99!01807-9#
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In 1938 Davidenkov, in an analysis of the reasons for
dependence of sound damping in crystalline solids on vib
tion amplitude, put forward a hypothesis that this dep
dence is the result of a hysteresis in microplastic strain«d .1

Davidenkov suggested that the hysteresis loop has a two
symmetry axis, and that the nonlinearity in the microplas
strain can be approximated by a power-law stress functi

«d5~s1s0!m22m21s0
m, for increasings,

«d52~s02s!m12m21s0
m, for decreasings, ~1!

wheres0 is the vibration stress amplitude varying accordi
to the harmonic law. Accordingly, for the vibration decr
ment one obtained also a power-law functiondh}s0

n , where
m5n11.

Read2,3 was the first to relate the amplitude dependen
of internal friction and of the elastic modulus defect in zi
and copper directly to dislocation motion. Because mod
concepts consider microplastic deformation to be the re
of a small and, as a rule, reversible displacement of dislo
tions, one can say that the experiments of Read provi
direct support for the hypothesis of Davidenkov. Besid
Read established experimentally for the first time a prop
tionality between the amplitude-dependent decrementdh and
the elastic-modulus defect (DM /M )h , which was subse-
quently confirmed by a number of researchers

dh5r ~DM /M !h , ~2!

where the coefficient of proportionalityr did not depend on
the vibration amplitude but varied strongly~by about a factor
ten! in zinc with variation of the sample orientation wit
respect to the basal plane of the hcp lattice.

Nowick4 showed theoretically that the mechanism
simple ~frequency-independent! hysteresis results in Eq.~2!,
where coefficientr does not depend on vibration amplitud
1101063-7834/99/41(7)/7/$15.00
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and can vary from zero to four~for the particular case o
quadratic amplitude dependences of the decrement
modulus defect!. He obtained different values ofr for an-
nealed and prestressed copper. The proportionality~2! was
obtained also in the theory of Granato–Lu¨cke,5 where a con-
clusion was drawn that the ratior should be of order unity,
but no exact expression was presented. In later theories b
both on the breakaway model of Granato–Lu¨cke5 and on
various friction models~see, e.g., Ref. 6! attention was fo-
cused primarily on the vibration decrement.

Nowick4 and Ishii7 demonstrated that the behavior of th
modulus defect and of ther ratio carry significant informa-
tion, but these parameters, which allow experimental test
have not been adequately studied in present theories of
location hysteresis. In most cases~see, e.g., Ref. 7! one used
the approximate relation8

~DM /M !'«dm /«0 , ~3!

where«dm5«d (s0) is the amplitude value of the disloca
tion-induced strain, and«0 , that of the elastic one, withou
analyzing the validity of this approximation.

An exact expression for the modulus defect measura
by acoustic methods can be derived by taking into acco
only the component of«d which is in phase with the applied
vibration stress, i.e., by Fourier transformation. Nowick4 em-
ployed this approach to analyze (DM /M )h andr for the case
of quadratic amplitude dependences of the decrem
Boser,9 for the linear dependences, and Naimi10 considered
the amplitude dependences ofdh and (DM /M )h for the case
of work against the generalized friction forces of Peierl
Nabarro. Granato used in his thesis11 Fourier analysis for the
breakaway model, but the mathematical difficulties asso
ated with substitution of Koehler’s distribution function12

forced him to limit himself to an approximate expressio
5 © 1999 American Institute of Physics
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which led to the conclusion that the quantitiesdh and
(DM /M )h are practically equal, i.e., thatr'1.

This work deals with a theoretical consideration of t
amplitude-dependent modulus defect and of ther ratio in
various models of dislocation hysteresis. The work gene
izes and complements the results reported by the author
lier in Ref. 13~where the breakaway hysteresis is discus
in detail! and a short communication14.

1. MAIN MODELS OF DISLOCATION HYSTERESIS

In the initial stages of amplitude-dependent internal fr
tion ~ADIF!, vibration energy is lost in reversible hysteret
motion of dislocations in the force fields of barriers acti
against it. The ADIF theories based on the string dislocat
model of Koehler–Granato–Lu¨cke5,12 are presently enjoying
the most widespread use. In these theories~see, e.g., Refs
15–17!, dislocation hysteresis occurs by breakaway follow
by repinning at the same point defects during each vibra
halfperiod. The associated displacements from the posi
of equilibrium are considered to be small, and it is assum
that the dislocation breaks away only from one row~linear
array! of the weakest pinners, but that it cannot snap lo
from strong point defects~dislocation network nodes, impu
rity precipitates etc.!.

In other ADIF theories, a dislocation overrides seve
rather than one row~planar array! of point defects~c.f. Refs.
7,18,19! and even overcomes long-range internal str
fields20,21 ~one can find many relevant references in Ref. 2!.
Following the classification of Asano,6 models of the first
type are referred to as breakaway, and those of the secon
friction theories, because dislocation damping can be
signed here to an effective friction force.

Following Asano,6 we shall call the generalize
Granato–Lu¨cke ~or breakaway! model any model in which
the stress–dislocation-strain diagram has the following p
tern: the absolute value of«d grows nonlinearly from zero to
a maximum u«dmu with increasing absolute magnitude
stresss, and falls off linearly fromu«dmu to zero whenusu
decreases~Fig. 1!. The reason for the nonlinearity of«d (s)

FIG. 1. Schematic representation of a generalized Granato–Lu¨cke loop5,6

drawn in the stress (s) — dislocation strain («d) coordinates.
l-
ar-
d

-

n

d
n
n
d

e

l

s

, as
s-

t-

is not specified. The general expression for the breaka
hysteresis can be written6

dh~s0!5
M

s0
F«d~s0! 2

2

s0
E

0

s0
«d~s!dsG . ~4!

The principal difference between the friction and brea
away models consists in the shape of the hysteresis loop
friction models ~Fig. 2!, a steady-state loop does not pa
through the origin. The dashed line in Fig. 2 shows the D
idenkov loop; its main feature is the existence of a restor
force, so that the absolute value of the dislocation-indu
strain starts to decrease as soon as the absolute magnitu
the stress has begun to decrease. The loop without resto
force ~WRF! is shown in Fig. 2 with a solid line. Here th
dislocation strain changes only after the stress has starte
increase in absolute magnitude, and it remains constant w
the absolute magnitude of stress decreases.

Asano6 derived an expression for the generalized Da
idenkov loop

dh~s0!5
M

s0
2 F2s0«d~2s0!22 E

0

2s0
«d~s!dsG . ~5!

This relation is written for the origin located at the loo
corner. The generalization consists actually in that«d (s)
can be here any nonlinear function. Thus Eq.~5! can be
formally applied to any loop having a twofold-symmet
axis, among which are both the WRF and Granato-Lu¨cke
hystereses~the actual form of this relation is determined b
the choice of the origin, which, in its turn, is governed b
physical considerations!. For the WRF hysteresis, Eq.~5! can
be conveniently recast in the coordinates of Fig. 2, so that
«d (s) function under the integral contains only the nonli
ear portion

dh~s0!5
M

s0
2 F4s0«d~s0!22 E

0

s0
«d~s!dsG . ~6!

FIG. 2. Schematic presentation of various friction hystereses: Daviden
loop (R51), loop without restoring force (R50), and a loop with partial
restoring-force efficiency~a case ofR50.5). The dashed line passin
through the origin illustrates the secant modulus defect~as in Fig. 1!.
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2. THE TRUE AND SECANT MODULUS DEFECT AND THE r
RATIO

The monograph of Lazan22 makes use of the concept o
the secant elasticity modulus, which is determined by
slope of the straight line connecting the ends of a hyster
loop in the stress–total-strain coordinates. Because the
plitude value of total strain is a sum of the elastic,«0

5s0 /M , and dislocation-induced,«dm , parts, and Figs. 1
and 2 present only the part associated with dislocations,
straight lines passing through the origin and the ends of
hysteresis loops in these figures correspond obviously to
modulus defect determined by Eq.~3!; we shall call it the
secant modulus and denote by (DM /M )sec. Accordingly, the
ratio of dh to (DM /M )secwill be denoted byr sec. Now Eqs.
~3! and ~4! yield for the breakaway hysteresis

r sec512
2

s0«d~s0!
E

0

s0
«d~s!ds. ~7!

In the case of the Davidenkov hysteresis we have
recall that Eq.~5! is written for the origin located in the
lower left corner of the loop presented in Fig. 2. Nishino a
Asano used a trivial expression for the secant modulus
these coordinates, (DM /M )sec5M«d (2s0)/2s0 , to obtain23

r sec542
4

s0«d~2s0!
E

0

2s0
«d~s!ds. ~8!

Here«d (s) is the equation for the upper branch of the lo
~for increasing stress!. Assuming the conditionr sec5const,
the integral equations~7! and~8! allow straightforward solu-
tion. Indeed, differentiating, for instance, Eq.~8! with respect
to s0 yields

d«d

«d
5S 41r sec

42r sec
D d~2s0!

2s0
. ~9!

Next, taking into account thats ands0 are actually the same
stress (s varies from zero to 2s0), the subscript 0 ons0 can
be dropped. Then if the«d (s) function and its derivative are
continuous, integration of~9! yields a power-law relation
«d}sm, wherem5(r sec14)/(42r sec), and

r sec54~m21!/~m11!. ~10!

Substituting«d}sm in Eqs.~3! and ~5! gives power-law re-
lations for the decrement and the secant modulus defect
an exponentn5m21:

dh5r sec~DM /M !sec}s0
n . ~11!

In other words, ifr sec5const, then the generalized Davide
kov hysteresis for a continuous«d (s) function with a con-
tinuous derivative reduces to the simple Davidenkov hys
esis. The relation betweenr sec andn follows from Eq.~10!:

r sec54n/~n12!. ~12!

Similarly, Eq.~7! solved forr sec5const likewise yields~11!,
where

r sec5n/~n12!. ~13!

Equations~10! and ~12! for the original Davidenkov
model were derived earlier23–25 by direct substitution of«d
e
is
m-

he
e

he

o

in

ith

r-

}sm in equations of the type~3! or ~8!. This work deals with
a more general problem, namely, one looked for a funct
«d (s) which is necessary and sufficient to meet ther sec

5const condition. As follows from the above, for continuo
«d (s) and«d8 (s) it is a power-law function. However eve
if one assumes the existence of a discontinuity in the der
tive, as is the case, for example, with WRF hysteresis, it
be shown using Eqs.~3! and ~6! that the necessary and su
ficient condition forr sec5const is a power-law course of th
nonlinear portions in the«d (s) function. This results natu-
rally in power-law amplitude dependences of the decrem
and secant modulus defect~11!, and one obtains the follow
ing relation for their ratio

r sec54~n11!/~n12!. ~14!

Obviously enough, the absence of restoring force is
tually equivalent to the case where this force is balanced
dislocation pinning at points farthest away from the equil
rium position~for «d5«dm). Introduce parameterR charac-
terizing the efficiency of the restoring force. We write th
loop equation in the form

«d52«dm , 2Rs0.s>2s0 and «d

5«d1~s!, s>2Rs0 for increasings,

«d5«dm , Rs0,s<s0 and «d

5«d2~s!, s<Rs0 for decreasings.

A loop with a partial efficiency of the restoring force
illustrated in Fig. 2 with a dot-dashed line~for R50.5). If
«d1 (s) and«d2 (s) are power-law functions such that

«d15~s1Rs0!m2s0
m~11R!m/2,

«d252~Rs02s!m1s0
m~11R!m/2,

one readily obtains

dh52M ~11R!ms0
m21~m2R!/~m11!, ~15a!

~DM /M !sec5Ms0
m21~11R!m/2, ~15b!

r sec54~m2R!/~m11!54~n112R!/~n12!. ~15c!

For R51, Eqs.~15! yield dh , (DM /M )sec, and r sec for the
Davidenkov hysteresis, and forR50, those for a pure WRF
loop. Theoretically,R can vary from 1 to21. The smaller is
R, the weaker is the restoring force~or the stronger is the
pinning force at the«d5«dm points!. For R521, the loop
becomes a rectangle, which yields amplitude-independ
hysteretic damping.

There are grounds to assume that any loop having a t
fold symmetry axis, where the«d (s) function has a linear
and a nonlinear portion with increasings, will yield power-
law amplitude dependences of the decrement and mod
defect and independence ofr secon amplitude. As an illustra-
tion, one may consider not only the friction but also t
breakaway hysteresis, because Eq.~5! is valid for any sym-
metric loop, in particular, for the Granato–Lu¨cke loop.

Let us consider now the actual modulus defect wh
can be measured by acoustic methods.



i

th

r

li-

a
li

s

d

d
o

w-
en-

ion
nts,

1108 Phys. Solid State 41 (7), July 1999 A. B. Lebedev
A. Granato-Lü cke hysteresis

The diagram for the breakaway hysteresis is shown
Fig. 1, and the decrement is expressed by Eq.~4!. The
amplitude-dependent modulus defect is obtained from
Fourier transform

S DM

M D
h

5
2M

s0p F E
0

p/2

«d~s0 sinu!sinudu

1E
p/2

p

«d~s0!sin2uduG ,
and after substitutings5s0 sinu

S DM

M D
h

5
2M

s0p F E
0

s0
«d~s!

sds

s0As0
22s2

1
p

4
«d~s0!G .

~16!

The r ratio follows from Eqs.~4! and ~16!:

r 5

2«d~s0!2
4

s0
E

0

s0
«d~s!ds

«d~s0!1E
0

s0
«d~s!

sds

s0As0
22s2

. ~17!

Because the integrals in the numerator and denominato
~17! are non-negative, we obviously come tor<2.

If r 5const~i.e. it does not depend on vibration amp
tude!, the solution of integral equation~17! is a power-law
function «d (s)}sm.13 Substituting«d (s)}sm in ~4!, ~16!,
and ~17! and replacingm5n11 yields

dh5r ~DM /M !h}s0
n , ~18!

r 5
2n

n121
2~n12!

p
BS n13

2
,
1

2D , ~19!

whereB(x,y)5G(x)G(y)/G(x1y) is the beta function, and
G is the gamma function.

An r (n) graph plotted using Eq.~19! is shown in Fig. 3
~curve a). Curve a8 constructed using Eq.~13! depicts
r sec(n). For n˜`, r tends to two, andr sec, to unity.

It should be pointed out that Eq.~17! yields ther ratio
for the generalized breakaway model, irrespective of the p
ticular mechanisms and features responsible for the non
earity of «d (s), for instance the breakaway mechanism~a
catastrophe, or detachment of double, triple etc. segment! or
the shape of the distribution~of dislocation segments in
length, or of pinning points in pinning force!. Thus one can
make two significant statements for any breakaway-mo
variant: ~i! the r ratio does not exceed 2, and~ii ! the inde-
pendence of ther ratio of vibration amplitude is accounte
for by the power-law form of the amplitude dependences
the decrement and modulus defect~18!; if in the first and
third quarters of the period the«d (s) function is continuous
and has a continuous derivative, the relation betweenn andr
is given by Eq.~19!.
n

e

of

r-
n-

el

f

B. Davidenkov hysteresis

Using Fourier transformation, one can obtain the follo
ing general expression for the modulus defect within the g
eralized Davidenkov hysteresis model~Fig. 2, R51):

S DM

M D
h

52
2M

ps0
2 E

2s0

s0
«d~s!

sds

As0
22s2

. ~20!

For ther ratio one can write

r 5

pE
2s0

s0
«d~s!ds

E
2s0

s0
«d~s!

sds

As0
22s2

. ~21!

Substitutings5s0 cosu and the power-law relation~1! in
~20! yields a power-law relation for the modulus defect:

~DM /M !h5~2M /p!s0
m21E

0

p

~11cosu!m cosudu.

~22!

Denotingn5m21, we obtain forr

r 52n11np/F ~n12!E
0

p

~cosu11!n11 cosuduG . ~23!

Equations~12! and ~23! are also plotted in Fig. 3
~curvesb8 and b, respectively!. We readily see that in the
case of the Davidenkov hysteresis~as for the breakaway
models! the secant modulus defect is a good approximat
for the modulus defect derived from acoustic measureme
if the exponent is small (n,5). The error grows with in-
creasingn ~if n˜`, r˜` and r sec˜4).

FIG. 3. Comparison of experimental values ofr (n) for materials given in
Table II ~the symbols are numbered in accordance with the lines! with
theoretical curves forr (a,b,c) andr sec(a8,b8,c8): a anda8 correspond to
the Granato–Lu¨cke loop@Eqs.~19! and ~13!, respectively#; b andb8 — to
the Davidenkov loop@Eqs.~23! and~12!#; andc andc8 — to the WRF loop
@Eqs.~14! and ~26!#.
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C. Hysteresis without restoring force

The modulus defect for the WRF hysteresis can be w
ten

S DM

M D
h

5
2M

ps0
F E

0

s0
«d~s!

sds

s0As0
22s2

1«d~s0!G ,

~24!

and ther ratio can be obtained from Eqs.~6! and ~24!:

r 5

2ps0«d~s0!2pE
0

s0
«d~s!ds

s0«d~s0!1E
0

s0
«d~s!

sds

As0
22s2

. ~25!

As in the two preceding cases, the solution of Eq.~25! for
r 5const is a power-law stress–dislocation-strain relati
which results in amplitude dependences of the decrem
and modulus defect of the form~18!. The expression forr
can be written

r 5F ~n11!2ApGS n11

2 D G Y F ~n12!GS n12

2 D G . ~26!

Equation ~26! yields r 5p/2 for n50 ~linear WRF hyster-
esis!. In this case we have amplitude-independent hyster
damping, as, say, in the LDWRF mechanism~limited dis-
placement without restoring force! proposed by Gremaud26

to account for the internal-friction background in solid so
tions.

Figure 3 showsr (n) and r sec(n) graphs, with curvec
being a plot of Eq.~26!, and curvec8, that of Eq.~14!. As in
the case of the Davidenkov hysteresis,r 5r sec for n51, and
if n˜`, thenr˜` and r sec˜4. As n increases, the secan
modulus approximation for the WRF hysteresis yields
larger error than in the two preceding cases. The magnit
of this error can be judged from Table I listing numeric
values ofr andr secfor somen from zero to 10 calculated fo
the three loops considered here.

TABLE I. The r and r sec ratios of the amplitude-dependent decrement
modulus defect calculated for some values ofn in the case of a power-law
form of thedh5r (DM /M )h}s0

n relations.

n

Granato–Lu¨cke hysteresis Davidenkov hysteresis WRF hystere

r r sec r r sec r r sec

0 0 0 0 0 1.57 2
0.5 0.21 0.20 0.79 0.80 2.16 2.40
1 0.36 0.33 1.33 1.33 2.67 2.67
2 0.57 0.50 2.13 2.00 3.53 3.00
3 0.71 0.60 2.74 2.40 4.27 3.20
4 0.82 0.67 3.25 2.67 4.91 3.33
5 0.90 0.71 3.69 2.86 5.49 3.43
6 0.97 0.75 4.09 3.00 6.01 3.50
7 1.03 0.78 4.46 3.11 6.50 3.56
8 1.07 0.80 4.79 3.20 6.95 3.60
9 1.11 0.82 5.11 3.27 7.39 3.64

10 1.15 0.83 5.41 3.33 7.80 3.67
t-

,
nt

ic

a
de
l

3. AMPLITUDE-DEPENDENT INTERNAL FRICTION AND
DISLOCATION STRAIN

Baker proposed in 1962 a simple algorithm for determ
ing the mean dislocation velocities from ADIF data and de
onstrated the relation of amplitude-dependent decremen
dislocation strain.27 He made use of the proportionality be
tween the decrement and the modulus defect~2!, as well as
of the approximate expression~3! for the dislocation-induced
modulus defect. Then

«dm5«0dh /r . ~27!

For steady-state vibrations, the dislocation strain rate«̇d is
proportional to strain«dm , namely,«̇d54 f 0«dm , wheref 0 is
the vibration frequency. Then the average dislocation vel
ity Vav can be obtained using the well-known Orowan re
tion: «̇d5LbVav . Note that Eq.~27! does not depend on th
shape of the hysteresis loop.

Asano6 used another way to obtain the dislocation stra
namely, he obtained the solution to integral equation~5! in
the form

«d~s!5
s

M F1

4
dh~s/2!1E

0

s/2 dh~s0!

s0
G . ~28!

Nishino and Asano28 used Eq.~28! to derive theVav (s)
relations from ADIF data and stressed that this proced
does not require any information concerning the modu
defect.

In the particular case of a power-law dependence of d
rement on amplitude,dh}s0

n , Eq. ~28! yields the Daviden-
kov hysteresis. As follows from Sec. 2, however, the Da
idenkov hysteresis is not the only solution to Eq.~5!. In
particular, for a power-law behavior of the nonlinear portio
of the loops in Fig. 2 with exponentm, all of the loops yield
a power-law amplitude dependence of decrement with
exponentn5m21. Thus one cannot extract absolute valu
of dislocation strain and, accordingly, the average veloci
of dislocation motion solely from data on the amplitud
dependent decrement. To be precise, using Eq.~28! may re-
sult in error in determining«d andVav .

The method of Baker27 was used29,30 to derive the mi-
croyield stresss« as the vibration amplitude providing
constant«dm level from ADIF data. One revealed a propo
tionality ~called the similarity law! between the temperatur
dependences of micro- and macroyield stresses for a b
class of crystals.29,30 The similarity law stems, in particular
from separation of variables in the amplitude and tempe
ture dependences of the vibration decreme
dh5 f 1 (s0) f 2 (T).

It is essential, however, that in the particular case
power-law relations~18! the error in determining«d depends
only on the exponentn and, if n does not change unde
variation of external factors, the method of Baker27 yields a
constant error by a factorr sec/r ~which is small in cases o
practical interest!. The method of Asano6 is capable of pro-
viding more information, because it permits one to obtain
only the amplitude value of dislocation strain«dm but the
total responses vs«d as well, but only provided one know
the shape of the loop, at least qualitatively. If, however, it

s
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TABLE II. Ratio r of the amplitude-dependent decrement to modulus defect for various crystals calculated for the case of power-law approximdh

5r (DM /M )h}s0
n .

Line No. Material Impurities, % T, K f, kHz r n

Ref. ~see Refs. 13, 14
for unspecified

references

1 Cu, s., ps. 0.002 293 33.5 4.4 2.1 Read, 1941 Ref. 3
2 Cu, s., ann. 0.01 293 39.8 2.2 2 Nowick, 1950 Ref. 4
3 Cu, s., ps. 213–306 3.6
4 Cu, s., ann. 0.01 Si 5 80 1.5 2 Saul, Bauer, 1968
5 0.01 Si 81 1.9
6 0.01 Si 294 2.9
7 0.005 Ge 76–210 2.7
8 Cu–Al, p., q. 1.38 Al 293 1 3 2.8 Takahashi, 1956
9 Cu–P, p. 0.002 P 293 2.7 1.8 1.05 ibid.
10 0.006 P 2.3 1.44
11 0.021 P 2.7 1.52
12 0.062 P 3.1 1.69
13 0.207 P 3.3 2.05
14 Cu–Si–Mn, p., ps. 1.6 Si, 1.4 Mn 7-293 100 1.4 1.2 Lebedev, Pilecki, 1995
15 Al, s. 0.66 Si, 0.22 Fe 6.5-293 100 1.4 1.3 Lebedev, Ivanov, 1993
16 Al–Al2Cu, eu. composite 6.5-293 100 1.3 1.4 Lebedev, Nikanorov, 1996
17 6061Al/SiC/Gr composite 343 0.001 0.39 1 Zhanget al., 1997 Ref. 31
18 NaF, s., ps. 0.01 293 100 1.8 2 Lebedevet al., 1989
19 NaF, s., ps. 0.01 4.2-295 100 1.6 2 Kardashevet al., 1974
20 LiF, s., ps. 0.01 293 0.0005 1.3 0.8 Kustovet al., 1988
21 NaCl, s., ps. 0.01 293 0.0005 2.1 1.6 ibid.
22 MgO, s., ps. 0.2 65-295 100 1.2 1 Kardashevet al., 1985
23 Zn, s.,u50°, ps. 0.003 293 100 1.6 1 Lebedevet al., 1993
24 Zn, s., ann.,u588° 0.001 293 39 0.55 1.7 Read, 1940 Ref. 2
25 u520° 1.4 2.9
26 u574.5° 4.5 3
27 u561.3° 5.3 4

Note.s — single crystal, p — polycrystal, eu — eutectic alloy, ann — annealed, q — quenched, ps — prestressed,u — angle between the normal to bas
plane and sample axis.
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unknown, the error in determining«d can become appre
ciable even for smalln ~although it should be pointed ou
that in this case too, the error depends only onn).

4. COMPARISON WITH EXPERIMENT

Most of the available experimental data exhibit a prop
tionality of the type~2! betweendh and (dM /M )h , which,
as mentioned in the introduction, was first observed2 by Read
for zinc single crystals. This proportionality~see Sec. 2! is a
consequence of the power-law form of Eq.~18! relating the
amplitude dependences of the decrement and modulus
fect, which is observed in a large number of experiments~see
Table II!.a Thus there is a possibility to compare theoretic
r (n) curves obtained for different types of hysteresis loo
with experiment.

The available data are listed in Table II, and Fig. 3 d
plays them in a graphical form together with curves cal
lated for the three types of hysteresis loops depicted in F
1 and 2. A comparison shows that most of the experime
points do not fall on the curve corresponding to the bre
away model and lie instead~although with a large scatter!
around ther (n) curves calculated for the Davidenkov an
WRF hystereses. Only two out of 27 points lie on the cu
corresponding to the Granato–Lu¨cke model. We may recal
that this model was developed for relatively pure crysta
and therefore a question arises about the origin of
-

e-

l
s

-
-
s.
al
-

e

,
e

Granato–Lu¨cke hysteresis in such a complex composite m
terial as aluminum–silicon-carbide–graphite~line 17!. This
question remains unanswered.

Note that the orientational dependence of ther parameter
observed by Read2 as far back as 1940 finds, for the fir
time, a reasonable explanation. This dependence may q
possibly be due to the dislocation hysteresis mechanism
the Granato–Lu¨cke breakaway model for a pyramidal sl
system being replaced by WRF hysteresis for basal dislo
tions. For the orientations where both systems operate~line
25 in Table II!, r acquires an intermediate value, which d
pends on the relative contribution of the two systems to h
teresis damping.

Interestingly, the data of Nowick4 ~lines 2 and 3 in Table
II ! for annealed copper are in accord with the Davidenk
hysteresis, and those for prestressed copper, to hyste
without restoring force. This means that the restoring fo
in annealed copper originates from the Cottrell atmosph
formed in the course of annealing. A slight plastic deform
tion at room temperature releases old dislocations from th
atmospheres and gives rise to new dislocations, which
initially free of impurities. Because the room-temperatu
mobility of point defects in copper is low,34 the dislocation
free paths become substantially larger than the radius of
tion of the Cottrell atmospheres responsible for the restor
force.
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In Cu–P alloys~lines 9–13!, an increase in phosphoru
concentration to 0.06% reduces the restoring-force efficie
parameter toR50, which implies that this force is fully bal
anced by the impurity pinning of dislocations at points
their maximum displacement from the positions of equil
rium, i.e., that we have here a pure WRF loop.

Thus a comparison of theoretical curves with experim
tal data shows that all types of dislocation-hysteresis lo
considered here can be realized, and that the ratio of tr
decrement to the modulus defect may serve to identify
loop shape.

One could add the following points to the main conc
sions:

~1! The same functional form ofdh («0) may be ob-
served with dislocation hysteresis loops of different shap
but for a given amplitude-dependent vibration decrem
there is a one-to-one correspondence between modulus
fect and the shape of the hysteresis loop having a two-
symmetry axis;

~2! Amplitude dependences of the modulus defect,
well as ther ratio, have been derived for all three types
dislocation hysteresis; it was shown that, in a general casr
depends on the vibration amplitude and that, in the bre
away models,r does not exceed two, and it can vary fro
zero to infinity in the friction models; also that in the pa
ticular case of power-law~18! relations for the decremen
and modulus defect,r does not depend on vibration amp
tude and is dependent only on the exponentn;

~3! While the dislocation strain derived from ADIF da
with the use of Baker’s algorithm27 differs from actual val-
ues, in the case of the amplitude relations~18! having a
power-law form both Eq.~27! and the method of Asano~28!
may yield a difference in«d only in constant factors which
are functions ofn.

The author considers it a pleasant duty to express
gratitude to A. V. Granato~University of Illinois! for the
pleasure of scientific and purely personal contacts with h
long discussions, and extremely useful comments. The
thor expresses also his sincere thanks to S. Asano an
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aADIF curves exhibit, as a rule, the presence of more than one stage w
a broad range of amplitudes~see, e.g., Refs. 32 and 33!. Power-law~18!
functions are observed usually in the initial stage.
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Kinetics of periodic processes during plastic flow
S. A. Barannikova, L. B. Zuev, and V. I. Danilov
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This paper establishes the dependence of the velocity of the self-consistent motion of the foci of
inhomogeneous plastic deformation on the strain-hardening coefficient during the stretching
of single-crystalg Fe. It is shown that the relationship between the velocity and the indicated
quantity is inversely proportional at the linear-hardening stage. An interpretation of the
observed regularities is proposed on the basis of the concept of the autowave character of the
plastic flow of solids and of self-organization in a deformed medium. The dispersion
law of the plastic-deformation autowaves is established. ©1999 American Institute of Physics.
@S1063-7834~99!01907-3#
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It has been established reliably in experimental stud
of the inhomogeneity of plastic deformation of single cry
tals and polycrystalline materials that there is a close conn
tion between the observed shape of the inhomogeneity
the nature of strain hardening of a material at the stage u
consideration. The observed periodic regularities in the d
sity distribution of dislocations and the strain over t
sample have been interpreted1,2 as the result of self-
organization of a deformable medium in the shape of vari
forms of autowaves. Such an explanation2 is based on the
concept that a deformable medium is active, i.e., capabl
self-organization in the sense of the spontaneous appear
of spatial, temporal, or functional inhomogeneities in i3

From the general standpoint of the theory of open system4

such a situation is quite realistic for loaded deformable b
ies through which an energy flux passes from the load
device.

The observed localization zones of plastic flow mo
along the sample during loading with a velocity of abo
(1024–1025) m/sec.5,6 However, the question of the factor
that determine the velocityV with which they are displaced
remains open. There is special interest here in the cas
which the plastic deformation is accompanied by a collect
of equidistant strain-localization foci that simultaneous
move along the sample. The task of this paper is to estab
and analyze the possible shape of the dependence ofV in this
situation on the force parameters of the loading process
particular on the generally accepted dynamic characterist
the strain-hardening coefficient of the material,u5ds/d«.

1. EXPERIMENTAL CONDITIONS

As shown by the data published earlier,2,5,6 a stable pe-
riodic pattern of plastic-deformation inhomogeneity is o
served at the linear stages of the strain hardening of si
crystals and polycrystalline materials under the condit
u5const. An equidistant sequence of from 3–6 foci of pla
tic flow is formed in the sample in this case, separated fr
each other by 5–10 mm and self-consistently moving w
1111063-7834/99/41(7)/3/$15.00
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constant velocityV. For experiments to determine how th
strain-hardening coefficient affectsV, a material is needed in
which comparatively moderate actions that do not subs
tially alter the structure can be used to alter efficientlyu
while maintaining the linear relationship between the str
and the stress. In this sense, it is convenient to use si
crystals of highly dopedg iron grown from the melt by the
Bridgman method and maintaining an fcc lattice at 300
because of their high Ni concentration. By orienting t
stretching axis along@100# or @111# and by also using diffu-
sion saturation with nitrogen up to 0.3–0.5 wt.%, it was po
sible to obtain fairly long linear stages of flow in them, wi
the strain-hardening coefficient varying within the limi
1.23103<u<4.23103 MPa, i.e.,;(0.5–2.0)31022G (G
is the shear modulus!. The samples were stretched at a co
stant rate ofd«/dt53.431025 sec21 on an Instron-1185 tes
apparatus.

2. EXPERIMENTAL RESULTS

The speckle interferometry technique described in Re
2 and 5 was used to study the strain of such single crys
This made it possible to determine the field of the comp
nents of the plastic-distortion tensor over the entire deform
sample, to display the configuration of the strain-localizat
zones, and to establish the following regularities for t
stages of linear strain hardening:~1! The observed space–
time pattern of the plastic-flow inhomogeneity in all cas
has the shape of a wave travelling along the sample w
constant velocity~Fig. 1!. ~2! The propagation velocity of
this wave is 231025<V<731025 m/sec.~3! The propaga-
tion velocity varies asV;u21 ~Fig. 2!; i.e.,

V~u!5V01J/u. ~1!

Such a shape of the dependence indicates that the
served wave processes are fundamentally different fr
known plasticity waves,7 whose velocity isVp5(u/r0)1/2;
i.e. Vp;u1/2 (r0 is the density of the material!. A simple
estimate moreover indicates thatVp@V. It will be assumed
2 © 1999 American Institute of Physics
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FIG. 1. Typical pattern of the strain distribution over the sample during stretching at the stage of linear hardening.
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in what follows that the proportionality coefficientJ, whose
dimension is@Pa•m/sec# 5 @J/m2

•sec# ~here u has the di-
mension ofs), has the meaning of the energy flux passi
through the strained object fastened in a loading device.
this means that the observed periodic space–time regula
of the inhomogeneous plastic flow must be assigned to
class of autowave phenomena8 ~self-organization processe
in a deformable medium! alternative to ordinary waves. In
this case, as is well known,3,4,8 it is the presence of an energ
flux flowing through the medium that allows it to posse
self-organization processes. The elucidation of the chara
of the V(u) relationship can contribute to the understand
of the nature of the periodic processes observed during
formation at least by comparing it to the shape of the ana
gous relationships for elastic and plastic waves.

3. DISCUSSION OF THE RESULTS

To understand the physical meaning of the depende
given by Eq. ~1!, we use the concept of the nature ofu
proposed by Roitburg,9 who regarded the strain-hardenin
coefficient as a ratio of energies:

u/G;W/Q'Gb2rs /sbLrm . ~2!

FIG. 2. Propagation velocity of autowaves vs the strain-hardening co
cient of single crystals.
ll
ies
e

ter

e-
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Here W'Gb2rs is the energy of the dislocations accum
lated in the course of plastic deformation per unit volum
while Q'sbLrm is the energy scattered into heat by t
movable dislocations also per unit volume (b is the Burgers
vector of the dislocations;rs andrm are the densities of the
accumulated and movable dislocations, respectively; andL is
their path length!. WhenJ5const, increasing the density o
the accumulated defects~increasing the strain hardening!, ac-
cording to Eq.~1!, reduces the propagation velocityV of the
autowaves. Conversely, increasing the amount of thermal
ergy scattered in the sample causes it to become heated
this increases the probability of elementary events of th
mally activated plastic deformation and promotes the
crease inV. A similar separation of the contributions accor
with the two-factor model of self-organization processes~the
generation of autowaves! in an active medium, explained in
Ref. 8. It is well known that such a process can be imp
mented in general when autocatalytic and damping fac
with different kinematic and spatial characteristics act sim
taneously. The data on the shape of theV(u) dependence
also make it possible to choose plastic deformation as
activating factor and elastic stresses as the damping facto
accordance with the above, quantityQ;L, associated with
the motion of dislocations during the deformation, serves
the autocatalytic factor of the process. Conversely, an
crease ofW;rs results in an increase of internal stresses
a dislocation nature (s i'Gbrs

1/2); i.e. W should actually be
regarded as a damping factor. Such an opposition of the r
of plastic deformation and elastic stresses in the s
organization of plastic flow was introduced for the first tim
by Nikolis and Prigozhin,10 who then applied it in Refs. 2, 6
and 11. In terms of this approach, the linear stage of st
hardening corresponds to a steady-state ratio of the auto
lytic and damping factors that control the self-organizati
kinetics in an active medium.

From the resulting experimental data, it is possible
obtain the dispersion law of the observed autowaves, wh
wavelengthl was directly determined from patterns anal
gous to those shown in Fig. 1, while the frequencyv of the

fi-
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periodic process was determined from sequences of th
Figure 3 shows the dependence ofv on wave number
k52p/l. Its linear character indicates the absence of disp
sion in the case studied here; this is characteristic of a
wave processes in nonlinear12 or active4,8 media. A numeri-
cal estimate shows that the slope of the straight line ofv(k)
in Fig. 3 isv/ l'V0. In this case, Eq.~1! can be transformed
to

V'v/k1J/u, ~3!

where the first term on the right characterizes the dispers
less character of the autowaves in a deformable medium,
the second term reflects the influence of the external de
mation conditions on the value ofV. In such a case,V can be
understood as the signal-transport velocity in a deforma
medium subjected to plastic stretching. Information conce
ing the beginning of the deformation process in a localiz
volume propagates with this velocity in the system.

The relationships established for the velocityV(u) and
the dispersionv(k) of periodic vibrational processes of pla
tic flow are thus extremely important for the understand
of their nature. Most importantly, they allow the observ
effects to be reliably excluded from the class of wave effe

FIG. 3. Dispersion relationship for plastic-deformation autowaves.
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and allow them to be regarded as self-organization proce
in a deformable medium~autowave processes!. The quanti-
tative parameters of theV(u) relationship then make it pos
sible to also take into account the role of the factors t
control the self-organization process and their connec
with the loading conditions. Finally, the nondispersive natu
of autowaves~the linear dispersion law! explains the ob-
served stability of such structures during the linear stage
the plastic flow process. The sequential transition of one t
of autowaves into another as the stages of plastic fl
change is caused in this case by the change of state~struc-
ture! of the deformable medium. Here it is essential to ke
in mind that the observed systems of localized strain f
appear when they are generated from the chaotic distribu
of local strains characteristic of the transitional stages of
process; i.e., this is an ordering process in a deformable
dium.
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Determining the microhardness throughout the depth in a sample
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In order to improve the accuracy of the microindentation mechanism, experimental data on the
influence of the spectral composition and intensity of light on the microhardness of single-
crystal Si and theoretical calculations have been analyzed to establish that a thin layer of high
hardness exists near the surface of Si. This layer has a different influence on the
microhardness, depending upon how deeply the indenter penetrates into the substance. ©1999
American Institute of Physics.@S1063-7834~99!02007-9#
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Knowing the mechanism by which an indentation form
under the action of an indenter has great significance
only for estimating the microhardnessH but also for under-
standing the physical processes that occur when a cryst
damaged by an indenter. Even though quite a few pap
have been devoted to this problem and significant succe
have been achieved,1–12 unfortunately it has not yet bee
fully solved.11 This paper is devoted to a further study in th
direction.

As is well known,4 the microhardness at small loads
substantially greater than at high loads, when it approach
steady-state value~Fig. 1a!. As previously assumed,4 this can
be caused by the presence of defects in the surface la
However, regardless of the nature of this phenomenon,
of interest to determine the value ofH throughout the depth
It can exhibit two kinds of behavior:~1! H gradually de-
creases until it reaches a steady-state value, or~2! a thin layer
of high hardness exists near the surface and affects the v
of the microhardness even when the indenter penetrates
deeply.

SinceH is the mean value of the contact pressure on
area of the indentation, it is clear that a steady-state valu
H will be reached when the pressure applied to the inde
by the part of the crystal with a constant microhardness va
H is significantly larger than the analogous pressure p
duced by the harder upper layers. The hardness of these
ers can be selectively changed by light. Therefore, in de
mining the correct model for the distribution ofH over depth
and in estimating its value, it can be very useful to study h
the photomechanical effect~the variation of the microhard
ness under the influence of light!1 depends on the spectra
composition and intensity of the light.

The experiments were done on dislocation-free, sing
crystal samples ofn-type Si with resistivityr5200V•cm,
doped with Sb to give an impurity concentration ofNd

52.331013cm23. The samples were cut along the~100! sur-
face planes, and the misorientation did not exceed 0.3°.
microhardness was measured on a Durimet apparatus by
pressing with a standard four-sided Knoop pyramid. Bef
the measurement, the surface of the samples was subjec
chemical–mechanical processing, followed by annealing
1111063-7834/99/41(7)/3/$15.00
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vacuum. To ensure the constancy of the elastic recovery,
load was removed a definite time after the formation of
indentation.3 In all the experiments, the large diagonal of th
Knoop pyramid always coincided with the^100& direction of
the ~100! test plane, to prevent anisotropy from affecting t
size of the indentation.8 A DRSh-1000 lamp was used as th
UV light source, and a K21-150 incandescent lamp with
tungsten filament and silicon (r;150V•cm! filters 300mm
thick was used as the IR source. The intensity was varied
changing the number of lamps and neutral-density filters.
prevent thermal effects, the system of lamps, filters, and
test crystal was cooled by an air flow. The thickness of
SiO2 film on the Si test surface, measured by an ellipsom
ric microscope, did not exceed 30 Å. Special experime
were run to show that a SiO2 layer up to 60 Å had no effec
on the shape ofH5w(P).

It was shown in Ref. 10 that light with a quantum ener
of hn.DEg ~whereDEg is the band gap! acts at low load-
ings, i.e., for small penetration depths of the indenter, wh
light with quantum energieshn,DEg acts in the entire load
interval that we studied. This results from the different pe
etration depths of the light. It can be seen from Fig. 1b thaH
decreases linearly as the intensity of the IR radiation
creases. This is because the IR radiation has a low absorp
coefficient and penetrates into the entire region of the cry
damaged by the indenter for any penetration depths of
indenter. However, when UV light acts on the system,
linear falloff of H transforms into saturation because the U
light is absorbed in a thin surface layer of the crystal, and
influence of this layer on the value ofH decreases as th
penetration depth of the indenter increases.

As can be seen from Fig. 1a~curve2!, the UV light stops
acting when the loadings are greater than 100 g. Star
from the absorption coefficient of the UV radiation into
and recalling that the penetration depth of the UV light
less than 0.1mm, it can be assumed that the value ofH in the
loading regions beyond 100 g is mainly determined by
part of the crystal that is not subjected to the action of
light. Thus, the surface layer with increasedH must be less
than 0.1mm thick, and the value estimated from curve1 in
5 © 1999 American Institute of Physics
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FIG. 1. ~a! Experimental and calculated curve
of the load dependence of the microhardness
Si: 1—in the dark,2 and3—under the action of
UV radiation ~experimental and calculated, re
spectively!. The measurement error indicated
the dark for the given load also relates to th
illuminated system.~b! Microhardness of Si vs
illumination intensity, under the action of pho
tons with 1—hn.DEg , 2—hn,DEg , (I is
the intensity of the light sources in arbitrar
units, and 0 corresponds to darkness!.
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Fig. 1a when it is extrapolated1! to a load of 1 g isH
'3000 kg/mm2.

Starting from these premises, ifH is represented a
changing from one layer to another with definite values
the layer thicknesshj andH j ~Fig. 2a!, the mean value ofH
can be calculated for a given load~and the dependence ofH
on loadP can thereby be determined! by the following tech-
nique: One must compute the force with which each la
acts on the indenter for the corresponding load and then
all the forces and divide by the area over which the emb
ded part of the indenter contacts the material:H5(F j /S,
whereF j5H j /Sj is the force exerted by thej th layer,Sj is
the area of thej th layer, andH j is the microhardness of th
j th layer. Keep in mind in this case that the friction and t
damage around the indentation is observed to increase a
load increases.7 This is because, when the force of the low
layer (F3) with a steady-state value ofH is greater than the
f

r
m
-

the
r

force of the upper thin layers (F11F2) with high values of
H by comparison with the steady-state values, the substa
extruded from the lower layer will disturb or break open t
upper layers and will thereby reduce the influence of
upper layers, Fig. 2a. The larger the difference of the
forces, the larger will be the damage of the upper layers
the smaller will be their contribution to the mean microhar
ness. This can be taken into account quantitatively if
force of the upper layers is reduced by the factor by wh
the force of the lower layer is greater than the sum of
forces of the upper layers, i.e., by introducing the coeffici

a5F3 /~F11F2!.

It should be pointed out thata.1 in this particular case for
loads of 50 g and above. TheH5w(P) dependence calcu
lated by this technique is shown in Fig. 2b~curve2!, where
n

er

e

:

FIG. 2. ~a! Schematic image of the penetratio
of the indenter into the material:h1 andh2 are,
respectively, the thicknesses of the surface lay
and the transition layer, andh3 is the thickness
of a layer with the steady-state value ofH. Fi

are the forces acting on the indenter from th
corresponding layer.~b! Load dependence of the
microhardness of Si in the dark
1—experimental,2—calculated, taking into ac-
count coefficient a, with h150.03 and h2

50.07mm, H152900, H252600 and H3

5900 kg/mm2, 3 and 4—neglecting coefficient
a.
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it can be seen that, to within experimental error, it co
pletely coincides with curve1, obtained by experiment. I
should be pointed out that it is impossible to obtain su
agreement for any variation of parametershj andH j ~curves
3 and 4 in Fig. 2b! if the breaking open of the upper soli
layers is neglected. Evidence in favor of the above consid
ations concerning the depth and magnitude of layers w
increasedH is provided by experiments on the dependen
of the photomechanical effect on the intensity and quan
energy of the light, Fig. 1. Actually, if one takes into accou
the absorption coefficient of UV and the depth of the fi
layer hj , its influence onH when it is illuminated by UV
light must be negligible. In this way, the calculate
H5 f (P) curve agrees well with the experimental resu
shown in Fig. 1a~curves3 and2!.

Evidence of the presence of a thin layer in whichH is
significantly higher than the steady-state value is provided
the data of Ref. 11.

It can thus be concluded that a thin layer of high ha
ness exists near the Si surface that affects the value oH
differently, depending on the penetration depth of the
denter into the substance.
-

h

r-
h
e
m
t
t

y

-

-

1!It should be pointed out that it is very difficult to obtain reliable expe
mental values ofH in Si for loads less than 5 g.
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Long-lived induction signal in antiferromagnets with a dynamic NMR frequency shift
V. S. Rukhlov* )
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This paper discusses manifestations of the singularities that appear in the frequency distribution
when an acoustic NMR mode is excited by an rf pulse. The conditions are found for
observing the power-law decay of the homogeneous precession. The macroinhomogeneous-
broadening suppression effect is predicted. It is found that the nuclear spin–spin relaxation rate can
be measured from the long-lived component of the induction signal. ©1999 American
Institute of Physics.@S1063-7834~99!02107-3#
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1. A number of problems of pulsed NMR in weakl
anisotropic antiferromagnets are associated with reconst
ing the inhomogeneously broadened spectrum of the aco
NMR mode of mixed vibrations of the electronic and nucle
spins.1 The dependence of the spectrum on the excita
level is caused by the dynamic frequency shift~DFS! of the
NMR,2,3 which determines the substantially nonlinear nat
of the spin dynamics and plays a key role in the mechani
by which the frequency-modulated~FM! echo is formed.4

However, the possibility of obtaining reliable informatio
concerning the kinetic properties of the spin system
means of the FM echo when there is strong nonlinearity d
not have an adequate theoretical basis. The questions
appear here have a general character for nonlinear spin
tems with large deviations from equilibrium and are a
being actively studied in experiments of the nuclear s
echo in solid3He.5,6

This paper is the first to discuss one of the main con
quences of the nonisochronism of the precession during a
pulse, which consist of the appearance of singularities in
perturbed frequency distribution, namely, points with an
finitely large density of the isochromatic curves. This mat
is important because the position and nature of the singu
ties largely determine both the spectral content and
damping rate of the response.

Unlike Ref. 3, here we study a substantially nonline
situation, in which the variations of the NMR resonance f
quencies are comparable to the initial detunings. We
mainly interested in the appearance of the primary singu
ity of the perturbed distribution in the simplest case
single-pulse rf excitation.

2. We use the two-sublattice model of an easy-pla
antiferromagnet and consider the case of transverse pu
ing, in which the gainh5uHnu/uHu is maximized, whereHn

is the hyperfine field at the nucleus. In this case, the cons
magnetic fieldH that determines the equilibrium orientatio
of the magnetic moments of the sublattices and the rf fi
H1(t)52h cosVt perpendicular to it, with amplitude 2uhu
1111063-7834/99/41(7)/3/$15.00
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!uHu and frequencyV52pn, lie in a plane with small mag-
netic anisotropy.

The equations that describe the precession of the nuc
magnetizationm of the sublattice, taking into account th
Suhl–Nakamura interaction,7,8 look especially simple in a
rotating system of coordinates connected to the sublattic3

H mx52@DV1Vpmz /m0#my2mx /T2 ,

my5@DV1Vpmz /m0#mx1V1mz2mx /T2 ,

mz52V1my2~mz2m0!/T1 ,

~1!

whereDV52pDn5V2Vn
0 is the detuning relative to the

undisplaced NMR frequencyVn
0'guHnu, Vp52pnp is the

equilibrium value of the DFS, andT1,2 are the spin–lattice
and spin–spin relaxation times, respectively. TheZ axis is
directed along the equilibrium magnetizationm0 (m0

5um0u) of the nuclear sublattice, while theX axis is along
the circularly polarized resonance component of the am
fied rf field at the nucleus, whose amplitude in frequen
units isV152pn15ghuhu, whereg is the nuclear gyromag
netic ratio.

In actual samples, the NMR line is inhomogeneou
broadened and has a Gaussian shape. It is assumed th
main contribution to the inhomogeneous line widthdV

52pdñ is introduced by the scatterdVp52pdnp5Vp

2Vp
0 of the Vp values at distances that substantially exce

the Suhl–Nakamura interaction radiusr SN.1 The DFS
Vp

052pnp
05^Vp& averaged over the sample determines

displaced NMR frequencyVn
02Vp

0 .
3. Let us limit the widthtp of the rf pulse by the condi-

tion that the conservative approximationtp!T1,2 can be
used. Then Eqs.~1! reduce to the equation for a nonline
oscillator.9 Allowing for macroinhomogeneous broadenin
the spin system when such a pulse acts is an ensemb
noninteracting nonlinear oscillators with different resonan
frequencies.

Let us transform Eqs.~1! to dimensionless variables: th
dynamic detuning z5(npmz /m01Dn)3uDnn1

2u1/3, the
transverse components of the magnetizationzx,y
8 © 1999 American Institute of Physics



m

e
-

r

-
M
r

th

ec
is
ni
tu

e-

io

ng

f

so

te
n
h

s

s

the
than

be-
roxi-
of
en-

off
ote
t is

of
of

ed

on
m-
it
than

al-
ly
no

for
he

ints
e
to

he

e is

1119Phys. Solid State 41 (7), July 1999 V. S. Rukhlov
5(np/3uDn2n1u1/3)(mx,y /m0), and the pulse width tp

53uDVV1
2u1/3tp . The solution of the system of Eqs.~1! is

well known in the conservative approximation.9 Under ordi-
nary experimental conditions,4,10,11 we restrict ourselves to
studying it in the zeroth approximation in the small para
eter

~n1 /Dn!2/3!1, ~2!

and we consider the initial equilibrium detuningsz05(np

1Dn)/3uDnn1
2u1/3 lying to the left of the separatrix valu

zs5222/3. The regionz0,zs contains the maximum ampli
tudes¸ r(z0)52(2/3)@¸1(z0)1¸2(z0)#2 of the deviations
of z from their equilibrium valuesz0, where¸6(z0)5@1/2
6(1/42z0

3)1/2#1/3.
The approximate solutionz(z0 ,tp) is a single-paramete

family of mappings12 of equilibrium detuningsz0 into per-
turbed detuningsz. The distribution of the perturbed reso
nance frequencies, with formation of a single-pulse F
echo,10,11 is modulated because they are crowded togethe
the compressing sections of the mapping,u]z(z0 ,tp)/]z0u
,1, and are thinned out at the stretching sections of
mapping,u]z(z0 ,tp)/]z0u.1.

It is clear that, when the width of the compressing s
tions is comparable to the equilibrium width of the line, it
possible to suppress the macroinhomogeneous broade
Moreover, the suppression is most efficient when the de
ing from the center of the equilibrium NMR line,z0

05^z0&,
coincides with the critical points of functionz(z0 ,t), at
which the maximum number of its first derivatives with r
spect toz0 go to zero.

The first degenerate critical pointz03* , in which two first
derivatives go to zero simultaneously, appears in the reg
of small detunings when the threshold valuetp5tp* is
reached. In order to findtp* , it is sufficient to investigate the
approximate solution in the neighborhood of the turni
point z r(z0)5z02¸ r(z0) of the oscillator. For equilibrium
initial conditionsmx,y50 andmz5m0, it has the form

z~z0 ,tp!5z r~z0!2$z r~z0!@z r
2~z0!2z0

2#18/27%

3@tp2u~z0!#2,

where the rf pulse widthtp is close to the half-period of the
vibrations of the nonlinear oscillator,u(z0)>7.286(1
10.615z010.250z0

3).
4. From the condition that two first derivatives o

z(z0 ,tp) go to zero, we findz03* >20.210 andtp* 5u(z03* )
>6.312. After an rf pulse with parametersz0

05z03* and tp

5tp* , the perturbed detunings equalz3(z0 ,tp* )5z(z0*
1dz0 ,tp* )>z3* 1dz3. The critical value z3* 5z(z03* ,tp* )
>0.630 is the center of the distribution of the perturbed re
nance detuningsz3, whose scatterdz3[z32z3* is associated
with the scatter of the equilibrium DFS valuesdz0[z02z0

0

5dnp/3uDnn1
2u1/3 by the relationshipdz35C3dz0

3, where
C3>1.86.

The distribution density of the perturbed detunings af
pulsed excitation at a degenerate critical point is diverge
and, for a Gaussian shape of the unperturbed NMR line,
the form
-

at

e

-

ng.
n-

n

-

r
t,
as

g~dz3!5~1/3A2ps0C3
1/3!exp~2dz3

2/3/2C3
2/3s0

2!dz3
22/3.

It follows from a comparison of the equilibrium rms value
s05^dz0

2&1/25dñ/6A2 ln 2uDnn1
2u1/3 and the perturbed rms

valuess5^dz2&1/25A15C3s0
3 of the scatter of the detuning

that, to efficiently suppress the broadening, the inequality

dñ/uDnu<~n1 /Dn!2/3!1 ~3!

needs to be satisfied.
Estimates based on the data of Ref. 4 show that

scatter in the frequencies can be made substantially less
the homogeneous line width.

We shall describe the decay of the induction signal
cause the perturbed inhomogeneity in the resonance app
mation by means of the circularly polarized component
the dimensionless magnetization averaged over the
semble,^z1(t f)&5^zx(t f)1 i zy(t f)&, where t f is the di-
mensionless time, measured from the instant of turning
the pulse. Omitting the details of the computations, we n
only that, when dissipation is neglected, this componen
expressed in terms of rapidly oscillating integrals.12

The main consequence of the power-law divergence
the perturbed distribution is that a long-lived component
the induction signal~IS! appears, whose decay is describ
by the power-law asymptotic expression

u^z3
1~t f !&u.

31/2G~1/3!

2~2p!1/2s0C3
1/3@~z3* !22~z03* !2#t f

21/3.

With such a character of the decay, Bloch relaxati
becomes the dominant damping factor of the long-lived co
ponent at times;T2. Therefore, to observe the power law,
is necessary that the time to reach the asymptote be less
the spin–spin relaxation time. Recalling thatuDnu.np

0 , this
condition is expressed by the inequality

~~n1
2np

0!1/3/dñ!2,T2dñ/3, ~4!

which limits the pulse amplitude from above. When inequ
ity ~3! is satisfied, the damping rate of the IS is virtual
completely determined by the spin–spin relaxation, and
power-law section is observed.

5. Whentp.tp* , the degenerate critical pointz03* is split
into two nondegenerate pointsz01* (Dtp) and z02* (Dtp),
whereDtp5tp2tp* . For 0,Dtp<1, their position is de-
scribed by

z06* ~Dtp!.z03* 60.26ADtp10.12Dtp .

Analogously to the preceding treatment, it is shown that,
critical detuning values of the rf pulse from the center of t
equilibrium NMR line,z0

05z06* (Dtp), the perturbed distri-
bution has asymmetric square-root singularities at the po
z6* (Dtp)5z@z06* (Dtp),tp* 1Dtp#. These correspond to th
long-lived components of the IS, which decay according
the law

u^z6
1~t f !&u;t f

21/2.

6. There is special interest for the experiment in how t
frequenciesz6* (Dtp) of the long-lived harmonics in the IS
depend on the pulse width. The graph of this dependenc
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the caustic of the single-parameter family of functio
z(z0 ,tp),12,13 which is described close to the turning poi
z3* , tp* by the semicubic parabola

~z* 2z3* !2.3.831023~tp2tp* !3.

Note that this analysis is equivalent in mathemati
terms to the constructions of catastrophe theory used in
lyzing diffraction caustics in optics.12,13 In this case, the sur
face of the perturbed detuningsz(z0 ,tp) close to the caustic
and its turning point gives the normal shape of the fold a
assembly catastrophes, respectively.

7. The condition for the appearance of singularities w
large detunings,uz0

0u.1, has the formtp>27(z0
0)2 and is

more rigorous. For the long-lived IS to be observed in t
region, the power of the rf pulse needs to be 3–4 order
magnitude higher than for small detunings. Therefore, suc
possibility is not discussed here.

The question of the possible relaxation manifestations
the singularities of a perturbed frequency distribution is a
not touched on. The treatment above depends only on
experimental fact that, even with a fairly strong pulsed p
turbation, the character of the signal damping because
spin–spin relaxation remains approximately exponent
even though the value ofT2 can vary.4

8. Unfortunately, the published experimental data are
sufficient for a reliable check of the results given here. T
studies in Ref. 11 of the Fourier spectrum of the rf respo
by the parametric-echo method are the closest to the su
of this article. However, they were carried out only fortp

values less than the thresholdtp* , when the role of nonlin-
earity is small. Nevertheless, the results of Ref. 11 for z
detuningz0

050 reflect, in our view, a tendency for the pe
turbed spectrum to narrow with increasingtp .

The most persuasive confirmation of the theoretical c
clusions obtained here would be the experimental obse
tion of the power-law sections in the falloff of the IS and,
particular, the dependencet f

21/3. Taking into account the re
sults of our analysis and the experimental possibilities,4,10,11

it seems convenient to use pulses for this purpose wh
parameters are close to the valuesDn1np

0520.21dñ, n1

5(dñ/3)3/2np
21/2, andtp51/dñ. Moreover, since the power

law asymptotic dependence is masked by the spin–spin
laxation, samples with the maximumT2 are necessary.

The optimum parameters of the rf pulses for measur
T2, as follows from Eq.~3!, must be close to the value
l
a-

d

s
of
a
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n15dñ3/2np
21/2, tp51/3dñ, and Dn1np

0520.63dñ. From
the viewpoint of variations of the frequencies of the lon
lived harmonics, the most informative portion must be t
‘‘tail’’ of the IS at times t f>T2.

9. The general conclusion is that the long-lived comp
nents of the IS and FM echo must serve as an informa
source concerning spin relaxation for highly nonlinear ex
tation regimes. The long-lived IS must be observed in
region of small detunings, where there is no single-pulse
echo.4 Its use can therefore substantially increase the ana
cal possibilities of the pulse method in nonlinear NMR. T
formation mechanism of the long-lived IS is just as univer
as the formation mechanism of the echo because
anharmonicity,14 while the conditions needed for observing
do not go beyond the framework of known expe
ments.4,10,11

In conclusion, the author expresses his gratitude to G
Te�tel’baum, N. K. Solovarov, and V. N. Lisin for usefu
discussions.
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Features of the motion of a 180° domain boundary in a thin ferromagnetic film
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For a thin ferromagnetic film, the braking process of a 180° domain boundary in a field of
randomly distributed point defects is studied using perturbation theory. It is established that, for
low velocities, the motion of the boundary is nonsteady-state. It is shown that the critical
velocity of steady-state motion depends substantially on film thickness and the defect
concentration. ©1999 American Institute of Physics.@S1063-7834~99!02207-8#
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Questions regarding the braking of domain bounda
~DBs! play a central role in the theory of magnetically o
dered systems. Dissipation processes have been widely
ied by various authors in terms of a phenomenologi
approach1–6 based on the introduction of relaxation terms
relativistic and exchange nature into the equation of the m
netization dynamics. However, DB-braking mechanisms
ist that cannot be considered on the basis of the principle
a phenomenological approach. One of them is associ
with the interaction of moving DBs with magnetic-structu
defects. To more accurately determine the nature of the m
netization dynamics, the effect of this process should be c
sidered in detail.

This paper discusses the influence of structural def
on the DB-braking processes in a thin ferromagnetic fi
The character of the DB motion has been studied in the
tire range of velocities in terms of the model used here,
materials with various magnetic and relaxation paramete

It can be shown on the basis of a simple analysis that,
small velocities, the nature of the DB motion is determin
by interactions with the defect field.

It is obvious that the variation of the kinetic energy
the DBs caused by an external magnetic field has the fo

]Ekin

]y
ẏ52M0HSy2P~y!, ~1!

whereEkin is the kinetic energy of the DB,H is the external
magnetic field;M0 is the saturation magnetization,S is the
area of the DB,y is the velocity of the DB, andP(y) is the
power lost by the DBs.

To determine the condition of steady-state motion,
represent the velocity of the DB in the form

y5y01y1~ t !, ~2!

wherey05const is the velocity of the steady-state motio
determined by the equation

2M0HSy02P~y0!50. ~3!

Herey1 are small correctionsuy1u!y0 that satisfy the equa
tion
1121063-7834/99/41(7)/5/$15.00
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]Ekin

]yo
y152M0HSy12

]P~y0!

]y0
y1 , ~4!

whose solution has the form

y5const exp~g* t !,

g* 5S P~y0!2
]P~y0!

]y0
y0D Y ]Ekin

]y0
y0 . ~5!

The sign ofg* determines whether the small addition to t
constant velocity increases or decreases as time passe
g* ,0, y1 damps out, and the DB will move with consta
velocity. Eliminating fromg* factors known to be positive
and using Eq.~3!, we can write the criterion of steady-sta
motion as

g~y0!5P~y0!2
]P~y0!

]y0
] y0<0. ~6!

In describing the dissipation processes by the Hilb
relaxation term in the Landau–Lifshitz equation, the pow
lost because a thermostat absorbs the energy of the mo
DBs is proportional to the square of the velocity, and a D
moves uniformly at any velocity less than the Walker velo
ity. It was obtained in Ref. 7 that, for small velocities, th
power lost by DBs when they interact with a defect field
proportional toAy. Inequality~6! is not satisfied in this case
and the motion of the DB is not steady-state. This pa
discusses the possibility of implementing regions
nonsteady-state motion for a wider range of velocities, all
way to the Walker value.

In studying the character of the motion of a flat DB, w
assume that the energy density of a ferromagnetic film
the following form:

w5
1

2
M0

2H aS ]M

]xi
D 2

2bMz
21

1

4p
Hm

2

1DaDV(
n

S dM

]xi
D 2

d~x2xn!J , ~7!

wherea andb are the exchange-interaction constant and
easy-axis anisotropy,M is the unit magnetization vector, an
Hm is the magnetostatic field; the constant term in Eq.~7! is
1 © 1999 American Institute of Physics
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associated with the presence of point defects whose inte
tion potential with the magnetization field has ad-form lo-
calization and is associated with a change in a small ne
borhood with volume DV of the exchange-interactio
constant by a valueDa; xn is the radius vector of a defect

We shall study the dynamics of the magnetization in
coordinate system whoseZ axis is orthogonal to the plane o
the ferromagnetic film, while the surface of the DB is par
lel to YZ. Then the magnetization distribution in the grou
state will depend upon one spatial variablex.

For a thin ferromagnetic film, the magnetostatic field c
be represented with good accuracy in the Winter appro
mation,4

H524pMxex , ~8!

whereex is the unit vector alongX.
To find the solution, it is convenient to use the variab

m5(mx ,my ,mz), connected withM by

M5S cosx 0 sinx

0 1 0

2sinx 0 cosx
D S cosu sinu 0

2sinu cosu 0

0 0 1
D

3S mx

my

11mz
D . ~9!

Vector m corresponds to the perturbations of the D
caused by the interaction with the defect field. In this ca
the ground state is determined by the Walker solution

Mw5S cosx0 sinu

sinx0 sinu

cosu
D ,

u52 arctan exp~j2j0!,

j5x/d, d5Aa/b* , b* 5b14p cos2 x0 ,

]x0

]t
5aGy* , aG

]x0

]t
1y* 1

2p

b*
sin 2x0 ,

]j0

]t
5y* ,

y* 5y/v0d, t5v0t, v052b* mBM0 /\, ~10!

wheremB is the Bohr magneton.
If the film is thin, magnetic moment oscillations alon

the perpendicular to its plane can be neglected. From
condition uM u51 and using Eq.~9!, we get that mz

52 1
2(mx

21my
2) is an order of magnitude smaller thanmx

andmy . The Landau–Lifshitz equation in the linear approx
mation will then look like

S 2y*
]

]j
1

]

]t Ds i j mj1Ĝi j mj5 f i ,

s i j 5S aG 21

1 aG D , m5~mx ,my!,
c-

h-

a

-

n
i-

s

,

e

Ĝxx5B̂12
]2

]h2
, Ĝxy5Ĝyx52

1

2
Q21 sin 2x tanhj,

Ĝyy5Ĝxx2Q21cos2x, Q5b* /4p,

B̂5
]

]j
1tanhj,

r5~j,h,z!, h5
y

d
, z5

z

d
,

f 5S 1

0D F(
n

«
sinhj

cosh2 j
d~r2rn1j0ex!2

ẋ2ẋ0

coshj G ,

«5~Da/a!~DV/d3!. ~11!

When the size of the defects is much less than the th
ness of the DB, the form of the right-hand side is indepe
dent of the nature of the defects and is caused by the di
bution of the magnetization in the DB itself. An equatio
identical to Eq.~10! was obtained in Ref. 7 for the variable
mx and my , and it was shown that, in first order in«, the
scattering at the defects does not change the dynamic p
erties of the DB (ẋ5ẋ0).

For highly anisotropic films, the solution of Eq.~11! in
zeroth approximation inQ21!1 can be written as an expan
sion in the eigenfunctions~EFs! of the operatorB̂1B̂, which
have the form

w~j!5
1

A2
sechj, ~12.1!

ck~j!5
exp~ ik•r !$2 ikj1tanhj%

~2p!3/2~11kj!
1/2

, ~12.2!

where k5qd, q is the wave vector,w(j) is an EF of the
discrete spectrum, describing the surface distortions of
DB, andck(j) corresponds to the volume vibrations of th
magnetization. As shown in Ref. 8, the contribution of vo
ume spin waves to the energy dissipation of DBs moving
a defect field is negligible for highly anisotropic materia
and only the effect of the surface perturbations of the D
will be included in what follows. We thus write the value o
m(r ,t) in the form

m~r ,t!5m~h,t!w~j!. ~13!

Averaging Eq.~11! over the thicknessLz of the film and
finding the scalar product with the EF given by Eq.~12.1!,
we get an equation form(h,t):

F ]2

]t2
12aGS 2

]2

]h2
2

2p

b*
cos 2x D ]

]t

2
]2

]h2 S 2
]2

]h2
2

4p

b*
cos 2x D Gm~h,t!5F~h,t!,
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F~h,t!5«
d

Lz S 2
]2

]h2
2

4p

b*
cos 2x

]

]t

D (
n

sinh~jn2j0!

cosh3~jn2j0!
d~h2hn!. ~14!

For the Fourier transform of the components of the magnetization, we get from Eq.~14! the simple algebraic equation

F2v222aGS k22
2p

b*
cos 2x D iv1k2S k22

4p

b*
cos 2x D Gm~k,v!5F~k,v!,

F~k,v!5«
d

Lz

i

8py* 3 S k22
4p

b*
cos 2x

2 iv
D v2

sinh
pv

2y*

(
n

expF i S v
jn

y*
2khnD G , ~15!

whose solution has the form

m~kv!5«
d

Lz
(

n
a~k,v!expF i S v

jn

y*
2khnD G ,

a~k,v!5
~2 i !

8py* 3S k22
4p

b*
cos 2x

2 iv
D v2 sinh21S pv

2y*
D

Fv212aGS k22
2p

b*
cos 2x D iv2k2S k22

4p

b*
cos 2x D G . ~16!
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Using the inverse Fourier transformation, we writem(h,r )
as

m~h,r !5«
d

Lz
(

n
E E dkdv a~k,v!

3exp$ i @k~h2hn!2v~t2jn /y* !#%. ~17!

To determine the power lost by the DB, we use the dissi
tive function

P~y!5E dr H dw

dM

]

]t
M J . ~18!

In the given case, two terms can be distinguished in
expression for the lost power:

P~y!5P1~y!1P2~y!. ~19!

The former term,P1(y), corresponds to the absorption b
the thermostat of the energy of the moving unperturbed

P1~y!52aGv0M0
2b* Sdy* 2. ~20!

The latter term,P2(y), describes the energy losses that res
from the emission of spin waves excited when the DBs
teract with the defects of the magnetic structure

P2~y!5aGv0M0
2b* Lzd

2E dhU]m~h,t!

]t U2

. ~21!

Knowing the explicit form of the deviation of the magne
zation from the ground state, we get the following express
for P2(y):
-

e

B

lt
-

n

P2~y!5aGv0M0
2b*

d4

Lz
«2

3(
n,m

E E dh dkdv dk8dv8 v v8 a1~k8,v8!

3a~k,v!1exp$ i @~k2k8!~h2hn!2~v2v8!

3~t2jn /y* !#%. ~22!

We assume that the defects are randomly distributed
the film, with a contribution to the sum being given only b
the diagonal terms (m5n). We introduce into the discussio
the defect concentrationn and transform in Eq.~22! from
summation to integration over the spatial variables. Af
some simple transformations, we get the following expr
sion for the power lost:

P2~y!54p2v0aGM0
2b* Lyd

5«2ny*

3E dkdv v2 ua~k,v!u2. ~23!

It is easy to see that, in the thin-film approximation, t
lossesP2(y) are independent of the thickness of the film.

Analysis shows that inhomogeneities whose size is
the order of the volume of the crystal cell make no app
ciable contribution to the relaxation processes.

Therefore, substantial variations in the character of
motion of the DBs are possible if the ferromagnet contain
large number of defects,nd3;1, of sufficiently large size
DV'(0.1d)3.
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We shall carry out further studies for materia
with magnetic parametersa51028 cm2, b5100, and
M0510 G, in which we assume thatDa'a.

Figure 1 shows how the power lost by a DB in the for
of kinetic energy depends on the velocity of its motion
materials with various dissipative characteristicsaG .

As the velocity of the DB increases, the losses of kine
energy initially increase proportionally toAy, which agrees
with the results of Ref. 7. It is noteworthy that powerP2(y)
decreases with increasing dissipative constantaG . This is
caused by the decrease of the amplitude of the DB pertu
tions in a dissipative medium. The presence of a maxim
of P2(y) is observed in the figure, and its decrease can
traced in the high-velocity region. From a physical vie
point, this is associated with the influence of the DB veloc
on the dispersion law of spin waves.8 As the velocity in-
creases, the energy of a spin wave excited by defects
creases. When this occurs, the role of the given relaxa
channel decreases.

An analysis of theg(y) dependence shown in Fig. 2 i
terms of the model used here makes it possible to spea
the features of the DB motion. Thus, the point where
graph ofg(y) intersects the horizontal axis determines t
critical velocity yc , which depends on the magnetic prope

FIG. 2. Criterion for steady-state motion of the DBs vs velocity wh
Lz5d, nd351 (EB52b* M0

2Lyd
2 is the energy of a Bloch DB!.

FIG. 1. Power lost by DBs because of their interaction with defects

velocity whenLz5d and nd351 (E052b* M 0
2Lyd

2, and yw5
2p

b*
v0d is

the Walker velocity!.
c

a-
m
e

e-
n

of
e

-

ties of the material and the defect density. The decrease oyc

as the relaxation constantaG increases can be explained b
the strengthening of the role of relativistic and exchange
laxations in the DB-braking process.

Figure 3 shows a graph ofyc(n) for a film with thick-
nessLz5d, which shows that increasing the defect dens
causes the critical velocity to increase. It can be seen from
analysis of the expression for the power losses given by
~23! that, as the film gets thicker, just as with an increase
the relativistic constant, the relativistic and exchange brak
processes, which have a stabilizing effect on the DB moti
become more important. Thus, Fig. 4 shows the result
calculating the dependence of the critical velocityyc on the
film thickness.

Our studies have thus shown that, for small DB velo
ties, the braking mechanism at defects is the main one, a
causes the appearance of the region of nonsteady-state
tion. As aG increases, the power lost by the DBs because
their interaction with the defect field declines, and the critic
velocity of steady-state motion decreases accordingly. I
found thatyc increases with increasing defect density a
decreasing film thickness.

In conclusion, the authors thank Professor Yu.
Gorobets for useful discussions of the results.

FIG. 3. Critical velocity of steady-state motion vs defect concentrat
whenaG50.02, Lz5d.

s

FIG. 4. Critical velocity of steady-state motion vs film thickness whenaG

50.02, nd3'0.3.
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Spin-glass ordering in amorphous Tb–Cr alloys
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This paper discusses amorphous TbxCr1002x alloys (x516, 28.5, 43, and 59 at. %! obtained by
quenching from the vapor phase. It is found that the structure of the alloys is
heterogeneous: the coexistence of two amorphous phases, characterized by different short-range
order, is observed. The short-range order of these phases qualitatively corresponds to the
structure of pure components~Cr or Tb!. In the low-temperature region, the alloys transform to
the spin-glass state. It is established that the transition temperatures to the spin-glass state
depends on the composition linearly, increasing as the terbium concentration increases. It is shown
that the magnetic properties of amorphous Tb–Cr alloys are determined by the random
magnetic anisotropy associated with the Tb atoms. ©1999 American Institute of Physics.
@S1063-7834~99!02307-2#
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It is well known that, except for gadolinium and eu
ropium, the heavy rare earth metals and their compou
possess giant magnetic anisotropy.1 If an alloy that contains
a rare-earth~RE! element has an amorphous structure,
distribution of the local electrostatic fields acting on the R
ions will be random as a consequence of the atomic disor
The orientation of the easy magnetization axes of the
ions will then also have a random character. Terminolo
cally, such a state is defined as a state with random magn
anisotropy. It has been theoretically shown2 that random
magnetic anisotropy can cause a magnetically ordered p
with the properties of a spin glass to form in amorpho
RE-based alloys. Studies of amorphous alloys of RE me
with ferromagnetic and paramagnetic metals show t
phases with the properties of a spin glass are actually for
in such systems in wide concentration ranges.3,4 On the other
hand, there are virtually no data on alloys of RE metals w
antiferromagnetic metals. This paper discusses therefore
possibility of forming a magnetically ordered phase with t
properties of a spin glass in amorphous Tb–Cr alloys, i.e
an RE–antiferromagnet system, in an alloy region with a l
concentration of the RE component.

1. EXPERIMENTAL TECHNIQUE

All the alloys studied here were obtained by ion–plas
sputtering of composite targets in an atmosphere of sp
trally pure argon. Before admitting the argon, the vacu
chamber was prepumped to a pressure of 6.6531024 Pa,
which ensured that the films were not contaminated by
sidual gases. The material was deposited on aluminum
strates cooled to 77 K. The targets were fabricated from
tallic terbium and chromium with a purity of 99.8 an
99.9 at. %, respectively.

The resulting samples were 10–12mm thick and 10
320 mm in area. The amorphousness of the samples
monitored by x-ray structure analysis, which was carried
at room temperature immediately before investigating
1121063-7834/99/41(7)/4/$15.00
ds
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magnetic characteristics. The recording was done by
Debye–Scherrer method in monochromatic Cu Ka radiation.
The composition of the alloys was determined by ener
dispersive electron-probe analysis. The results of the stu
of our samples show that the argon concentration in the fi
does not exceed 1 at. %, and no traces of other gases
detected. The magnetic properties of the alloys were stud
on a vibrating-sample magnetometer in the tempera
range 4.2–300 K.

2. RESULTS AND DISCUSSION

Four TbxCr1002x alloys (x516, 28.5, 43, and 59 at. %!
were produced for the studies. Figure 1 shows x-ray diffr
tion patterns that confirm that the fabricated samples had
amorphous structure. It is obvious that the amorphous ph
is not homogeneous in the given alloys, and that the fi
peak on the diffraction patterns~the amorphous halo! is a
superposition of two peaks~two haloes!, each of which is the
result of the diffraction of x rays by different regions of th
alloy having short-range orders that differ from each oth
These regions can be defined conventionally as amorph
phases AI and AII. It is well known that the mean close
interatomic distanceDm for amorphous alloys of transition
metals can be estimated from the angular position of the h
by means of the simple relationship

Dm5A3

2

l

2 sinu
,

wherel is the wavelength of the radiation being used, andu
is the Bragg angle.5

Figure 2 shows theDm values for the amorphous Tb–C
alloys, as well as the closest interatomic distances in the p
metals, chromium and terbium. Extrapolating the mean c
est atomic distances in the amorphous phase AI to 100 a
Tb gives a value that coincides with the smallest interatom
distance in crystalline Tb. The same is true for amorpho
phase AII, whoseDm values are close to those in crystallin
6 © 1999 American Institute of Physics
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chromium. This shows, at least qualitatively, that the sho
range order of the amorphous phases corresponds to
structure of the pure metals. This fact is apparently due to
mutual solubility of the components being extremely lo
~under equilibrium conditions, the solubility of Tb and C
does not exceed 0.13 at. %!.6 At the same time, it can hardly
be assumed that the structure of the alloys is a kind of an
to a finely dispersed eutectic, since the alloys are form
under extremely nonequilibrium conditions, and atoms c
densing on a cold substrate~77 K! quickly lose diffusional
mobility and with it the capability of forming equilibrium
structures.

FIG. 1. X-ray diffraction patterns of amorphous Tb–Cr alloys. The numb
in the figure show the concentration of Tb in the alloy~at. %!.

FIG. 2. Concentration dependence of the mean closest interatomic dis
Dm in amorphous Tb–Cr alloys~black and white circles!, as well as the
closest interatomic distances in pure crystalline Tb and Cr. The straight
are obtained by linear regression.
t-
the
e

g
d
-

3. MAGNETIC PROPERTIES

The magnetization of Tb–Cr amorphous alloys w
studied in two standard regimes: FC involves cooling
sample in an external constant magnetic field to a temp
ture of 4.2 K and subsequently heating it in the same fie
ZFC involves heating the sample in a magnetic field af
cooling in zero field. It was established that thermomagne
hysteresis occurs in the low-temperature region in all
alloys ~Fig. 3!; i.e., the sample’s magnetization depends
the conditions under which it was cooled. These results
evidence that a transition to a magnetically ordered ph
with the properties of spin glass occurs in Tb–Cr alloy7

Since both components in the alloy are magnetic mater
~i.e., the concentration of magnetic atoms is 100 at. %!, the
resulting low-temperature phase is a speromagnet.8

It is well known that the formation of the spin-glass sta
can have two causes in amorphous alloys. First, it can
caused by competition between ferromagnetic and antife
magnetic ordering. The competition is due to fluctuations
the exchange interaction~sign fluctuations of the exchang
integral! as a consequence of the structure of disordered
loys. This mechanism mainly occurs in amorphous allo
based on magnetic 3d metals. Second, it can be caused
random distribution of the local magnetic anisotropy ax
This characterizes amorphous alloys based on the majorit
heavy RE metals.

The Tb–Cr alloys are heterogeneous, and two am
phous phases AI and AII coexist in them~Figs. 1 and 2!.
This gives a basis for assuming that some one mechanis
dominant in each phase. It is also obvious that this mec
nism is determined both by the short-range order of

s

ce

es

FIG. 3. Temperature dependence of the magnetization of amorphous T
alloys. The white symbols correspond to ZFC, and the black symbols to
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amorphous phase and by the nature of the component
predominates in this amorphous phase. We thus assume
an interaction corresponding to that in a pure component~Tb
or Cr! occurs in each amorphous phase~AI or AII !. In this
connection, we need to decide whether the macrosc
properties of the amorphous Tb–Cr alloys result from
simultaneous action of different mechanisms or whether
of the mechanisms prevails over the other.

Metallic terbium is characterized by giant magnetic a
isotropy, which determines its magnetic properties. In
crystalline state, it is a helicoidal antiferromagnet with
Néel temperatureTN5229 K and goes to the ferromagnet
state at 222 K. On the other hand, terbium, with a disorde
structure, displays spin-glass properties with a transit
temperature of 53 K.9 The amorphous alloy Tb90Si10 ~i.e., the
alloy as close as possible in composition to ideal amorph
terbium! goes to a state with the properties of spin glass
58 K.10 The amorphization of terbium thus leads to the a
pearance of speromagnetic ordering of the magnetic
ments instead of the ferro- or antiferromagnetic ordering
served in hcp Tb. This is so because, in the amorph
material, the interatomic distances in the first coordinat
sphere, as well as the number of nearest neighbors it
varies randomly. The electrostatic interaction of the 4f shell,
therefore, also varies randomly with the local crystal field
the neighboring ions. As a result, the orientation of the lo
axes of easy magnetization vary from ion to ion chaotica
~or with some correlation!.

Figure 4 shows the concentration dependence of
transition temperatureTt to a magnetically ordered phas
with spin-glass properties. The resulting experimental dep
dence is strictly linear, and this fact is strong evidence th
single magnetic-ordering mechanism acts in the entire c
centration interval studied here. ExtrapolatingTt to 100 at. %
Tb gives a transition temperature equal to 52 K. This va
coincides with the 53 K for amorphous terbium9 and is close
to 58 K for the amorphous Tb90Cr10 alloy.10 Consequently,
the mechanism that orders the moments is the same in
pure amorphous terbium and amorphous Tb–Cr alloys

FIG. 4. Concentration dependence of the transition temperature to the s
magnetic state of amorphous Tb–Cr alloys. The straight line is obtaine
linear regression.
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random orientation of the local axes of easy magnetizat
Figure 5 shows the dependence of the reduced specific m
netization of the amorphous Tb–Cr alloys on composit
~all the values are relative to the magnetization of t
Tb16Cr84 alloy!. The magnetization was determined at 4.2
after cooling from room temperature in an external magne
field of 300 Oe. According to these data, the magnetizat
of the alloys decreases as the terbium concentration
creases. This fact is easy to explain only from the viewpo
of random magnetic anisotropy. It is well known that th
random magnetic anisotropy constant increases as the
centration of RE metal in an alloy increases.3,11 As a conse-
quence, the system of magnetic moments becomes more
idly oriented along the local anisotropy axes, and it becom
less labile and less subject to the action of an external m
netic field~to known limits, of course, when the field simpl
breaks down the spin-glass phase!. Therefore, other externa
conditions being equal, the total magnetization of such a m
terial must be less than in an alloy with a lower concentrat
of RE metals, since the orientation of the local anisotro
axes is random. Moreover, increasing the random magn
anisotropy constant must increase the ordering tempera
since a large thermal energy (;kT) is needed to break down
the magnetic order in this case. Such a dependence is
served in amorphous Tb–Cr alloys~Figs. 4 and 5!.

The resulting experimental data are thus explained
the action of only one mechanism, which orders the m
netic moments of the alloys. This mechanism is caused
the random magnetic anisotropy associated with the terb
atoms.

In conclusion, the authors express their gratitude to
Swedish Institute, which partially financed the research,
well as to the Russian commercial company AS, which p
vided the metallic terbium.

* !E-mail: sto@sci.vrn.ru
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This paper discusses the thickness–roughness phase diagram of a three-layer system consisting
of two ferromagnetic layers separated by an antiferromagnetic interlayer. It is shown that
the stability region of single-domain ferromagnetic layers is determined by the ratio between the
width of the atomic steps that appear at the interfaces of the layers during their growth and
the thicknesses of the layers, and also by the values of the interlayer and intralayer exchange
interactions. A basis is provided for the phenomenological ‘‘magnetic closeness’’ model
proposed by Slonczewski, and an expression is obtained for the constants of this model. ©1999
American Institute of Physics.@S1063-7834~99!02407-7#
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Sandwiches consisting of alternating thin ferromagne
~Fe, Co! and nonmagnetic~Cr, Cu! metallic layers became
an object of the close attention of researchers after it
discovered that they display the phenomenon of gi
magnetoresistance.1 A tremendous number of papers ha
been devoted to these systems, but only a small part of t
relate to the case in which the role of the interlayer betw
the ferromagnetic layers is played by a layered antiferrom
net. At the same time, it is just this case that is of spe
interest, since the presence of long-range antiferromagn
order in the interlayer changes the character of the indi
interaction between the ferromagnetic layers.

In the case of a nonmagnetic interlayer, the excha
between adjacent ferromagnetic layers is caused by
RKKY interaction and falls off with the thicknessd of the
nonmagnetic interlayer asd22.2 However, if the sandwich
consists of alternating ferromagnetic and antiferromagn
layers, a long way from the Ne´el temperature, the exchang
between the ferromagnetic layers is provided by correla
of the ferromagnetic and antiferromagnetic order parame
and, as will be shown below, falls of asd21.

If the antiferromagnetic interlayer consists of ferroma
netic atomic planes with antiparallel orientation of the sp
in adjacent planes, an antiparallel orientation of the adjac
ferromagnetic layers is energetically favorable when
number of such planes in the interlayer is even, and a par
orientation is favorable when the number of planes is o
~Fig. 1!.

An example of such a layered antiferromagnet is ch
mium, in which, for thicknesses 32,d,150 Å, a commen-
surate transverse spin-density wave appears as the tem
ture decreases.3 An analogous structure is obtained wh
iron impurities with a concentration that exceeds 2% are
troduced into the chromium.4

Since the interfaces of the layers in a multilayer struct
are not smooth but contain atomic steps that alter the th
ness of the interlayer by one monatomic layer, it is imp
sible in the case of a homogeneous distribution of the fe
magnetic and antiferromagnetic order parameters in
layers to optimally orient the magnetizations of the fer
1131063-7834/99/41(7)/8/$15.00
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magnetic layers on the entire interface of the layers: frus
tions appear~Fig. 2!.

If the characteristic distanceR between atomic steps ex
ceeds some critical value, it is energetically favorable
break up the layers into domains. The roughness-indu
domain walls differ from ordinary domain walls, whos
width depends on the ratio of the exchange energy and
anisotropy energy. The width of these ‘‘unusual’’ doma
walls in multilayer structures is determined by the ratio b
tween the intralayer and interlayer exchange interactio
The widths of the unusual walls can therefore be subs
tially less than in ordinary domain structures.5

In an earlier paper,6 we discussed the conditions for th
appearance and structure of domain walls in a ferromagn
film on the surface of an antiferromagnet, as well as
inhomogeneous distribution of the order parameter in an
tiferromagnetic layer placed between two homogeneou
magnetized ferromagnetic layers. A distinguishing feature
the domain walls in a ferromagnetic film, generated
roughness of the substrate, is that they become wider as
goes away from the substrate~Fig. 3!.

In a three-layer structure, the distortions of the antifer
magnetic order parameter extend to the entire space of
antiferromagnetic layer between two atomic steps~Fig. 4!.
However, the ferromagnetic layers remain homogene
only when the exchange interaction in them is much grea
than that in the antiferromagnetic layers.

The goal of this paper is to construct a phase diagram
multilayer ferromagnet–layered-antiferromagnet structu
with arbitrary ratios between the exchange interactions
well as between the layer thicknesses and the characte
distance between the steps at their boundaries.

1. DESCRIPTION OF THE MODEL

We shall investigate the distribution of the order para
eters in the layers in the mean-field approximation. We sh
introduce an order parameter for each layer: the magne
tion vector for the ferromagnetic layers and the antifer
0 © 1999 American Institute of Physics
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FIG. 1. Orientation of spins in a three-layer system consisting of two ferromagnetic layers and an antiferromagnetic interlayer, in the case of smooth interfaces
and an odd~a! or even~b! number of atomic planes in the interlayer.
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magnetism vector equal the difference in the magnetizat
of the sublattices, for the antiferromagnetic layers.

In the case of sufficiently thin layers, the spins of t
atoms lie in the plane of the layer and, therefore, the ori
tation of the vector order parameter can be given by
angleu that it forms with thex axis, which lies in the plane
of the layer.

Far from the Curie and Ne´el temperatures, the exchang
energyWi caused by the interaction inside thei th layer can
be written as

Wi5
Ai

2 E ~¹u i !
2dV, ~1!

FIG. 2. Frustration in a three-layer system, resulting from the presence o
atomic step at the interface.
s

-
e

where the integral is taken over the volume of the layer, a
Ai is the corresponding exchange constant. In order of m
nitude, Ai;JiSl

2/b, where Ji is the exchange integral be
tween adjacent atoms,Si is the mean spin of the atom, andb
is the interatomic distance.

The energy of the exchange interaction between adja
layers with numbersi and i 11 can be written

Wi ,i 1156BE cos~u i2u i 11!dS, ~2!

where the integration is over the interface of the laye
B;Jf ,a fSiSi 11 /b2, Jf ,a f is the exchange integral betwee
adjacent atoms belonging to different layers, and the sign
the right-hand side of Eq.~2! is opposite for different sides
of the atomic step at the interface of the layers.

anFIG. 3. Width of a domain wall vs the distance to the interface of the lay
in a two-layer system.
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FIG. 4. Distortions of the antiferromag
netic order parameter in a three-laye
structure in the case of collinearly an
homogeneously magnetized ferroma
netic layers andaa@1. The arrows in-
dicate the position of the atomic steps
the interface of the layers. The lines o
constantua f are drawn everyp/10.
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We divide all distances by the lattice constantb, assum-
ing it to be virtually identical in both sorts of layers and a
energies by the constantAa f for the antiferromagnetic layer
We introduce the following dimensionless parameters:

a5
Jf ,a fSf

Ja fSa f
~3!

and

g5
JfSf

2

Ja fSa f
2

, ~4!

where subscriptsf and a f correspond to the ferro- and th
antiferromagnet.

By varying Eq.~1! in parameteru i , we get a differential
equation that describes the distribution of the order par
eter in the layer,

Du i50. ~5!

A more careful procedure is needed to obtain the cor
conditions at the interface of the layers. The energies of
intralayer and interlayer interactions must be varied in a d
crete model, and then we must go to the continuum limit.
a result, we get

D̃u i2
]u i

]n
57

B

Aib
sin~u i2u i 11!, ~6!

whereD̃ is the two-dimensional Laplacian in the plane of t
layer, ]/]n is the derivative in the direction of the oute
normal to the boundary of thei th layer, and the upper an
lower signs in Eq.~6! correspond to those in Eq.~2!. Varying
the sum of Eqs.~1! and ~2!, over u i corresponding to the
continuum approximation, causes the first term on the
side of Eq. ~6! to disappear. This makes it impossible
carry out the limiting transition from Eq.~6! to Eq.~5! when
the i th andi 61st layers are identical in composition.

Thus, to find the distribution of the order parameters i
multilayer structure, it is necessary to solve the system
linear differential Eqs.~5!, related by the nonlinear boundar
conditions given by Eq.~6!. The distribution will depend on
the values ofa andg, on the thicknesses of the layers, a
also on the characteristic distanceR between the steps at th
interface of the layers.
-

ct
e
-

s

ft

a
f

2. DISTORTIONS OF THE ORDER PARAMETER IN AN
ANTIFERROMAGNETIC LAYER

We shall first consider the case ofg l @a, wherel anda
are the dimensionless thicknesses of the ferro- and antife
magnetic layers, respectively. In this case, the order par
eter remains virtually homogeneous in the ferromagnetic l
ers, while the distortions of the order parameter in differe
antiferromagnetic layers are not associated with each o
and can be considered independently.

When the characteristic distance between the steps
ceeds the widthd0 of the domain wall close to a step, rough
ness of the interfaces of the layers induces strong inhomo
neity of the order parameter in the antiferromagne
interlayer. We recall that the width of the domain wall in
creases as one goes away from the interface of the lay
According to Ref. 6, this condition has the form

R@d05H Aa/a, for aa!1,

~11a!/a, for aa@1.
~7!

Let the magnetizations of adjacent ferromagnetic lay
form anglec. The entire area of the antiferromagnetic inte
layer is divided by steps into two types of regions rep
sented as being equally probable. The interlayer consist
an odd number of atomic planes in regions of the first ty
and of an even number in regions of the second type.

The character of the resulting distortions is fundame
tally differentiated into two limiting casesaa@1 and aa
!1.

~a! aa@1. In this limit, the difference at the laye
boundaries isu i2u i 1150,p, depending on the sign in Eq
~2!; i.e., the interaction energy of the layers is a minimu
while all the distortions occur in the volume of the antife
romagnetic interlayer.

Reference 6 obtained a numerical solution of Eq.~5!
with the boundary conditions given by Eq.~6! for the case of
two steps~Fig. 4!. It is easy to see that, in the overwhelmin
majority of the volume of the interlayer,u i varies virtually
linearly from one layer boundary to the other. This variati
equalsc in regions of the first type andp2c in regions of
the second type.

The additional energy given by Eq.~1! per one two-
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dimensional unit cell in the plane of the layer has the me
value

W̃5
1

4a
@c21~p2c!2#. ~8!

Thus, the exchange interaction of the ferromagnetic lay
through an antiferromagnetic interlayer withaa@1, like W̃,
is proportional toa21.

The boundary energy between regions of the first a
second types in terms of the same cell equals

Wb;R21 ln aa ~9!

and makes no substantial contribution to the energy w
R@a.

The minimum of energyW̃ corresponds toc5p/2; i.e.,
the magnetizations of the adjacent ferromagnetic layers h
a 90° orientation in this region ofR values.

To explain such an orientation, Ref. 7 proposed the p
nomenological ‘‘magnetic-closeness’’ model, in which
expression for energyW̃ was proposed in the form of a linea
combination ofc2 and (p2c)2 with independent coeffi-
cientsC1 andC2 . The example of the analysis given abo
makes it possible to determine these parameters from
principles

C15C251/4a. ~10!

~b! aa!1. In this case, the dependence ofu i on thez
coordinate, which is perpendicular to the plane of the lay
can be neglected, and a one-dimensional problem can
solved when the edge of the step is a straight line. Let thx
axis of the Cartesian coordinate system be perpendicula
the edge of the step and lie in the plane of the layer, wh
the magnetizations of the ferromagnetic layers form anglec.
Measuring angleu i from the direction of the magnetizatio
of the lower ferromagnetic layer and integrating overz, we
get from Eqs.~5! and ~6! that

a
]2u i

]x2
5a@sin u i1sin~u i2c!#, x.0,

a
]2u i

]x2
5a@sin~u i2p!1sin~u i2c!#, x,0, ~11!

where it is assumed that the edge of the step is at the bo
ary with the lower layer and coincides with the straight li
x5z50.

It is easy to see that, a long way from the ste
u i5c/2 for x.0 andu i5(p1c)/2 for x,0. The solution
of Eq. ~11! has the form

cos

u2
p

2

2
5 tanh

x2x1

d1
, x.0, ~12!

cos

u2
p1c

2

2
52 tanh

x2x2

d2
, x,0, ~13!

where
n

rs

d

n

ve

-

st

s,
be

to
e

d-

,

d15A a

2a cos
W

2

, ~14!

d25A a

2a cos
p2c

2

. ~15!

The values of the constantsx1 andx2 are found from the
condition that the quantityu i and its derivative are continu
ous atx50.

If c is not too close to 0 orp, the distortions of the
antiferromagnetic order parameter fall off at a distance of
order ofd0;Aa/a. The energy of the domain wall per 1 m
length is aboutAaa.

However, ifc˜0 or c˜p, the distortions of the orde
parameter on one side of the step behave as for arbitrax,
while they fall off much more slowly on the other side of th
step. The characteristic length at which the distortions of
order parameter fall off can be obtained only in the ne
order inaa, i.e., taking into account the dependence of t
quantityu i on z. The energy of the domain wall in this cas
is of the same order as for arbitraryc.

When R@d0, the energy of the domain walls is negl
gible by comparison with the interaction energy of the lay
given by Eq.~2!, which, per one two-dimensional unit cell, i

W̃5 aF12cos
c

2G1aF12cos
pc

2 G
5 2a2A2a sinS c

2
1

p

4 D . ~16!

It is easy to see that the energy of the system is a m
mum for c5p/2; i.e., as in the caseaa@1, the magnetiza-
tion of adjacent ferromagnetic layers has a 90° orientati
In this thickness region, the exchange interaction betw
the ferromagnetic layers is independent of the thickness
the antiferromagnetic interlayer and isJf ,a f in order of mag-
nitude. Since the dependence given by Eq.~16! is not iden-
tical to that given by Eq.~8!, the phenomenological constan
C1 andC2 can be estimated by comparing the energy d
ference of the collinear and 90° orientations in the giv
microscopic model and in the magnetic-closeness mode

C15C25
2~A221!

p2
a. ~17!

It should be pointed out that, in the case of a nonm
netic interlayer, when the interaction between the ferrom
netic layers is caused by the RKKY interaction, the probab
ity of a 90° orientation of the magnetization of homogeneo
ferromagnetic layers is extremely low.8 To accomplish this,
the exchange interaction between the homogeneous fe
magnetic layers, averaged over the surface of the lay
needs to be close to zero. However, when the exchange i
the antiferromagnetic order parameter, this condition is
sured by the equal probability of the appearance of regi
of the first and second types~with an even and odd numbe
of atomic planes in the antiferromagnetic interlayer!.
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As one approaches the Ne´el temperatureTN , the antifer-
romagnetic order parameterSa f decreases asAt, where
t5(TN2T)/TN is a dimensionless parameter that charac
izes the closeness to the phase-transition point. Let us
mate the valuet* at which the interaction of the ferromag
netic layers via directed spin polarization~the RKKY
interaction! is comparable in order of magnitude with th
interaction via the mean order parameter in the antiferrom
netic interlayer. Setting the expression for the RKKY e
change interaction between the ferromagnetic layers equ
Eqs.~8! and ~16!,

JRKKY5
Js2d

2

«Fa2
, ~18!

where Js2d is the exchange integral between thes and d
electrons~iron or cobalt!, while «F is the Fermi energy of the
s electrons, we get

t* 55
Js2d

2

Ja f«F

1

a
, aa@1,

Js2d
4

Jf ,a f
2 «F

2a4
, aa!1.

~19!

For the realistic valuesJf ,a f;Ja f and a;10, we get the
estimatet* ;1022.

In the temperature regionT,T* @T* 5TN(12t* )#, the
determining interaction channel between the ferromagn
layers is the interaction via the antiferromagnetic order
rameter.

When T.T* , the system behaves as though the int
layer were nonmagnetic.

3. DOMAIN WALLS IN A FERROMAGNET

For the subsequent treatment, we restrict ourselves to
case of a three-dimensional system consisting of two fe
magnetic layers separated by an antiferromagnetic interla

In the case of largeR values, a homogeneous distributio
of the magnetizations of the ferromagnetic layers does
correspond to the case with the lowest energy. Actua
since the distortions of the antiferromagnetic order param
considered in the preceding section occupy the entire volu
of the layer whenaa@1, and the interaction energy of th
layers is proportional to the area of the layers whenaa!1,
the excess energy per unit area of the layers is indepen
of R.

However, if the ferromagnetic layers are broken up in
domain regions whose boundaries coincide with the edge
the atomic steps, the orientation of the magnetizations of
ferromagnetic layers~parallel or antiparallel! in each such
region can be chosen so that there are no distortions of
order parameters in the volume of a domain and no exc
energy at the boundaries of the layers inside the domain.
excess energy in this case is associated with the presen
the domain walls; its magnitude per unit surface of the lay
equals

W5
«

R
, ~20!
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where « is the energy of a domain wall per unit lengt
Therefore, for sufficiently largeR values, it becomes ener
getically favorable to break up the ferromagnetic layers i
domains.

As one goes from a domain with parallel orientation
the magnetizations of the ferromagnetic layers~a domain of
the first type! to a domain with antiparallel orientations o
the magnetizations~a domain of the second type! the mag-
netizations of the ferromagnetic layers rotate to differe
sides in the domain wall. The antiferromagnetic order para
eter rotates along with the magnetization of the ferrom
netic layer on the boundary with which there is no step at
given site.

In the case of identical ferromagnetic layers and wh
g l @a, the magnetizations rotate to different sides by
angle of 90°. However, if one ferromagnetic layer is mu
thicker than the other, the magnetization of the thin fer
magnetic layer rotates by an angle of 180°, and the th
ferromagnetic layer remains virtually homogeneous.

When g l !a, the magnetization rotates by 180° in th
ferromagnetic layer at whose boundary a step appea
while the other layers remain virtually homogeneous at
given site.

In order to find the critical valueR* at which the tran-
sition occurs from an almost homogeneous magnetiza
distribution in the ferromagnetic layers to a domain struct
in them, we find the value of«. As in the case of a two-laye
system,6 its order of magnitude can be estimated on the ba
of a simple model that assumes that the widthd of the do-
main wall depends linearly on the distancez to the layer
interface that contains a step. The parametersd̃0 ~the width
of the domain wall near a step! and]d/]z in the ferromag-
netic and antiferromagnetic layers are found by minimizi
the total energy. We should point out thatd̃0 is not the same
as thed0 in Eq. ~7!, which is found for the condition of
homogeneous ferromagnetic layers.

The results of such a calculation are given in Table I
the case of interest to us, wherel;a.

Comparing Eq.~20! with the energies given in Eqs.~8!
and ~16!, we find the critical step sizeR* . It should be re-
called here that Eqs.~8! and ~16! are valid for R!d0 , a.
Finally, we obtain

TABLE I. Domain-wall parameters in a three-layer structure with identi
thicknesses of the layers and values ofg@1.

Region

Paramter aa@g aa!g!(aa)3 (aa)3!g

]da f

]z
g1/2 (gaa)1/4 g1/3

]d f

]z
1 Saa

g D1/2 S aa

g D 1/2

d̃0
g/a (ga/a)1/2 (ga/a)1/2

«
g ln

aa

g
(gaa)1/2 (gaa)1/2
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FIG. 5. Spin vortex that arises whenR!a. The
value ofua f is indicated on the lines of constantua f
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Aga/a, for g@1@aa.

~21!

The caseg!1 is of no interest, since here distortion
appear in the ferromagnetic layers, while the antiferrom
netic order parameter remains homogeneous. There is
coupling between the ferromagnetic layers.

For an arbitrary ratio between the layer thicknesses,
number of possible variants sharply increases.

Close to the Ne´el temperature, according to Eqs.~3! and
~4!, a(T)}t21/2, while g(T)}t21, and therefore for
T˜TN

R* ~T!}t23/4. ~22!

Thus, close toTN ~but not too close, sincet.t* ), the
ferromagnetic layers can be homogeneously magneti
and, if R.R* (0), a first-order phase transition occurs wi
decreasing temperature, accompanied by the breaking u
the ferromagnetic layers into domains. For realistic values
the parametersa(0);g(0);1, we getR* (0);a, i.e., tens
of angstroms. Such a phase transition was observed in
numerical experiment of Ref. 9.

4. PHASE DIAGRAM OF A THREE-LAYER SYSTEM

We have so far assumed that the characteristic dista
R between the steps in the plane of the layer is much gre
than the thickness of the antiferromagnetic interlayerR
@a). However, the opposite situation is possible in the c
of thick layers. If R@d0, a static spin vortex arises at th
boundary of the layer and connects the two closest step
the boundary of the given layer.6 Distortions of the order
parameter appear mainly in the antiferromagnetic layer w
-
no

e

d,

of
f
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g@1 ~Fig. 5! and in the ferromagnetic layer wheng!1. In
practice, they do not reach the opposite boundary of
layer. The coupling between the ferromagnetic layers e
wheng@1 is therefore substantially weakened@by a factor
of (R/a)2# in this region of thicknesses.

WhenR!d0, only weak distortions appear in the layer
on a background of homogeneous distributions of the or
parameters.

By carrying out a treatment similar to that in the prece
ing section, it can be shown that the smallest energy of
layers whenR!a corresponds to an orientation for whic
the antiferromagnetism vector a long way from the boun
aries of the layer is perpendicular to the magnetizations
the ferromagnetic layers. Actually, since the spin vortices
localized close to the interfaces of the layers, the bound
conditions foru i are given by the orientation of the orde
parameters in the depth of the layers.

The magnetizations of the ferromagnetic layers in t
case are collinear, while the energies of their parallel a
antiparallel orientations are virtually identical.

The phase diagram in the variables layer thickness
roughness is shown in Fig. 6 for a three-layer system w
l;a. Phase1 is characterized by the presence of vortices a
a collinear orientation of the magnetizations of the ferrom
netic layers. In phase2, the magnetizations of the ferromag
netic layers are homogeneous and, in the absence of an
ternal magnetic field, are oriented at 90° to each other. Ph
3 corresponds to a multidomain structure of the ferrom
netic layers.

The phase diagram can be compared with experime
data by studying the state of the ferromagnetic layers usin
magnetic-force microscope with various ratios betweenR
and a, as well as at different temperatures~because of the
temperature dependence of parametersg anda).
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5. EFFECT OF A MAGNETIC FIELD

The magnetic flux reversal of the ferromagnetic layers
phase1 ~Fig. 6! occurs virtually independently, and the hy
teresis loops must coincide with those in a two-layer sys
consisting of one ferromagnetic and one antiferromagn
layer. Here and below we assume that the maximum m
netic field is much less than the exchange field in the a
ferromagnet. Therefore, the magnetization of the antife
magnetic layers can be neglected.

In phase2, in a weak magnetic field that exceeds t
anisotropy field in the plane of the ferromagnetic layers,
magnetizations of the ferromagnetic layers orient themse
at 45° to the field while remaining virtually perpendicular
each other. In this case, the magnetization of the syste
Mmax/A2, whereMmax is the maximum magnetization of th
ferromagnetic layers. Its further evolution can be studied
minimizing the sum of the interaction energies of the fer
magnetic layers with each other@Eqs. ~8! or ~16!# and with
the magnetic field. The energy of the ferromagnetic laye
an external magnetic field with inductionB is given by

Wf522m lB cos
c

2
, ~23!

wherem is the magnetic moment of an atom of the ferr
magnet.

For anglec between the magnetization of the laye
when R@d0 and whenaa@1, we have the transcendent
equation

Ja fSa f
2

a S p

2
c D5m lB sin

c

2
. ~24!

The characteristic fieldB* at which a substantial chang
of the magnetization occurs is

B* ;
Ja fSa f

2

mal
. ~25!

FIG. 6. Thickness–roughness phase diagram for a three-layer system
sisting of layers of identical thickness. Phase1 corresponds to the presenc
of vortices and collinear orientation of the magnetization of the ferrom
netic layers. The magnetization of the ferromagnetic layers is oriented a
in phase2, and the ferromagnetic layers break up into domains in phas3.
The region of weak distortions of the order parameters is hatched.
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Not too close toTN , its value is much less than the exchan
field of the antiferromagnet;Ja fSa f

2 /ma f (ma f is the mag-
netic moment of an atom of the antiferromagnet!.

However, ifaa!1, we get

tan
c

2
5

Jf ,a fSa fSf

Jf ,a fSfSa f12m lB
, ~26!

and the characteristic fieldB* equals

B* ;
Jf ,a fSa f

mBl
, ~27!

wheremB is the Bohr magneton.
In phase3, in a weak magnetic field, domains of the fir

type, with parallel orientation of the magnetization of th
layers, are oriented along the field. The magnetization of
system in this case isMmax/2. The magnetizations of the
ferromagnetic layers in domains of the second type, w
their antiparallel orientation in zero field, behave similarly
the magnetizations of the sublattices in the volume of
antiferromagnet. They are oriented virtually perpendicular
the external field.

As B increases, anglec between them decreases. Th
characteristic value of the inductionB* of the external mag-
netic field in which the angle varies substantially, wh
R@R* , is found by a method similar to that for phase2 and
is given in order of magnitude by Eqs.~25! and~27!. There-
fore, the form of the hysteresis loops in phases2 and3 dif-
fers only in the magnitude of the magnetization in we
fields.

The proposed theory can be compared with experime
data by studying the dependence ofB* on the thicknesses o
the layers. The resultingB* (a,l ) dependences differ from
those for the case in which the interaction of the ferrom
netic layers is caused by the RKKY interaction (B*
}a22l 21).

Unfortunately, such studies, as far as we can tell fr
the literature, have not been carried out.

In conclusion, we summarize the main results of th
paper.

~1! The form of the distortions of the order paramet
that arise in an antiferromagnetic interlayer between two
romagnetic layers as a consequence of the roughness o
interfaces of the layers has been studied. The phenom
logical magnetic-closeness model proposed by Slonczew
has been confirmed in terms of the microscopic theory,
expression has been obtained for the constants of this mo
and the region where it is applicable has been found.

~2! The critical width of the atomic steps at the interfa
of the layers has been found. When this width is exceede
becomes energetically favorable for the ferromagnetic lay
to break up into domains, so that a multidomain phase
pears.

~3! The thickness–roughness phase diagram has b
constructed for a three-layer system consisting of two fer
magnetic layers separated by an antiferromagnetic interla
with identical thicknesses of the layers.
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-
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~4! The form of the hysteresis loops in the differe
phases has been studied.

* !E-mail: morosov@eot-gw.eot.mirea.ac.ru
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Magnetic contribution to the Debye temperature and the lattice heat capacity
of ferromagnetic rare-earth metals „using gadolinium as an example …

V. Yu. Bodryakov, A. A. Povzner, and O. G. Zelyukova

Ural State Technical University, 620002 Ekaterinburg, Russia
~Submitted August 20, 1998; resubmitted November 12, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1248–1253~July 1999!

A thermodynamic approach that describes the spontaneous magnetic contribution to the Debye
temperature of a ferromagnetic metal has been developed using the theory of second-
order Landau phase transitions. It is shown that the essential cause of the formation of the
spontaneous magnetic contribution to the Debye temperature is the magnetostrictive variation of
the volume. By using an expression for the spontaneous magnetic contribution to the
Debye temperature, the magneto–phonon contribution to the lattice specific heat is found. The
resulting generalized expression for the Debye temperature is found to be in good
agreement with experimental data concerning the elastic constants of the ferromagnetic phase of
gadolinium. The magneto-phonon heat capacity makes an appreciable contribution to the
heat-capacity anomaly of gadolinium close to the Curie point. ©1999 American Institute of
Physics.@S1063-7834~99!02507-1#
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Rare-earth magnets possess obvious anomalies of
physical properties, which result from phase transitions
the magnetically ordered state and are associated with g
~by comparison with conventional 3d ferromagnets! magne-
tostrictive and magnetoelastic interactions. It has been
perimentally established1–3 that, during the magnetic order
ing of rare-earth~RE! ferromagnets, the entire complex o
their physical properties, such as the magnetization, ther
expansion~magnetostriction!, heat capacity, sound velocity
and elastic moduli, undergo mutually consistent variatio
The Debye temperatureQ also varies in a consistent mann
in this case.4 Moreover, it was found in the experiment
study of Refs. 1–3 and 5 that the external magnetic fi
appreciably affects the elastic moduli, and that this manife
itself directly in the variation of the magnetization of th
samples. This variation indicates directly that there is a m
netic contribution both to the elastic moduli and to the Deb
temperatureQ associated with them, whose variations a
correlate with the magnetization variation of the RE meta4

However, strictly speaking, the problem of using expe
mental data to discriminate the magnetic contribution to
elastic moduli and then to the Debye temperature has no
been solved. There is no conclusive explanation even for
mechanisms of the temperature dependences of the e
moduli in the paramagnetic~PM! phase, from which an ex
trapolation ~usually linear! is made into the ferromagneti
region in a number of papers just in order to distinguish
magnetic contribution to the indicated properties.

The first attempts to describe theoretically the dep
dence of the Debye temperature on the magnetization w
undertaken in Refs. 6 and 7. However, these papers actu
approached the computation of the compression modulus
the Debye temperature only in terms of the Stoner mode
band ferromagnetism, which in principle is inapplicable
1131063-7834/99/41(7)/6/$15.00
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the heavy RE metals, with their localized magnetic mome
In the generalization of this approach, proposed later on
basis of the theory of second-order Landau ph
transitions,8 a self-consistent calculation of the Debye tem
perature was not carried out. Instead of this, it was propo
to determine its dependence on the magnetization via
essentially postulated magnetic components of Youn
modulus and the shear modulus, and it was even initia
asserted~see, for example, Ref. 7! that the magnetic compo
nent of the shear modulus can be neglected.

Since the question of the interconnection of the Deb
temperature and the magnetization has not yet been sati
torily solved, it also did not seem possible to analyze a
equately the various components of the total measurable
capacity of the solid,CP(T). This is associated in particula
with the lack of reliable data on the electronic component
the heat capacity of RE magnets. Data obtained by differ
methods sometimes differ by a considerable factor,9 and this
is associated just with the problem of separating the m
netic and electronic contributions in the low-temperature
gion.

This paper uses the theory of second-order Landau ph
transitions to describe how the magnetization affects the
bye temperature. The role of the magnetostrictive inter
tions specific to the magnetically ordered heavy RE metal
analyzed, and the magnetic contribution to the lattice h
capacity associated with this mechanism is considered.
ing the ferromagnetic phase of gadolinium as an exampl
is shown that the magnetic contribution to the lattice h
capacity associated with the dependence of the Debye
perature on the magnetization has an appreciable effec
the formation of a heat-capacity anomaly close to the Cu
point.
8 © 1999 American Institute of Physics
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1. THE FREE ENERGY OF A FERROMAGNET

We shall start by writing the free energynF(V,T,M ) of
a free single-domain isotropic ferromagnet in the theory
second-order phase transitions,10 supplemented by the con
tribution associated with the energy of acoustic phononsn
is the number of modes of the substance!:

nF5nF01nFp1nFe1nFm . ~1!

HereF05F0(V) is the molar free energy of the crystal la
tice of the PM phase, extrapolated to zero temperature.

The molar phonon~Debye! part of the free energy is

Fp5~9/8!RQ13RT f~z!, ~2!

wherez5Q/T, and

f ~z!5 ln@12exp~2z!#2~1/3!D~z!. ~3!

The standard tabulated Debye function is

D~z!5~3/z3!E
0

z y3dy

exp~y!21
, ~4!

while the Debye temperatureQ is a function of the volume
of the body, its temperature, and the molar magnetizat
Q5Q(V,T,M ), under the conditions that the external pre
sure equals atmospheric pressure and that the external
netic field induction is constant.

The molar magnetic part of the free energy is

Fm5aM21bM42BM, ~5!

where a and b are the molar thermodynamic coefficien
~the Landau coefficients!, M is the molar magnetization, an
B is accordingly the normalized magnetic induction.

The molar electronic part of the free energy is

Fe52~1/2!zT2, ~6!

and, as is well known, its dependence on the magnetiza
can be neglected, while the weak dependence of the m
coefficient of the electronic heat capacity on the volu
should be taken into account only in special cases when
lyzing the elastic moduli in the PM region@z5z(V)#.

2. THE DEBYE TEMPERATURE

It has been experimentally established that the varia
of the Debye temperature because of the magnetic orde
of RE ferromagnets is relatively small~see, for example, Ref
4!. Thus, in the case of gadolinium, the variation of t
Debye temperature in the entire interval of magnetic ord
ing is several kelvin, with the Debye temperature itself be
Q;180 K close to This allows the Debye temperature to
expanded close to the Curie pointTC in two small param-
eters: the magnetostrictive strain]V and the square mola
magnetizationM2 ~the order parameter! at constant tempera
ture:
f

n:
-
ag-

n
lar
e
a-

n
ng

r-
g
e

Q5Qpm1F S ]Q

]V D ]V1S ]Q

]M2D M2G
T

1
1

2 F S ]2Q

]V2 D ~]V!2

12S ]2Q

]V]M2D ]VM21S ]2Q

]~M2!2D M4G
T

1 . . . , ~7!

whereQpm is the Debye temperature of the PM phase clo
to T5TC . Generally speaking,Qpm depends on tempera
ture. It is obvious, however, that this~usually weak! depen-
dence does not contradict the isothermal expansion given
Eq. ~7!. When there is no magnetic ordering~for a paramag-
net! or in the PM region of a ferromagnet, we have that

Q5Qpm~T!, ~8!

where theQpm(T) dependence is described by the equatio
in Ref. 11.

We should point out that the expansion of the Deb
temperature must contain just those terms that are pro
tional to the powers ofM2, and not simplyM, since the
Debye temperature, being averaged over the volume by
parameter of the local characteristics of the magnet, ob
ously cannot depend on the direction of the magnetizat
but is determined only by its magnitude. Therefore, in p
ticular, it should be expected that the magnetic componen
the Debye temperature does not go exactly to zero at
Curie point but remains nonzero even some way into the
region. This is because regions of short-range magnetic o
are maintained in the PM region after the long-range m
netic order has broken down, while the size of the ma
tained regions of local magnetic ordering gradually decrea
with heating aboveTC . Another interpretation of this well-
known fact is that the rms value of the local magnetic m
ment remains nonzero in a certain region aboveTC as a
consequence of magnetic fluctuations.

As will be seen in what follows, to analyze the expe
mental data in the case of gadolinium, it is sufficient to
strict ourselves to the terms of the expansion in Eq.~7! con-
taining the first derivative. Recalling that

S ]Q

]V D
T

5S Q

V

] ln Q

]V D
T

52gQV21, ~9!

where

g52~] ln Q/] ln V!T ~10!

is the Grüneisen constant,12 while the relative magnetostric
tive strainv is

v5S ]V

V D
T

. ~11!

According to Eq.~7!, taking Eqs.~9!–~11! into consider-
ation, for the magnetic part of the Debye temperature,Qm

5Q2Qpm , close toT5TC we have

Qm'QpmF2gv1
1

Vpm
S ]Q

]M2D M2G
T

. ~12!

The first term here corresponds to the magnetostric
variation of the Debye temperature, and the second co
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sponds to the explicit dependence of the Debye tempera
on the magnetization as a consequence of the correspon
dependence of the sound velocity, i.e., in the final analy
of the elastic modulus.

It has been established experimentally3 that the magne-
tostrictionv for a wide class of ferromagnets is proportion
to the square of the magnetization; i.e.,

v5v8M2, ~13!

where the magnetostrictive constant is

v85S ]v

]M2D
T

. ~14!

Also introducing the notation

Q85
1

Qpm
S ]Q

]M2D
T

. ~15!

we finally get for the magnetic part of the Debye temperat
the expression

Qm'Qpm@2gv81Q8#M2, ~16!

whose coefficients can be estimated by minimizing the f
energy.

3. MINIMIZING THE FREE ENERGY

In the spirit of the theory of second-order Landau pha
transitions,10 we minimize the molar free energy given b
Eq. ~1! in the square magnetizationM2 at a fixed tempera-
ture close toT5TC

S ]F

]M2D
T

50. ~17!

As a result, we get a generalization of the Belov–Arr
equation:1

B

2M
5a1~2b2v8aga!M21WpQ82v8g~Wp1We!,

~18!

where terms of higher order thanM2 are omitted from the
right-hand side. We also omit the term proportional
(]F0 /]M2)T5(]F0 /]V)T(]V/]M2)T and that containing
the external pressurep052n(]F0 /]V)T .

We introduce the following symbols for the phonon a
electron molar energies of a ferromagnet, respectively:

Wp5
9

8
RQ13RTD~z!, ~19!

We5
1

2
zT2. ~20!

By analogy with the Gru¨neisen constant given by Eq.~10!, it
is convenient to call the quantityga corresponding to the
logarithmic derivative of the Landau parametera with re-
spect to the volume of the magnet,
re
ing
s,

l

e

e

e

t

ga5S ] ln a

] ln VD
T

, ~21!

the a-magnetic Gru¨neisen constant.
For the spontaneous~in the absence of an external ma

netic field! molar magnetizationMs , Eq. ~18! gives

Ms
252@a1WpQ82v8g~Wp1We!#/@2b2v8aga#.

~22!

Equation ~22! differs from the well-known resultMs
2

52a/2b obtained in the framework of the convention
theory of second-order phase transitions by terms that
into account, first, the magnetostrictive strain and, seco
the variation of the Debye temperature with magnetizati
associated with the corresponding variation of the ela
moduli.

The conditions for the applicability of the convention
approach of the Landau theory will be the following:

a@@WpQ82v8g~Wp1We!#,

2b@v8aga .

In other words, the conventional theory will work well fo
ferromagnets with comparatively weak magnetostriction a
a weak dependence of the elastic moduli on the magne
tion. Moreover, the molar phonon energyWp also must not
be too large.

Assuming below, in the spirit of Landau theory, that t
square of the spontaneous magnetization goes to zero a
Curie pointTC as

Ms
25am~TC2T!, am.0, ~23!

we get, in accordance with Eq.~22!, that the following con-
ditions must be satisfied close toTC :

a5a02aa~TC2T!, aa.0 ~24!

Q85Q081aQ~TC2T!, ~25!

v85v081av~TC2T!. ~26!

The free terms in Eqs.~24!–~26! are not independent but ar
connected by the following approximate relationship, n
glecting the electronic contribution to the energy of the cr
tal, as well as the termsv8aga , by comparison with 2b:

2a01Wp~Q082v08g!50. ~27!

In accordance with Eqs.~16! and ~24!–~26!, in the ex-
pression for the spontaneous magnetic part of the De
temperature

Qm'2Qpm

a12bMs
2

Wp
Ms

2 ~28!

it is possible to distinguish the terms proportional toMs
2 and

(TC2T)Ms
2 :

Qms'Qm0Ms
21Qm1~TC2T!Ms

2 . ~29!

The expression forQms ensures that the magnetic part
the Debye temperature equals zero at the Curie point. In
case, by substituting the expression for the magnetic par
the Debye temperature into Eq.~2! for the phonon part of the
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FIG. 1. Temperature dependence of the spontaneous magnetic contribution to the Debye temperature of gadolinium. The circles show the result ossing
the experimental data of Ref. 4. The solid curve shows the result of calculation in terms of the theory developed here. The dashed curve shows tof
a calculation using the equation in Ref. 8.
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free energy and then expanding in powers of magnetizat
one can obtain magnetoelastic contributions to the free
ergy similar to those used in Refs. 5 and 7 and can also
into account the temperature dependences of the magn
strictive parameters.

4. ANALYSIS OF THE EXPERIMENT

Figure 1 shows the temperature dependence of the s
taneous~in the absence of an external magnetic field! mag-
netic contribution to the Debye temperature of gadoliniu
The Debye temperatureQ(T) is computed on the basis o
measurements of the velocities of ultrasound.4 The magnetic
contribution to the Debye temperature was defined as
difference between the experimental values ofQ(T) in the
ferromagnetic region and the values extrapolated from
PM region. The legitimacy of using a linear extrapolation
determined by the fact that the Curie temperature ofTC

'293 K and the spin reorientation temperature ofTSR

'230 K are appreciably higher than the Debye temperat
According to our calculations and in accord with Eq

~7!, ~8!, and ~29!, the Debye temperatureQ ~in K! that ap-
pears in Eq.~2!, for the free energy of the lattice, in the ca
of gadolinium, can be described by

Q~M ,T!5Qpm~T!1Qm~T,Ms
2!5174.224.918

31023T17.779ms
2110.887tms

2 , ~30!
n,
n-
ke
to-

n-

.

e

e

e.
.

wherems5Ms(T)/Ms(0) is the reduced magnetization, an
t512T/TC is the reduced temperature. The expression
Qm works well ~the correlation coefficient isR50.9054) in
the wide temperature interval of 232.5<T<282.5 K, i.e., in
virtually the entire region of ferromagnetic ordering of gad
linium. An additional confirmation of the legitimacy of th
mechanism considered here for the dependence of the D
temperature on the magnetization follows from an analy
of the temperature–field dependences of Young’s modu
of gadolinium.13

According the equation obtained here, there are app
ciable deviations in the dependence of the magnetic par
the Debye temperature from the linear behavior of the
pendence ofQ on Ms

2 predicted by Kim6 and subsequently
by Zverev7 ~Fig. 1!. At the same time, the region in whic
our approach is applicable is restricted to the tempera
intervals of the spin reorientation and the temperature reg
close to the Curie temperature~Fig. 1!.

This temperature dependence of the magnetic contr
tion to the Debye temperature shows up in the formation
anomalies in the physical properties in the ferromagnetic
gion. In this paper, this is shown by the example of t
lattice heat capacity of gadolinium, the magnetic contrib
tion to which was determined by a relationship followin
from the Debye theory. The molar heat capacity of a fer
magnet at constant pressure can be found from well-kno
thermodynamic relations10 if one considers the known tem
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FIG. 2. Temperature dependence of the heat capacity of gadolinium. The circles show the experimental data of Ref. 14. The curves show calcule
solid curve shows the calculation with the Debye temperature determined from Eq.~30!. The dashed curve shows the calculation with the Debye tempera
determined from the equation of Ref. 8. The dot–dashed curve shows the calculation with the Debye temperature found by extrapolating from then
~neglecting the magnetic contribution!.
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perature dependence~30! of the Debye temperatureQ(T):

Cp~T,Q!5CV~T/Q!F12
T

Q

]Q

]T G2

23RTF3

8
2

T

Q
D~T/Q!G ]2Q

]T2
. ~31!

The magneto-phonon contribution to the lattice heat
pacity of gadolinium, associated with the spontaneous m
netic contribution to the Debye temperature, has been ca
lated on the basis of the data reflected in Fig. 1 and is sh
in Fig. 2. This figure shows experimental data on the h
capacity,14 as well as the results of the calculations. T
dot–dashed line shows the lattice heat capacity compute
the basis of data on the Debye temperature, which is
tained after linearly extrapolating theQ(T) dependence from
the PM region. The solid curve describes the computed
tice heat capacity including the magnetic contribution of E
~29! to the Debye temperature. Finally, the dashed curve
responds to the results of a calculation of the lattice h
capacity in which the magnetic part of the Debye tempe
ture contains the incomplete magnetic contribution followi
from Refs. 7 and 8. The electronic contribution is neglec
in the calculations in this case. A comparison of these d
shows that the magneto–phonon contribution in the fe
-
g-
u-
n
t

on
b-

t-
.
r-
at
-

d
ta
-

magnetic region of gadolinium is extremely large and
comparable with the usual magnetic contribution, prop
tional to dMs

2/dT.1 We should also emphasize that it is im
portant to take into account in Eq.~29! the magnetic contri-
bution proportional to (TC2T)Ms

2 , which appreciably
increases the magneto–phonon component of the heat ca
ity ~the solid and dashed curves in Fig. 2!.

In conclusion, it should be emphasized that theMs;tb

dependence of the order parameter withb50.5 used in the
calculations@see Eq.~23!# following the Landau theory was
in fact postulated. It is obvious that the computation of t
critical index b lies beyond the possibilities of the thermo
dynamic approach. The latter only makes it possible to
tain noncontradictory relationships between the vario
physical parameters and to be in satisfactory agreement
experiment.

Moreover, the deviations of the experimental poin
from the calculated curve shown in the figures in the imm
diate neighborhood of the Curie point are evidently asso
ated with the amplification of the fluctuation contributio
which is not considered in the theory of second-order ph
transitions. In this connection, the immediate problem is
develop methods for taking the magnetic fluctuations i
account in terms of the approach proposed here.

Another important problem requiring a separate tre
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ment is the theoretical investigation of the magnetic com
nent of the elastic moduli in noncollinear magnetic stru
tures, particularly in the spin-reorientation region
gadolinium.
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Characteristic features of ferromagnetic resonance in iron-garnet films with
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The characteristic features of ferromagnetic resonance~FMR! were studied in bismuth-containing
single-crystal iron-garnet films~BSIGFs! with no rapidly relaxing ions and relatively weak
orthorhombic magnetic anisotropy~ORMA!. The films were grown on~110! and ~210! substrates
by liquid-phase epitaxy from a supercooled flux solution. Attention is focused mainly on the
unidirectional magnetic anisotropy in the film plane and on the effect of the film/substrate
transitional surface layer on the FMR spectrum. ©1999 American Institute of Physics.
@S1063-7834~99!02607-6#
et
st
-

c

th
o
t

-
n

o

ith
e
in

m
t

of

in
.

-

a
n

his
the

xial
rac-
he

-

ct

e
he
p-
t-
s
ing

de,
s of

and

ith
ub-
nge
s of
ere
etic

g to
One way to increase the operating speed of magn
optic devices based on bismuth-containing single-cry
iron-garnet films~BSIGFs! is to use BSIGFs with ortho
rhombic magnetic anisotropy~ORMA!.1–7 In general these
materials possess an easy magnetization axis, making a
tain angle with the normal to the film plane,8,9 as well as a
magnetic anisotropy in the film plane much larger than
crystallographic cubic anisotropy. Such a magnetic anis
ropy occurs, specifically, if films with orientation differen
from ~111! contain, besides Bi31, also Y31 ions.2,10–13

Investigations of the dynamics of domain walls~DWs!
in BSIGFs with ORMA2–7,10–14revealed a number of fea
tures: a! absence of the production of microdomains in fro
of a moving DW in SIGFs with ORMA even when the film
does not contain rapidly relaxing rare-earth ions;7,12,13b! un-
usual rhombiform dynamic domains;12 c! so-called unidirec-
tional anisotropy of the DW velocity;7,13,14d! strong depen-
dence of the form of the dynamic domains and velocity
DWs on the magnetic fieldHin applied in the film plane
~in-plane magnetic field!.13

The unusual dynamical properties of BSIGFs w
ORMA, including also the unidirectional anisotropy of th
velocity of DWs, can be explained on the basis of the sp
wave mechanism of the motion of DWs,15,16 if it is assumed
that the range of magnetic fields, where spin waves are e
ted, and the damping parameter depend on direction in
film plane.17,18

When studying BSIGFs with ORMA by FMR, films
containing rapidly relaxing rare-earth ions~for example,
Dy31, as in Ref. 19! are chosen to prevent the excitation
spin-wave resonance~SWR!.

Our objective in the present work is to study FMR
BSIGFs with ORMA and without rapidly relaxing ions
BSIGFs with the compositions (Bi,Y)3~Fe,Ga!3O12 ~I! and
~Bi,Y,Lu!3~Fe,Ga!3O12 ~II ! were chosen for the investiga
tions.

Type-I films were grown by liquid-phase epitaxy from
PbO–Bi2O3–B2O3-based supercooled fluxed solution o
1141063-7834/99/41(7)/5/$15.00
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~Gd,Ca!3~Mg,Zr,Ga!5O12 substrates with~210! orientation.
In contrast to Pr-containing films with ORMA,20 the BSIGFs
studied possess relatively weak in-plane anisotropy. T
makes it possible to observe FMR for any orientation of
external magnetic field.

Type-II films were grown on~110! Ca3~Nb,Ga!5O12 sub-
strates using the same solvent. The process of epita
growth of BSIGFs on this substrate has a number of cha
teristic features, including the need for strong dilution of t
fluxed and large supercoolingDT >100 K.21,22 It has also
been observed21,22that the quality of SIGFs is higher if~110!
and not~111! substrates are used~for other substrates, spe
cifically, ~Gd,Ca!3~Mg,Zr,Ga!5O12, the situation is re-
versed!. Moreover, films grown on Ca3~Nb,Ga!3O12 sub-
strates possess a relatively thick~2–10 mm! film–substrate
~FS! transitional surface layer.21,22 In our investigations of
type-II films, we focused our attention mainly on the effe
of this circumstance on the FMR spectrum.

The content of iron and gallium oxides during th
growth of films of both compositions was approximately t
same. The content of lutecium in the type-II films was a
proximately an order of magnitude lower than that of y
trium. The chemical composition of the experimental film
was not analyzed. We note that, because the crystal-form
properties of the bismuth-containing fluxed solution degra
which changes the chemical composition and parameter
BSIGFs grown successively in the same directions,23 there is
no unique relation between the properties of the charge
the films grown.

The experimental samples were usually disk-shaped w
a diameter of 2–3 mm and films on both sides of the s
strate. FMR was observed at 9.24 GHz. The scanning ra
of the FMR spectrometer was 0–9000 Oe. The derivative
the absorption with increasing external magnetic field w
recorded. The resonance fields with the external magn
field oriented perpendicular (H' , perpendicular resonance!
and parallel (H i , parallel resonance! to the film plane was
determined. The in-plane anisotropy was judged accordin
4 © 1999 American Institute of Physics
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FIG. 1. FMR spectra with parallel resonance fo
type-I BSIGFs for two mutually opposite direc
tions.
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is
the azimuthal dependenceH i (w) for parallel resonance.
Since the experimental BSIGFs do not contain rapi

relaxing magnetic ions and the only slowing relaxing io
are Fe31, the effective gyromagnetic ratiog in the films is
the same as for iron ions: (1.763107 Oe21

•s21). In contrast
to Refs. 24 and 25 this permits determining the effect
magnetic-anisotropy fieldHeff only from the data on the per
pendicular resonance for which the resonance relation ca
written

v/g5Heff1H' , ~1!

where v is the angular FMR frequency. However, if th
resonance field for parallel resonance is known, then

Heff5H i2~v/g!2/H i . ~2!

Figure 1 shows the parallel-resonance spectra for ty
BSIGFs. The spectra were obtained for two values ofw dif-
fering by 180°, the lower spectrum corresponding to the
rection for which the resonance field of the left-most line
the spectrum is minimal. It is evident that the upper spectr
contains more than 20 lines, which is also characteristic
films which do not contain rapidly relaxing ions and do n
exhibit ORMA.26 However, the linewidth, which exceeds 1
Oe, is much larger than the values~of the order of 1 Oe! that
characteristic for films without ORMA that do not conta
rapidly relaxing ions.26 This confirms that the damping pa
rameter depends on the presence of an effective in-plan
ternal magnetic field.17,18 When the direction of the externa
magnetic field is reversed, only two lines, differing in inte
y

e

be

-I

i-

m
r

t

in-

sity by an order of magnitude and the lines themselves be
substantially broadened compared to any line in the up
spectrum, remain in the FMR spectrum.

Following Refs. 17 and 18, the broadening of the FM
lines can be explained by an increase in the dimension
Gilbert damping parametera in the presence of an effectiv
magnetic-anisotropy field in the film plane and by the dep
dence of the damping parameter on this film. The large
ference in the parallel-resonance spectra for mutually op
site directions in the film plane attests to the presence of b
unidirectional magnetic anisotropy and unidirectional lin
width anisotropy in the FMR spectrum in the film plane. T
dependence of the FMR linewidth on the orientation of t
external field in the film plane with parallel resonance cor
lates with the anisotropic broadening of the image of a m
ing DW ~the transitional region between dynamic doma
with opposite polarity where local magnetization rotation o
curs; this region can be visualized by means of the Fara
magnetooptic effect with crossed polarizer and analyzer! in a
BSIGF with ORMA, resulting in unidirectional anisotropy o
the DW velocity.7,13,14

For a perpendicular resonance the FMR spectrum li
wise contains a series of quite wide lines~Fig. 2!. It follows
from this spectrum that the effective uniaxial magnet
anisotropy field for this sample lies in the range 2100–25
Oe ~it is impossible to give the exact value ofHeff , since
additional investigations, including layer-by-layer thinnin
of the film, are required in order to determine which line
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FIG. 2. FMR spectrum with perpendicular reso
nance for a type-I BSIGF.
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the ‘‘zeroth’’ mode for the interior volume of the film!.
However, it is clear that the FMR spectrum~Fig. 2! includes
both zero modes for the interior volume of the films on bo
sides of the substrate and transitional surface layers as
as SWR modes.

The quite large width of the FMR lines with a perpe
dicular resonance correlates with the absence of mi
domain generation in front of a moving DW in BSIGFs wi
ORMA without rapidly relaxing ions.7,12,13

The parameters of type-II BSIGFs, the results of inv
tigations of which are discussed in the present paper,
presented in Table I, where 2h is the total width of the films
on both sides of the substrate,QF is the specific Faraday
rotation at wavelength 633 nm, andP0 is the equilibrium
period of the stripe domains. The table also gives data fo
sample grown on a~110! Nd3Ga5O12 substrate.

Figure 3 shows the parallel-resonance spectrum fo
SIGF grown from a fluxed solution I~sample No. 1 in Table
I!. It is evident that the spectrum contains two FMR lin
with different widths. The first line corresponds to a low
resonance field~low-field line!, it is approximately two times
wider and belongs to the film~or layer! with ‘‘easy plane’’
anisotropy (Heff521050 Oe!. The second line correspond
to a higher resonance field~high-field line! and belongs to
the film ~layer! with ‘‘easy axis’’ anisotropy (Heff52920
Oe!. However, it is difficult to imagine that the difference
the conditions of film growth on the bottom and top sides
the substrate27 can lead to such a radical change in the m
netic anisotropy. At the same time there exist physi
mechanisms that lead to the formation of an FS layer wh
magnetic anisotropy differs strongly from that of the inter

TABLE I. Parameters of the type-II experimental samples.

Sample No. Substrate 2h, mm QF , grad/mm P0 , mm

1 Ca3~Nb,Ga!5O12 6.0 1.7 7.8
2 Ca3~Nb,Ga!5O12 4.8 1.5 13.0
3 Ca3~Nb,Ga!5O12 5.8 2.1 5.7
4 Nd3Ga5O12 1.8 1.8 5.7
ell

o-

-
re

a

a

f
-
l
e

volume of the film. They include etching of the substrate
the initial stage of epitaxial growth, followed by incorpora
tion of the dissolved components of the substrates in
epitaxial films.28,29Moreover, dissolution of the substrate ca
occur on some sections of the film while at the same ti
epitaxial growth occurs on other sections. We note that s
‘‘island’’ growth of the BSIGFs studied and the intense d
solution of the Ca3~Nb,Ga!5O12 substrate have been ob
served in growth experiments.21,22 Moreover, as the BSIGFs
build up, solid-state diffusion can occur, producing a stro
change in the chemical composition of the FS layer.30

The values ofHeff obtained from the data in Fig. 3 mak
it possible to calculate the resonance field for a perpendic
resonance:H'5410 Oe for the narrow FMR line and
4380/Oe for the wide line. Even though the computed val
of H' do not fall outside the scan limits of the FMR spe
trometer, the perpendicular resonance is not observed
sample No. 1. On switching from an orientation where t
external magnetic field is applied in the film plane to
orientation where it is perpendicular to this plane~as the
angleu between the direction of the external magnetic fie
and the plane of the SIGF increases!, the amplitude of the
FMR signal decreases sharply and the resonance line br
ens at the same time, so that the signal vanishes atu520°.

FIG. 3. Parallel-resonance spectrum for a type-II BSIGF~sample No. 1 in
Table I!.
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FIG. 4. Parallel-resonance~a! and perpendicular-resonance~b!
spectra for a type-II BSIGF~sample No. 3 in Table I!.
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Only one FMR line withH i 55300 Oe was observe
for the thinner sample No. 2 with parallel resonance. T
gives the computed valueH'5130 Oe. For it, just as for
sample No. 1, the perpendicular resonance is not observ

However, a perpendicular resonance is observed
sample No. 3 synthesized from a fluxed solution with low
Y2O3 and Lu2O3 concentrations, and there are two qu
separate packets of FMR lines~we associate these packe
with the interior volume of the film and the FS layer, respe
tively! with the resonance fields for the strongest lines eq
to 2100 and 4200 Oe~Fig. 4a!. The values ofHeff andH i
calculated from these data are 1230 and 4000 Oe, res
tively, for the first line and2870 and 2930 Oe for the secon
line. The existence of two packets of lines with appro
mately the same intensity attests to a relatively large th
ness of a transitional FS surface layer with ‘‘easy plan
anisotropy.

For a parallel resonance the experiment~Fig. 4b! gives a
series of lines in the range 3000–4500 Oe, the strongest
lying closer to the upper limit of this range.

For comparison, the FMR spectrum with parallel res
nance for a BSIGF grown on a Nd3Ga5O12 substrate, for
which the characteristic features of epitaxial growth that
characteristic for Ca3~Nb,Ga!5O12 are not observed, is dis
played in Fig. 5. As expected, because the FS layer is thin
for sample No. 4 the FMR spectrum is more ‘‘regular’’ tha
the spectrum presented in Fig. 4. On account of the h
uniaxial magnetic anisotropy in this sample (He f f>3200 Oe!
the FMR signal with perpendicular resonance is not
served.

Anisotropy in the film plane is observed for all type-
s
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samples. However, the anisotropy is small (;150 Oe! com-
pared to the average resonance field, but the unidirectio
magnetic anisotropy is absent. For films on
Ca3~Nb,Ga!5O12 substrate the azimuthal dependence of
resonance field contains four almost equidistant peaks w
reflects the crystallographic anisotropy of the film. This co
relates with the elliptic shape of the dynamic domains in
experimental films. For a film on a Nd3Ga5O12 substrate, the
azimuthal dependence of the resonance field is more com
cated. This is explained by excitation of SWRs, leading
the appearance of a quite large number of lines in the F
spectrum~Fig. 5!.

For type-I films ~Figs. 1 and 2! as well as for type-II
films ~Figs. 3, 4 and 5! the FMR linewidth is much larger
than for films without ORMA which do not contain rapidl
relaxing ions~see, for example, Ref. 26!.

FIG. 5. Perpendicular-resonance spectrum for a type-II BSIGF~sample No.
4 in Table I!.
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In summary, it has been shown in this work that: a! in
type-I BSIGFs grown on~210! ~Gd,Ca!3~Mg,Zr,Ga!5O12

substrates unidirectional magnetic anisotropy and FMR li
width anisotropy are observed in the film plane; b! in type-II
BSIGFs grown on~110! Ca3~Nb,Ga!5O12 substrates the uni
directional magnetic anisotropy in the film plane is absent!
in type-II BSIGFs grown on Ca3~Nb,Ga!5O12 substrates the
thickness of the film/substrate transitional surface laye
comparable to the thickness of the bulk of the film; and, d! in
type-I and -II BSIGFs with ORMA the lines in the FMR
spectrum are much wider than in the films without ORMA
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The mechanisms of random anisotropy produced by an an effective coupling between rare-earth
ion moments and orbital momenta of Cu21 ions through spin fluctuations is studied in
R2CuO4 crystals. The effective random-anisotropy fields are estimated from an analysis of
experimental data for R2CuO4 crystals~R5Eu, Pr, Gd!. © 1999 American Institute of Physics.
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Crystals of the R2CuO4 family, where~R5Pr, Nd, Gd,
Sm, and Eu!, belong to the class of quasi-2D Heisenbe
antiferromagnets made up of square lattices of Cu21 ions
with spinS51/2 in the CuO2 layers. All crystals of the fam-
ily, with the exception of Gd2CuO4, possess tetragonal sym
metry T8 (I4/mmm).1 Gd2CuO4 undergoes phase transitio
at T;660 K from the high-temperature tetragonal phase,T8,
to the low-temperature orthorhombic phase with space gr
Acam.2

Neutron diffraction measurements of Bragg peak int
sities ~see, e.g., Ref. 3! yield TN.2502300 K for the Néel
temperature of the R2CuO4 antiferromagnets. It is assume
that belowTN the Cu subsystem has a3D uniform antiferro-
magnetic long-range order.

Studies of microwave spin dynamics in R2CuO4 crystals
~R5Eu, Pr! revealed, however, the existence of2D uniform,
well pronounced spin-wave excitations of the spin-wave ty
within a broad range of temperatures, both f
T!TN and for T@TN .4,5 Simultaneous observation of th
appearance of2D and3D states for temperaturesT,TN sug-
gests the existence of a quasi-2D random-field~RF! state in
R2CuO4 tetragonal crystals. It is thus assumed that,
T,TN , 3D antiferromagnetic ordering exists in regions o
limited extent, and that there are 2D Heisenberg antife
magnetic spin fluctuations with large correlation lengths.5,7

The presence of2D Heisenberg antiferromagnetic sp
fluctuations is characteristic of the whole class of quasi-2D
compounds involving CuO2 layers in the absence of3D uni-
form long-range antiferromagnetic order.8 The correlation
length of these fluctuations is given by8

j5a exp~2prs /kBT! , ~1!

wherea is the lattice constant, and 2prs.1500 K is the 2D
antiferromagnetic spin stiffness. The quantity 2prs.J, and
J is the 2D Heisenberg antiferromagnetic-exchange cons
For T5200 K, j.2000a.

2D Heisenberg antiferromagnetic spin fluctuations w
observed experimentally in inelastic neutron scattering
La2CuO4 only for temperaturesT>TN .9 No similar studies
have been carried out for the R2CuO4 tetragonal crystals
Note that while the CuO2 layers in all the above-mentione
crystals have similar properties, the nature of the interla
and anisotropic coupling in the La2CuO4 and R2CuO4 crys-
1141063-7834/99/41(7)/5/$15.00
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tals is essentially different, and there are no grounds to
pect total analogy among the characteristics of these crys
Indeed, in contrast to La2CuO4, in the R2CuO4 crystals Cu21

ions in adjacent layers are arranged in such a way that
interlayer molecular fields are zero in the mean-field appro
mation. The layers are coupled through fluctuation inter
tions. In R2CuO4 with magnetic rare-earth~RE! ions there
are also 3d–4f interactions.

The nature of the interlayer and anisotropic interactio
and of the 3D antiferromagnetic ordering in R2CuO4 tetrag-
onal crystals was studied theoretically.10–12 An analysis was
made12 of pseudo-dipole interactions in the Cu subsyste
which can account for the noncollinear 3D antiferromagne
order observed to exist by neutron diffraction experimen
The mechanisms of anisotropy in R2CuO4 tetragonal crystals
originating from both interactions within the Cu subsyste
and the interaction between R31 magnetic RE ions with
Cu21 ions were considered.10,11 One investigated also th
contribution of anisotropic interactions to the formation
quasi-2D states. However all these examinations of the c
tals under study considered uniform 3D antiferromagne
ordering for temperaturesT<TN .

Now, if one assumes the existence in R2CuO4 tetragonal
crystals of a quasi-2D RF state, and that, forT,TN there are
2D spin fluctuations with large correlation lengthsj@a, then
an analysis of interlayer coupling and of anisotropic inter
tions should include also effective interactions through th
fluctuations. This is the effective R31 –R31 exchange cou-
pling through 2D antiferromagnetic spin fluctuations (f –d–f
exchange! and the orbit-orbit interaction of Cu21 ions
through the same fluctuations. The objective of this work
to study the influence of such effective interactions on
anisotropy of the R2CuO4 crystals.

Earlier studies of 3d–4f anisotropic interactions and o
the f–d–f exchange were made on RE orthoferrites, orth
chromites, and garnets~see Refs. 13 and 14!. It was shown
that the anisotropy of the 3d subsystem is dominated by th
state of the 4f magnetized ions. Direct 4f –4f exchange cou-
pling results in 4f ion ordering usually only for temperature
T<10 K. However in RE magnets containing 3d ions there
is also polarization-induced~fluctuation! f–d–f exchange
~see Refs. 14–16!, and taking it into account may give rise t
9 © 1999 American Institute of Physics
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FIG. 1. Temperature dependences
the static magnetic susceptibility fo
Gd2CuO4 (xab , Gd line!, Eu2CuO4

(xc , Eu line!, and Pr2CuO4 (xab , Pr
line!.
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4 f ion ordering at higher temperatures than is the case w
the direct 4f –4f exchange. As a result, there may appear
T@10 K an internal effective anisotropy field in the 3d sub-
system, which is stimulated by the RE subsystem orde
through thef–d–f interaction.

R2CuO4 crystals, with magnetic RE ions revealed
temperaturesT>10 K, RE-ion magnetization maxima~for
instance, for Gd2CuO4 Tmax.20 K, and there is a strong
magnetization tail extending up to 200 K, see Fig. 1!.17,18 It
was assumed17,18 that the observed features are due to R–
and Cu–Cu exchange interactions. We believe that
maxima in question may be identified with 4f -ion ordering
temperatures through thef–d–f exchange.

The existence in R2CuO4 tetragonal crystals of orbit
orbit interaction through 2D Heisenberg antiferromagne
spin fluctuations requires a degenerate orbital ground sta
Cu21 ions (dxz , dyz tetragonal doublet! or an admixture of
an excited tetragonal doublet to the ground singlet.6 We shall
assume the existence of such an orbital ground stat
R2CuO4 tetragonal crystals. Note that the assumption of
existence of an orbital ground state in the form ofdx22y2

with an admixture of adxz , dyz tetragonal doublet was pu
forward10 to account for the anisotropy in theab plane ob-
served in the R2CuO4 tetragonal crystals. An orbital groun
state in Eu2CuO4 in the form of adxz , dyz tetragonal doublet
~or of a singlet with a strong admixture of such a doubl!
follows from experimental data19.

We are going to show below that both anisotro
mechanisms, which originate from effective interactions
RE ions or of orbital momenta of Cu21 ions through 2D
antiferromagnetic spin fluctuations, give rise to a fairly lar
random anisotropy.

The paper is organized as follows: Section 1 deals w
effectivef–d–f exchange and the random anisotropy cau
by this exchange, in Section 2 one takes into account s
orbit coupling and considers effective orbit-orbit interacti
of Cu21 ions through 2D spin fluctuations and the associa
random anisotropy, and Section 3 presents an analysi
th
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mechanisms of random anisotropy for the R2CuO4 crystals
~R5Eu, Pr, and Gd!.

1. ANISOTROPY CAUSED BY f–d –f EXCHANGE
INTERACTION IN R2CuO4 CRYSTALS

Consider the Hamiltonian

H5(
i j

Ji j
d2dSiSj1 (

ab,ik
Ja,i ;b,k

d2 f Si
aI k

b . ~2!

Here Ji j
d2d is the constant of 2D Heisenberg antiferroma

netic exchange between nearest-neighbor Cu21 ions occupy-
ing sitesi and j in the CuO2 layers, andJa,i ;b,k

d2 f is a compo-
nent of the d–f exchange coupling tensor between t
projections of Cu21 spins in thei and j lattice sites (Si

a) and
of the moments (I k

b) of RE ions in thek,l sites immediately
above and below the CuO2 layer. In our case,Ji j

d2d

@Ja,i ;b,k
d2 f . We can also write an effective Hamiltonian fo

the 4f subsystem to second order in perturbation theory

Heff
f 5 (

a,i ;b,k
Ja,i ;b,k

d2 f ^Si
a&I k

b

2 (
a,l ;b,k

@Ja,k;g,i
f 2d Kg,i ;h, j

d2d Jh, j ;b,l
d2 f #I k

aI l
b . ~3!

Here ^Si
a& is the configuration-averaged spin of Cu21 ions,

andKg,i ;h, j
d2d 51/J(^Si

gSj
h&2^Si

g&^Sj
h& is the correlation func-

tion of Cu21 ion spin fluctuations in the CuO2 layers. The
indicesa,b,g, andh relate to thex,y, andz projections of
the corresponding moments.

The first sum in Eq.~3! describes magnetization of th
RE magnetic moments by the mean fieldHMF

d 5Ja,i ;b,k
d2 f

•^Si
a&. For T<TN , ^Si

a&Þ0 andHMF
d Þ0 only in the case

where 3D uniform long-range magnetic order persists in
Cu subsystem of the crystal. If there is an RF state in thed
subsystem, these quantities are zero, which leaves only
second term in Hamiltonian~3!.
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The second term in~3! describes effective 4f –4f ex-
change interaction through spin fluctuations having la
correlation lengths~1! in the CuO2 layers, i.e.f–d–f ex-
change. Taking into account the Heisenberg nature of th
spin fluctuations, as well as the relative magnitude of
3d–4f exchange coupling constants characteristic of
magnets (Ja,i ;b,k

d2 f !Ja,i ;a,k
d2 f ), we can present thef–d–f ex-

change interaction in the form14

Heff
f 52(

a;kl
~Ja,i ;a,k

d2 f !2Ka,i ;a, j
d2d I k

aI l
a5(

a;kl
Aa,k;a,l

f 2 f I k
aI l

a .

~4!

As a result, RE ions can become ordered throughf–d–f
exchange with the corresponding ordering temperature. T
process will give rise to a mean moment^I k

a&Þ0 and an
effective anisotropy field due to the 4f subsystem, which
acts upon the Cu21 ions

Ha,i
A 5Ja,i ;a,k

d2 f ^I k
a& . ~5!

Because summation in Eq.~4! is done over all lattice sites
Aa,k;a,l

f 2 f is a long-range interaction~the correlation length
j@a). Note that theAa,k;a,l

f 2 f interaction is enhanced by it
being long range, so that the RE ion ordering tempera
due tof–d–f exchange may exceed substantially that due
direct f–f exchange. TheAa,k;a,l

f 2 f interaction reverses its sig
with a period of the lattice constant~because of the antifer
romagnetic nature of the spin fluctuations!. We have thus a
complete analogy with the situation considered in Ref. 6,
HMF

f 5Aa,k;a,l
f 2 f

•^I k
a& is a random field. It can be added that

a result off–d–f exchange the 4f ion ordering can be eithe
RF or glass type, and the associated phase transition wi
diffuse. Obviously enough, the anisotropy caused by theHa,i

A

field is likewise random.
However if there is 3D uniform long-range antiferro

magnetic order in the 3d subsystem, the RE ion state will b
determined both by the molecular magnetization fieldHMF

d

and by thef–d–f exchange interaction. In this casef–d–f
exchange forT,TN will be realized through spin waves i
the 3d subsystem. In this case, the correlatorKa,i ;a, j

d2d 5
21/J, and Aa,k;a,l

f 2 f 5(Ja,i ;a,k
d2 f )2/J. The 4f ion ordering

throughf–d–f exchange turns out to be ferromagnetic. No
however, that the magnetization fieldHMF

d }^Si
a& gives rise

to antiferromagnetic correlations among the RE ion m
ments. As a result, if thef–d–f exchange contribution is no
negligible compared to the magnetization field, the con
tions in a uniformly ordered 3d subsystem will also be fa
vorable for the onset of the RF state for RE ions and, hen
for development of random anisotropy in the 3d subsystem.

Thus taking into accountf–d–f effective exchange cou
pling in R2CuO4 crystals both with uniform 3D antiferro-
magnetic ordering~Gd2CuO4) for T,TN , and with a
quasi-2D RF state@for instance~Eu,Pr!2CuO4# can give rise
to random anisotropy in the 3d subsystem, which will be due
to the influence of the 4f ions. This is what makes a qual
tative difference between the anisotropy mechanisms con
ered in Ref. 11 and in the present work.
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2. ANISOTROPY CAUSED BY ORBIT-ORBIT COUPLING
THROUGH 2D HEISENBERG ANTIFERROMAGNETIC
SPIN FLUCTUATIONS

We write the interaction Hamiltonian for R2CuO4 crys-
tals by adding to Hamiltonian~2! the spin-orbit coupling for
the Cu21 ions

H15H1(
i

lSi
zs i

z . ~6!

HereH is Hamiltonian~2!, l is the spin-orbit coupling con-
stant for Cu21 ions, ands i

z is the projection of the Cu21

orbital momentum (L) on the ground tetragonal doublet~i.e.
one assumes the orbital ground state of the Cu21 ion to be a
dxz ,dyz tetragonal doublet, or an admixture of such a doub
to the orbital ground singlet!.

In our case,Ji j
d2d@Ja,i ;b,k

d2 f and Ji j
d2d.l. We assume

Jd2 f andl to be of the same order of magnitude. To und
stand the significance of the Cu-R anisotropic and spin-o
interactions, consider them separately in addition to the m
2D Heisenberg antiferromagnetic exchange among the C21

ion spins. The Cu-R interaction has been considered in
preceding Section. The orbit-orbit coupling through the 2
Heisenberg antiferromagnetic spin fluctuations was analy
in Refs. 6 and 7 for the Eu2CuO4 crystal. This interaction is
essentially an analog of thef–d–f exchange, in which in
place of the RE ion moment one considers the orbital m
mentum of Cu21 ions in the CuO2 layers.

The effective Hamiltonian describing the orbital su
system can be written~see Ref. 6!

Heff
s 5(

i
l^Si

x&s i
z2(

i j
~l!2Ki j

zzs i
zs j

z . ~7!

Here Ki j
zz is the correlation function of the 2D spin fluctua

tions in the CuO2 layers. In the case of interest to us he
~the quasi-2D RF state!, there remains in~7! only the second
term, which describes the effective orbit-orbit interacti
through 2D antiferromagnetic spin fluctuations, i.e.Vi j

zz

5l2Ki j
zz. As pointed out in Ref. 6, theVi j

zz interaction is long
range and alternating at each lattice constant, and it is
sponsible for the onset of the orbit glass state.

Thus taking into account theVi j
zz interaction in the

R2CuO4 tetragonal crystals results in a random uniaxial a
isotropy

HA,i
z 5l^s i

z& , ~8!

where^s i
z& is the frozen-in local orbital momentum.

3. ANALYSIS OF RANDOM ANISOTROPY MECHANISMS IN
R2CuO4 CRYSTALS

An analysis of the anisotropy mechanisms carried ou
Sections 1 and 2 permits the following conclusions:

1. Taking into account thef–d–f exchange interaction
can give rise to random anisotropy in R2CuO4 crystals both
with uniform quasi-2D long-range magnetic order f
T,TN and with a quasi-2D RF state. It is necessary t
there be magnetic RE ions, and that thef–d–f exchange
coupling is not negligible compared to the interactions
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sulting in uniform anisotropy. Thef–d–f exchange coupling
may be significant in both tetragonal crystals and in crys
with rhombic distortions.

2. Taking into account effective orbit-orbit interactio
through 2D spin fluctuations gives rise to random uniax
anisotropy along thec axis in the R2CuO4 tetragonal crystals
having a tetragonal doublet for the orbital ground state~or a
strong enough admixture of an excited tetragonal double
the orbital ground singlet!.

Let us estimate now the magnitude of random anisotr
based on experimental data obtained for the R2CuO4 crystals
~R5Eu, Pr, Gd!. To estimate the anisotropy fieldsHa,i

A ~5!,
consider the temperature dependences of the static mag
susceptibility for these crystals. Figure 1 presents the sus
tibilities for the crystallographic directions in which they a
maximal17,20,21. Note that the susceptibilities for all thre
crystals exceedx';102321024 emu/mole, the susceptibil
ity for La2CuO4,22 whose only magnetic system is formed b
Cu21 ions in the CuO2 layers. Assuming the properties o
the CuO2 layers to be similar for all these crystals, we com
to a conclusion that one measures actually the susceptib
of the RE subsystem in crystals with RE magnetic ions.
these conditions,̂I k

a&}x. By analogy with the situation in
other magnetic crystals with RE ions,13,14 we shall assume
the d–f exchange coupling constants for R2CuO4 crystals
with different RE ions to be close in magnitude. Then for t
effective anisotropy fields we obtainHa,i

A }x too. As seen
from Fig. 1, xab

Gd@xab
Pr;xc

Eu, which yields for the relative
magnitude of the anisotropy fieldsHa,i

A (Gd)@Ha,i
A (Eu)

.Ha,i
A (Pr).
Estimation of the anisotropy fieldHA,i

z ~8! for Eu2CuO4,
which is generated by orbit-orbit coupling among the Cu21

ions through spin fluctuations in the CuO2 layers, yielded
Ta.250 K for the effective anisotropy temperature.4,5 We
shall assume that, in all R2CuO4 tetragonal crystals which
have the same nearest-neighbor environment around C21

ions in the lattice and, hence, orbital ground states of
same kind, the constants of orbit-orbit coupling through s
fluctuations are close in magnitude. Indeed, studies
microwave-range spin dynamics in Pr2CuO4 showed5 that
the situation in this crystal is similar to that observed
Eu2CuO4, and that the uniaxial anisotropy fieldsHA,i

z in
these crystals are close in magnitude.

The random anisotropy fieldHA,i
z does not depend on

temperature forT!2prs;1500 K. At the same time the
anisotropy fieldHa,i

z due to f–d–f exchange is essentiall
temperature dependent, because it is determined by the
age RE moment and can play a significant role only at co
paratively low temperatures. As a result, a change in te
perature can induce in R2CuO4 crystals phase transition
originating from switching of the mechanism of domina
anisotropy. Such phase transitions may bring about a cha
in both magnetic and structural properties of a crystal.
deed, orbit-orbit interaction through spin fluctuations p
duces structural lattice distortions as well.6,7

We shall assume the structural and magnetic phase tr
formation in Eu2CuO4 occurring atT;150 K to be a phase
transition in which an anisotropy mechanism switching ta
place, namely, forT>150 K the dominant anisotropy field i
ls

l

to

y

etic
p-
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er-
-
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s-
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HA,i
z , and forT,150 K it is Ha,i

A . At T.150 K, these fields
become equal in magnitude@Ha,i

A (T5150 K!.HA,i
z #.

R2CuO4 crystals~R5Eu, Pr, Gd! revealed4,5 a reversal
of the real part of dynamic magnetic susceptibility along t
c axis @Re(xc)# in sign at temperaturesT.T* (T* 590 K
for Pr, 120 K for Eu, and 290 K for Gd!. This reversal of the
sign of Re(xc) is caused by a change in the nature of ma
netic anisotropy at the corresponding temperatures.4,5 As-
suming the change in anisotropy to be initiated by the ab
switching from the effective fieldHa,i

A ~for T<T* ) to
2HA,i

z ~for T>T* ), the static magnetic susceptibilities
T5T* should be close in magnitude for all the three cry
tals. An inspection of Fig. 1 shows that indeedxab

Gd(T5290
K!.xab

Pr (T590 K!.xc
Eu(T5120 K!.

Thus we have shown that R2CuO4 crystals exhibit ran-
dom anisotropy mechanisms initiated byf–d–f exchange
and orbit-orbit interaction through spin excitations. Comp
tition between these anisotropy mechanisms may give ris
phase transitions in which the nature of the magnetic ani
ropy and of local structural distortions undergo changes.

Support of the Russian Fundamental Research Fou
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Tunneling of magnetic domain walls in the quasirelativistic limit
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An additional mechanism which increases the probability of tunneling of magnetic domain walls
through defects of a crystal is discussed. In contrast to the thermally stimulated tunneling
mechanisms described previously~c.f. Refs. 7 and 8!, which arise when the wall acquires
additional energy from the thermal system of the crystal, the latter mechanism is produced
by the change in the structure of the walls themselves at high energies, which changes the character
of their interaction with defects. The results of analytic and numerical analyses of this effect
are reported. A discussion and an interpretation of existing experimental results.3 © 1999
American Institute of Physics.@S1063-7834~99!02807-5#
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Tunneling of magnetic domain walls has been attract
intense interest in recent years as one of a few example
macroscopic quantum effects. Existing experimen
results1–3 show quite definitely that the depinning of walls
liquid-helium temperatures~1–10 K! has a tunneling charac
ter. Such experimental observations have been indirect
far. For example, the electrical resistance, internal fricti
magnetic viscosity, and so on are used as indicators of
pinning. An indicator of a change in the type of depinni
from thermal-activational to tunneling is saturation of t
temperature dependences of these parameters in the
temperature range. In the theory of the tunneling of magn
domain walls, a model where the tunneling section of a w
is represented as a quasiparticle with effective massm is
ordinarily used.4–6 It is assumed that such a quasiparticle
localized in a metastable minimum in front of a potent
barrier of heightU0 formed by magnetic defects of the cry
tal. Therefore the problem of tunneling depinning of a w
reduces to calculating the probability of tunneling of a qu
siparticle through a potential barrier.

Unfortunately, at present there are definite difficulti
with the agreement between theory and experiment. The
perimentally determined parameters of the problem~the qua-
siparticle mass and the barrier height and width! give van-
ishingly small computed values of the tunneling probabili
the walls are found to be too ‘‘heavy’’ and the barriers t
wide. In this connection, it is important to discuss the phy
cal mechanisms capable of increasing barrier transmitta
Various interaction processes between walls and the sys
of thermal excitations of the crystal, as recently decribed
for example, Refs. 7 and 8, can be considered as such me
nisms.

The present paper calls attention to a different eff
which also increases the tunneling probability and, as will
shown below, to a degree sufficient for describing the exp
mental data adequately. The point is that, in many cases~c.f.,
Ref. 3! the dynamic characteristics of walls may fall into
the quasirelativistic range~in Walker’s sense9!. Then the ba-
sic parameters of the problem become functions of the w
energy: As the energy increases, the barrier height decre
1151063-7834/99/41(7)/3/$15.00
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the width decreases, and the quasiparticle mass increase
what follows, I shall discuss how these changes affect
tunneling probability.

1. MODEL AND BASIC PARAMETERS

Confining attention to a specific experimental situati
where, in our opinion, quasirelativistic effects could be im
portant, though it is not ruled out that similar effects can a
occur in other situations. We shall consider the results
Ref. 3. There the conductivity of a superthin, approximat
431026 cm in diameter, nickel wire was investigated as
indicator of wall depinning. It was found that the width o
the starting-field distributions saturates in the temperat
range from 10 to 4 K. In Ref. 3, this circumstance was
terpreted as tunneling-type depinning predominating in t
temperature range. According to the data in Ref. 3, the wi
D of the domain walls was about 1025 cm, and the widtha
of the potential barrier was of the same order of magnitu
Taking the standard value 131026 ergs/cm for the exchang
constantA and the indicated value ofD I obtain for the
anisotropy constantK5531023 ergs/cm3. The area of the
tunneling section can be estimated from the data in Fig
from Ref. 3 as

S'
k~T22T1!

2M0~Hr22Hr1!a
,

whereHr2 andHr1 are the right-hand limits of the starting
field distributions at temperaturesT2 and T1, respectively.
This gives forS a value of the order of 10214 cm2. The
surface energy density of a Bloch wall iss52AAK, and its
Doring mass is given by the expressionmD5s/(8pAg2),
whereg is the gyromagnetic ratio. For the materials und
discussion the Doring mass ismD51.7310211 g/cm2, while
the effective mass of the tunneling section ism5mDS
;10225 g. Using the same figure from Ref. 3, the ’’pure
starting field can be estimated asHc5290 Oe, which gives
for the barrier heightU0S54M0HcaS51.5310214 ergs,
whereas the observed value ofHc is about 220 Oe~the qua-
siparticle energy isE51.1310214 ergs!. It is easy to see tha
4 © 1999 American Institute of Physics
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for such values of the parameters the transmittance is ind
vanishingly small: in any case it does not exceed 10270.
However, I call attention to the fact that here all paramet
are for a static domain wall. This is admissable ifE!mvw

2 ,
wherevw is the limiting Walker velocity. Its value is given
in Ref. 9 as

vw5SA11
2pM0

2

K
21D 2gAAK

M0

and in the present case it is 9.23104 cm/s, while mvw
2

58.5310216 erg. Therefore it is obvious that the quasire
tivistic technique must be used in Ref. 3 to analyze the t
neling.

2. THEORY AND CALCULATIONS

I am considering a Bloch-type domain wall in a ferr
magnetic wire with the easy axis oriented along the w
axis. In accordance with Walker’s exact calculation for a fr
boundary, the Lagrangian surface densityin this case
be10

L054AAKA11
2pM0

2

K
sin2~x0~v !! ,

wherex0 is the optimal angle of inclination of the magne
zation rotation axis from the normal to the surface of the w
and v is the wall velocity. We describe the wall–defect i
teraction by a potential functionU(v). Then the Lagrangian
density can be represented as

L~v !5L0~v !2U~v !. ~1!

The Hamiltonian corresponding to the Lagrangian~1! has, in
terms of the coordinate of the center of the wall, the quas
lativistic form

H~p,x!5vwAp21m2vw
2 1U~p,x!, ~2!

wherep5mv/A12v2/vw
2 is the canonical momentum.

Following Ref. 3, we assume that the defect is point-lik
In the static case the form ofU(x) is determined by the exac
Landau–Lifshitz solution11

sin~u!5tanh~x/AAK!.

From the assumption that the wall–defect interaction
strictly local follows that the energy of a defect is propo
tional to cos2u, so thatU(x) can be expressed as

U~x!5
U0

cosh2~x/a!
, ~3!

whereU0 is the barrier height anda is the effective wall–
defect interaction radius~‘‘width’’of the barrier!. We note
that a is essentially identical to the wall widthD.

In Walker’s dynamical solutionD and thereforea be-
come functions of the velocity of the wall, andU in Eq. ~3!
becomes

U~x!5
U0

cosh2~x/aA12v/vw
2 !

, ~4!
ed

s

-
-

e
e
ill

ll

-

.

s

while the Hamiltonian~2! can be rewritten as

H~p,x!5vwAp21m2vw
2

1
U0

cosh2~xAp21m2vw
2 /amvw!

, ~5!

whereU0 is determined from the observed coercive forceHc

as

U05
2M0Hcamvw

Ap21m2vw
2

. ~6!

We shall assume for definiteness that the wall in fro
and behind a barrier is in shallow metastable minima. Th
in the present problem the well-known approach develo
for the problem of the decay of a metastable vacuum can
used.12 The energy of the decaying vacuum has an imagin
part which is proportional to the tunneling rate.13 The tran-
sition amplitude in imaginary timet52 i t from a statex
into a statey is given by a Wiener functional integral

r~x,y!5E
(q5x)

(q5y)

DyE
(2`)

(1`) Dq

2p\

3expF 1

\ E
0

T

dt~ ipq2H~p,q!!G . ~7!

A method for calculatingr(x,y) for Hamiltonians which
are not quadratic in the momentum is proposed in Ref
However, the WKB approximation is used substantially
this method. This approximation is admissable for low b
riers if U0!mvw

2 . In the present problem, on the other han
U0;mvw

2 , so thatr was calculated by direct numerical in
tegration.

Motion in imaginary timet in the potentialU(x) is
equivalent to motion in real time in the reverse potenti
2U(x). Let x1 and x2 be classical turning points for th
reverse potential. The energy of the ground state is fo
from the amplituder(x,y) at x5y5x1 and T˜` on the
classical trajectoriesq[x1 and q[xinst. The so-called in-
stanton trajectoryxinst starts at the pointx1 as t˜2`,
passes throughx2 at t50, and returns tox1 as t˜`. The
tunneling probabilityG is given by the ratio of the integra
~7! on the trajectoriesq[x1 andq[xinst.

Figure 1 shows the computational results for the tunn
ing probabilityG as a function of the energyW for wall for
parameters corresponding to the experiment of Ref. 3.
values obtained are acceptable for an adequate interpret
of the experiment, and in this sense the quasirelativi
analysis is fully self-consistent.

3. DISCUSSION AND CONCLUSIONS

The results obtained have a quite obvious physi
meaning: As the wall energy increases, the wall width d
creases and the effective mass increases, the first effect
dominating. The decrease of the wall width decreases
range of interaction with a defect and decreases the widt
the potential barrier, which increases the transmittance of
barrier. We also call attention to the reevaluation of the b
rier height according to the magnitude of the coercive fo
Hc . In accordance with Eq.~6!, U0 is now a function of the
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momentum~or the total energy! of the particle. For the sam
value ofHc the barrier height calculated by the quasirelat
istic method it is lower than the corresponding height cal
lated in the classical approximation. Indeed, in the class
approximationU0 is U054M0Hca, whereas in the quasire
lativistic approximationU0 is given by

U05vwA2M0Hcam.

Ultimately, both factors — narrowing and lowering of th
barrier — make the barrier quite transparent, i.e., they m
the tunneling probability appreciable.

We now briefly summarize the results. The results of
experimental study of low-temperature relaxation proces

FIG. 1. Barrier transmittanceG for a point defect as a function of the wa
energyE.
-
-
al

e

e
es

demonstrate that depinning of domain walls has a tunne
character. At the same time, theoretical calculations of
corresponding amplitudes of the processes give in m
known cases vanishingly small values, which can be in
preted as impossibility of tunneling. It was shown in th
paper that this contradiction can be resolved by taking
count of the quasirelativistic character of the wall dynami
A method for calculating the tunneling probability of a wa
through a potential barrier in the quasirelativistic limit w
proposed and implemented. The application of this meth
for analyzing a real experimental situation3 gave satisfactory
results: Acceptable values were obtained for the probab
of tunneling of a wall, while calculations performed by th
conventional method essentially rule out the possibility
tunneling for this situation.
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Weak ferromagnetism in copper metaborate CuB 2O4
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~Submitted November 30, 1998!
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CuB2O4 single crystals have been grown and their magnetic and resonance properties have been
investigated for the first time. The temperature dependence of the susceptibility was found
to contain features atT521 and 10 K. The CuB2O4 single crystal transformed atT521 K to a
weakly ferromagnetic state. The sharp drop in susceptibility atT,10 K is caused by a
transition of the magnetic system of CuB2O4 to an antiferromagnetic state. The effective magnetic
moment of the Cu21 ion, determined from the high-temperature part of the magnetic
susceptibility, is 1.77mB . The room-temperatureg factors are, respectively, 2.170 and 2.133 for
magnetic field parallel and perpendicular to thec axis of the crystal. The antiferromagnetic
resonance parameters in the weakly ferromagnetic and antiferromagnetic phases were measured.
© 1999 American Institute of Physics.@S1063-7834~99!02907-X#
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Copper oxide compounds are attracting attention du
their unusual low-temperature magnetic properties. Ch
planar, and ladder magnetic structures with nonmagnetic
glet and antiferromagnetic ground states are found in th
compounds.1–3 Since divalent copper ions possess s
S51/2, quantum effects play a large role in these compou
at low temperatures.

This paper reports the results of the first investigation
the temperature dependence of the magnetization and
tronic magnetic resonance of CuB2O4 single crystals.

1. SYNTHESIS OF THE CRYSTALS

The binary system CuO–B2O3 was first studied in Ref.
4. It was established that this system contains two cong
ently melting compounds: CuB2O4 and Cu3B2O6. In Ref. 5
these same compounds were observed in an investigatio
the phase diagram of melting of the ternary syst
Li 2O–CuO–B2O3. Later,6,7 phase formation was studied an
the regions of glass formation in the ternary syste
CuO–PbO–B2O3 and CuO–Bi2O3–B2O3, where the com-
positions CuB2O4 and Cu3B2O6 were also found, were de
termined. The crystal structure of CuB2O4 was investigated
in Ref. 8. Based on these studies, we searched for a tech
ogy for growing CuB2O4 single crystals. The system
Li2O–CuO–B2O3 was chosen as the basis.

The components CuO, B2O3, and Li2CO3 in the ratios
25, 60, and 15 mole%, respectively, which were pulveriz
in a ball mill, were placed after mixing into a 50 cm3 plati-
num crucible without premelting. The temperature w
raised slowly to 800 °C and then rapidly to 1020 °C where
was held for 2 h. Then the melt was cooled to 800 °C a
rate of 1 deg/h.

The crystals were extracted by washing off the conte
of the crucible in a 20% boiling-water solution of nitric aci
The crystals were well-faceted prisms, transparent,
1151063-7834/99/41(7)/5/$15.00
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violet-blue in color, and their maximum dimensions we
23131 cm3. X-ray analysis of a powder obtained by grind
ing the crystals confirmed that the parameters of the crys
obtained were close to those found in Ref. 8 for CuB2O4.

2. CRYSTAL STRUCTURE

Copper metaborate, CuB2O4, crystallizes in the tetrago
nal system with space groupI 4̄2d. The unit cell contains 12
formula units. The cell parameters area511.484 Å and
c55.620 Å . The computed density of the crystal is 4.0
g/cm3. The resistivity at 300 K is 109 V•cm.6 It is noted in
Ref. 5 that CuB2O4 undergoes a structural phase transition
1000 °C.

The unit cell contains two nonequivalent copper ion p
sitions: four copper ions Cu~1! are located in a planar squar
environment of oxygen ions; eight copper ions Cu~2! are
located in a distorted octahedron of oxygen ions~Fig. 1!.

The characteristic O2–Cu21 distances for two non-
equivalent positions of the copper ions are8

Cu21 ~1!2O22 ~1!51.998 Å,

Cu21 ~2!2O22 ~2!51.902 Å,

Cu21 ~2!2O22 ~3!51.886 Å,

Cu21 ~2!2O22 ~4!51.980 Å,

Cu21 ~2!2O22 ~48!51.980 Å,

Cu21 ~2!2O22 ~1!53.069 Å.

The Cu21 ~2! positions are characterized by the follow
ing angles:

O22 ~2!2Cu21 ~2!2O22 ~4!592.3°,

O22 ~4!2Cu21 ~2!2O22 ~3!587.7°,

O22 ~3!2Cu21 ~2!2O22 ~48!587.7°,
7 © 1999 American Institute of Physics
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O22 ~48!2Cu21 ~2!2O22 ~2!592.3°,

O22 ~1!2Cu21 ~2!2O22 ~2!573.1°,

O22 ~1!2Cu21 ~2!2O22 ~48!567.0°.

3. MAGNETIC SUSCEPTIBILITY

The magnetization of CuB2O4 single crystals was mea
sured with a SQUID magnetometer in the temperature 4
200 K in magnetic fields of 50 and 330 Oe. The temperat
dependence of the magnetic susceptibility for a 50 Oe m
netic field is shown in Fig. 2. The susceptibility is sharp

FIG. 1. Crystal structure of CuB2O4.
–
e
g-

anisotropic: in a magnetic field along the tetragonalc axis of
the crystal it increases monotonically with decreasing te
perature, while for a field oriented perpendicular to this a
the susceptibility is higher and depends on the tempera
nonmonotonically. The paramagnetic Curie temperature
the effective magnetic moment, which are determined fr
the high-temperature part of the temperature dependenc
the reciprocal of the susceptibility, areu529.5 K and 1.77
mB for the magnetic field directed along thec axis of the
crystal.

At temperatures 21 and 10 K sharp anomalies are
served in the temperature dependence of the susceptib
with the field oriented perpendicular to thec axis. At
T521 K a jump is observed in the temperature depende
of the susceptibility, and as temperature decreases fur
the susceptibility increases rapidly. At 10 K the susceptibil
decreases abruptly by approximately an order of magnitu
Measurements in a 300 Oe field show qualitatively simi
results.

4. ELECTRONIC MAGNETIC RESONANCE

The results of electronic magnetic resonance meas
ments in the temperature range 80–300 K are displaye
Figs. 3 and 4. The magnetic resonance spectrum is a si
Lorentzian line. The angular dependences of the line wi
andg factor are characteristic for a Cu21 ion in a tetragonal
crystal. The linewidth andg factor for magnetic field paralle
and perpendicular to the tetragonal axis of the crystal a
FIG. 2. Temperature dependence of the magnetic susceptibility of a CuB2O4 crystal.1, 2 — Magnetic fieldH perpendicular and parallel to thec axis of the
crystal, respectively.
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FIG. 3. Temperature dependences of the linewidth and electronic magnetic resonance intensity at frequencyn59.4 GHz.1, 2— H parallel and perpendicular
to thec axis of the crystal, respectively.
nc
th

pa-
tures

em-
respectively,DH i 5112 Oe,DH'587 Oe,g i 52.17, and
g'52.133. The single Lorentzian line attests to the existe
of an exchange interaction between all copper ions in
crystal.
e
e

Anomalies are observed in the magnetic resonance
rameters as temperature decreases further. The tempera
of these anomalies correlate with the anomalies in the t
perature dependence of the susceptibility~Figs. 5 and 6!. The
FIG. 4. Angular dependences of the linewidth andg factor of the electronic magnetic resonance of a CuB2O4 single crystal at room temperature (n59.4
GHz!.
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resonance field in the tetragonal plane of the crystal
creases gradually from 3560 Oe atT521 K to 2740 Oe at
T510 K. At temperatures below 10 K, the magnetic res
nance signal is observed for any orientation of the magn
field relative to the crystallographic axes, the resonance fi
in the plane of the crystal being higher than along the p
cipal axis:Hr

i .Hr
' .

5. DISCUSSION

Analysis of the geometry of the arrangement of the Cu21

ions in the CuB2O4 crystal lattice shows that an exchan
interaction between the nearest neighbors occurs only via
oxgyen and boron ions according to the sche
Cu–O–B–O–Cu. The Cu21 ~1! and Cu21 ~2! ions have a
different number of exchange bonds, so that the parame
of their effective exchange bonds are different. Symme
analysis of the crystal structure of CuB2O4

9 has shown that
antiferromagnetic structures admitting the existence o
spontaneous weak ferromagnetic moment in the basal p

FIG. 5. Angular dependences of the intensity, linewidth, and resonance
of the electronic magnetic resonance signal (n510 GHz! in a CuB2O4

single crystal at liquid-helium temperaturesT, K: 1 — 10, 2 — 7.5.3 — 6.
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can form in this crystal. The magnetic moments of the Cu21

ions also lie in the basal plane of the crystal. Analysis of
local environment of copper ions based on the Moriya rule10

suggests the existence of a Dzyaloshinski�–Moriya interac-
tion between the Cu21 ions, which causes canting of th
magnetic moments of the sublattices.

In our opinion, atT521 K a CuB2O4 single crystal
transforms into a weakly ferromagnetic state. This leads
strong increase in the magnetization as temperature
creases further.

The magnetic resonance signal in the temperature in
val 21–10 K can also be explained by the presence o
weakly ferromagnetic state. The decrease of the resona
field as temperature decreases from 21 to 10 K is appare
caused in this case by an increase in the Dzyaloshinski� field.
The angular dependence of the resonance field in a p
containing the tetragonal axis also agrees with this assu
tion. The Dzyaloshinski� field can be estimated from the tem
perature dependence of the resonance field asHD51900 Oe

ld
FIG. 6. Temperature dependences of the intensity, linewidth, and reson
field of the electronic magnetic resonance signal (n510 GHz! in a CuB2O4

single crystal at liquid-helium temperatures:1, 2 — H perpendicular and
parallel to thec axis, respectively.
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at T510 K. Here the possible existence of a gap in the sp
trum of collective excitations and the influence of anisotro
were neglected.

Our data on the magnetization and magnetic resona
allow us to conclude that at a CuB2O4 single crystal trans-
forms TN521 K from the paramagnetic into a weakly ferr
magnetic state. The latter remains as temperature decre
to T510 K. The sharp drop in the susceptibility at tempe
ture TM510 K is due to the transition of the system to
antiferromagnetic state — Morin’s transition.

This work was supported by the Krasnoyarsk Kra� Sci-
ence Fund~Grant No. 7F0195!.
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Soliton regimes of surface magnetostatic wave propagation in a magnet–
semiconductor structure
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The nonlinear properties of exchange-free surface magnetostatic spin waves in a layered structure
containing films of a ferromagnet and a semiconductor are investigated theoretically. The
stability of nonlinear surface magnetostatic waves relative to longitudinal disturbances is
investigated using the envelope evolution equation in the weak-nonlinearity approximation.
It is shown that, under certain conditions, a surface spin-wave pulse propagates in the form of an
envelope soliton. Calculations are performed for the case of an yttrium iron-garnet–indium
antimonide structure. ©1999 American Institute of Physics.
@S1063-7834~99!03007-5#
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1. In the last few years the modern ideas of nonline
wave processes have been actively penetrating the physi
magnetic phenomena. Special attention is being given
magnetostatic spin waves. This is because investigation
spin waves are of interest to both fundamental and app
solid-state physics — due to the possibility of producing n
devices employing the nonlinear properties of spin wa
and operating in the technologically important microwa
range~1–20 GHz!.

The nonlinear effects arising during the propagation o
magnetostatic wave~MSW! in a ferromagnetic film have
been investigated experimentally and theoretically. It h
been shown experimentally that these waves beco
strongly nonlinear even for low microwave signal excitati
powers.1–7 In turn this leads to a variety of effects: sel
modulation, self-focusing of MSWs, instabilities of wav
relative to decay into new waves,1,2 and existence of enve
lope solitons.3–7 The instability of surface magnetostat
waves ~SMSWs! in thin ferromagnetic films is discusse
theoretically in Refs. 8–13. It is shown that these waves
stable with respect to longitudinal disturbances and are
stable with respect to transverse disturbances, which lea
self-focusing. The conditions under which envelope solito
of surface magnetostatic waves have been investigated t
retically in Refs. 10–13.

Primarily, thin ferromagnetic films have been studied
experiments and theoretical investigations, though it
known that multilayer structures provide greater possibilit
for controlling the characteristics of MSWs. Examples a
ferrite semiconductor structures,14,15 which make it possible
to control the parameters of these waves effectively on
count of their interaction with current carriers in the sem
conductor layer.16

In the present paper the conditions for envelope soli
surface-magnetostatic spin-wave propagation in a pla
1161063-7834/99/41(7)/4/$15.00
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ferrite-semiconductor structure are investigated theoretica
2. A necessary condition for the existence of an envelo

soliton in a nonlinear dispersive medium was formulated
Ref. 17 and is known as the Lighthill criterion

S dk

duAu2
D

v

S d2k

dv2D
v

,0. ~1!

The quantity (d2k/dv2) describes the dispersion of the sy
tem and (dk/duAu2) describes the change in the wave vec
as a function of pulse power. In reality such changes exist
all nonzero values of the pulse amplitude, but they are
glected in the linear regime. For this reason, the first step
investigating a medium for the possibility of soliton form
tion in it is to check condition~1!.

Let an SMSW have a complex amplitudeA, and let the
second-order nonlinear effects be small. Then the nonlin
dispersion equation can be formally written9,11,13

f ~v,k,uAu2!A50. ~2!

A magnetostatic wave propagates in the form of a pulse w
amplitudeA(y,t) and envelope along theY axis. Heret is the
time and rapid changes in the wave are described by
function exp(i(vt2ky)). Because of dispersion and nonlin
earity, the value of the wave vector changes fromk0

5(0,k0,0) to
k5K1k0 , whereK5(0,Ky,0) andKy!k0 , while the fre-
quency changes fromv0 to v5v01V, whereV!v0 . A
Taylor series expansion of the dispersion equation neglec
absorption gives9,11

F k2k02S dk

dv D
v

V2
1

2 S d2k

dv2D
v

V22gkuAu2GA50, ~3!
2 © 1999 American Institute of Physics
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where gk5(dk/duAu2)A50 is the nonlinear coefficient an
(d2k/dv2)v0

is the dispersion of the group velocity. Repla
ing v2v0 in Eq. ~3! by i (d/dt), andKy by 2 i (d/dy), we
obtain the nonlinear Schro¨dinger equation

i
dA

dy
1 i S dk

dv D
v

dA

dt
2

1

2 S d2k

dv2D
v

d2A

dt2
1gkuAu2A50. ~4!

The substitutionsT5t2y/vg and y5y transform Eq.~4!
into

i
dA

dy
2

1

2
b2

d2A

dt2
1gkuAu2A50, ~5!

whereb2 is the dispersion of the group velocityvg .
The analytic solution of Eq.~5! has the form

A5A0 sechF ~ t2y/v !

t Gexp~ iDky!, ~6!

where uA0u252b2 /(gt2), v5vg , Dk52b2t22/2, Dk is
the shift of the wave number, andv is the pulse velocity.

Since the shape, velocity, and evolution length of a s
ton are determined by the dispersion law, the dispersion
the group velocity, and the nonlinear coefficient, which
turn are determined by the characteristics of the medi
there is an explicit possibility of controlling the soliton p
rameters by varying the characteristics of the propaga
medium.

3. The starting equations for investigating surface s
waves in a ferrite-semiconductor structure are: for the fer
layer, Maxwell’s equations and the Landau–Lifshitz equ
tion in the magnetostatic approximation, while for a sem
conductor layer, Maxwell’s equations and the Lorentz eq
tion. On the basis of these equations and the stand
boundary conditions, we obtain a dispersion equation o
linear SMSW propagating in a ferrite-semiconductor str
ture15

e22kd5
~m21k!~dm11k! tanh~kst !1~m11k!Ad

~m12k!~dm22k! tanh~kst !1~m22k!Ad
.

~7!

Herem65k(m6ma), ks
25dk2, k5k11 ik2 , andd andt are,

respectively, the thickness of the ferrite and semicondu
layers, andm andma are, respectively, the diagonal and o
diagonal elements of the magnetic susceptibility tensor of
ferrite. The quantityd determines the nature of the intera
tion of an SMSW with the semiconductor layer and is giv
by

d512
v2«zz

k2c2
. ~8!

Here «zz5«zz
e 1«zz

h , «zz
e(h) is an element of the permittivity

tensor of the semiconductor in a magnetic fieldH

«zz
e 5«sS 12

vp
2

v~v2 in!
D , ~9!

where«s is the permittivity of the semiconductor due to th
lattice contribution,n is the electron collision frequency
i-
of

,

n

n
e
-
-
-
rd
a
-

or

e

vp5(4pe2N/m* «s)
1/2 is the plasma frequency, andN is the

electron density. Ford51 Eq. ~7! becomes the Damon–
Eshbach equation.18

Equation~6! can be put into the form

G5AD2BC50, ~10!

where

A5
1

2
@d~11a!1d~12a!#,

D5v22v0
22

vm
2

4
~12b!, ~11!

B5
1

4
~a21!~d21!,

C5v22v0
21

vm

2
~v1vh!~12b!, ~12!

d5d1/2, a5exp(22ktd1/2), b5exp(22kd), and v0
25wh

2

1vhvm . Then the expression for the dispersionb2 of the
group velocity of SMSWs can be determined from the line
dispersion law~10! as

b25
d2k

dv2
52

1

Gk
3 ~GvvGk

222GvkGvGk1GkkGv
2 !.

~13!

In Eq. ~13! Gxy denote the partial derivatives of the functio
G with respect to the variablesx andy and are too compli-
cated to present here.

Since the nonlinearity is assumed to be weak, the de
tion of the magnetization from the equilibrium state will b
small, and thez component of the magnetization can be p
into the form

Mz>M0S 12
uMxu21uM yu2

2M0
2 D , ~14!

whereM0 is the saturation magnetization and theMi are the
components of the ac magnetization (i 5x,y,z). Then, in the
limit kd!1 Mz>M02M0uAu2 and vm>vm(12uAu2).9–13

Substituting the latter expression into Eq.~10! we obtain

g52
dG

duAu2
Y dG

dk
,

dG

duAu2
5ADa2BCa ,

Da5vm~vh1vn~12exp~22kd!!/2!,

Ca5vn~vh2v!/2,

dG

dk
5AkD1ADk2~BkC1BCk!, ~15!

whereAk , Bk , Ck , Dk , and dk are the derivatives of the
functions~8!, ~11!, and~12! with respect tok.

4. Lighthill’s criterion ~1! for a surface magnetostati
spin wave propagating in a ferrite-semiconductor struct
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was investigated as a function of the carrying frequency
various values of the current-carrier density in the semic
ductor layer, the layer thicknesses, and the external magn
field strength using the equation presented above.

The calculations were performed for an yttrium iron ga
net — InSb structure. The following parameters were us
d51023 cm, t51024 cm, H51000 Oe, 4pM51750 Gs,
the electron mobilityme578000 cm2/Vs, the hole mobility
mh5750 cm2/Vs, the effective massesme* 50.014m0 and
mh* 50.4m0 , and «s517.4. Losses in the ferrite were ne
glected, and the collision frequencyn in the semiconductor
was calculated asn5e/mm* .

The computed frequency dependences of the disper
of the group velocity for this system are presented in Fi
1–3.

Since calculations of the nonlinearity coefficientg as a
function of frequency showed thatg.0 in all cases consid
ered here, Lighthill’s criterion~1! holds when the dispersio
of the group velocity is negative.

As one can see from Fig. 1, for low current-carrier de
sities the semiconductor film has no effect on the parame
of an SMSW propagating in the structure. The dispersion
the group velocity is positive, and the wave is stable w
respect to longitudinal disturbances, in agreement with
data of Refs. 8–13. As the density increases, there ap
frequency ranges whereb2 becomes negative and therefo
the formation of solitons of the form~6! is possible. As the
density increases, these ranges shift toward higher freq
cies. However, for certainN.N0 ~in our case N055
31017 cm23) the propagation of SMSWs once again b
comes stable and soliton formation is impossible. This eff
of a semiconductor on SMSWs could arise because the fi

FIG. 1. Curves of the dispersion of the group velocity versus the freque
for electron density in the semiconductor:1 — N51014, 2 — 2.531016,
3 — 1018 cm23.
r
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FIG. 2. Dispersion of the group velocity of SMSWs versus the freque
for H51000 Oe,d50.001 cm, andN51016 cm23 for semiconductor layer
thickness (1024 cm): 1 — t51.0, 2 — 5.0, 3 — 10.0 cm.

FIG. 3. Dispersion of the group velocity of SMSWs versus the freque
for t50.0001 cm,d50.001 cm, andN51016 cm23 for magnetic fields:
1 — 1.0 kOe and2 — 1.5 kOe.
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conductivity causes the semiconductor film to behave lik
metal layer located at some distance from the ferrite. As
current-carrier density increases, the dispersion of SMS
begins to deform and a section of anomalous dispersion
pears. For low densities, this deformation appears at low
ues of the wave numberk and, as the density increases,
extends to increasingly larger values ofk. On the other hand
for large N, SMSWs are expelled from the semiconduct
the interaction of the waves with the semiconductor la
becomes less efficient, and the properties of the struc
approach those of a metallized ferrite plate.

Figure 2 shows the computed frequency dependence
the dispersion of the group velocity of SMSWs for seve
values of the thickness of the semiconductor layer. One
see that as the thickness of the semiconductor increases
frequency range of negative values ofb2 becomes narrower
and at the same time these values increase in absolute v
When the thickness of the ferrite is the same as that of
semiconductor, the frequency range where SMSW solit
can exist decreases sharply and shifts into the high-freque
region of the spectrum, where losses to SMSW propaga
are large.

Figure 3 shows the frequency dependence of the dis
sion of the group velocity for two values of the extern
magnetic field. It is evident that the frequency range
SMSW solitons in a ferrite-semiconductor structure reta
its form as a function of the magnetic field.

In conclusion, we shall estimate the threshold SMS
power required for soliton formation. It is defined asuAu2

52b2 /gkt
2, where t is the pulse duration. Using th

asymptotic expression for the SMSW power9,11 P
5pLd2vM2uAu2 (L is the width of the structure!, we find
that for the parameters used andN52.531016 cm23,
v54.78 GHz,t5531027 s, andb2521.4310216 s2/cm
the threshold power for soliton formation isP58.4 mW.

In summary, it has been shown in this paper by anal
ing the solutions of the nonlinear Schro¨dinger equation tha
envelope soliton formation is, in principle, possible duri
a
e
s
p-
l-

,
r
re

of
l
n

the

lue.
e
s
cy
n

r-
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-

the propagation of an SMSW pulse in a ferrit
semiconductor structure. Investigation of the effect
charge-carrier density in the semiconductor and the thickn
of this layer on the soliton-formation conditions showed th
the width and location of the frequency range in which p
sage of an SMSW pulse in the form of a soliton is possi
can be controlled effectively by varying the carrier dens
and/or the thickness of the semiconductor.

This work was supported by the Fund for Fundamen
Research of the Republic of Belorus~Grant No. F96-142!.
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Phase transitions in the ferroelectrics „Sn12x In
„2/3…x…2P2S6 at high pressures

P. P. Guranich, P. M. Lukach, V. V. Tovt, E. I. Gerzanich, A. G. Slivka, V. S. Shusta,
and V. M. Kedyulich

Uzhgorod State University 294000 Uzhgorod, Ukraine
~Submitted October 20, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1276–1278~July 1999!

New ferroelectric solid solutions (Sn12xIn(2/3)x)2P2S6 were investigated at high hydrostatic
pressures. The range in which the incommensurate structure exists was determined. A dynamic
shift of the incommensurate–ferroelectric phase transition temperature with increasing rate
of change of temperature and the appearance of ‘‘reverse hysteresis’’ were observed. The
characteristic features in the appearance of the latter effect in these crystals are investigated.
© 1999 American Institute of Physics.@S1063-7834~99!03107-X#
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Sn2P2S6 crystals are so far the only intrinsic ferroele
trics in which the isomorphic substitution S̃ Se ~Ref. 1!
and hydrostatic pressure2 produce a new polycritical point in
the phase diagram — the Lifshitz point~LP! — leading to
the formation of an incommensurate phase~IP!. In the
present work the effect of substituting of ions Sñ In on
the coordinates of the LP and the dielectric properties n
incommensurate phase transitions in the new solid solut
(Sn12xIn(2/3)x)2P2S6 were investigated.

Tin hexathiohypodiphosphate (Sn12xIn(2/3)x)2P2S6

based single crystals of solid solutions were investiga
The crystals were grown by the chemical transport meth
Highly pure elemental components were used for synth
and iodine was used as the carrier. The temperature reg
were identical to the optimal regimes for growing Sn2P2S6

crystals. Single crystals of the solid solution
(Sn12xIn(2/3)x)2P2S6 with x50.028, 0.05, and 0.07 and d
mensions 23232 mm3 were obtained. The solid solution
were identified as substitutional solid solutions with subtr
tion, i.e. when indium is substituted for tin, vacancies fo
in the tin sublattice (3Sn21

˜2In31) for charge compensa
tion. The obtained crystals had sharply pronounced facet

Investigations of the permittivity« and the tangent tand
of the dielectric loss angle were performed with an E7-
bridge at 1 MHz in the dynamic range with rate of tempe
ture change 0.5–11 K/min. Pressure was produced by a h
pressure hydrostatic chamber with a working volume
5 cm3. The sample was heated and cooled together with
chamber. The sample temperature was measured wi
copper-constantan thermocouple. The pressure was m
tored to within61 MPa. Kerosene was used as the pressu
transmitting medium. The measurements were performed
samples oriented in the@100# crystallographic direction.

At atmospheric pressure, an anomaly corresponding
ferroelectric phase transition~PT! was observed in the tem
perature dependences of« in (Sn12xIn(2/3)x)2P2S6 crystals
with x50.028, 0.05, and 0.07. The PT temperature de
mined from the maximum values of« decreases very little
with increasing In content ('0.5 K per mole%!. The maxi-
mum value of« is «max57000. Figure 1 shows the temper
1161063-7834/99/41(7)/3/$15.00
ar
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ture dependences of the reciprocal of the permittivity o
(Sn12xIn(2/3)x)2P2S6 crystal with x50.028 for various hy-
drostatic pressures and the (p,T) phase diagram. As pressur
increases, the PT shifts into the low-temperature range.
as in Sn2P2S6,3 kinks appear in the curves of«21. These
kinks attest to splitting of the PT atT0 in two: a paraelectric
— IP phase PT atTi and an IP — ferroelectric phase PT
Tc . In addition, just as in crystals of the solid solution
Sn2P2(SeyS12y)6 and (PbySn12y)2P2S2,3,4 the pressure de
pendences of the Curie–Weiss constantCW(p) and of the
function «max(p) show anomalous behavior at the point
splitting (p5pL). The initial pressure coefficients of the shi
of the phase transition temperatures forx50, 0.028, and 0.05
are, respectively,]T0 /]p52220,2225, and2237 K/GPa.
As the In content increases, the Lifshitz point shifts into t
higher-pressure range. Forx50, 0.028, and 0.05 the pressu
coordinates of the LP are:pL5180, 210, and 250 MPa. Th
temperature range of existence of the incommensurate p
increases under compression more rapidly for crystals wi
high In content ~at p5400 MPa, Ti2Tc515 K for
x50.028).

In (Sn12xIn(2/3)x)2P2S6 crystals, the relaxation of the
permittivity osberved near the PT is stronger than in p
Sn2P2S6. To study these processes in detail the tempera
dependences of« and tand obtained in heating and coolin
regimes were investigated for different rates of temperat
change along the (p,T) phase diagram of the given crystal

A ‘‘reverse hysteresis’’ was observed in the crystals
vestigated at pressuresp.pL . Here the temperature of th
commensurate–incommensurate PT on heating is less
the temperature of the PT on cooling. Figure 2 shows
temperature dependences«(T) near Tc (p5420 MPa! for
(Sn12xIn(2/3)x)2P2S6 crystals withx50.028. The rate of tem-
perature change was 3.3 K/min. The temperatures of the
on heating and cooling are, respectively,Tc

h5248.5 and
Tc

c5255.7 K.
Similar phenomena have been observed for

commensurate–modulated PT in proustite5 and Sn2P2S6

crystals6 at atmospheric pressure. They can be explained
the influence of the subsystem of electrons localized in
tachment levels of the lattice subsystem, where the
6 © 1999 American Institute of Physics
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FIG. 1. Temperatures of the reciprocal«21 of the permittivity of an (Sn12xIn(2/3)x)2P2S6 crystal withx50.028 for various values of the hydrostatic pressu
p, MPa:1 — 0.1, 2 — 130,3 — 215,4 — 278,5 — 324,6 — 400. Inset: (p,T) diagram of an (Sn12xIn(2/3)x)2P2S6 crystal withx50.028.
so

m

m

e

itial
occurs.6 These phenomena have not been observed
Sn2P2S6 crystals. Therefore their appearance in the solid
lutions (Sn12xIn(2/3)x)2P2S6 (x50) is obviously due to the
substitution of In for Sn ions in the cationic sublattice. Co
pared with Ag3AsS3 and Sn2P2Se6 , the shift of the PT tem-
peratures in (Sn12xIn(2/3)x)2P2S6 crystals exhibits its own
peculiarities. Just as in proustite, a large shift of the PT te
in
-

-

-

perature occurs for rates of temperature changeV50210
K/min, in contrast to Sn2P2S6 whereV is an order of mag-
nitude higher. In (Sn12xIn(2/3)x)2P2S6 crystals, as distinct
from Ag3AsS3 and Sn2P2Se6, as the rate of temperatur
change increases, the temperatureTc

h , similarly to Tc
c , also

increases~see inset in Fig. 2!. The temperature shift of the
PT on cooling and heating does not depend on the in
th
FIG. 2. Temperature dependences of the permittivity« for an (Sn12xIn(2/3)x)2P2S6 crystal withx50.028 forp5420 MPa. The curves were measured wi
the rate of temperature changeV53.3 K/min:1 — cooling,2 — heating. Inset: Temperature of the commensurate–incommensurate PT on heating —Tc

h and
cooling — Tc

c versus the rateV of temperature change.
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measurement temperature, and a large relaxation of the
mittivity is observed over a fairly wide temperature ran
Tc640 K near the PT~for p5420 MPa!. For constant values
of V, the temperature differenceTc

c2Tc
h decreases withp and

vanishes at pressuresp'pL . This indicates additionally tha
the ‘‘reverse hysteresis’’ phenomenon is evidently charac
istic of only incommensurate phase transitions.
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The Gd31 ESR spectrum of the antiferroelectric phase of a PbZrO3 single crystal contains at
least one pair of magnetically equivalent components. The angular dependences of the
resonance magnetic field that were constructed for them transform into one another by mirror
reflection in a plane perpendicular to the antipolarization axis of the crystal. The constants
in the spin Hamiltonians for the corresponding pair of paramagnetic centers are determined
assuming monoclinic symmetry. ©1999 American Institute of Physics.
@S1063-7834~99!03207-4#
o
f

r
on
b

rg
o
o
n

ai
1
nd
in
ri
e

pe
, t
om

p

g-

ble.

-
. 1.
es:
-

ec-
-

e
e
ns

ters
seu-
the
ef. 1,

be
in-
dy
This work continues the investigations of the antiferr
electric~AFE! phase of PbZrO3 single crystals using ESR o
Gd31 ions substituting for Pb41.1

The investigations were performed at room temperatu
since available published x-ray- and neutron-diffracti
data2,3 required for interpreting the ESR spectra were o
tained at room temperature.

For the investigations we endeavored to select a la
crystal, which is certain to possess strong resonance abs
tion and, when possible, is single-domain so as to rule
twinning-associated multiplication of the spectral lines. U
fortunately, the conditions for the crystal to be single-dom
and large dimensions are incompatible, and only small (
31.530.70 mm) single-domain samples could be fou
among the crystals grown. As a result, the resonance l
were relatively weak. This affected the quality of the expe
mental data so that individual sections of the angular dep
dences are unreliable: Some lines are missing in the s
trum, probably because of broadening; on the other hand
close spacing of a large number of relatively weak lines fr
several paramagnetic centers makes the spectrum com
cated in individual spots.

We denote byHp(u,w) the resonance value of the ma
netic field as a function of the anglesu andw. The anglew
was measured from theB axis in theAB plane of the crys-
tallographic coordinate systemA,B,C of the orthorhombic
cell of the AFE phase, while the angleu was measured from
the C axis. For magnetic fieldH oriented alongA — u
1161063-7834/99/41(7)/3/$15.00
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590° andw590°, forH alongB — u590° andw50°, and
for H alongC — u50°.

Figure 1 shows four angular dependencesHp(90°,w) in
the range of angles where they are clearly distinguisha
These dependences refer to paramagnetic centers1, 2, 3, and
4 — four positions of Gd31 in the PbZrO3 crystal lattice. For
angular dependence 1,Hp

(1)(u,w), reliable data could be ob
tained even outside the range of polar angles shown in Fig
For this center we have data in the following angular rang
100°.w.220° and 90°.u.0°. For the angular depen
dence 2,Hp

(2)(u,w), Hp
(2) could be measured for 15°.w.

220°, 100°.w.60°, and 90°.u.0°.
The curves 1 and 2 are characteristic in that the dir

tions of the vectorH that correspond to minima of the func
tions Hp

(1)(u,w) andHp
(2)(u,w) are different from the direc-

tions of A and B axes. This, as well as the fact that th
extrema ofHp are different for different spectral lines of th
fine structure, indicates a low local symmetry for positio
corresponding to the paramagnetic centers 1 and 2.

These effects are much weaker for paramagnetic cen
3 and 4, whose local symmetry can be characterized as p
dorhombic. ~Some characteristics of these centers and
corresponding angular dependences were presented in R
but an exhaustive analysis of these characteristics can
made only on the basis of a more careful experimental
vestigation using higher-quality samples, which we alrea
possess.!
9 © 1999 American Institute of Physics
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In contrast to the dependencesHp(90°,w), the direction
of the vectorH corresponding to the extrema of the depe
dencesHp

(1)(u,0°) andHp
(2)(u,0°) is the same as the direc

tion of theC axis in Fig. 2. This attests to a local symmet
of the Gd31 positions in the paramagnetic centers1 and 2
and the corresponding coordination polyhedra is monocl
m, wherem is parallel to theAB plane in agreement with ou
conclusions4 based on structural data.3

The spin Hamiltonian5

FIG. 1. Angular dependencesH(90°,w) for the spectral transitionM53/2
˜M51/2 in four paramagnetic centers Gd31 in PbZrO3 , denoted in the
text and in the figures by the numbers1, 2, 3, and4.

FIG. 2. Angular dependencesHp(u,0°) for the spectral transitions
M53/2̃ M51/2 andM51/2̃ M521/2 in the paramagnetic centers1
and 2 Gd31 in PbZrO3 . The designationsI and II refer to the spectral
transitions 1/2̃ 21/2 and 3/2̃ 1/2, respectively.
-

ic

H5bHgS1
1

3
~b2

0O2
01b2

2O2
21b̃2

2Õ2
2!1

1

60
~b4

0O4
0

1b4
2O4

21b̃4
2Õ4

21b4
4O4

41b̃4
4Õ4

4!, ~1!

was used for paramagnetic center 1, for which the most c
plete dependenceHp

(1)(u,w) was obtained. This Hamiltonian
was tested previously6 in a number of crystals where para
magnetic centers with monoclinic local symmetry we
formed on activation with Gd31 ions. In the expression~1!

On
m are well-known operators,6 and the operatorsÕn

m can be
found by multiplyingOn

m by 2 i and replacing all factors o
the form (S1

k 1S2
k ) by (S1

k 2S2
k ). The operatorsÕn

m must
be included in the spin Hamiltonian only for polyhedro
symmetry lower than orthorhombic. The Fourier expans
coefficientsAk and Bk of the function Hp

(1)(90°,w) were
compared with the parametersbn

m on the basis of the relation
obtained between them by diagonalizing the spin Ham
tonian ~1!. This relation together with the least-squar
method for findingAk and Bk from the experimental curve
gave the following values of the coefficientsbn

m in MHz ~for
gx'gy'gz.1.97): b2

052510; b2
25690; b4

05280; b4
2

52540; b4
452650; b̃4

45330; b̃2
21 3

2b̃4
251230.

Analysis of these seven quantities shows that the coe
cients b̃n

m and bn
m are of the same order of magnitude. Th

confirms the conclusion that the coordination polyhedron
a low symmetry. From the fact that the values ofb4

m are
comparable tob2

m follows that terms withO4
m must be in-

cluded in the Hamiltonian. Otherwise it would be impossib
to describe the experimental dependenceHp

(1)(u,w) satisfac-
torily.

The Fourier expansions of the experimental dependen
Hp

(1)(90°,w) andHp
(2)(90°,w) have the form

Hp
(1)~90°,w!5 (

k50

4

$Akcos~kw!1Bksin~kw!% and

Hp
(2)~90°,w!5 (

k50

4

$Akcos~kw!2Bksin~kw!%.

It is easy to see that these functions transform into one
other when the sign of the anglew is changed. In the angula
ranges indicated above, for which we have reliable data
Hp

(1)(u,w) andHp
(2)(u,w), this conditions is indeed satisfied

Hp
(1)(90°,w)5Hp

(2)(90°,2w). The spin Hamiltonian for the
paramagnetic center 2 can be obtained from expression~1!

by changing the sign of the coefficientsb̃2
2 , b̃4

2 , and b̃4
4. In

addition, the same spectral pattern withH along C and the
same values at the minima of the functionsHp

(1)(90°,w) and
Hp

(2)(90°,w) ~Fig. 2! are characteristic for both center
These data show that the centers1 and2 differ by a mirror
arrangement of the nearest-neighbor atoms of Gd31 relative
to the coordinate plane BC and correspond to an antipar
arrangement of the Pb41 (Gd31) ions, which is responsible
for the antiferroelectric ordering.7
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Unique features of the crystal structure of the „PbMg1/3Nb2/3O3…0.6– „PbTiO3…0.4

solid solution
S. B. Vakhrushev
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An x-ray diffraction study of the paraphase of the (PbMg1/3Nb2/3O3)0.6– (PbTiO3)0.4 solid
solution has been found to exhibit a clearly pronounced ferroelectric transition. It is shown that
Pb21 ions occupy a special position~000!, as opposed to pure PMN and other relaxor
ferroelectrics, where they are displaced from it in random directions. The absence of these
displacements indicates suppression of frozen-in random electric fields in this compound. ©1999
American Institute of Physics.@S1063-7834~99!03307-9#
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Relaxor ferroelectrics or ferroelectrics having a diffu
phase transition were discovered 40 years ago. While h
dreds of papers have been devoted to investigating the ph
cal properties of these compounds,1,2 detailed information on
their structure was lacking until 1989~Ref. 3!. Most of the
relaxors are cubic perovskite-like compounds with a gen
formula ABx8B12x9 O3, where the equivalent sites on theB
sublattice are randomly occupied by different, as a r
nonisovalent, ions. The lead magnoniobate crys
PbMg1/3Nb2/3O3 ~PMN! may be considered as a model f
studying the properties of relaxors. The PMN structure w
studied more than once, both at high3,4 ~above the freezing
point TF'230 K) and low5 temperatures. It was found3 that
even at high temperatures (.2TF) lead ions, rather than
occupying special symmetry positions~000!, are displaced
from them, and these displacements were shown4 to be in
random directions, which means that in an ‘‘averaged’’ cr
tal the probability density of finding a lead ion forms
spherical layer around the~000! position. Similar distortions
of the ideal perovskite-like structure were observed in ot
relaxors as well, for instance, in PbSc1/2Ta1/2O3 ~PST! and
PbIn1/2Nb1/2O3 ~PIN! ~Refs. 6 and 7, respectively!. Until re-
cently, however, experimental evidence for the obser
structural distortions being related to the specific ‘‘relaxo
behavior of the crystals was lacking.

Experimental investigation and theoretical description
relaxors is extremely complicated, in particular, because t
are stoichiometric compounds rather than solid solutions
that one cannot vary their composition at will. Thus we ha
no information on the behavior of ‘‘pure’’ compounds whic
could be used as starting data, because crystals of the
PbMgO3 and PbNbO3 just cannot exist. There are two po
sibilities for following the variation of the main characteri
tics of mixed perovskites as their behavior crosses over f
relaxor to normal ferroelectric. One of them consists
studying ordered compounds of the type of PST and P
However the structure of the ordered phase exhibiting a c
1171063-7834/99/41(7)/3/$15.00
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phase transition differs from that of disordered compoun
~ordering results in doubling of the unit cell volume!, and
annealing needed to transform the PIN crystal to the orde
state may bring about formation of a new modification w
antiferroelectric properties. Another possibility, which w
believe to be more effective, lies in using solid solutions
relaxors and classical ferroelectrics. The best known sys
of such solid solutions, (PMN)12x(PbTiO3)x ~PMNPT!,
changes its character from relaxor to typically ferroelect
with increasing content of PT~for x.0.3). Investigation of
these solid solutions has been attracting recently consi
able interest, but until the present no relation between
microscopic structure of these crystals and the characte
the corresponding phase transition has been revealed.
work presents the results of an x-ray diffraction study o
PMNPT crystal withx50.4 ~PMNPT40!, which was aimed
at finding this relation.

The crystals for the study were provided by the Institu
of Physics at Rostov State University. They were prepa
by spontaneous crystallization from a solution me
PMNPT40 undergoes a ferroelectric transition at about 4
K.8 Accordingly, at room temperature the crystals are in
tragonal modification with considerable internal stress
which does not permit fabrication of samples of spheri
shape. The samples used in the measurements were ir
larly shaped fragments of a single crystal, with a charac
istic size of about 0.2 mm. The experiments were carried
on a CAD-4 four-circle diffractometer (MoKa radiation,
graphite monochromator,v/2u scanning! at 500 K using an
FR559 Enraf–Nonius high-temperature device. In acc
dance with available literature data, the measureme
showed the crystal to be in a cubic paraphase at this temp

ture, with the averaged structure corresponding to thePm3̄m
group. The integrated intensities were measured in an Ew
hemisphere down to sinu/l51.2 Å21. An array of averaged
structural amplitudes withI .3s(I ) was obtained from 98
2 © 1999 American Institute of Physics
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FIG. 1. Dependence of the structure amplitudeF of (h11k11l 11)-type reflections on sinu/l for PMNPT40 obtained at 500 K~curve1! and for pure PMN
at 293 K ~curve2!.
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reflections. A RRKhA program was used for data treatm
and structure refinement.9

Figure 1 presents the dependences of structure am
tudesF of (h11k11l 11)-type reflections on sinu /l, which
is proportional to the length of the scattering vectort, for
PMNPT40 and for pure PMN. In the case of pure PMN, o
observes a characteristic non-Gaussian curve with a l
minimum in the region of 0.65 Å21. This pattern of the re-
lationship indicates the existence of local ion displaceme
from their high-symmetry sites. Note that the intensities
all reflections of a given family fall on the same smoo
curve irrespective of the direction oft, an observation re-
ported earlier in Ref. 4, which implies the absence of a
preferred direction of displacement and validates the us
the above-mentioned spherical-layer model. TheI (sinu/l)
curves of the PMNPT6 and PMNPT10 compounds exhi
ing relaxor properties have the same pattern.a! The I (sinu/l)
dependence obtained for PMNPT40 has a radically differ
shape, without clearly pronounced extrema. Such a rela
does not permit unambiguous conclusions for or against
existence of ion displacements.

We carried out a refinement of the PMNPT40 structu
using three different models. The first model assumed
lead ion to occupy a parabolic potential well with the cen
in the special position~000!. The second model took into
account a possible nonparabolicity of the potential, w
fourth-order anharmonic coefficientsd1111andd1122 included
in the parameters to be refined~third-order anharmonicity is
forbidden because the structure is centrosymmetric!. The
third model was a spherical layer with the average magnit
of local displacementsr sph ~radius of the sphere! and the
isotropic thermal factorU iso determining the effective laye
thickness serving as fitting parameters. The quality of
model was estimated from the unweightedR factor,
R5((I exp2I calc)/(I exp. The calculations showed that th
harmonic model does not permit adequate description of
experimental data. The anharmonic model yieldedU iso

anh

50.042 Å2, d1111525.131026, d1122521.931026, and
R55%. The parameters obtained in the spherical-la
model are r sph50.16 Å, U iso

sph50.053 Å2, and R59.9%.
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The large values of theR factors in both models are due t
the large experimental errors in the averaged set of inte
ties; they were associated with the irregular sample sha
which complicated introducing corrections for absorpti
and extinction.

Despite the large difference between the values ofR ob-
tained within the above models, thex2 criterion was in both
cases about unity, which precludes unambiguous selectio
favor of the anharmonic description. A more detailed ana
sis reveals, however, that for the above parameters the m
els differ only quantitatively rather than qualitatively. W
calculated the probability density functionr for the lead ion
as a function of its displacementd from the ~000! position
using the expressions of Ref. 10. The results of the calc
tion made for the anharmonic and spherical-layer models
displayed in Fig. 2. The scale on the vertical axis was cho
based on the normalization condition*2`

1`r(d)d3d51.
Shown for comparison is ar(d) curve for pure PMN
~spherical-layer model,r sph50.286 Å, U iso

sph50.0196 Å2,
R53.7%, Ref. 10! obtained at room temperature. On
readily sees that the center of gravity of the curve for p
PMN is displaced from the~000! position by an amount
equal to the layer radius, and that the probability density
d50 is negligible. At the same time in the case of PM
NPT40 both models give a broad bell-shaped distribut
centered atd50.

The nonparabolicity of the potential well and the lar
width of the probability-density distribution function indicat
that it is this ion which is ferroelectric, as in pure PMN. Mo
significant is the result implying disappearance
PMNPT40 of clearly pronounced lead-ion displaceme
from the special position~000!. It was conjectured that the
Pb21 displacements are a direct consequence of the pres
of random electric fields in PMN and other relaxors.4 The
question of a possible dominant role for such fields in
behavior of relaxors, in particular, in PMN was discussed
literature.11,12Following these works, one could suggest se
eral sources of random fields. Besides random molec
fields favoring formation of an ordered ferroelectric phase12

one could expect generation in PMN-type crystals
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FIG. 2. Probability density function for a lead ion plotted against displacementd from the~000! position. Curves1,2 — PMNPT40 at 500 K~anharmonic and
spherical-layer model, respectively!, curve3 — pure PMN at 293 K, spherical-layer model.
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frozen-in random electric fields due to randomly distribut
nonisovalent ions13,14 ~i.e. as a result of charged point d
fects!. It may be conjectured that incorporation of a suf
ciently large number of Ti41 ions in PMN having a valence
equal to the mean valence of theB ions changes appreciabl
the shielding conditions of uncompensated charges and g
rise to disappearance of the frozen-in local random fields
at least to their substantial suppression. Because the ran
fields are linearly related to the ferroelectric mode wh
lead-ion displacements play a major role,15 such fields
should inevitably produce local Pb21 displacements and, i
the concentration of these ions is high enough, to a distor
of the average structure. The absence in PMNPT40 of s
displacements of lead ions from special positions is dir
evidence of suppression of random electric fields.

Thus the above structure study of the paraelectric ph
in the PMNPT40 solid solution, combined with a comparis
of the results obtained from the structure of compounds
hibiting relaxor properties, have revealed for the first time
direct relation between the nature of the phase transition
the nature of the low-temperature state, on one hand,
features in the microscopic structure of the paraphase, on
other. An analysis provides support for the hypothesis o
dominant role played by frozen-in random fields in the s
cific features of relaxor ferroelectrics.

The authors express gratitude to their colleagues fr
the Rostov State University for the samples.
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a!After completion of the data treatment involved, the results of the str
tural study of the PMNPT solid solutions will be published in a separ
paper.
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The temperature dependences of NQR line frequencies and widths of121Sb ~for the 61/2̃ 63/2
transition! and of123Sb ~for the 61/2̃ 63/2 and63/2̃ 65/2 transitions!, as well as of
the principal components and the asymmetry parameter of the electric-field-gradient tensor at the
123Sb nucleus have been studied in a SbSI crystal in the 115–325 K range. The dynamic
and static factors governing the character of these relations are discussed. The61/2̃ 63/2 line
in the 121Sb NQR spectrum splits into a doublet within a narrow~0.5 K! temperature
interval near the ferroelectric phase transition (Tc5293 K!, which is associated with the formation
of a macroscopic heterophase structure in the crystal. ©1999 American Institute of
Physics.@S1063-7834~99!03407-3#
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Macroscopic heterophase structures occurring in ph
transitions of a number of crystals continue to attract con
erable attention. In this connection, investigation of the cr
cal behavior of nuclear quadrupole interactions in the vic
ity of phase transitions in ferroelectrics and ferroelast
acquires a particular interest. This work reports a study
121Sb and123Sb nuclear quadrupole resonance~NQR! in an
antimony sulfoiodide ferroelectric. We have alrea
reported1 the manifestation of the ferroelectric phase tran
tion in SbSI in NQR. This work deals with a more detaile
investigation of antimony NQR in SbSI.

The structure of the SbSI crystal consists of parallel m
lecular chains. The lattice has rhombic symmetry. AtTc

5293 K, SbSI undergoes a first-order structural phase t
sition D2h

16
˜C2v

9 , with spontaneous polarization setting
for T<Tc .2–4 The unit cell of SbSI contains four formul
units. The (Sb2S2I2)n double chains are oriented along th
crystallographicc axis, which in the ferroelectric phase co
incides with the ferroelectric axis. The SbSI structure can
described within the model of the Sb31S22I2 ionic crystal,5

allowing, however, the possibility of partially covalent bon
ing. A model of the outer electronic shells, (5p)2 for Sb1,
(3p)4 for S2, and (5p)6 for I2, was proposed.6 Thus the
iodine can exist in the pure ionic state, while the antimo
and sulfur may be covalently bonded. Mo¨ssbauer studies
similarly argue for predominantly ionic halogen bonds a
essentially covalent Sb–S bonding.7

The present experiment was carried out with an IS
pulsed radiospectrometer. The techniques employed are
scribed elsewhere.8 The measurements were performed on
45-mm long cylindrical SbSI sample with a 9-mm diamet
The crystallographicc axis was aligned with the cylinde
axis.

The static, or inhomogeneous linewidth was determin
from the width of the double-pulse spin echo:Dn1/2

50.88/Dt1/2 ~hereDn1/2 is the linewidth at half maximum
andDt1/2 is the echo full width at half maximum!.8 A clear
image of echo shape was obtained by multichannel sig
1171063-7834/99/41(7)/7/$15.00
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accumulation. To suppress the signals due to electroaco
cal ~phonon! echo9 and piezoelectric ringing forT,Tc , the
sample was placed in a polyethylene container filled w
silicone oil.

1. RESULTS OF EXPERIMENT

One studied temperature dependences of three reso
frequencies,n1 (61/2̃ 63/2) andn2 (63/2̃ 65/2) for
123Sb ~spin I 57/2), and n3 (61/2̃ 63/2) for 121Sb (I
55/2), as well as those of the corresponding linewid
Dn1/2

(1) , Dn1/2
(2) , andDn1/2

(3) , including the phase-transition re
gion atTc5293 K. The experimental values of then1 andn2

frequencies were used to calculate the principal compon
of the electric-field gradient~EFG! tensor,VZZ , VYY, and
VXX , and the EFG asymmetry parameterh for 123Sb by solv-
ing the secular equation for quadrupole-coupling energy l
els for the I 57/2 spin. A series of121Sb NQR (61/2̃
63/2) line measurements were made at different temp
tures near the phase transition. The results obtained ar
follows.

~1! The n(T) experimental relations are linear for a
three frequencies, exhibit a clearly pronounced anomaly
T5Tc , and behave nonlinearly belowTc ;

~2! TheDn1/2
(1)(T), Dn1/2

(2)(T), andDn1/2
(3)(T) experimental

relations, similar ton1(T), n2(T), andn3(T), are practically
linear aboveTc in the temperature range studied, undergo
sharp anomaly atT5Tc , and exhibit nonlinear behavior be
low Tc ;

~3! The temperature dependences ofh, VZZ , VYY, and
VXX are linear in the paraelectric phase, and exhibit a sh
anomaly at the phase transition and a nonlinear behavio
the ferroelectric region;

~4! Within a narrow temperature interval (;0.5 K! in
the vicinity of Tc , the 121Sb NQR (61/2̃ 63/2) line is
observed as a doublet with components spaced by more
1 MHz.
5 © 1999 American Institute of Physics
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2. DISCUSSION OF RESULTS

In the experiment, thec axis of the SbSI crystal wa
aligned with the coil axis, i.e. was parallel to the fieldH1,

FIG. 1. Schematic presentation of the double molecular chain (Sb2S2I2)n

for the paraelectric state in SbSI. The bond angles and lengths are
from Ref. 5. The parallelepiped dimensions are not related to the unit
parameters.
while the 61/2̃ 63/2 transitions can be induced only b
the components of the rf fieldH1 perpendicular to the prin-
cipal axis Z of the EFG tensor. Hence the EFG princip
componentVZZ is perpendicular to thec axis and oriented
along the shortest chemical bond between the antimony
sulfur ions~2.49 Å, Fig. 1!, whose outer 5p and 3p electrons
provide the major contribution to the EFG and determine
covalent nature of the bonding.

The Hamiltonian of quadrupole interaction construct
in the frame of the principal EFG tensor axesX,Y,Z can be
written

HQ5
e2qQ

4I ~2I 21! H 3I Z
22I ~ I 11!1

1

2
h~ I 1

2 1I 2
2 !J . ~1!

Hereeq[VZZ , h[(VXX2VYY)/VZZ is the EFG asymmetry
parameter,Q is the nuclear quadrupole moment,I 25I X

21I Y
2

1I Z
2 , andI 65I X6 iI Y are nuclear spin operators in theX, Y,

Z coordinate frame. The principal EFG components sati
the relations

uVZZu.uVYYu.uVXXu,

VZZ1VYY1VXX50. ~2!

As seen from Eq.~1!, variation of two EFG parameters,VZZ

andh, determines completely that of NQR frequencies w
varying crystal temperature.

The experimentaln1(T), n2(T), andn3(T) relations in
the paraelectric phase of SbSI~Figs. 2–4! are due to anisot-
ropy in the thermal expansion of the lattice.10 The role
played by EFG dynamic Bayer averaging through therm
lattice vibrations, which is efficient primarily for the rockin

en
ll
FIG. 2. Temperature dependence of the123Sb NQR frequencies~1! n1 (61/2̃ 63/2 transition! and ~2! n2 (63/2̃ 65/2 transition!, and~3! of the 123Sb
NQR (61/2̃ 63/2) linewidthDn1/2

(1) in SbSI.



1177Phys. Solid State 41 (7), July 1999 S. N. Popov
FIG. 3. Temperature dependence of~1! 123Sb NQRn2 frequency (63/2̃ 65/2 transition! and ~2! 123Sb NQR (63/2̃ 65/2) linewidthDn1/2
(2) in SbSI.
ifi

W
n

er

v-
g

and torsional motion of molecules, is apparently less sign
cant in the case of SbSI. The distinct anomalies ofn(T) near
Tc are obviously associated with the phase transition.
believe that these anomalies are caused by static distortio
the SbSI rhombic lattice forT<Tc (D2h

16
˜C2v

9 ). This static
-

e
of

distortion, which depends onuTc2Tu, acts on the principal
EFG components and, hence, on the asymmetry parameth.
Note the large difference between the anomalies inn1(T)
andn2(T) nearTc , as well as the differences in their beha
ior below Tc ~Fig. 2!. This can be explained by the stron
FIG. 4. Temperature dependence of~1! 121Sb NQRn3 frequency (61/2̃ 63/2 transition! and ~2! 121Sb NQR (61/2̃ 63/2) linewidthDn1/2
(3) in SbSI.
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FIG. 5. Temperature dependence of the EFG tensor asymmetry parameterh at the123Sb nucleus in SbSI.
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increase of the asymmetry parameterh ~Fig. 5! with varia-
tion of local symmetry at the antimony site forT<Tc .5 The
asymmetry parameter was calculated using the sec
equation11 for quadrupole-coupling energy levels for theI
57/2 spin

E4242S 11
h2

3 DE2264~12h2!E1105S 11
h2

3 D 2

50

~3!

and the experimental ratio of the frequenciesn2 andn1 for
the 63/2̃ 65/2 and61/2̃ 63/2 transitions in123Sb, re-
spectively. It is known that as the EFG symmetry chan
from axial (h50 for VXX5VYY) to off-axial, i.e. the maxi-
mally asymmetric (h51 for VXX50 andVYY52VZZ), the
quadrupole-coupling energy levelE1 (m561/2) for nuclei
with spins I>5/2 decreases, and theE2 (m563/2) level
rises.12 The E3 (m565/2) level also rises, but to a less
extent, and approachesE2. As a result, the increase inh
makes the61/2̃ 63/2 transition frequency increase, an
the 63/2̃ 65/2 frequency, decrease. Note that ash
changes from zero to unity, the frequency ration(63/2̃
65/2)/n(61/2̃ 63/2) changes from 2 to 0.7. Indeed,
seen from Fig. 6, the pattern of the temperature depende
of the quadrupole coupling levels calculated for123Sb from
Eq. ~3! reflects this relationship. The temperature dep
dences of the principal EFG componentsVZZ , VYY, andVXX

presented in Fig. 7 complement the general picture, by wh
the n1 frequency in our experiment~Fig. 1! increases with
decreasing temperature forT<Tc both through the increas
of VZZ and by virtue ofh, while the behavior of then2

frequency reflects the mutually opposed action of these
factors. The principal components of the EFG created by
lar

s

es

-

h

o
e

environment of the antimony atom were calculated using
values ofh and Em (m51/2;3/2;5/2) obtained by solving
Eq. ~3! and the antishielding factor for antimony: (12g`)
517 @q5qext(12g`)#. The resonance frequency for th
61/2̃ 63/2 transition can be written in a general form a

n15~E3/22E1/2!/h ,

and because the quantityE in Eq. ~3! is determined through
the quadrupole coupling constante2qQ in units of
3e2qQ/4I (2I 21),11 we obtain

n15
3~E3/22E1/2!e

2qQ

4I ~2I 21!h
.

Whence, using Eq.~2!, we finally come to

VZZ5eq/~12g`!5
4I ~2I 21!hn1

51eQ~E3/22E1/2!
,

VYY52
1

2
~h11!VZZ ,

VXX5
1

2
~h21!VZZ .

As already mentioned, theVZZ gradient is directed appar
ently along the shortest Sb–S bond, which is perpendic
to thec axis~in Fig. 1 this bond is shown with a thicker soli
line!. Because iodine in SbSI is most probably in a pure
ionic state, one may assume the major contribution to
VYY andVXX gradients to be due to the Sb–S bonds form
–S–Sb–S–chains parallel to thec axis of the crystal~Fig.
1!. The increase ofuVZZu andVYY, as well as the decrease o
VXX with decreasing temperature forT<Tc ~Fig. 7!, accord
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FIG. 6. Temperature dependence of quadrupole-coupling energy levels for123Sb: 1 — E61/2 , 2 — E63/2 , 3 — E65/2 . Plotted along the vertical axis is
A5e2qQ/4I (2I 21).11

FIG. 7. Temperature dependence of the principal EFG tensor components at the123Sb nucleus:1 — VZZ , 2 — VYY , 3 — VXX .
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with x-ray diffraction data obtained5 for SbSI atT535 °C
~in the paraphase! and at 5 °C~in the ferroelectric phase!.
According to Ref. 5, as the temperature decreases from 3
5 °C, the Sb–S short bond length decreases (DL/L'20.68
31022), while the other two Sb–S bonds in the–S–Sb–S–
chains behave in the opposite manner, namely, one of
bonds shortens (DL/L'25.7531022), and the other be-
comes longer (DL/L'2.5731022). Obviously, the shorten
ing Sb–S bond in the chain is responsible for the increas
gradient, i.e. forVYY, whereas the one growing longe
Sb–S, forVXX . Thus the orientation of the EFG tensor ge
erated by the electric environment of the antimony atom
the SbSI crystal is determined by the direction of antimo
chemical bonds with the three sulfur atoms. It should
pointed out that, whereas the direction of the principal axiZ
along the shortest Sb–S bond can be specified appar
with sufficiently high probability, theY andX principal axes
do not coincide with the two other Sb–S bonds, while be
close to them in direction. This is due to the fact that t
three adjoining angles formed by the antimony bonds w
the three sulfur atoms are not equal to 90° even in
paraelectric phase of SbSI~one angle is 95.4°, and the oth
two, 84.8° each,6 Fig. 1!. This is why the EFG tensor asym
metry parameter forT.Tc is not zero but finite (h
'0.088) ~Fig. 5!, and theVYY and VXX EFG components
differ somewhat in magnitude~Fig. 7!, despite the corre-
sponding Sb–S bond lengths being equal@2.76 Å ~Ref. 6!,
Fig. 1#. It was not possible to determine more accurately
EFG tensor orientation with respect to the crystallograp
axes~from the Zeeman splitting of levels in a magnetic fiel!
because of the disordered directions ofa and b axes in the
sample used in the measurements.

In the ferroelectric phase of SbSI (T,Tc), VZZ and h
are acted upon~i! directly by static atomic displacemen
originating from lattice instabilities with respect to the so
mode13 and determined by the order-parameter amplitu
r(Tc2T), and~ii ! by spontaneous ferroelectric lattice stra
«(Tc2T) appearing forT,Tc («}r2). As follows from
symmetry considerations, both the phase-transition-indu
change in the field gradientdVZZ and the order paramete
variation dh are proportional tor2 and «. These relations
govern to a considerable extent the character of the cu
n1(T), n2(T), andn3(T) belowTc . Another factor affecting
the temperature dependence ofn1 , n2, andn3 is the strong
anisotropy of thermal expansion of the SbSI lattice
T<Tc .11 The part played by the already mentioned Bay
averaging of the gradient in the ferroelectric phase of SbS
still smaller than that in the paraphase, which, gener
speaking, is characteristic of ferroelectrics with displac
phase transitions.

The anomalies observed nearTc in the linewidth tem-
perature dependencesDn1/2

(1)(T), Dn1/2
(2)(T), and Dn1/2

(3)(T)
~Figs. 2–4! are apparently related to the phase transiti
They may be caused by a nonuniform distribution of t
static rhombic-lattice distortion induced by the phase tran
tion in the SbSI crystal, which gives rise to a spatial nonu
formity in the phase-transition temperature. The static,
inhomogeneous NQR linewidth is known to be determin
by the presence in the crystal of disordered lattice distorti
to
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created by point defects, dislocations, and residual stres
which produce EFG scatter as a result of distorted intram
lecular interactions. It is only natural therefore to assume t
the nonuniformity in static atom displacements and in sp
taneous lattice strain nearTc , which originate from the non-
uniform phase-transition temperature distribution, caus
considerable scatter in the field gradient at antimony nuc
and this is what accounts for the sharp increase in linewid
The difference between theDn1/2(T) anomalies forn1 and
n2 is also obviously associated with different contributio
of the change in the asymmetry parameterh to frequency
variation.

The doublet structure of the121Sb NQR (61/2̃
63/2) line observed within a narrow temperature interval
292.8–293.1 K~Fig. 8! is obviously associated with the for
mation of the so-called striated structure14 in SbSI at the
phase transition. This structure is made up of alternating
gions of the paraelectric and ferroelectric phases with pl
interfaces, which are close in orientation to~101!.14 Macro-
scopic spatially nonuniform states are known to appear
number of compounds in structural phase transitions. In m
cases, the heterophase structures are irregular. An exce
is the calomel crystal (Hg2Cl2), whose ferroelastic phas
transition (Tc5186 K! gives rise to a regular heteropha

FIG. 8. 121Sb NQR spectrum (61/2̃ 63/2 transition! obtained at different
temperatures in the region of the ferroelectric phase transition in the S
crystal (Tc5293 K!. T~K!: 1 — 294.6,2 — 293.6,3 — 293.1,4 — 293.0,
5 — 292.8,6 — 292.4,7 — 291.8.
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structure causing splitting of the35Cl NQR line.8 In contrast
to SbSI, however, this splitting is very small (Dn'6 kHz!
~the phase transition in Hg2Cl2 is second order and close t
the tricritical point! and can be revealed only by the onset
a fine structure in the spin echo in the form of beats.8

The general pattern of the antimony NQR line evoluti
displayed in Fig. 8 reflects the phase-transition kinetics
SbSI: As the temperature decreases, the line correspon
to the paraelectric state of the crystal gradually dies out,
that due to the ferroelectric state grows in strength. As s
from Fig. 8, the temperature interval within which one o
serves the doublet line is about 0.3 K wide, which acco
with literature data on the optical observation14 of a striated
structure in SbSI. According to Ref. 14, the phase transit
in SbSI gives rise to nucleation of regions of a new pha
which grows with changing temperature until, at a cert
temperature, the crystal splits up into alternating dark a
bright bands with plane phase boundaries. This phenome
is observed within a temperature interval of 0.5 K.

Modern concepts relate the phase-transition-induced
mation of large-scale heterophase structures in solids to
fluctuation mechanism for nucleation of a nonsymme
phase in the vicinity of the tricritical point.

The author owes sincere gratitude to V. V. Lemanov
fruitful discussions.
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Effect of negative chemical pressure on some displacive-type ferroelectrics
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The effect of embedded helium on the phase-transition temperature and properties of displacive-
type ferroelectrics has been studied. It is shown that helium embedded in crystals produces
an effect opposite to that of hydrostatic pressure, namely, the temperatures of the ferroelectric
phase transitions increase, and those of the antiferroelectric ones, decrease. ©1999
American Institute of Physics.@S1063-7834~99!03507-8#
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When a solid is bombarded by helium ions, helium pe
etrates into the solid, and, because of their small rad
(r atom50.291 Å, Ref. 1!, helium atoms can migrate at hig
temperatures throughout the crystal lattice, to end up dist
uted fairly uniformly throughout the volume. This entails
change in the physical properties of the crystals,2–4 in par-
ticular, their melting point decreases, the chemical activ
increases, and the superconducting transition tempera
change. It was shown that an increase in the concentratio
substitutional helium can decrease the binding energy.2

We proposed a method of helium incorporation in fer
electric crystals and showed that the dissolved helium ca
an increase of the lattice constant, which can be interpre
as ‘‘negative’’ pressure.5,6 The effect of hydrostatic pressur
reducing interatomic distances on the ferroelectric charac
istics ~spontaneous polarization, dielectric permittivity, a
phase-transition temperature! has been studied in conside
able detail.7,8 At the same time information on the variatio
of ferroelectric properties induced by an increase of the
tice constants is practically lacking. In this connection it a
pears of interest to follow the variation of the properties
ferroelectric crystals under incorporation of helium.

This communication summarizes the results of a study
the effect of embedded helium on the ferroelectric proper
of various crystals, namely, a typical ferroelectric BaTiO3 , a
paraelectric SrTiO3 , an antiferroelectric NaNbO3, and a lay-
ered ferroelectric Sr2Ta2O7.

Helium was incorporated in an ac discharge. The field
the chamber was 1–2 kV/cm, and the gas pressure was m
tained within the 1–10-Pa range. To increase the diffus
coefficient, the samples were heated to 950–1150 K, dep
ing on the type of the crystal. The samples chosen for
studies were platelets, 100–200mm thick, which ensured a
sufficiently uniform distribution of incorporated helium
across the sample. The phase-transition temperatures
determined from the maximum in the dielectric permittivit
The transition types referred to below are always denote
the order of decreasing temperature~the PE–FE notation
means that the low-temperature phase is the ferroelectri!.

Barium titanate . Following a one-hour long treatmen
by the above technique carried out atT51150 K, the crys-
tals acquired a greenish color, which transformed to gr
green after two hours of the treatment. After incorporation
1181063-7834/99/41(7)/3/$15.00
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helium, the transition temperature of BaTiO3 from the cubic
to tetragonal phase~PE–FE! increases.

For barium titanate, the distribution uniformity of em
bedded helium with depth was studied in the following wa
The transition temperature in the sample with helium an
reference sample was determined from observation of
domain structure in a polarizing microscope. When hea
the reference crystal became opaque when viewed u
crossed polarizers at a temperature lower by 3–5 K than
for the helium-loaded samples. After this, the sample w
thinned on both sides, and the measurements were repe
The thinning was performed in two ways, by grinding a
chemical etching with orthophosphoric acid. Table I lists t
transition temperatures of a helium-loaded BaTiO3 sample as
a function of sample thickness. It is seen that the pha
transition temperature of BaTiO3 :He changes with remova
of surface layers by not more than a few tenths of a deg
which implies that the crystals are quite uniform.

The magnitude of the temperature shift depends on
sample treatment chosen. The maximum shift obtained in
experiments is 15 K. The transition temperature from
tetragonal to rhombic phase also increases, while the tra
tion to the rhombohedral phase occurs at a lower temp
ture. The Curie-Weiss temperature decreases very little,
the temperature hysteresis of the upper phase transition
creases from 2 to 8 K. Table II compares the phase-transi
temperatures for one of the samples~the data are for
BaTiO310.2 at.%Fe crystals, and therefore the pha
transition temperatures for the starting sample differ som
what from those quoted in the literature!. Attempts at in-
creasing the concentration of embedded helium still more
raising the temperature and time of bombardment failed
cause of a dramatic deterioration in the quality of t
samples, which became brittle, opaque, and conducting.

After multiple heating of helium-loaded samples in a
the PE–FE transition temperature decreased, which ca
explained by helium escaping from the crystal. Note that
the initial stage, helium evolves from the crystal fairly fa
so that heating for an hour at 520–570 K reduces the tra
tion temperature by about 5–6 K. Thereafter the proc
slows down and the properties of the crystal do not cha
for a long time.~At room temperature, the characteristics
2 © 1999 American Institute of Physics
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1183Phys. Solid State 41 (7), July 1999 Baryshnikov et al.
the reference sample recovered their original values onl
four years.!

X-ray diffraction measurements of the room-temperat
parameters of the barium titanate tetragonal lattice yiel
the following results. The parameters of the starting sam
c54.019 Å, a53.984 Å. The parameters of the helium
loaded sample:c54.023 Å,a53.985 Å. The data are aver
aged over a set of samples grown in the same melt~here and
subsequently, the measurement errord;0.001 Å.) Assum-
ing the lattice expansion to result from a ‘‘negative’’ pre
sure and using the available data7 on BaTiO3 compressibil-
ity, the negative pressure generated by helium can
estimated as 1–1.5 kbar.

Interpretation of the results meets with certain difficu
ties, because helium ions, depending on their energy,
capable of knocking one of the lattice atoms out to occu
the now vacant site or filling available vacancies and int
stices. Considering the accelerating voltages use
(;10 kV!, the knocking out of lattice atoms by helium ion
is hardly probable. This statement is supported by da3

available on metals. According to Ref. 9, interstitial heliu
generates internal compressive stress and, therefore, he
atoms occupy most likely the vacancies. One could sug
the following mechanism of vacancy formation in BaTiO3 .
Because the crystals subjected to helium bombardment
kept for a long time at a high temperature and reduced p
sure, this is believed10 to entail partial loss of oxygen. Ap
parently helium occupies the sites of the evolved oxyg
Note that one vacancy can be filled by more than one hel
atom.11,12 The lattice parameters can increase as a resu
formation of HemVn helium-vacancy complexes in th
crystal.9 The energy required to detach a vacancy or a hel
atom from the complex depends on the relation betweem
andn and reaches a maximum form5n51. The HeV com-
plex possesses the highest stability against thermal and
chanical stresses, and this may account for the declin
helium escape with time.

The increase in the PE–FE transition temperature ca
explained within the dynamical theory in the following wa
The effective force constant determining the soft-mode
quency depends on the difference between the short-ra

TABLE I. Effect of gradual thinning of a BaTiO3 :He crystal on the phase
transition temperature.

Starting
sample He-loaded sample

d ~mm! 180 180 125 80 50 30
Ttr K 390.2 394.8 394.5 394.1 394.0 394.0

TABLE II. Phase-transition temperatures for BaTiO3 .

Crystal

Ttr ~K!
~Trigonal-
rhombic!

Ttr (K)
~Rhombic-
tetragonal!

Ttr ~K!
~Tetragonal-

cubic!

Starting 176 270 380
Helium-loaded 174 273 393
in

e
d

e:

e

re
y
-

a

um
st

re
s-

.
m
of

e-
in

be

-
ge

restoring and the long-range Coulomb forces:vTO
2 ;(Fsr

2Fcoul). In normal dielectrics,Fsr exceeds by a few times
Fcoul, and this is what accounts for the stability. The stabil
of a lattice TO vibration can fail ifFsr<Fcoul, and this may
occur either ifFsr has anomalously decreased, or ifFcoul has
anomalously increased.

The increase in unit-cell volume induced by He incorp
ration brings about apparently a faster falloff in the sho
range forces compared to Coulomb forces, so that their
ference decreases.

Strontium titanate is a paraelectric. It does not underg
a transition to the ferroelectric phase down to 0 K and, the
fore, one estimated for it only the change in the Curie–We
temperature. Figure 1 presents temperature dependenc
the dielectric permittivity of pure strontium titanate and of
sample with helium incorporated into it at 1070 K. Th
graphs show the dielectric permittivity to be higher for t
helium-loaded sample.

Using the relation

«5
C

~Q1/2!coth~Q1/2T!2TC

for the starting SrTiO3 crystal with the parameter
Q580 K, TC527 K, and C50.843105 K ~Ref. 13!, fol-
lowed by a least-squares procedure, yields 3–4 K for
increase of the Curie-Weiss temperature. The roo
temperature cubic-lattice parameter derived from the x-
measurements increases accordingly from 3.906 to 3.90

Sodium niobate is of interest because, by the rule o
Samara,8 pressure shifts the phase-transition temperature
an antiferroelectric in the direction opposite to that in ferr
electrics. Therefore, if one accepts the concept of nega
pressure, incorporation of helium in antiferroelectrics sho
reduce the transition temperature.

We studied the transition at 623 K~the transition under
cooling from the nonpolar to antiferroelectric phase!. Incor-
poration of helium reduces the temperature of the obser
maximum in dielectric permittivity down to 615 K. Interpre

FIG. 1. «(T) relation for SrTiO3 . 1 — Starting sample,2 — helium-loaded
sample.
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tation of this phenomenon meets, however, with difficulti
The actual type of the transition has not been establis
reliably. The change in the cell volumen is very small. Ac-
cording to Ref. 14, below the transitionn is slightly smaller
than before it, while by Ref. 15 it is somewhat larger. In bo
cases, however, this difference is within measurement e
Besides, this transition lies close to the transition at 743 K
which the cell volume undergoes a noticeable decrease u
cooling.

It appears intuitively that the cell volume should increa
upon cooling from the para- to ferroelectric phase, beca
the expansion along thec axis is not fully compensated b
the contraction in the direction of thea axis so that, when
cooled to the antiferroelectric phase, the volume should
crease~antiparallel polarization in adjacent cells results
tighter packing!. Viewed from the standpoint of microscop
theory, oscillation condensation at the center and edge o
Brillouin zone should also produce opposite results.

If this is so, then our observations agree with both
Samara rule and the thermodynamic relation of Clausiu
Mosotti, by which the incrementsdp and dTtr for n low

,nup should have the same signs, so that generation of n
tive chemical pressure should induce a decrease in the
sition temperature. The above reasoning naturally requ
further refinement.

Strontium tantalate is of interest because it is an ex
ception to the Samara rule.16 The reason for the exceptio
may lie either in the layered structure of the crystal~hydro-

FIG. 2. «(T) relation for Sr2Ta2O7 . 1 — Starting sample,2 — helium-
loaded sample.
.
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static pressure can be identified effectively with uniax
compression! or in a transition to the ferroelectric state fro
an intermediate phase with a superstructure.

Incorporation of helium into Sr2Ta2O7 was carried out at
1250 K. The crystal takes on a yellowish color and the co
ductivity increases, but by not more than an order of mag
tude. As seen from the temperature dependence of diele
permittivity in samples without and with helium in Fig. 2
loading with helium reduces the ferroelectric phas
transition temperature by 7–10 K. Annealing the samples
air at;850 K restores the phase-transition temperature to
original value. X-ray diffraction measurements showed t
the interlayer spacing, i.e. theb parameter, undergoes th
largest change under helium incorporation in the Sr2Ta2O7

layered ferroelectric; it isb527.075 Å in helium-loaded
samples, as compared tob526.997 Å in the reference
samples.

Thus incorporation of helium apparently results in
phase-transition temperature shift opposite to that induced
application of hydrostatic pressure.
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10É. V. Bursian,Nonlinear Crystal. Barium Titanate@in Russian# ~Nauka,
Moscow, 1974!, p. 247.

11R. Vassen, H. Trinkaus, and P. Jang, Phys. Rev. B44, 4206~1991!.
12V. V. Kirsanov and A. M. Orlov, Usp. Fiz. Nauk142, No. 2, 219~1984!

@Sov. Phys. Usp.27, 106 ~1984!#.
13E. Hegenbarth, Phys. Status Solidi2, 1544~1962!.
14G. Shirane, R. Newnham, and R. Pepinsky, Phys. Rev.96, 581 ~1954!.
15S. P. Solov’ev, Yu. N. Venevtsev, and G. S. Zhdanov, Kristallografiya6,

218 ~1961! @Sov. Phys. Crystallogr.6, 171 ~1961!.
16V. V. Kazakov, R. M. Rakhmankulov, Yu. P. Udalov, A. V. Ruzhnikov
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Lattice dynamics of a Rb 2KScF6 crystal in unstable cubic and tetragonal phases
and in a stable monoclinic phase

V. I. Zinenko* ) and N. G. Zamkova
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The results of a nonempirical calculation of the static and dynamic properties of a Rb2KScF6

crystal with elpasolite structure in cubic, tetragonal, and monoclinic phases are presented.
The calculation is performed on the basis of a microscopic model of an ionic crystal that takes
account of the deformability and polarizability of the ions. The deformability parameters
of the ions are determined from the condition that the total energy of the crystal is minimum.
The computational results for the equilibrium lattice parameters are in satisfactory
agreement with experimental data. Unstable vibrational modes are found in the vibrational
spectrum of the lattice in the cubic and tetragonal phases. These modes occupy the phase space
throughout the entire Brillouin zone. The characteristic vectors of the most unstable mode
at the center of the Brillouin zone of the cubic phase are related to the displacements of the fluorine
ions and correspond to rotation of ScF6 octahedra. Condensation of this mode leads to a
tetragonal distortion of the structure. In the tetragonal phase the most unstable mode belongs to
the boundary point of the Brillouin zone and condensation of this mode leads to monoclinic
distortion with doubling of the unit-cell volume. In the monoclinic phase unstable modes are absent
in the vibrational spectrum of the lattice. ©1999 American Institute of Physics.
@S1063-7834~99!03607-2#
-
at
e
r
th
he
hi

di

al
pa
d
it
n
ni
ic

ite
n
on
a
la
ph
h
fo
av

e
lite
ten-
nd
try
ttice

al
ce

e
l
l
and

s-

due
m
he
rm
m
.
m
of
in
Halides A2BB31X6 having the elpasolite structure un
dergo very diverse structural phase transitions associ
with the lattice instability of the high-symmetry cubic phas
Uniform nonpolar distortions of the crystal lattice and disto
tions accompanied by a change in the unit-cell volume of
crystal are observed in the low-temperature phases in t
compounds. Structural distortions in most crystals in t
family are associated either with the locations of B31X6 oc-
tahedra or a combination of rotations of octahedra and
placements of the A ions.

The instability of a crystal lattice with respect to norm
vibrations, corresponding to rotations of octahedra, is ap
ently a characteristic feature of perovskite-like compoun
In most halides, and in some oxide crystals with perovsk
structure, such an instability leads to structural phase tra
tions in low-symmetry phases with an increase in the u
cell volume as compared to the volume of the initial cub
phase. The problem of structural instability of perovsk
with respect to the ferroelectric lattice vibrational mode a
with respect to the vibrational mode associated with rotati
of octahedra has been under discussion in experimental
theoretical investigations for several decades now. In the
few years there have appeared many works wherein the
non frequencies are calculated in one or another approac
the basis of first-principles density functional method
many members of the perovskite family and attempts h
been made to understand the nature of this instability.
1181063-7834/99/41(7)/9/$15.00
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Virtually no calculations of the phonon spectrum of th
crystal have been performed for crystals with elpaso
structure. At the same time these crystals are being in
sively investigated by various experimental methods, a
there now exist data on the structures of the low-symme
phases, the physical properties, and the changes in the la
at phase transitions, for many crystals in this family~see, for
example, the recent review in Ref. 1!.

Rb2KScF6 belongs to the elpasolite family and its cryst
structure in the high-symmetry phase is cubic with spa
groupFm3m and one molecule per unit cell~Fig. 1!. As the
temperature decreases, Rb2KScF6 undergoes two successiv
structural phase transitions: atTc15250 K to the tetragona
phase with space groupI4/m with no change of the cel
volume as compared to the volume of the cubic phase
into the monoclinic phase atTc25220 K with space group
P121 /n1 and two molecules per unit cell. Structural inve
tigations of low-symmetry phases2 show that the distortions
of the cubic structure in the tetragonal phase are mainly
to rotations of ScF6 octahedra; these rotations are unifor
throughout the entire volume of the crystal. Distortions in t
low-temperature monoclinic phase are related to nonunifo
rotations of ScF6 octahedra and to displacements of rubidiu
ions from positions of equilibrium in the tetragonal phase

Our objectives in the present work are to calculate, fro
first principles, the equilibrium volume, the total spectrum
lattice vibrations, and the high-frequency permittivity
5 © 1999 American Institute of Physics
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FIG. 1. Crystal structure of Rb2KScF6 in the cubic phase. One molecule and the face-centered K lattice are shown.
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Rb2KScF6 crystals in unstable cubic and tetragonal pha
and in the stable monoclinic phase, on the basis of the g
eralized Gordon–Kim model proposed by Ivanov a
Maksimov.3

The model and computational method for calculating
frequencies of the normal lattice vibrations and the hig
frequency permittivity are presented in Sec. 1. The com
tational results and their discussion are presented in Sec

1. MODEL. COMPUTATIONAL METHOD

The model proposed by Ivanov and Maksimov3 for an
ionic crystal, taking account of the polarizability of the ion
is used to calculate the phoon frequency spectrum
Rb2KScF6. In this model the ionic crystal is modeled b
individual, overlapping, spherically symmetric ions. The t
tal electron density of the crystal is written as

r~r !5(
i

r i~r2Ri !,

where the summation extends over all ions in the crysta
The total energy of the crystal in the density function

method, taking account of only a pair interaction, has
form

Ecr5
1

2 (
iÞ j

ZiZj

uRi2Rj u
1Zi Ei

self~Rw
i !

1
1

2 (
iÞ j

F i j ~Rw
i ,Rw

j ,uRi2Rj u!, ~1!

whereZi is the charge of thei-th ion,
s
n-

e
-
-
2.

f

-

l
e

F i j ~Rw
i ,Rw

j ,uRi2Rj u!5E$r i~r2Ri !1r j~r2Rj !%

2E$r~r2Ri !%2E$r~r2Rj !%,

~2!

the energyE$r% is calculated by the density functiona
method4 using a local approximation for the kinetic an

FIG. 2. Total energy~per molecule! of Rb2KScF6 versus the volume. Curve
1 — cubic phase, curve2 — tetragonal phase, curve3 — monoclinic phase.
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TABLE I. The equilibrium values of the lattice parameters.

Space
a, Å b, Å c, Å

Phase group Calculation Experiment Calculation Experiment Calculation Experi

Cubic Fm3m 8.60 9.02 8.60 9.02 8.60 9.02
Tetragonal I4/m 6.08 6.37 6.08 6.37 8.60 9.00
Monoclinic P121 /n1 6.03 6.36 6.03 6.36 8.52 8.99

Note. Experimental values from Ref. 2.
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exchange-correlation energies, andEi
self(Rw

i ) is the self-
energy of an ion. The electronic energy and the self-ene
of an individual ion are calculated taking account of the cr
tal potential approximated by a charged sphere~Watson
sphere!

v~r !5H Zioni/Rw r ,Rw ,

Zi
ion/r r .Rw,

~3!

whereRw is the radius of the Watson sphere. The radiiRw
i of

the spheres at individual ions are determined so as to m
mize the total energy of the crystal.

To calculate the lattice dynamics, terms describing
ergy changes caused by displacements of the ions from
equilibrium positions must be added to the crystal ene
~2!. An expression for the dynamical matrix taking accou
of the electronic polarizability of the ions and the ‘‘breat
ing’’ of an ion in the crystal environment for crystals o
arbitrary symmetry is given in Ref. 5. The results of a grou
theoretic analysis of the phonon spectrum of crystals hav
the elpasolite structure are also presented there. We em
the results in Ref. 5 to calculate the vibrational frequenc
of the Rb2KScF6 lattice and their symmetry classification.

The Coulomb contribution to the dynamical matrix w
calculated by Ewald’s method. The calculation of an ion w
performed using Liberman’s program,6 and the pair interac-
tion energy~3! and polarizability of an ion were calculate
using the Ivanov–Maksimov program,3 the Thomas–Ferm
approximation for the kinetic energy, and the Hedin
Lundquist approximation for the exchange correlation
ergy. The technique of approximating the energy dep
dences on the distancesR and the potentialsv of the Watson
y
-

i-

-
eir
y
t

-
g

loy
s

s

-
-

sphere were used to calculate the derivatives appearing in
dynamical matrix. Chebyshev polynomials were used for
approximations.3

2. RESULTS AND DISCUSSION

In this section the computational results for the total e
ergy, the equilibrium volume, and the phonon spectra
Rb2KScF6 in three phases are presented.

2.1. Cubic phase

The equilibrium lattice parameter was determined fro
the minimum in the volume dependence of the total ene
of the crystal~Fig. 2!. The lattice parameters together wi
the experimental values are presented in Table I. It is evid
from Table I that the computed values of the lattice para
eters~for cubic and tetragonal and monoclinic phases! agree
to within 5% with the experimental data. The radii of th
Watson spheres found for the ions Rb1, K1, and F2 by
minimizing the total energy are 2.5, 2.5, and 2.625 a.u.,
spectively. The Sc31 ion was calculated without a Watso
sphere, since our calculations for the cubic phase show
the radii of the scandium ion in a Watson sphere and in
free state are virtually identical. Table II gives the comput
polarizabilities of the ions, the high-frequency permittivit
and the dynamic ion charges in an Rb2KScF6 crystal.

The computed dispersion curves of the phonon frequ
cies of Rb2KScF6 in the cubic phase are shown in Fig. 3, a
the limiting phonon frequencies (q50) are presented in
Table III. Table III table also gives the experimental valu
.01
.02
.0

the
TABLE II. The polarizabilities of the ions, the high-frequency permittivity, and the dynamic charges.

Cubic Tetragonal Monoclinic*
«`51.91 «`

xx51.92, «`
zz51.95 «`

xx51.94, «`
yy51.93, «`

zz51.94

Atom a, Å 3 Zxx Zyy Zzz a, Å 3 Zxx Zyy Zzz a, Å 3 Zxx Zyy Zzz

Rb 1.35 1.27 1.27 1.27 1.35 1.25 1.25 1.31 1.35 1.01 1.01 1
K 0.78 1.21 1.21 1.21 0.78 1.20 1.20 1.21 0.78 1.02 1.02 1
Sc 0.29 3.30 3.30 3.30 0.29 3.25 3.25 3.32 0.29 3.0 3.0 3
F1 0.79 20.97 20.97 21.58 0.81 20.96 20.96 21.60 0.81 20.93 20.93 21.16

20.94 20.94 21.03
F2 0.79 20.97 21.58 20.97 0.81 21.33 21.18 20.99 0.81 21.08 21.02 20.93

21.02 21.08 20.93
F3 0.79 21.58 20.97 20.97 0.81 21.18 21.33 20.99 0.79 21.02 21.08 20.98

21.08 21.02 20.98

* In the monoclinic phase the dynamic charges of the fluorine ions belonging to different octahedra in the unit cell are different; this is reflected intable.
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FIG. 3. Computed dispersion curves of Rb2KScF6 in the cubic phase. The imaginary frequencies are shown as negative values.
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of some Raman-active vibrational frequencies measure
Ref. 7. One can see that the computed values of the Ram
active limiting frequencies are 10–20% less than the exp
mental values.
in
n-
i-

As one can see from Fig. 3 and Table III, there ex
imaginary phonon frequencies. This attests to structural
stability of the cubic phase in this material. It should
underscored that the unstable modes occupy the entire p
y

TABLE III. Limiting vibrational frequencies (q50) in the cubic and tetragonal phases.

Cubic Tetragonal

v i , cm21 Degeneracy Vibration type Frequency Experiment7 Degeneracy Vibration type Frequenc

v1 3 T1g 66.2i 2 Eg 53.6i
1 Ag 20.1

v2T 2 T1u 34.3i 1 Au 14.6i
1 Eu 14.5

v3 3 T2g 26.0i 80.0 1 Bg 18.4
2 Eg 22.7

v4 3 T1u 0.0 1 Au 0.0
2 Eu 0.0

v2L 1 T1u 80.2 1 Eu 82.0
v5 3 T2u 98.9 2 Eu 102.9

1 Bu 111.9
v6T 2 T1u 135.3 1 Au 132.7

1 Eu 136.9
v7 3 T2g 152.4 230.0 2 Eg 151.5

1 Bg 151.7
v6L 1 T1u 163.7 1 Eu 160.3
v8T 2 T1u 185.2 1 Au 180.0

1 Eu 183.6
v8L 1 T1u 188.6 1 Eu 187.5
v9 2 Eg 342.9 400.0 1 Ag 325.1

1 Bg 335.7
v11 1 A1g 401.6 510.0 1 Ag 384.5
v10T 2 T1u 404.1 1 Au 390.4

1 Eu 406.3
v10L 1 T1u 461.5 1 Eu 443.0
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space in the Brillouin zone and the absolute values of th
unstable modes are comparable in magnitude at the sym
ric points of the Brillouin zone. The experimentally observ
phase transitions in the Rb2KScF6 crystal are associated wit
the instability of the modes at the center and at the bound
point X of the Brillouin zone. In what follows we shall dis
cuss the vibrational modes belonging to these points.

Three types of instability of the cubic structure occur
the center of the Brillouin zone. The greatest instability~the
largest, in absolute magnitude, negative value of the squ
frequency of the normal mode! is associated with the triply
degenerate modeT1g , in which only four fluorine atoms are
displaced from positions of equilibrium5,8

2F1y5F2y5F5z52F6z ,

2F1x5F2x52F3z5F4z ,

2F3y5F4y52F5x5F6x .

These displacements lead to rotation of the ScF6 octahedra as
a whole. The second type of instability, a ferroelectric ins
bility, is associated with transverse vibrations of the po
modeT1u . In this mode all atoms in a unit cell are displac
from positions of equilibrium of the cubic phase. As far
we know, ferroelectric phase transitions in halide cryst
with elpasolite structure have not been observed experim
tally. Finally, instability of the third type is associated wi
the triply degenerate modeT2g . In one of the characteristic
vectors of this mode, the atomic displacements cause
ScF6 octahedra to rotate around the body diagonal with
simultaneous displacement of the rubidium atoms located
this diagonal toward one another. It should be noted t

FIG. 4. v i
2(q) versus the pressure. Cubic phase: Curve1 — vT1g

2 (q50);

curve2 — vT1u

2 (q50); curve3 — vT2g

2 (q50); tetragonal phase:4 — vX3

2

(q51/2(b11b2)).
se
et-

ry

t

ed

-
r

s
n-

he
a
n

at

there is also a stable mode with the same symmetryT2g in
the phonon spectrum of an Rb2KScF6 crystal~see Table III!.

The strongest lattice instability at the pointsX on the
Brillouin boundary is related with the nondegenerateX3

mode, in which the displacements of the four fluorine io
(F3y52F4y5F5z52F6z) also correspond to rotation o
ScF6 octahedra as a whole, but this rotation is not unifo
throughout the crystal and the condensation of this m
results in doubling of the unit-cell volume.

As we have already mentioned in the introduction, as
temperature decreases, a transition to the tetragonal p
associated with condensation of the ‘‘soft’’T1g mode at the
center of the Brillouin zone occurs first in the Rb2KScF6

crystal. Under hydrostatic pressure the temperature of
phase transition shifts in the direction of high temperatur
with dTc1 /dP516.6 K/GPa.9 We can estimate the deriva
tive dTc1 /dP from our calculations assuming that th
phase-transition temperature is proportional to the abso
value of the squared frequency of the soft modeT1g . The
pressure was determined by differentiating numerically
volume dependence of the total energy. The hydrostatic p
sure dependence of the frequencies of the soft modes a
center of the Brillouin zone is shown in Fig. 4. It is evide
that the lattice softens under pressure with respect to theT1g

mode and hardens with respect to all other unstable mo
The derivativedTc1 /dP was found to be;40 K/GPa, which

FIG. 5. Total energy of Rb2KScF6 versus the rotation angle of ScF6 octa-
hedra in the tetragonal phase.
iment
TABLE IV. Computed and experimental2 coordinates of atoms in the tetragonal phaseI4/m.

Position Filling
x/a, x/a, y/b, y/b, z/c, z/c,

Atom theory experiment theory experiment theory experiment theory experiment theory exper

Rb 4d 4d 1 1 0.5 0.5 0.0 0.0 0.25 0.25
K 2b 2b 1 1 0.0 0.0 0.0 0.0 0.25 0.25
Sc 2a 2a 1 1 0.0 0.0 0.0 0.0 0.0 0.0
F1 4e 16i 1 1/4 0.0 0.05 0.0 0.01 0.22 0.22
F2 8h 16i 1 1/2 0.19 0.20 0.25 0.24 0.0 20.03
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FIG. 6. Low-frequency part of the computed dispersion spectrum in two symmetric directions in the Brillouin zone of Rb2KScF6 in the tetragonal phase. Th
imaginary frequencies are shown as negative values.
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is more than two times larger than the experimental valu

2.2. Tetragonal phase

The phase transition to the tetragonal phase is relate
condensation of one component of the triply degenerateT1g

mode at the center of the Brillouin zone. This condensat
corresponds to rotation of ScF6 octahedra around a principa
axis of the cubic phase. The space group of the tetrag
phase isI4/m and the unit cell contains one molecule. T
distortion of the cubic phase~the rotation angle of an octa
hedron! was determined from the minimum of the total e
ergy as a function of rotation angle, which is shown in Fig.
In calculating this dependence, for each fixed value of
rotation of an octahedron, the total energy was minimiz
with respect to the cell parameters and with respect to
radii of the Watson spheres of the ions. It is evident fro
Fig. 5 that the minimum of the total energy corresponds
the rotation anglew58°. However, the calculation is per
formed atT50, while the tetragonal phase exists at a fin
temperature in a quite narrow temperature range (;30 K).
The phase transitionFm3m˜I4/m is of second order1 and
the order parameter in the temperature intervalT/Tc150.9 is
far from saturation~for example, in the mean-field approx
mation it is 0.6!, so that distortions corresponding to th
rotation angle of an octahedronw55° were used to calculat
the energy and frequency spectrum in the tetragonal ph
The volume dependence of the total energy in the tetrag
phase is shown in Fig. 2. The equilibrium values obtained
the unit-cell parameters and coordinates of the atoms
presented together with the experimental data in Tables I
IV, whence one can see that the computed values of the
parameters are approximately 4% lower than the experim
tal values. At the same time the computed displacement
to
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the fluorine ions from positions of equilibrium in the cub
phase are larger than the experimental data by approxima
the same amount.

The computed values of the permittivity and dynam
Born charges of an Rb2KScF6 crystal in the tetragonal phas
are presented in Table I. One can see that a tetragonal
tortion leads to a redistribution of the dynamic charges
the fluorine ions. We calculated the phonon frequency sp
trum of an Rb2KScF6 crystal in the tetragonal phase for a
symmetry directions and points of the Brillouin zone. How
ever, to save space we do not present here all of the resu
these calculations, since the spectrum of ‘‘nonsoft’’ mod
changes negligibly compared with the spectrum of th
modes in the cubic phase~naturally, the lowering of the sym
metry lifts the degeneracy of the modes!. For this reason, the
computed values of the limiting phonon frequencies are p
sented in Table II and the lower part of the frequency sp
trum for two symmetric directions of the Brillouin zone
shown in Fig. 6. As one can see from Table II and Fig. 6
structural instability ouccrs in the tetragonal phase
Rb2KScF6 just as in the cubic phase, but the number
‘‘soft’’ modes in this phasebecomes less than in the cu
phase. It should be underscored that the number of unst
vibrational modes in the tetragonal phase depends stro
on the rotation angle of the ScF6 octahedra. Figure 7 show
the dependence of the frequencies of several ‘‘soft’’ mod
at the center and boundary pointX of the Brillouin zone
versus the rotation angle of the octahedra. It is evident fr
this dependence that, as the rotation angle of the octah
increases, the absolute magnitude of the squared freque
of the ‘‘soft’’ modes decreases and forw;12° the squared
frequencies become positive~for all modes in the Brillouin
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FIG. 7. ‘‘Soft’’ lattice vibrational frequencies versus the rotation angle of ScF6 octahedra in the tetragonal phase: a — Center of the Brillouin zoneq50;
b — boundary pointX of the Brillouin zoneq51/2(b11b2). The imaginary frequencies are shown as negative values.
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zone!, i.e. the tetragonal phase is stable for such displa
ments of the fluorine ions.

As we have already mentioned above, the tetrago
phase in the Rb2KScF6 crystal exists at temperatures b
tween 250 and 220 K. AtTc25220 K a second phase tran
sition occurs in this crystal into the monoclinic phase, who
unit cell is doubled compared with the cells of the cubic a
tetragonal phases. As follows from the results of structu
e-

al

e
d
l

investigations of the monoclinic phase of Rb2KScF6,2 the
cell doubling is due to the condensation of the unstable m
at the boundary pointX of the Brillouin zone of the tetrago
nal groupI4/m.

As one can see from Fig. 6, the computed frequencie
the unstable modes at the center and at the pointX of the
Brillouin zone are comparable in absolute magnitude, a
ent
TABLE V. Computed and experimental2 coordinates of atoms in the monoclinic phaseP121 /n1.

x/a, x/a, y/b, y/b, z/c, z/c
Atom Position Filling theory experiment theory experiment theory experim

Rb 4e 1 0.500 0.504 0.00 20.02 0.254 0.251
K 2c 1 0.0 0.0 0.0 0.0 0.5 0.5
Sc 2a 1 0.0 0.0 0.0 0.0 0.0 0.0
F1 4e 1 0.030 0.058 20.030 0.011 0.220 0.221
F2 4e 1 20.250 20.252 0.190 0.189 0.023 0.029
F3 4e 1 0.190 0.184 0.250 0.256 0.000 20.031
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TABLE VI. Limiting vibrational frequencies (q50) in the monoclinic phase.

v i , cm21 Frequency v i , cm21 Frequency v i , cm21 Frequency v i , cm21 Frequency

1 0.0 16 74.9 31 142.6 46 226.1
2 0.0 17 78.5 32 145.1 47 230.7
3 0.0 18 82.1 33 153.8 48 273
4 21.0 19 87.5 34 161.2 49 316.3
5 26.6 20 90.6 35 163.3 50 317.3
6 33.4 21 93.2 36 173.9 51 319.8
7 41.3 22 102.2 37 181.7 52 353.0
8 41.8 23 108.8 38 197.0 53 391.7
9 42.0 24 114.6 39 199.2 54 398.1
10 46.6 25 118.5 40 206.3 55 400.0
11 49.4 26 122.8 41 206.7 56 402.2
12 54.3 27 127.9 42 209.7 57 403.5
13 55.4 28 131.1 43 216.7 58 406.2
14 66.5 29 131.7 44 221.6 59 439.6
15 68.8 30 134.7 45 224.2 60 461.5
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the unstable modes, just as in the cubic phase, occupy a
volume of the phase space. Analysis of the character
vectors of the unstable modes shows that vibrational mo
in which the displacements of atoms correspond to a ‘‘pu
rotation of ScF6 octahedra do not exist in the tetragon
phase. At the boundary pointX of the Brillouin four fluorine
and rubidium ions are displaced in the most unstable mo

F1x52F2x'F1y52F2y ,

F5z'20.75F6z ,

Rb1z5Rb2z ,

and these displacements produce a monoclinic distortio
the tetragonal phase with cell doubling.

It has been established experimentally9 that under hydro-
static pressure the temperature of the phase transition
rge
ic
es
’’
l

e:

of

m

the tetragonal to the monoclinic phase shifts in the direct
of high temperatures. The computed hydrostatic pressure
pendence of the squared frequency of the most unst
mode at the boundary pointX is shown in Fig. 4, whence i
is evident that this dependence agrees qualitatively with
experimental dependence. However, the numerical estim
dTc2 /dP;60 K/GPa differs strongly from the experiment
value of 3.2 K/GPa.9

2.3. Monoclinic phase

The coordinates of the atoms in the monoclinic pha
calculated according to the displacements correspondin
condensation of the modeX3 of the tetragonal phase, ar
presented in Table V. The table also gives the experime
values of these coordinates. It is evident that the displa
FIG. 8. Low-frequency part of the computed dispersion curve in two symmetric directions in the Brillouin zone of Rb2KScF6 in the monoclinic phase.
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ments of the ionsF1 and F3 in the experimentally deter
mined structure differ substantially from the displaceme
of these ions as a result of condensation of modeX3. The
computed total energy of Rb2KScF6 in the monoclinic phase
for the computed coordinates of the atoms, was found to
0.14 eV higher than the values of the total energy calcula
from the coordinates of the experimental structure. The v
ume dependence of the energy using the experimental va
of the coordinates is presented in Fig. 3, and the values o
unit-cell parameters together with the experimental val
are presented in Table I. There are no unstable vibratio
modes in the computed phonon frequency spectrum of
monoclinic phase of Rb2KScF6. The limiting phonon fre-
quencies are presented in Table VI, and Fig. 8 shows
dispersion curve of the low-frequency part of the spectr
for two symmetric directions in the Brillouin zone of th
monoclinic groupP21 /n1.

In summary, the static and dynamic properties of
Rb2KScF6 crystal with elpasolite structure in the cubic, t
tragonal, and monoclinic phases were calculated in
present work on the basis of a fairly simple nonempiri
model of an ionic crystal. The computed equilibrium valu
of the lattice parameters are in satisfactory agreement
the experimental data. At the same time the computed
man phonon frequencies are 10–20% less than the ex
mental values. This discrepancy could be due to the fact t
in the present approach, the calculations of the lattice
namics neglected the higher, specifically the quadrupole,
tortions of the electron density, which for the present clas
compounds are different from zero even in a static latt
because the fluorine ions are located in a noncubic envi
ment.
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The results obtained on the instability of cubic and
tragonal structures, the stability of the monoclinic phase i
Rb2KScF6 crystal, and the effect of hydrostatic pressure
the phase transition temperatures describe the experim
situation qualitatively correctly.
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Specific features in low-frequency vibrations of nanocrystals in fluorophosphate
glassy matrices

E. P. Denisov, S. V. Karpov, E. V. Kolobkova, B. V. Novikov, A. I. Suslikov,
D. L. Fedorov, and M. A. Yastrebova

Institute of Physics, St. Petersburg State University, 198904 St. Petersburg, Petrodvorets, Russia
~Submitted July 29, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1306–1309~July 1999!

A Raman scattering study of low-frequency vibrational spectra of mixed cadmium sulfoselenide
nanocrystals in a fluorophosphate glassy matrix is reported. The measurements have
revealed a low-frequency feature in the nanocrystal density of states, whose frequency is related
to the glass-matrix annealing time and, hence, to the size of the nanocrystals prepared,
which is interpreted as a manifestation of the size quantization effect. Besides the line associated
with the constraints on the longitudinal acoustic wave in a nanocrystal, a lower-frequency
feature assigned to torsional vibrations of a nonspherical nanocrystal has been found. ©1999
American Institute of Physics.@S1063-7834~99!03707-7#
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Zero-dimensional systems~quantum dots or nanocrys
tals! have been attracting recently increasing attention of
searchers, because they exhibit a number of interes
physical properties originating from quantum confinem
effects. The progress reached in investigation of the s
quantization of electronic states in semiconductor nanoc
tals permits one to use the parabolic-band approximation
only to evaluate the size quantization energy but to calcu
with a good accuracy the excitonic spectrum near the int
sic absorption edge as well.1–4 At the same time description
of vibrational excitations~phonons! of such objects is usu
ally based on ana priori prescription of the form of spatia
decay of the phonon wave function in a limited crystal.5–7 In
this case, the discrete nature of phase space in nanoob
gives rise to quantization of band vibrational excitation
This manifests itself usually in renormalization of the spe
trum and a general line broadening of the vibrational mod
The specific features in vibrational excitations of nanocr
tals become observable also in the low-frequency spec
region, where an additional density of vibrational states
sociated with spatial confinement of acoustic phonons
nanocrystals appears at frequencies close to the matrix b
peak.8–10 This results in a long-wavelength cutoff of vibra
tions proportional to the nanocrystal size and in a cor
sponding rise of the lower phonon-spectrum bounda
These features are not, however, the only changes that
occur in the vibrational spectrum of nanocrystals.

In this connection, we have studied in more detail t
low-frequency Raman spectrum of nanocrystals
CdSxSe12x mixed semiconductors~for x50.35) in fluoro-
phosphate glassy matrices. The samples, prepared by he
the charge to 1100 °C with its subsequent cooling to ro
temperature,11 were colorless before annealing. The anne
ing was carried out at the matrix-glass-formation tempera
Tg for 5 to 120 min. After the anneal, the samples took
1191063-7834/99/41(7)/4/$15.00
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straw-yellow to cherry-red color, which implied formation i
them of mixed-semiconductor nanocrystals. One obtai
also differential spectra in the exciton absorption regio
which indicate size quantization under strong spatial confi
ment ~with the size quantization energy of about 0.1 eV!.12

Raman spectra were obtained on a Model 1404 Sp
Ramalog spectrometer under Ar1 laser excitation (l5488.0
nm, 150 mW! in 180° geometry. The low scattered-ligh
intensity in the instrument and the absence of spurious
flections and ghosts in the vicinity of the Rayleigh line pe
mitted taking spectra reliably from 5 cm21 up. The slit spec-
tral width was about 4 cm21. The spectra of the sample
studied are presented in Figs. 1 and 2.

The low-frequency feature observed by us in Ram
spectra of fluorophosphate glasses is characteristic of n
crystalline formations. Its frequency and shift in position d
pending on the glass annealing time observed to occu
samples of the same series~Fig. 1! permit its assignment to a
size quantization effect in nanocrystal vibrations. A simi
effect was earlier observed in borosilicate glasses.8,9 The vi-
bration frequency of the lowest spherical mode,vmin , in a
Raman spectrum due for a uniform elastic spherical part
embedded in a matrix is inversely proportional to the parti
diameterL

vmin50.9
n l

Lc
, ~1!

wheren l and c are the longitudinal acoustic wave veloci
and the velocity of light, respectively.

Our data are in a good agreement with this relatio
which shows that the average diameter of cadmium su
selenide nanocrystals increases from 1.5–2.0 to 6.0 nm
the anneal time increased from 10 to 60 min~curves2–5 in
Fig. 1!. The growth in intensity of the observed low
frequency feature indicates an increase in concentration
4 © 1999 American Institute of Physics
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the crystalline phase, which correlates well with the variat
of the samples in color and spectral changes near the e
tonic absorption edge.12

Accepting 4070 m/s for the longitudinal acoustic wa
velocity in the mixed crystal@obtained by linear interpolation
between the sound velocities in CdS~3570 m/s! and in CdSe
~4277 m/s!# for the given sulfur concentration (x50.35,
curve2 in Fig. 2!, the frequency of 19 cm21 observed for a
sample annealed for 10 min yields about 5.6 nm for
average dimension of a spherical nanocrystal. On the wh
this value is in a good agreement with both the diame
derived from estimates of the size quantization energy in
excitonic region of the spectrum and indirect estimates of

FIG. 1. Raman spectra of cadmium-sulfoselenide–doped fluorophosp
glass samples annealed for different times at 410 °C. Anneal time~min!:
1 — matrix, 2 — 10, 3 — 20, 4 — 40, 5 — 60.
n
ci-

e
le,
rs
e
e

size of crystalline regions and average distances betw
their centers obtained by us from high-precision x-ray d
fraction measurements.13

Besides, some samples of the series studied exhib
the low-frequency Raman spectrum two lines~Fig. 2!. Tak-
ing into account the sonic wave velocity and the sam
anneal time, the higher-frequency component can be
signed reliably, considering its position and intensity, to t
lowest-frequency spherical mode of the nanocrystal. By c
trast, the lower-frequency component revealed by us in
Raman spectrum does not allow straightforward identifi
tion. The assumption of the presence in fluorophosph
glasses of a semiconductor nanocrystal fraction with size
about 10 nm gets no support from either our x-ray diffracti
studies or direct electron microscope observations11. At the
same time attempts to explain the origin of this feature
due to existence, in addition to the longitudinal acous
mode, of transverse acoustic modes14 cannot be considered
satisfactory. Using Eq.~1! to calculate the transverse mod
or a specific size distribution would hardly be reasonab
because it was derived in a rough approximation wh
shows only that the frequency spectrum of an ideal lattice
a macroscopic crystal lies betweenvmin5pn l /L and the De-
bye limit vmax5pn l /a (a is the interatomic distance!. In
this case it would be more appropriate to calculate the vib
tional spectrum of a real nanocrystal within a rigorous so

FIG. 2. Raman spectra of two cadmium-sulfoselenide-doped fluorop
phate glass samples. Sulfur concentration 35%. Anneal time~min!: 1 — 30,
2 — 10.

ate
FIG. 3. Low-frequency vibrations of an elastic ellipsoid.~a! Fully symmetric spherical vibration corresponding to the longitudinal acoustic wave LA,~b,c!
doubly degenerate ‘‘oblate’’ modes due to torsional vibrations corresponding to the transverse acoustic waves TA1 and TA2.
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FIG. 4. Fully symmetric,Ag , and doubly degenerate,Eg , vibration of an XY6 molecule ofOh symmetry. Both vibrations are Raman active in diagon
polarizations.
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tion of the dynamic problem, which presently is, in princip
possible, but the question of what boundary conditio
should be taken for such a problem is unclear. Besides, s
ies of nanocrystals 1.5–5 nm in size should inevitably m
with problems similar to excitonic excitation confinement f
excitons larger than the nanocrystal dimensions,dexc.L. In-
deed, any analysis of vibrational excitations made with
clusion of interaction with nearest and next-nearest ne
bors in small crystals has to take into account the chang
the equations of motion for atoms located in the two out
most crystal layers. The situation where the number of n
solutions to this problem becomes one half of the total nu
ber of solutions may be considered as a criterion of confi
ment and, according to the theorem of Lederman,15 should
arise in the case of nanocrystals 10–12 lattice constan
size. Therefore even if the phase space in crystals of one
is divided in identical cells~corresponding to particula
boundary conditions!, size quantization effects will manifes
themselves differently because of different dispersion la
for acoustic phonons in the bulk and in the boundary regio

Electron microscopy11 of the fluorophosphate glasse
doped with cadmium sulfoselenide and studied by us sh
the nanocrystalline formations to differ substantially in sha
from nanocrystals in silicate glasses, which are typica
spherical. This feature, i.e. the existence of two character
sizes of a nanocrystal, may account for the two lines in
Raman spectrum, which correspond to longitudinal wa
propagating along the long and the short dimensions of
nanoparticle. However plane acoustic waves cannot exist
nanocrystal. Therefore when invoking macroscopic repres
tation, one should approximate the elastic vibrations o
volume nanocrystal with vibrations of an elastic sphere16

which should include the fundamental harmonics of the l
gitudinal ~LA ! mode, two transverse modes~TA1 and TA2),
and one surface mode. The ratio of the longitudinal to tra
verse mode frequencies is approximately proportional
(E/t)1/2, whereE is Young’s modulus, andt is the shear
modulus of the crystal. This ratio is close in magnitude
,
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that of the observed frequencies, 19:12, but in a spher
particle a pure bending mode, for which divergence of
displacement field is zero (divWt50), cannot be Raman ac
tive. At the same time, in the vibrations of an elastic elli
soid, the transverse~i.e. torsional! vibrations~see Fig. 3b and
c! will be active in the scattering spectrum and can chan
the polarization of scattered light.17 The symmetry aspects o
this problem may be considered and the selection rules
tained by analyzing normal modes of a XY6 molecule of
cubic symmetryOh .18 The possible normal modes of such
molecule~Fig. 4! include the Raman-active fully symmetri
Ag and the doubly degenerateEg vibrations. The frequencies
of these vibrations differ for most cubic molecules by 20
25% and are active in fully symmetric polarizations:

Ag;S a

a

a
D ;

Eg;S b

b

22b
D 1S b

22b

b
D . ~2!

When the molecule symmetry is lowered toD2h , which
corresponds to taking into account the particle nonspheric
the doubly degenerateEg mode splits intoAg andB1g vibra-
tions, which are observable in both fully symmetric and o
diagonal polarizations. One may therefore expect that
high- and low-frequency lines should have different polariz
tions. Taking into account the random orientational distrib
tion of the nanocrystals synthesized in the matrix, the deg
of depolarizationr of torsional low-frequency vibrations
could be within 0 to 3/4.
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The interband absorption of light in a small semiconductor microcrystal is studied theoretically
in the dipole approximation. An expression is obtained for the light absorption coefficient
under conditions where the polarization interaction of an electron and a hole with the surface of
the microcrystal plays a large role. ©1999 American Institute of Physics.
@S1063-7834~99!03807-1#
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Quasi-zero-dimensional systems — spherical semic
ductor microcrystals~SMCs! with sizesa.1210 nm grown
in transparent dielectric matrices1–5 — are attracting atten
tion in connection with their nonlinear optical properties a
possible applications in optoelectronics~specifically, as new
materials which are promising for developing compone
that control optical signals2!. Since the energy gap of a sem
conductor is much smaller than the gap in dielectric ma
ces, the motion of charge carriers in an SMC~‘‘quantum
dot’’ ! will be limited by its volume. The sizesa of SMCs
will be comparable to the characteristic sizes of quasipa
cles in semiconductors. Under these conditions the SM
dielectric matrix interface can give rise to size quantizat
of the energy spectrum of electrons and holes in the S
due to the purely spatial confinement of the quantizat
region3 as well as the polarization interaction of charge c
riers with the SMC surface.6–10

It has been observed experimentally1,2 that the structure
of the interband light absorption spectrum of a small SMC
determined by the size-quantization of the energy spect
of its quasiparticles.

Interband light absorption by small SMCs has been li
studied. The theory developed in Ref. 3 for interband lig
absorption in SMCs neglected the contribution of the po
ization interaction of charge carriers with the SMC surface
the electron and hole spectrum in the SMC. Light absorpt
and luminescence by nonspherical cadmium selenide na
rystals have been studied theoretically in Refs. 4 and 5.
as in Ref. 3, the effect of the polarization interaction of
electron and a hole with the surface of a small SMC on li
absorption and luminescence processes in such SMCs
neglected.

To fill this lacuna in the theory, the present paper co
siders the effect of the polarization interaction of an elect
and a hole with the surface of a small SMC on interba
light absorption in the SMC. An expression is obtained
the light absorption coefficient as a function of the radiua
of the SMC and the parameters of the problem under co
tions where the polarization interaction of an electron an
hole with the SMC surface plays a large role. It is shown t
the polarization interaction of an electron and a hole with
surface of an SMC shifts the absorption threshold in a sm
SMC in the short-wavelength direction. It is established t
the absorption edge of small SMCs is formed by two tran
1191063-7834/99/41(7)/3/$15.00
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tions of comparable intensity from different hole siz
quantization levels to a lower electron size-quantizat
level.

1. ELECTRON–HOLE PAIR SPECTRUM IN A SMALL
MICROCRYSTAL

A simple model of a quasi-zero-dimensional structu
was studied in Refs. 6–10: a neutral spherical SMC w
radiusa and permittivity«2 surrounded by a medium with
permittivity «1. An electrone and a holeh with effective
massesme andmh moved in the volume of such an SMC (r e

and r h are the distances of the electron and hole from
center of the SMC!; in addition, the permittivity of the mi-
crocrystal and the dielectric matrix differed strongly («1

!«2). It was also assumed that the electron and hole ba
in the SMC were parabolic.

The following spectrum of an electron-hole pair6–9 was
obtained in the model on the basis of the above-descri
approximations as well as in the adiabatic approximat
(me!mh) and in the effective-mass approximation usi
only first-order perturbation theory for the electron wa
functionsCne ,l e ,me

(r e ,Q,w) ~whereQ and w are the azi-
muthal and polar angles! of a spherical potential well of in-
finite depth:

Ene ,l e5me50
nh ,l h ,mh ~S!5Eg1~p2ne

2/S2!~mh /me!1S21~Zne,0

1Pne,01«2 /«1!1v0~S,ne!~ th13/2!,

~1!

Zne,052E
0

1

dx sin2~pnex!/~12x2!.

Pne,052Ci~2pne!22 ln~2pne!22g1~«2 /«1!21, ~2!

v0~S,ne!52~112/3p2ne
2!1/2S23/2 ~3!

in an SMC of radius

~a0 /ah!!1,S<~ae /ah!'~aex/ah! ~4!

in the state (ne ,l e5me50; nh ,l h ,mh), wherene , l e , me

andnh , l h , mh are the radial, orbital, and azimuthal quantu
numbers of the electron and hole;th52nh1 l h is the princi-
pal quantum number of the hole;S5a/ah is the dimension-
8 © 1999 American Institute of Physics
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less radius of the SMC;ae5«2\2/mee
2, ah5«2\2/mhe2,

andaex5«2\2/me2 are the Bohr radii of the electron, hole
and exciton in a semiconductor with permittivity«2 ; m
5memh /(me1mh) is the reduced exciton mass; and,a0 is a
characteristic size of the order of the interatomic distanc11

The energy in the spectrum~1! of an electron–hole pair is
measured in the units Ry5\2/2mhah

2 , Eg is the band gap in
the semiconductor with permittivity«2, Ci (y) is the cosine
integral, andg50.577 is the Euler constant.

When the conditions~4! are satisfied, the contribution o
the polarization interaction of an electron and hole with
surface of an SMC (.e2/«2a) ~the last two terms in Eq.~1!!
to the electron–hole pair spectrum~1! will be comparable in
order of magnitude to the exciton binding energy (Eb

5\2/2maex
2 ) in the SMC. The last term in the electron–ho

pair spectrum~1! consisted of the spectrum of a heavy ho
undergoing oscillations with frequencyv0(S,ne) ~3! in the
adiabatic electronic potential in the SMC.8 The hole wave-
function is expressed in terms of odd-numbered Herm
polynomials.12

2. INTERBAND LIGHT ABSORPTION IN A SMALL
MICROCRYSTAL

Using the approximations described above and
simple model of a quasi-zero-dimensional structure,6–9 we
shall study interband light absorption in an SMC whose
dius S satisfies the condition~4!. We shall use the dipole
approximation in which the absorption length is large co
pared with the size of the SMC. The relative intensity
optical interband transitions in the SMC with dipole-allow
transitions is determined by the squared overlap integra
the electronicCne ,l e ,me

(re) and hole xnh ,l h ,mh

ne,l e,me (rh) wave

functions13

K~S,v!5A (
nenh
l el h

memh

U E Cne ,l e ,me
~re!xnh ,l h ,mh

ne ,l e ,me~rh!d~r e

2r h!dredrhU2

d~D2Ene ,l e ,me

nh ,l h ,mh~S!!, ~5!

whereD5\v2Eg,v is the frequency of the incident light
and A is proportional to the squared modulus of the dipo
moment matrix element obtained with Bloch functions.

The quantityK(S,v) ~5! relates the energy absorbed b
the SMC per unit time and the time-averaged squared e
tric field of the incident wave. In addition,K(S,v) ~5! mul-
tiplied by the number of SMCs per unit volume of the d
electric matrix is the electric conductivity, related in th
standard manner with the light absorption coefficient, of
quasi-zero-dimensional systems of interest at the freque
of the field.

Due to the orthogonality of the electron wave functio
Cne ,l e ,me

(re) and hole wave functionsx
nh ,l h ,mh

ne,l e,me(rh) the or-

bital quantum numbers of the electron and hole (l e5 l h) are
conserved in transitions, while the azimuthal number (me5
2mh) changes sign. The radial quantum numbersne andnh

can be arbitrary.
e

e

e

-

-
f

of

c-

e
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It should be noted that, taking account of the Coulom
and polarization interactions of an electron and hole in
small SMC, changes the selection rules for dipole transiti
compared to the rules obtained in an approximation wh
the Coulomb and polarization interactions were neglected
this approximation both electron and hole radial and orb
quantum numbers (ne5nh and l e5 l h) are conserved, while
the azimuthal quantum numbers change sign (me52mh).

We shall now determineK(S,v) ~5!, related to the op-
tical transitions of a hole from a levelth to the lowest elec-
tronic level (ne51, l e5me50). For this case the square
overlap integral of the electronicC1,0,0(re) and hole
x th

1,0,0(rh) wave functions has been calculated in Ref. 3 a

Lnh
~S!5U E

0

a

C1,0,0~r !x th
1,0,0~r !r 2drU2

52p5/2F \2

mhv0~S,ne51!a2G 3/2
~nh11!

22nh~nh! !
. ~6!

The quantityLnk
(S) with v0(S,ne51) ~3! becomes

Lnh
~S!5

2p5/2

~112/3p2!3/4

~nh11!

22nhnh!
S23/4. ~7!

Substituting the expressions~6! and ~1! into Eq. ~5! we ob-
tain K(S,v) in the form

K~S,v!5A (
nh

Lnh
~S!dFD2

p2

S2

mh

me
2

1

SS Z1,01P1,0

1
«2

«1
D2v0~S,ne51!S th1

3

2D G . ~8!

It follows from Eq.~8! that, since the Coulomb and polariza
tion interactions of an electron and a hole with a small SM
whose radiusS satisfies condition~4!, is taken into account
each line corresponding to prescribed values of the radiane

and orbitall e quantum numbers of an electron in the inte
band optical absorption spectrum of such an SMC transfo
into a series of closely-spaced equidistant lines correspo
ing to different values of the hole principal quantum numb
th . In addition, according to Eq.~3! for v0(S,ne), the split-
ting between the equidistant series of lines depends on
the quantum numberne and the radiusSof the SMC. As the
electron’s radial quantumne increases, the splitting betwee
the equidistant series of linesv0(S,ne) ~3! increases (v0

;ne), and as the radiusSof the SMC increases, this splittin
decreases (v0;S23/2).

As follows from Eq.~8!, for interband light absorption
by a small SMC, the absorption threshold is the light fr
quencyv̄ given by

\v̄5Eg1
p2

S2

mh

me
1

1

SS Z1,01P1,01
«2

«1
D

1
3

2
v0~S,ne51!. ~9!
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Equation~9! expresses the law according to which the effe
tive band gap of an SMC increases with decreasing S
radiusS. The polarization interaction@the last two terms in
Eq. ~9!# makes a positive contribution to Eq.~9!, which gives
rise to an effective increase of the band gap of a small SM
In other words, the polarization interaction between cha
carriers and the surface of an SMC produces a larger shi
the absorption thresholdv̄(S) Eq. ~9! in a small SMC in the
short-wavelength direction than the analogous quantity
tained in Ref. 3 neglecting the polarization interaction.

3. COMPARISON OF THEORY WITH EXPERIMENTS

The experiments performed in Refs. 14 and 15 inve
gated the low-temperature (T.4.2 K! interband absorption
spectra of cadmium sulfide SMCs~with permittivity «2

'9.3) of sizea<aex dispersed in a transparent dielectr
silicate glass matrix~with permittivity «1'1.5). Structure
consisting of an equidistance series of levels split byDE
.a23/2 was observed near transitions to a lower si
quantization level (ne51, l e50) of an electron. This struc
ture is due to quantization of the energy spectrum of a he
hole in the adiabatic electron potential. The effective elect
and hole masses in CdS were, respectively,me50.205m0

andmh55m0 ~i.e. me /mh!1 andm0 is the electron mass in
vacuum!.

Indeed, the motion of a heavy hole in the electr
potential7,8 near SMC sizes~4!, which also includes the
range of SMC radii studied in Refs. 14 and 15, leads to
appearance of an equidistance series of levels whose spl
was determined by the expressionv0 ~3!, in the hole energy
spectrum. Comparing Eq.~3! ~with ne51) with the experi-
mental dependence obtained in Refs. 14 and 15 for the s
ting DE(a)5v0(S,ne51) on the SMC sizea, it follows that
for SMCs with radii a<aex the splitting v0(S,ne51) ~3!
~for a525 Å v0537.6 meV and fora530 Å v0528.29
meV! is in good agreement with the experimental data
Refs. 14 and 15~correspondingly, fora525 and 30 Å the
splitting v0540.0 and 30.1 meV!, differing from the latter
only negligibly (<6%). For thesame experimental cond
tions as in Refs. 14 and 15, we obtain using Eq.~7! the
following squared overlap integralsK(S,v)/A ~8! for tran-
sitions of a hole from an equidistant series of levels (nh

50; l h5mh50), (nh51; l h5mh50), (nh52; l h5mh

50), and (nh53; l h5mh50) to a lower electron size
quantization level (ne51; l e5me50)

K~S,v!/A5 (
nh50

3

Lnh
~S!57.659S23/4~110.5

19.43102211.031022!. ~10!

From Eq.~10! follows

L057.659S23/4, L150.5L0 ,

L259.431022L0 , and L351022L0 .
-
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The valuesLnh
(S) ~11! ~wherenh50, 1, 2, 3! together with

K(S,v)/A ~10! for SMCs with radii 30.43<S<50.71 (30
<a<50 Å ) satisfying the condition~4! are presented in
Table I.

It follows from the results presented in Table I that spe
tral lines of holes with quantum numbers (nh50; l h5mh

50) and (nh51; l h5mh50), for which the transition os-
cillator strengths are maximum, make the main contribut
to the light absorption coefficientK(S,v)/A ~8! of small
CdS SMCs with sizesS ~4!. The contributions of the highly
excited hole lines (nh>2; l h5mh50) relative to the contri-
bution of the line (nh50; l h5mh50) are negligibly small
(<931022).

In summary, it has been shown on the basis of the gi
model of quasi-zero-dimensional systems that the absorp
edge of small CdS SMCs is formed by two transitions
comparable intensity from different hole size-quantizati
levels (nh50; l h5mh50) and (nh51; l h5mh50) into a
lower electron size-quantization level (ne51; l e5me50) .
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TABLE I. The squared overlap integralsLnh
(S) (nh50, 1, 2, 3) and light

absorption coefficientK(S,v)/A as functions of the radiusSof a small CdS
SMC (a — radius of SMC in angstroms!.

S (a, Å) L0 L1 L2 L3 K/A

30.43~30! 0.591 0.295 0.056 0.0059 0.942
35.5 ~35! 0.527 0.263 0.05 0.0053 0.845
40.57~40! 0.476 0.238 0.045 0.0048 0.764
45.64~45! 0.436 0.218 0.041 0.0044 0.6994
50.71~50! 0.403 0.202 0.038 0.004 0.647
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The effect of an electric field on the differential thermopowera(E) of a one-dimensional
superlattice is investigated in the semiclassical approximation. A nonmonotonic temperature
dependence ofa(0) is established for a degenerate electron gas. It is shown that, in
principle, an electric field can be used to control the thermoelectric properties of superlattices.
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There are many published papers devoted to the ca
lation of the thermopower of an electron gas with a cosi
soidal dispersion law. We call attention to Refs. 1–4~see
also Ref. 5 and the references cited there!. We also call at-
tention to a recent experiment6 that also contains a review o
investigations of the thermopower in low-dimensional stru
tures. In Refs. 1–4, 6, and other works, the thermopower
studied in a regime with a weak electric fieldE, so thata
does not depend onE. The properties of the indicated stru
tures in strong fields, causing nonlinear effects to appear
correspondingly, theQ of the material to be controlled b
means of the fields, could also be of practical interest. In R
5 the effect of ac and dc electric fields on the thermopowe
a one-dimensional superlattice~SL! was investigated. The
results of Ref. 5 are valid for a nondegenerate electron
and not too strong fields so that the parametereEdt/\T
<1, whered is the period of the SL, 2D is the miniband
width, t is the relaxation time, andT is the temperature in
energy units. In the present paper a method free of the i
cated limitations is used to calculatea.

In the one-miniband approximation, the electron ene
in a one-dimensional SL has the form

«~p!5
p'

2

2m
1DS 12cos

pxd

\ D , ~1!

where p' and px are, respectively, the components of t
quasimomentump perpendicular and parallel to the SL ax
andm is the carrier mass in the plane of the SL layers. W
assume thatE and ¹T (T5T(x) is the local temperature!
are directed along the SL axis (OX). In the semiclassica
approximation (2D@\/t, eEd, d¹xT) the electron distribu-
tion function f (p,r) can be found from Boltzmann’s equa
tion. We choose the collision integral in thet approximation,
and assumet5const. The most convincing argument in f
vor of this condition is the results of Ref. 7, where it
established experimentally that the relaxation timet5const
in a GaAs/AlAs SL above 40 K and is temperatur
independent.

We write the kinetic equation in the form

L̂pf 1div ~vf !5
f 0~p,r !

t
, ~2!
1201063-7834/99/41(7)/3/$15.00
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where the operator

L̂p5S dp

dt
,

]

]pD1
1

t
, ~3!

f 0(p,r) is the Fermi distribution function with temperatur
and chemical potentialm varying in space, andv„p…
5]«(p)/]p is the electron velocity.

The solution of Eq.~2! must satisfy the condition

(
p

f ~p,r !5n~r !, ~4!

where n(r ) is the electron density. The current density
calculated from

j ~r !5e(
p

v~p! f ~p,r !, ~5!

and in the steady state

div j ~r !50. ~6!

We assume the second term on the left side of Eq.~2! to be
small. Then the solution of Eq.~2! in the zeroth approxima-
tion has the form

f (0)~p,r !5L̂p
21S f 0~p,r !

t D , ~7!

where the inverse operatorL̂p
21 is given by

L̂6p
21c~p!5E

0

`

c~p7p~ t !!expS 2
t

t Ddt, ~8!

wherep(t) is the solution of the equation of motion

dp

dt
5F ~9!

with the initial conditionp(0)50, F is the constant force
acting on the particle, andF5eE.

To perform correctly@without violating condition~4!#
the iteration procedure for findingf (p, r ) in the form of a
powers series in¹xT(r ) or ¹xn(r ), we add to the right-hand
side of Eq.~2! the termf (0)(p, r )div j /en, which is zero. A
similar device has been used in a theoretical investigation
1 © 1999 American Institute of Physics
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nonequilibrium fluctuations in an electron gas obeying
parabolic dispersion law~c.f., Ref. 8!. Therefore we find, to a
first approximation

f ~p, r !5 f (0)~p, r !1L̂p
21w~p, r !

[ f (0)~p, r !1L̂p
21H 1

en
f (0)~p, r !div j (0)~r !

2div „v~p! f (0)~p, r !…J , ~10!

where j (0)(r ) is the current density obtained from Eq.~5!
with f 5 f (0). The equation for the current density corr
sponding Eq.~10! is

j ~r !5 j (0)~r !1e(
p

w~p, r !L̂2p
21v~p!. ~11!

Using Eqs.~11!, ~10!, ~8!, and ~1! we find j x[ j . We
shall represent the result in a dimensionless form, making
transformationsEetd/\˜E, j /env0˜ j , m/D˜m, T/D
˜T, v0t¹x˜¹x (v05Dd/\ is the maximum electron ve
locity alongOX).

For T(r )5const we have from Eq.~11! in the linear
approximation in¹xn

j 5C1

E

11E2
2D

¹xn

n
, ~12!

where the diffusion coefficient~in units of v0
2t) is

D~E!5
1

2~11E2!
F11C2

2E221

4E211
24C1

2 E2

~E211!2G ,

~13!

and

FIG. 1. Chemical potentialm versus the temperatureT ~arbitrary units!. The
curves correspond to the values of the parameterN5p3\2nd/mD: 1 — N
50.55; 2 — N50.6; 3 — N50.65.
a

e

Ck5Ck~T!5 K cos
kpxd

\ L , ~14!

where the brackets indicate averaging using the func
f 0(p, r ).

We note that Eq.~13! ~for nondegenerate carriers! was
first obtained in Ref. 9 by a different method: using Bolt
mann’s equation with the Bathnagar–Gross–Crook collis
integral.

For n5const we find from Eq.~11! in the linear approxi-
mation in¹xT

j 5
C1

11E2
@~E2¹xm!2a¹xT#, ~15!

where the differential thermopower~in units of kB /e) is

a~E!5
B2

2C1
S 2E221

114E2D 2
2B1E2

~11E2!2
2

dm

dT
, ~16!

where

Bk5
dCk

dT
. ~17!

For a nondegenerate electron gas, where

expS m

T D5
n

n0
expS 1

TD I 0
21S 1

TD!1, ~18!

(I k(z) is a modified Bessel function,n05mTD/2p\2d) and
f 0(p, r )'exp((m2«(p))/T), the coefficientsCk andBk can
be calculated analytically as

Ck5I kS 1

TD Y I 0S 1

TD ,

2T2Bk52C1Ck2Ck212Ck11 . ~19!

For E!1 we obtain from Eq.~16!

FIG. 2. Thermopowera versus the temperatureT for N50.6. The curves
correspond to the parameter values:1 — E50; 2 — E51; 3 — E510.
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a~0!531
1

T S 12
1

C1
D2

m

T
. ~20!

For wide bands and/or low temperatures (T!1), from
Eq. ~20! follows the expressiona55/22m/T, correspond-
ing to the standard dispersion law. This is natural, since
this case the band top no longer plays a role. In the oppo
limiting case (T@1) we have from Eq.~20!

a~0!512
m

T
. ~21!

We note that forT@1 andE@1 the functiona(E) can
also be expressed by Eq.~21!.

FIG. 3. Thermopower versus the fieldE. The solid curves (102a) corre-
spond toN50.6 and the temperatures:1 — T50.5; 2 — T51; 3 —
T51.5. The dashed curves (a) correspond toN50.01 and temperatures
4 — T50.5; 5 — T51; 6 — T51.5.
n
ite

For arbitrary degeneracy of the electron gas, the coe
cientsCk(T) can be found using the Fermi distribution fun
tion, in which the temperature dependence of the chem
potentialm5m(T) is determined from condition~4!. Figure
1 shows the numerical results form5m(T) for various val-
ues of the dimensionless parameterN5p3\2nd/mD. Figure
2 shows the temperature dependence of the thermopowe
several values of the fieldE. Note the nonmonotonic behav
ior of a(0) at low temperatures. This character ofa(0) has
been observed in a GaAs/Ga12xAl xAs SL.6 Figure 3 shows
a(E) for various temperatures.

The numerical estimates of the results obtained~includ-
ing those presented in the figures! reduce to estimating the
scale which was used here for the electric field stren
(E05\/etd). For d51026 cm and t510212 s we have
E0'660 V/cm.

We thank É. M. Épshte�n for a helpful discussion of this
work.
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Kronig–Penney problem for a biparabolic potential: Quasifree particle motion
A. Zh. Muradyan

Erevan State University 375049 Erevan, Armenia
~Submitted September 30, 1998!
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The Bloch states of a particle in a one-dimensional, periodic, biparabolic field are determined.
The solutions are expressed in terms of confluent hypergeometric functions. It is shown
that the first term of the Tricomi expansion for confluent hypergeometric functions represents the
quasifree above-barrier motion of a particle and is identical to the exact Kronig–Penney
solution for a square potential. ©1999 American Institute of Physics.@S1063-7834~99!04007-1#
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The one-dimensional periodic potential1 in the theory of
solids is the foundation for the qualitative~rough! descrip-
tion of the band structure of the energy spectrum and w
functions of electrons.2–4 The weak-coupling approximatio
is well known for describing quasifree motion. This appro
mation actually employs a Taylor expansion in terms o
parameter proportional to the interaction energy. A modifi
perturbation theory, which is essentially the analog of
Lennard–Jones method,6 has been proposed in Ref. 5.

In the present paper, the Bloch~steady-state! solutions
for the states of a particle in a biparabolic potential are
tained. To describe quasifree motion, the second Tric
expansion of the confluent hypergeometric function in ter
of Bessel functions is used.7 It is found that this expansion i
‘‘softer’’ relative to the interaction parameter than is th
Taylor expansion, since it preserves the main content of
solutions for a periodic potential — the band structure of
energy spectrum — even in the first approximation.

1. BIPARABOLIC POTENTIAL AND EXACT BLOCH
SOLUTIONS

A biparabolic potential is a one-dimensional period
field in which the potential energy of a particle can be re
resented as a periodic function consisting of truncated
alternately inverted parabolas~Fig. 1!

U~x!5
11~21!n

2
Umin1

12~21!n

2
Umax

1~21!nkS x2
nl

2 D 2

, ~1!

where n50,61,62, . . . , and foreachn the coordinatex
varies in the range

2n21

4
l<x<

2n11

4
l .

Even values ofn correspond to concave and odd values
convex regions of the potential curve relative to the aver
value (Umin1Umax)/2. The quantitiesUmin andUmax are the
minimum and maximum values of the potential energy, anl
is its spatial period. The continuity of the potential and
first derivative is ensured by choosing the value of the ‘‘el
1201063-7834/99/41(7)/3/$15.00
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tic’’ constantk58U/ l 2, whereU5Umax2Umin is the depth
of the periodic potential energy. The origin of the coord
nates is placed at the minimum of the concave region
n50.

The solution of the steady-state Schro¨dinger equation
~SSE! with the quadratic coordinate dependence~1! of the
potential energy is presented using confluent hypergeom
functions F. In the first region (n50, 2 l /4<x< l /4), see
Fig. 1, the wave function of the particle is

C I~x!5Aaua~x!1Abub~x!, ~2!

where

ua~x!5e2h2x2/2FS a,
1

2
;h2x2D , ~3!

ub~x!5hxe2h2x2/2FS a1
1

2
,
3

2
;h2x2D ~4!

are the two unknown solutions of the SSE and the follow
notations are used:

h52S MU

\2l 2D 1/4

, a5
1

4
~12l1Vmin!,

Vmin5
l

2\
AM

U
Umin , l5

l

2\
AM

U
E, ~5!

E andM are the particle energy and mass, andAa andAb are
the as yet unknown coefficients which will be determin
from the continuity of the wave function and its first deriv
tive together with the normalization condition.

It is useful to note that, aside fromU, the problem also
contains a second energy parameter, which can be writte
Er5\2k2/2M by analogy with the recoil energy fo
absorption–emission of a photon,k52p/ l . The arguments
in the expressions~3! and~4! and the dimensionless particl
energyl will have the form

h2x254pA2U

Er
S x

l
D 2

, l5p
E

A2UEr

. ~6!

The spatial scale of the problem is determined by the ratio
these two parametersU and Er , while the energy scale is
determined by their product.
4 © 1999 American Institute of Physics
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In the second region of the potential energy (n51; l /4
<x<3l /4)

C II ~x!5Bava~x!1Bbvb~x!, ~7!

whereBa andBb are new constants, andva(x) andvb(x) are
obtained from the expressionsua(x) andub(x) by replacing
a andVmin by

b5
1

4
„12 i ~l2Vmax!…, Vmax5

l

2\
AM

U
Umax

respectively. The independent variablex2 is replaced by
2 i (x2 l /2)2.

In the third region (n52, 3l /4<x<5l /4), according to
the Bloch condition the solution of the SSE is

C III ~x!5e
i
\ plC I~x2 l !, ~8!

whereP is the quasimomentum of the particle.
The standard requirements of continuity at the bound

points (x51/4 andx53l /4) yield a dispersion relation of th
form

cos
pl

\
5

GabGba1GaaGbb

GabGba2GaaGbb
, ~9!

where

Gmn5umvn82vnum8 ux5 l /2 , ~10!

m,n5a,b. The primes on the functionsum8 andvn8 denote, as
usual, derivatives with respect to the argument~i.e. with re-
spect tox). To obtain the form~10!, relations expressing th
values of the functionsum(x) andvn(x) and their derivatives
at the pointx53l /4 in terms of the corresponding values
the point x5 l /4 were used. These relations were obtain
using explicit expressions for the quantities mention
above. The continuity conditions also establish the follow
relations between the coefficientsAm andBm :

Ab5 iAa

Gab

Gbb
tan

pl

2\
, Ba5Aa

Gab

D S 11 i tan
pl

2\ D ,

Bb5Aa

Gaa

D S 211 i cot
pl

2\ D , ~11!

FIG. 1. Biparabolic potential. The first~I; n50), second~II ; n51), and
third ~III ; n52) regions are marked at the bottom.
y

d
d
g

where D is the Wronskian of the solutions for the seco
region of the potential curve~Fig. 1!. To determine the re-
maining unknownAa a normalization condition must b
added to Eq.~11!.4

2. QUASIFREE PARTICLE MOTION

For confluent hypergeometric functions, which dete
mine the wave function and energy spectrum of a particle
a periodic biparabolic potential, we make use of the sec
Tricomi expansion7

e2z/2F~h,s11;z!5G~s11!~xz!2s/2(
n50

`

cnS ¸,
11s

2 D
3S z

4¸ D n/2

Js1n~2Axz!, ~12!

whereG(•) is the gamma function,̧ 5(11s)/22h, Jm(•)
is a Bessel function, and the coefficientscn are determined
from the recurrence relation

~n11!cn11~¸,r !5~n12r 21!cn21~¸,r !

22¸cn22~¸,r !, ~13!

wheren52,3, . . . forc051 andc150 and are polynomials
of degree@n/3# in ¸.

Simple substitutions show that the ratioz/4¸ appearing
in Eq. ~12! is less than one in modulus ifE2Umax.U, i.e. if
the particle energy lies above the maximum value of
potential energy. Then the particle undergoes above-ba
motion; the series~12! converges absolutely and a finit
number of terms can be retained.

If only the first term is retained in the expansion in a
expressionsum , um8 , vn , andvn8 , then the dispersion relation
~9! and the wave functions~2! and~7! assume the elementar
form

cos
pl

\
5cos

1

2
kminl cos

1

2
kmaxl 2

1

2 S kmin

kmax

1
kmax

kmin
D sin

1

2
kminl sin

1

2
kmaxl , ~14!

C I~x!5Aa coskminx1
Ab

2A¸min

sinkminx, ~15!

C II ~x!5Ba coskmax~x2 l /2!

1Bb

A2 i

2A¸max

sinkmax~x2 l /2!, ~16!

where

kmin,max5
1

\
A2M ~E2Umin,max! and

¸min,max5
p~E2Umin,max!

4AErU
.

This result is identical to the Kronig–Penney solution for
square potential. A particle in above-barrier quasifree mot
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‘‘feels’’ only the depth and period of the periodic potentia
It is hoped that this property will remain also in the gene
case of a periodic potential; however, this must be prove

Starting with the second term, the second and high
order terms in the expansion~12! take account of the non
square character of the expansion and contribute, natur
to states with relatively low-lying energy levels. As an illu

FIG. 2. Right-hand side~R.S.! of the dispersion relation~9! as a function of
the particle energy~calculated relative to the maximum value of the period
potential energy!. The solid line corresponds to retaining the first and seco
nonzero terms in the expansion~12!, the dashed line corresponds to retai
ing only the first term. The plots are given forUmin /Er527 andUmax/Er

525.
l
.
r-

ly,

tration, plots for the first part of the dispersion relation r
taining one~square approximation! and two terms of the ex-
pansion are presented in Fig. 2. It is evident that, start
with the third or fourth zone, the solutions are virtually ide
tical.
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Enhancement of Raman scattering intensity in porous silicon
M. E. Kompan, I. I. Novak, and V. B. Kulik,
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An enhancement in inelastic light scattering intensity from porous-silicon quantum wires has
been discovered. It is shown that this effect is caused by a decrease in the absorption coefficient of
the optical medium formed by quasi-one-dimensional structures, with the crystal structure of
the wires themselves remaining unchanged. ©1999 American Institute of Physics.
@S1063-7834~99!04107-6#
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Porous silicon is a macroscopic medium composed
self-organized quasi-one-dimensional formations, the
called quantum wires.1 It exhibits a number of unusual prop
erties originating from the smallness of the transverse siz
these formations, which is not much in excess of that of
unit cell. As a result, the properties of individual wires e
hibit pronounced quantum-mechanical relationships.

In Raman scattering from the wires, these relationsh
give rise to an uncertainty in the momentum of excit
phonons, which is usually seen as a broadening, asymm
and shift toward lower energies of the characteristic band
the Raman spectrum. This phenomenon was first consid
for the case of thin films, filaments, and small spheri
particles.2 For porous silicon, similar changes in the spe
trum are fairly typical and were observed more than once
various authors~see, e.g., Refs. 3 and 4!.

Porous silicon is, however, a macroscopic material, a
its properties are not identical to those of filaments. Depe
ing on the pattern in which individual wires are arrayed in
material, the latter can exhibit additional properties. Stud
of porous silicon revealed new features in the spectral p
tion of the light scattering line and in the scatter
polarization.5,6 This paper reports another feature in the R
man scattering in porous silicon, which manifests itself in
enhancement of the scattered intensity compared to
crystalline silicon.

1. EXPERIMENT

The experiments were carried out on samples of por
silicon prepared by radiation-stimulated etching of~100!-
oriented silicon plates.7 The samples used in the study we
made from different types of starting silicon and prepared
different technologies and different surface treatment. To
cilitate subsequent orientation of the samples with respec
the polarization of exciting light, they were cleaved from t
original plates along the@011̄] and @011# directions. Com-
1201063-7834/99/41(7)/3/$15.00
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parative experiments were performed on polished sample
silicon of the same grade.

The phonon spectra excited by a He-Ne laser with
wavelength of 633 nm and power 35 mW were studied
180° backscattering geometry from the~100! plane using a
Ramalog-5 spectrophotometer with computer-controlled d
acquisition. To exclude the possible influence of polarizat
effects on the scattered spectral intensity, no analyzer
used in the detector section of the setup, i.e. the instrum
measured the sum of all polarization components. To eli
nate the polarizing effect of the gratings, a broad-ba
quarter-wave phase plate was placed in front of the spec
photometer entrance slit. To check the absence of polar
tion effects, the spectra were recorded for two orientation
the electric vector exciting the waves relative to the crys

lographic axes, namely, parallel to@010# and to@011̄].
Figure 1 shows scattering spectra obtained from sev

samples of porous silicon and one sample of crystalline s
con. In all cases, the spectra showed a single band peaki
about 520 cm21. The band frequencies in the spectra of cry
talline and porous silicon differ only slightly from one an
other. This can be assigned to the ordered pattern of
quantum-wire array in the samples prepared by the tech
ogy of Ref. 5. A similar absence of a frequency shift for
system of oriented quantum wires was reported also
Ref. 8.

As seen from the experimental data, however, the s
tered intensity from porous silicon exceeds by far that fro
samples of crystalline material. Figure 1 presents two set
spectra corresponding to vectorE ~electric vector of the in-
cident light wave! directed along the@010# axis in the sample

plane and parallel to the@011̄] axis. One readily sees that th
polarization of exciting light, as should be expected when
polarization components are combined, affects only wea
the intensity of the scattered spectrum. The maximum diff
ence between the band intensities observed for porous
crystalline silicon was nine times.
7 © 1999 American Institute of Physics
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2. DISCUSSION OF RESULTS

Consider a possible reason for the enhancement of
man scattering intensity in porous silicon. It is known th
the intensity of light inelastically scattered from an opaq
sample can be written9

I 5h~1/K~v i !! (
j 5x,y,z

~eiRjes!
2,

where K is the absorption coefficient at the exciting lig
frequencyv i , ei andes are the incident and scattered pola
ization vectors,Rj are the components of the polarizabili
tensor for light scattering from phonons with polarizationj,
and h is a constant. The above relation shows that the
hancement in the Raman scattering intensity from por
silicon may result from a change of one of two quantitie
namely, the absorption coefficient or the polarizability ten
components.

It can be assumed, however, that the polarizability ten
does not change substantially when transferring from c
talline to porous silicon. The reason for this is that quant
wires and bulk crystalline silicon have identical crystal stru
tures. This conclusion follows from x-ray diffraction da
~see, e.g., Refs. 10 and 11! and from the superposition of th
lattice vibration bands in the Raman spectrum of porous
con andc Si. It is also supported by the use of the we
known polarizability tensor of crystalline silicon when inte
preting Raman experiments made on porous silicon.6

Thus possible reasons for the observed enhanceme
Raman scattering intensity reduce to a change in the abs
tion coefficient of exciting light. This effect is well known. A
decrease in visible light absorption in porous silicon co
pared to crystalline silicon was observed earlier.12,13 The
light absorption coefficient in porous silicon at a waveleng
of 633 nm is reported to vary from 43102 to 2.73103

cm21, whereas for pure crystalline silicon it is 5.63103

cm21.14

FIG. 1. Raman scattering spectra for three samples of~1–6! porous silicon
and~7, 8! single-crystal silicon. Curves1, 3, 5, and7 were obtained with the
incident-light polarization oriented along the~010! axis, and curves2, 4, 6,
and8, along the~011! axis.
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There is an obvious reason for an increase in light p
etration in porous silicon. This is the decrease of the den
in a layer of porous silicon. This factor should bring abou
decrease in the absorption coefficient by a factor (12k) (k
is the porosity coefficient of a porous silicon layer! and,
hence, an increase of the light penetration depth in the
terial. However since the density of the material in the a
sorption layer also decreases (12k) times because of the
pores, the amount of the material within the range of lig
penetration in porous silicon does not change, and this fa
likewise will not produce enhancement in Raman scatter
intensity.

This effect can be explained if one recalls the pheno
enon of quantum confinement also in an electronic s
system. The existence of this phenomenon was pointed
in the pioneering work on porous silicon,1 and relevant nu-
merical calculations can be found in several theoretical
pers, for instance, in Ref. 15. Quantum confinement in
electronic subsystem results in a broadening of the band
of the material.~It underlies the well-known luminescence o
porous silicon in the visible.! This phenomenon can increas
the light penetration depth in a material additionally by
order of magnitude and even more. Having the same lat
as conventional crystalline silicon, porous silicon behav
with respect to the properties of the electronic subsystem
the exciting-light frequency as a totally different objec
namely, it is a transparent crystal with the characteristics
an insulator. The light exciting the scattering will penetra
into a substantially larger volume of the material, and this
what accounts for the enhanced Raman scattering intens

As already mentioned, the scattering enhancement
served by us was a factor 1.6 to 9, which is in agreem
with the known12,13 absorption coefficients for porous sil
con. Note that the scatter in numerical values appears o
natural in this case, because this quantity is known15 to be
different for samples with different quantum-wire cross se
tions. For this reason one cannot expect exact quantita
agreement of our interpretation of the phenomenon w
available data. On the qualitative level, however, one m
consider it proven that the anomalously high intensity
inelastically scattered light can be accounted for by a
crease of the absorption coefficient in porous silicon a
result of quantum confinement in the electronic subsyste

Support of the Program ‘‘Optics. Laser Physics’’
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FULLERENES AND ATOMIC CLUSTERS

Photochromic effect in molybdenum-oxide cluster systems
V. N. Andreev, S. E. Nikitin, V. A. Klimov, and F. A. Chudnovski 
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The photochromic effect under UV illumination has been studied in cluster systems of
molybdenum oxides in aqueous solutions of citric acid. This paper reports the first observation of
two types of systems exhibiting different photochromism. Systematic measurements of the
optical characteristics, proton concentration, and photogalvanic emf have been carried out as
functions of composition. A model is proposed for the molybdenum-oxide-cluster–citric-
acid complex, in which intramolecular electron transfer occurs under UV illumination. ©1999
American Institute of Physics.@S1063-7834~99!04207-0#
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Oxides of transition metals~Mo, W, V! were shown to
have a tendency to form cluster structures.1–9 Cluster forma-
tions in solutions may be considered as products of polym
ization of ions of transition-metal oxides~molybdates and
tungstates!, which occurs after the proton concentration h
reached a certain level~for a given pH of the solution!.8,10,11

Clusters in amorphous films of tungsten and molybden
oxides constitute microscopic fragments of a crystal latt
distributed throughout the film.2,9,12 The properties of clus-
ters should be expected to differ substantially from those
the bulk material. This is due both to lattice distortions
clusters and to the role played by the surface. As a resu
the latter, reactions taking place at the cluster surface af
the properties of the cluster as a whole.

Solutions and films containing tungsten and molybd
num oxide clusters were found to exhibit the photochrom
effect,1–4 which consists in a color change of the solution
film when illuminated by UV light. It was shown that th
photochromic effect is accompanied by formation of an e
~photogalvanic effect!.4–6 An additional interest in tungste
and molybdenum oxide clusters was initiated by their exh
iting nonlinear optical properties.13

Based on EPR and NMR studies of molybdate and tu
state solutions, a structure of the@Mo7O24#

62 cluster was
proposed,3,11 which includes seven types of oxygen ions a
three types of molybdenum ions~Fig. 1a!.

Present models of coloring of molybdenum and tungs
oxide cluster systems under UV illumination reduce to
following mechanism.1–5,7 Transition-metal clusters form
complexes in interaction with water, protons, and orga
substances present in the solution. UV illumination of suc
complex may initiate intramolecular electron transfer, wh
will change the valence state of the metal in the clus
through oxidation of the organic component. The elect
1211063-7834/99/41(7)/6/$15.00
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appearing in the metald orbitals will give rise to an absorp
tion band in optical spectra, which is associated withd–d
transitions. Note that, in the reactions proposed in Ref. 1,
organic substance becomes oxidized irreversibly in suc
process and the proton concentration decreases.

However the reversible nature of the photochromic
fect and the absence of oxidation products of the orga
acid revealed in our earlier studies14,15 do not fit into the
scheme proposed in Refs. 1–5 and 7.

The present work reports a study of the photochrom
effect in the system of a water solution of citric aci
C6H8O7, with ammonium heptamolybdate (NH4)6Mo7O24.
Systematic studies of the optical characteristics of soluti
as functions of composition and proton concentration~pH!,
as well as measurements of the photogalvanic emf betw
the illuminated and nonilluminated parts of the solution ha
been performed for the first time.

1. SAMPLE PREPARATION

A series of aqueous solutions containing ammoni
heptamolybdate (NH4)6Mo7O24 and citric acid C6H8O7

were prepared for the investigation. The citric acid for t
solutions was OSCh grade, and the ammonium heptamo
date was manufactured by Aldrich Chem. Co., USA. In
solutions, pH was measured with a pH-340 meter with
glass electrode. The concentration of C6H8O7 in the solu-
tions was 0.071M, and that of (NH4)6Mo7O24, 0.018 or
0.027M, and the pH was measured to be, respectively, 1
and 2.8.

More concentrated solutions were also prepared, wh
contained 0.2M (NH4)6Mo7O24, and C6H8O7 in concentra-
tions of 4M, 3M, 2M, 1.5M, 1M, with the pH values of 0.69
0.89, 1, 1.2, and 1.4, respectively. A white sediment, p
sumably molybdenum hydroxide,10,11 settled down in these
0 © 1999 American Institute of Physics
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FIG. 1. ~a! Structure of the@Mo7O24#
62 cluster;~b! one of possible struc-

tures of the@Mo7O23•C6H7O7#52 complex.

h

M

solutions 16–20 h after the preparation. No such pheno
enon was observed to occur in less concentrated solutio

A number of aqueous solutions were prepared for co
parison, which contained 0.027M and 0.018
(NH4)6Mo7O24 and mineral acids HNO3 and HCl, which
had the same pH values as the C6H8O7 solutions.

2. OPTICAL MEASUREMENTS

The solutions were placed in a cuvette of optical qua
and illuminated with light of a 500-W mercury lam
mounted at a distance of 0.4 m. Light with 365-nm wav
length was cut out from the mercury lamp spectrum w
color filters. The measurements were performed at ro
temperature, 293-294 K. The solution temperature was m
tored with a thermometer in the cuvette to within 0.5°C. A
samples were illuminated for 85 min. During this time th
solution warmed by not more than 1°C. The optical spec
were measured with a Specord UV-VIS instrument.

As seen from Figs. 2 and 3, the absorption edge of
starting solutions was in the region of 380 nm. Our optic
measurements revealed two types of solutions. In soluti
of the first type, illumination with 365-nm light creates a
absorption band in the region of 750 nm~Fig. 2!. Illumina-
tion of the solutions of the second type initiated changes
shorter wavelengths, 380–420 nm; after the illuminatio
they had no longer the absorption peak at 750 nm, and
absorption-edge tail shifted toward longer wavelengths~Fig.
3!. The solutions of type 1 are those with (NH4)6Mo7O24

concentration of 0.2M, and C6H8O7 concentrations of 4M,
3M, 1M, as well as the solution 0.027M (NH4)6Mo7O24 1
0.071M C6H8O7, and solutions of type 2, those wit
(NH4)6Mo7O24 concentration of 0.2M, and C6H8O7 concen-
trations of 2M and 1.5M, as well as the solution 0.018
(NH4)6Mo7O24 1 0.071M C6H8O7.
FIG. 2. Transmission spectra of solutions of type 1$0.027M (NH4)6 @Mo7O24# 1 0.071M C6H8O7%: 1 — starting spectrum,2 — spectrum of the solution
85 min after the illumination,3 — spectrum of the solution 30 h after completion of illumination. The arrow identifies the absorption edge.
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FIG. 3. Transmission spectra of solutions of type 2$0.018M (NH4)6 @Mo7O24# 1 0.071M C6H8O7%: 1 — starting spectrum,2 — spectrum of the solution
85 min after the illumination,3 — spectrum of the solution 30 h after completion of illumination. The arrow identifies the absorption edge.
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No changes in the optical spectra of the solutions c
taining the inorganic acids HCl and NHO3 were observed to
occur under UV illumination. Prolonged exposure of the s
lutions caused color saturation, and after the illuminat
was turned off, the color gradually faded~Figs. 2 and 3!. The
time taken by the spectra to recover their initial state w
20–50 h.

3. PHYSICOCHEMICAL MEASUREMENTS

We carried out experiments to reveal the relation
tween the UV-induced change in the optical properties of
solutions and the proton concentration in the solution. W
this purpose in mind, we measured the pH of the soluti
under illumination and the UV-induced emf. The solutio
used in the pH and photogalvanic-emf measurements w
1 — 0.027M (NH4)6Mo7O24 1 0.071M C6H8O7 and 2 —
0.018M (NH4)6Mo7O24 1 0.071M C6H8O7. The solution
under study was placed in a quartz cuvette which contai
also the electrodes of the pH meter and a thermometer
check the temperature dependence of pH, the initial solu
was warmed to 305 K. The pH value essentially did n
change during the procedure.

Figure 4 displays the dependence of pH on illuminat
time for compositions 1 and 2. Note that this dependence
solution 1 shows a tendency to saturation, whereas for s
tion 2 the pH variations lie within experimental error, i.e. p
practically does not change.

To measure the photogalvanic emf induced by illumin
tion, the solutions of compositions 1 and 2 were placed in
opaque plastic container separated by a porous partition.
half of the solution was exposed to illumination, while th
other half was screened from the light. The emf thus gen
-
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d
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or
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ated was measured by the compensation method using
platinum electrodes immersed in the solution. The illum
nated electrode was charged negatively in both solutio
and solution 2. The dependences of the photogalvanic
on exposure time for solutions 1 and 2 are presented in
5. These dependences likewise exhibit a trend to satura
Note that the photogalvanic emf for solution 1 is 100 m
which is more than twice that for solution 2~35–40 mV!.
After completion of illumination, both solutions undergo r
laxation of the spectral characteristics, pH, and photog
vanic emf toward their initial levels. Unlike Ref. 1, wher
one observed decarboxylation of acetic acid, no evolution
a gas was observed in our case. The samples studied
capable of sustaining many coloring cycles.

4. DISCUSSION OF RESULTS

As already mentioned, clusters possess a high reacti
as a result of which a number of reactions giving rise
formation of complexes of molybdenum oxide clusters w
associated chemical particles take place in the system u
study. One has investigated to date protonation react
~1!–~3! of the @Mo7O24#

62 cluster in a solution of a suffi-
ciently high acidity and determined their enthalpiesDH and
entropiesDS:8

@Mo7O24#
621H1⇔@Mo7O23OH#52

DH52.660.3 Kcal/mol,

DS52961 cal/mol K. ~1!

@Mo7O23OH#521H1⇔@Mo7O22~OH!2#
42

DH50.860.5 Kcal/mol,
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DS51962 cal/mol K. ~2!

@Mo7O22~OH!2#
421H1⇔@Mo7O21~OH!3#

32

DH520.661.3 Kcal/mol,

DS51064 cal/mol K. ~3!

In these reactions, some of the end oxygen atoms
cluster attach a proton to become OH groups. The ab
values of the enthalpies and entropies indicate that react
~1!–~3! are reversible at room temperature. It is known a
that protonation may cause formation of a cluster contain
a water molecule as a ligand

@Mo7O24#
6212H1⇔@Mo7O23• H2O#42. ~4!

These processes cannot, however, account alone fo
observed photochromic properties of the system stud
First, one does not observe any effect of UV illumination
the aqueous solutions which do not contain an organic a
Second, if photogalvanic emf had been generated only by
difference in the proton chemical potential in different pa
of the cuvette as a result of reactions~1!–~4! and of the
reverse ones, it would have been of the order of 14–15 m
which is substantially less than the experimental values~Fig.
5!. This brings one to the conclusion that the main contrib
tion to photogalvanic emf is due to the modified molybd
num clusters.

One has to conjecture that the system under study
comes photosensitive as a result of protonation which oc
simultaneously with the substitution reactions modifying t
a
ve
ns
o
g

he
d.

d.
he

,

-
-

e-
rs

cluster. In these reactions, the molecules of the organic
replace the oxygen atom to become ligands in the comp
for instance,

@Mo7O24#
621C6H8O71H1⇔@Mo7O23• C6H7O7#

521H2O.
~5!

Citric acid is tribasic and is capable of dissociating in
three carboxyl groups to form five kinds of anions. Becau
each of the acid forms can join the cluster through differ
functional groups, reaction~5! can produce many differen
complexes in which the molybdenum oxide clust
@Mo7O24#

62 is bound to a citric acid molecule; apart from
this, more than one acid molecule can become attached.
of possible structural versions of the@Mo7O23•C6H7O7#52

complex was constructed with a standard quantummech
cal program package and visualized by means of the Ras
code ~Fig. 1b!. The linear size of the complex is approx
mately 2 nm.

UV illumination of this complex gives rise to metal re
duction simultaneously with elimination of the proton, whic
enters the medium~Fig. 6!:

@Mo7
VIO23Hn• C6H7O7#

(52n)21hn

⇒@Mo7
VIO23Hn• ~C6H6O7!* # (62n)21H1,

@~Mo7
VIO23Hn!

(42n)2~C6H6O7!*
,22#

⇒@~Mo6
VIMoVO23Hn!

(52n)2
•~C6H6O7!

12#, ~6a!
FIG. 4. Dependence of the proton concentration in the solutions on illumination time.1 — type-1 solution,2 — type-2 solution,3 — type-1 solution 30 h
after the illumination,4 — type-2 solution 30 h after the illumination,t0 — end of illumination.
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FIG. 5. Dependence of photogalvanic emf of th
solutions on illumination time.1 — type-1 solution,
2 — type-2 solution,3 — residual emf of type-1
solution 30 h after the illumination,4 — residual
emf of type-2 solution 30 h after the illumination
t0 — end of illumination.
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@Mo7
VIO23Hn• C6H7O7#

(52n)21hn

⇒@Mo7
VIO23Hn-1•~C6H7O7!* # (62n)21H1,

@~Mo7
VIO23Hn-1!

(52n)2~C6H7O7!*
,12#

⇒@~Mo6
VIMoVO23Hn-1!

(62n)2
•~C6H7O7!#. ~6b!

The asterisk denotes here an excited state, in reaction~6a!
the proton is detached from the acid molecule, and in re
tion ~6b!, from the protonated cluster.

The final products of these reactions are metastable,
the complex returns to the ground state, as a result of wh
after the completion of illumination the solution undergo
bleaching, for instance, by the reaction

@~Mo6
VIMoVO23Hn!

52
•~C6H6O7!

12#1H1

⇒@Mo7
VIO23Hn•~C6H7O7!#

52. ~7!
c-

nd
h

The reaction cycle~6!–~7! can repeat over and over agai
which accounts for the observed reversibility of the pr
cesses.

The mechanism of the photochromic effect in aqueo
solutions of an organic acid containing transition-metal ox
clusters proposed by us can be summed up as follows
complex of molybdenum oxide cluster having citric acid a
ligand forms in reactions~1!–~5! in the system under study
UV illumination transfers the organic acid in such a compl
to an excited state@the first parts of reactions~6a! and~6b!#.
After this, the electron is transferred from the organic co
pound to the metal atom, with the corresponding change
the oxidation state of the Mo atom in the cluster from 61 to
51 @the completion of reactions~6a! and ~6b!#, and this
gives rise to the formation of an absorption band associa
with the d-d transitions appearing in the electronic spectru
around 750 nm. At the same time the proton is elimina
of
cal

n
n
;

FIG. 6. Correlation between the optical properties
type-1 solution and the change in the proton chemi
potentialDm @H1# in the solution.1 — variation of the
proton chemical potential in the solution vs illuminatio
time, 2 — variation of the transmission of the solutio
at the wavelength of 750 nm vs illumination time
Dm @H1#5RT ln @H1#.
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1215Phys. Solid State 41 (7), July 1999 Andreev et al.
from the cluster or from the acid attached to it. The elect
transfer process is characteristic of solutions of type 1.
solutions of type 2, photoexcitation changes the cluster c
formation and shifts the absorption edge caused by exc
tions from the oxygen orbitals. In both cases, the comp
thus formed is energetically unstable and transfers spont
ously to the ground state@for example, by reaction~7!#,
which brings about gradual bleaching of the solution a
recovery of the initial proton concentration~Fig. 4!.

This mechanism demonstrates the unique feature of c
ters in that they occupy an intermediate position between
crystals and molecules. On the one hand, the@Mo7O24#

62

cluster is small enough to feel the changes occurring on
surface when an organic acid or any other ligand beco
attached to it. On the other hand, the number of atoms c
prising it is large enough to create a potential barrier wh
inhibits cluster transfer back to the ground state. This bar
appears in the atomic rearrangement as the transfer o
photoexcited electron changes the electronic structure of
complex.

Thus an explanation is proposed for the observed e
tence of two kinds of photoinduced coloring~solutions of
types 1 and 2!. They differ in the behavior of the cluster
after photoexcitation. The reason for this lies in that the el
tron transfer responsible for the photochromic effect is a p
cess sensitive to the differences in the complex structure
tiated by a relatively small change in the concentration of
starting chemical components.
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Small clusters of 3d metals Ni/Ni~001!, Cu/Cu~001!, 4d-Pd/Pd~001!, Ag/Ag~001!, 5d-Pt/Pt~001!,
and Au/Au~001! are investigated by semiempirical methods using multiparticle interatomic
interaction potentials. It is shown that the same magic numbers~4, 6, and 9! are characteristic for
all metals indicated; these numbers are determined by the symmetry characteristics of the
clusters, related to the morphology of the fcc~001! substrate. It is shown for Pt/Pt~111! that small
clusters of seven, ten, and more atoms are stable for the fcc~111! surface. This confirms
that the magic numbers are associated with the symmetry of the clusters. ©1999 American
Institute of Physics.@S1063-7834~99!04307-5#
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The current level of scanning tunneling microsco
~STM! investigations makes it possible to grow the mo
diverse clusters on metal substrates.1,2 The intensive work in
this field is largely associated with the fact that clusters
substrates possess unique magnetic properties3–5 and could
be used in the future to produce fundamentally new magn
materials. The stability of small clusters arising at the init
stage of growth of thin films makes it possible to judge t
growth mechanism occurring in practice. The observation
sharp peaks at 2, 8, 20, and 40 in the mass spectrum o
clusters6 and the direct analogy with magic numbers of sta
atomic nuclei have provided the basis for experimental
theoretical works in cluster physics. The study of free cl
ters has shown that the spectrum of the most stable con
rations, called magic configurations, could be due, in the fi
place, to filling of electronic shells6 and, in the second place
the symmetry of interatomic bonds.7 For example, for Na,
the most stable 3D clusters contained 2, 8, 20, . . . atom
whereas, for free clusters of inert gases and certain trans
metals, icosahedral configurations with 13, 55, . . . atoms
characteristic. Even the first studies of clusters on substr
have demonstrated8 that the spectrum of magic numbers
different from the case of free clusters. The substrate p
an important role in the formation of the structure and pro
erties of clusters on a substrate.9 Thus it was shown in Ref. 8
where Al/Al~001! and Al/Al~111! clusters were investigated
that stable clusters contain 4, 6, 8, 10 and 4, 7, 10 ato
respectively. The behavior of Li/Li~111! and Al/Al~111! was
found to be different. For Al the configurations 4, 6, and
were stable; as explained by the presence of strongs–p hy-
1211063-7834/99/41(7)/6/$15.00
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bridization in Al. Small Li/Li~111! clusters with an even
number of atoms are most stable; this tendency disappea
the number of atoms in a cluster increases. Thus a nine-a
cluster is more stable than a ten-atom cluster. Therefore,
as for free clusters, the electronic properties of atoms and
symmetry of atomic bonds, which is associated with the ty
of substrate, influence the stability of clusters on substra
In Ref. 7 Ag/Ag~001! clusters were investigated ‘‘from firs
principles’’ ~the Green’s function method! as well as by
semiempirical methods with multiparticle potentials. It w
shown that in both approaches the magic clusters contai
6, and 9 atoms. The authors of Ref. 10 investigated the
havior of Pt/Pt~001!. An experiment using field-ion micros
copy shows that chains consisting of three and five Pt ato
are stable configurations, while the corresponding comp
islands are metastable. Calculations performed by the
bedded atom method~EAM! explain the stability of chains
Ni/Ni ~001! and Pt/Pt~001! clusters have been calculated
Ref. 11. It was shown that configurations of three-, five-, a
eight-atom clusters for Ni and Pt are different. Linear cha
are formed by Pt, while compact islands are more sta
for Ni.

Small clusters on substrates correspond to the onse
thin-film growth. Experiments by G. Comsa12 on the scatter-
ing of He molecular beams by Pt~111! surface have shown
that the scattering intensity during the deposition of Pt ato
depends on the temperature. To explain this result the
thors considered the binding energy of clusters in terms
the number of bonds. If deposition is conducted at low te
perature and the probability of two bonds between atoms
6 © 1999 American Institute of Physics
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a cluster rupturing simultaneously is small, then the con
tions for growth of large clusters are realized. However
the temperature increases to 600 K, then two bonds can
ily rupture, while the probability that three bonds ruptu
simultaneously remains small. In this case the smallest st
Pt/Pt~111! cluster contains seven atoms, since three bo
must be ruptured in order to detach one atom from a com
heptamer. The next stable configuration is obtained by a
ing three atoms and is a compact decamer. This same sy
has been investigated experimentally in Ref. 13. It was fo
that adatoms can occupy fcc as well as hcp positions at 2
Adatoms in hcp positions are less strongly bound, and t
switch to fcc position at temperatures of the order of 45

In the present work the embedded atom method~EAM!
and the Rossato–Guillope–Legrand potential, obtained
the tight-binding model, are used to investigate system
cally Cu/Cu~001!, Ni/Ni~001!, Pd/Pd~001!, Ag/Ag~001!,
Pt/Pt~001!, and Au/Au~001! clusters. The binding energy o
the atoms in clusters and its second derivative are calcul
taking account of the relaxation at zero temperature. T
reasons why linear chains are stable for Pt and Au are
lyzed. The system Pt/Pt~111! is studied to assess the effect
substrate orientation on cluster stability.

A brief discussion of the multiparticle potentials used
presented in Sec. 1. The computational method is develo
in Sec. 2. The results are discussed in Sec. 3.

1. THEORY

1.1. Multiparticle interatomic interaction potentials

The cohesion energy can be written in the form14–19

Ecoh5Erep1Ebond. ~1!

The repulsive energyErep is represented as a sum of pa
repulsive potentials, and the binding energy is expresse
terms of the total density of statesD(E)

Ebond52(
i
EEF

~E2« i !di~E!dE. ~2!

In the second-moment approximation the binding energ
proportional to the square root of the second moment

Ebond
( i ) 5const1/2. ~3!

Sincem i
(2) is the sum of overlap integrals between thei-th

atom and its neighbors, the binding energy per atom can
represented as the square root of the sum of the pair inte
tions between the atomi-th and its nearest neighbors.

1.2. Rossato–Guillope–Legrand „RGL… multiparticle potential

In the tight-binding model the contribution of a pair o
atoms to the binding energy depends on the distance betw
the atoms and the character of the neighbors. For this rea
for the RGL potential17,18 the binding energy is of a multi
particle character and can be represented as

Ebond8 52H(
j Þ i

jab
2 e22qab(r i j /r 0

ab
21)J 1/2

, ~4!
i-
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wherer i j is the distance between the atomsi andj, r 0
ab is the

distance between the nearest neighbors in theab lattice,j is
the effective exchange overlap integral, andq determines the
dependence of the latter on distance. To ensure stabilit
the system a Born–Mayer pair repulsion

Erep
i 5(

j
Aabe2pab(r i j 21) ~5!

is added to the binding energy.
This term corresponds to electrostatic repulsion. The

tal cohesion energy is

Ecoh5(
i

~Erep
i 1Ebond

i !. ~6!

The free parametersA, j, p, q, and r 0 are fit to the
experimental values of the cohesion energy, the lattice c
stant, and the elastic moduli at zero temperature. The s
mation in Eqs.~4! and ~5! extends to five neighbors in
cubic structure and nine neighbors in a hexagonal struct

1.3. Embedded atom method „EAM…

In the EAM19,20 the negative contribution to the cohe
sion energy is

(
i

Fi~rh,i !, rh,i5(
j Þ i

r j
a~Ri j !,

where Fi is the embedding function andrh.i is the total
electron density produced by the atomic environment at
location of atomi. The repulsion can be written as a sum
pair potentials

1

2 (
i

(
j Þ i

f i j ~Ri j !, f i j 5Zi~R!Zj~R!/R,

Z~R!5Z0~11bRn!e2aR. ~7!

The binding energy in the RGL and EAM potentials has t
general formA( iF(r i). For RGL r i is the width of the
density of states function, whereas for EAMr i is the total
electron density at the location of thei-th atom. The electron
density can be calculated using the Clementi–Roetti21 results
for the electron densities of free atoms in the Hartree–F
theory. The cohesion energy is

Ecoh5(
i

Fi~rh,i !1
1

2 (
i

(
j Þ i

f i j ~Ri j !. ~8!

The following data were used in Ref. 19 to obtain a fit: t
sublimation energy, the lattice constant, the elastic mod
the vacancy formation energy, and the energy of the
phase.

2. METHOD

The surface of the metals investigated was modeled b
computational cell consisting of eight atomic layers, ea
layer containing 128 atoms. Periodic boundary conditio
are imposed on the system in two directions perpendicula
the vertical axis; the two bottom layers are static. The eq
tions of motion are integrated using a leap-frog algorithm22
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FIG. 1. Form of stable ultrasmall clus
ters on ~001! substrates, the binding
energy of such clusters~in eV/atom!,
and the second derivative of the bind
ing energy as a function of cluster siz
for a number of transition metals: a —
form of stable clusters for Cu and Ni
b — energy of stable clusters for th
same metals; c — form of stable clus
ters for Ag and Pd; d — energy o
stable clusters for the same metal
e — form of stable clusters for Au and
Pt; f — energy of stable clusters fo
the same metals; g — second deriv
tive of the binding energy for Au
and Pt.
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with time step 10215 s. The following procedure is used t
cool the system: During the simulation process the part
velocities directed opposite to the forces exerted by the
rounding atoms are set equal to zero. This cooling proced
is ordinarily much faster than the conventional velocity sc
ing. The method of steepest descent is used to search
global minimum of the potential energy of the system.23 The
system is heated to a temperature above the melting p
after which, for example, 100 configurations of the system
the heated state are recorded with a definite time inter
Next, all recorded configurations are cooled. In this man
the system can fall into different minima. We choose t
lowest minimum. This approach is optimal, though it cann
generally speaking, guarantee that a global minimum will
found.24–26

At the start of the simulation process the atoms occu
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nt,
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e
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the sites of an ideal fcc lattice. The binding energy and
second derivative7

Ebind
n 5

~Ecluster2Esub!2n~E12Esub!

n
, ~9!

Edi f f
n 52Ebind

n 2Ebind
n112Ebind

n21 ~10!

serve to characterize the stability of ann-atom cluster on a
substrate.

In Eq. ~9! Ecluster is the energy of a system with a clust
on a substrate,E1 is the energy of the system with one ad
tom, andEsub is the energy of the substrate. All energi
refer to relaxed configurations. Clusters with the minimu
energy are stable.
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3. RESULTS AND DISCUSSION

The stable configurations of 3d,4d, and 5d metals cal-
culated with the RGL potential are presented in Fig. 1. F
the 3d metals Ni and Cu, compact islands~their shape is
shown in Fig. 1a! are energetically more stable. As the num
ber of atoms in a cluster increases, the binding energy
atom ~Fig. 1b! increases~in discussing the results it is con
venient to use the absolute value of the binding energy; t
the minima and maxima must be interchanged!. The most
stable configurations of clusters are determined accordin
the maxima of the second derivative of the binding ene
and correspond to compact structures consisting of 4, 6,
9 atoms. The form of these curves is virtually identical for
six metals, so that we shall confine ourselves to illustrat
these curves for Pt and Au~Fig. 1g!. A stable cluster of eight
atoms is obtained from a nine-atom (334) cluster by re-
moving one corner atom. The same magic configurations
observed for Pd and Ag~Fig. 1c!, but the configuration of a
seven-atom cluster is different from 3d metals. Moreover,
for Ag the configuration of an eight-atom cluster is the sa
as for Ni and Cu, whereas for Pd the 432 structure, which
differs from the preceding structure by a smaller number
second neighbors~six instead of seven!, is stable. The size
dependence of the energy of Pd and Ag clusters is give
Fig. 1d.

Next we shall consider stable configurations of 5d met-
als. Their form is given in Fig. 1e, the energy of the sta
clusters is given in Fig. 1f, and the second derivative is giv
in Fig. 1g. Once again the magic numbers are largely de
mined by the substrate geometry and correspond to cl
packed compact islands~4, 6, 9!. For three-atom clusters th
linear chain is more stable for Pt and Au than a comp
island. Stable seven- and eight-atom clusters are the sam
Pd. However, a compact island consisting of five atoms
Pt is more stable than a linear chain. This contradicts R
10, where it is shown that linear chains of three and fi
atoms are more stable than the corresponding islands.
discrepancy is probably due to the fact that fitting the int
r
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particle interaction potential to the bulk properties does
fully take account of the properties of the surface and
nanostructures.

The binding energies of dimers in the position of t
first, second, and third neighbors on a surface calculated
the RGL potential are presented in Table I. The data p
sented undeniably characterize the dependence of the b
ing energy of a dimer on the interatomic distance thou
strictly speaking, the binding energy of a pair of atoms in
cluster can differ from the binding energy of a dimer. T
contribution of the second neighbors to the energy is ma
mum for Ni. This is because, for the metals considered, thd
shell is unfilled only in Ni, and in consequence thed–d in-
teraction is stronger for Ni. For Ni, Cu, and Ag the bindin
energy of the second neighbors is negative, i.e. the sec
neighbors are attracted, whereas for Pd, Pt, and Au the b
ing energy of two atoms in the positions of the second nei
bors is positive and the atoms repel one another. The
roundings of atoms in chain- and island-type clusters dif
by the number of second and subsequent neighbors. T
atoms in three-atom chains have only first and third nei
bors, while three-atom islands possess, correspondin
have only first and second neighbors. Therefore three-a
Pt and Au chains are more stable than three-atom isla
The stability of different clusters can also be considered
this basis. For example, stable clusters of eight Ni, Cu,

TABLE I. Binding energy for the first, second, and third neighbors~eV/
atom!.

Atom I II III

Cu 20.16 20.02 0.01
Ni 20.15 20.07 20.02
Ag 20.12 20.01 0.001
Pd 20.14 0.005 0.002
Pt 20.17 0.02 0.003
Au 20.09 0.01 0.004
TABLE II. Absolute values of binding energy for different configurations having the same number of atoms~RGL potentials, eV/atom!.
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FIG. 2. Binding energy calculated for stable Pt clusters on a Pt~111! substrate by the RGL method~a! and the EAM method~b!. The number of atoms pe
cluster and the cluster shapes are shown at the top.
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Ag atoms should be different from eight-atom Pd, Pt, and
clusters~Table II!.

The simulation of Pt/Pt~001! by RGL and EAM poten-
tials shows that the binding energy of linear chains for b
metals is essentially identical, but the energy of comp
islands is much lower for EAM. This is because the inter
tion energy of the first neighbors for RGL and EAM is vi
tually identical, and the positive energy corresponding to
repulsion of second neighbors is larger for EAM. Since
positive contribution of the second neighbors to the energ
larger for EAM, linear chains consisting of three and fi
atoms are more stable than the corresponding compac
lands.

In summary, for metals with long tails of the electro
density the binding energy of the second neighbors can
positive. For small clusters, therefore, linear cluster str
tures on substrates become most stable. The magic num
of all six metals are determined by the structure of the s
strate and correspond to compact structures consisting
6, and 9 atoms. It is evident from Table I that the bindi
energy between atoms is high for nearest neighbors and
creases, oscillating with increasing distance between the
oms considered. For this reason, if the system contains m
than four or five atoms, the nearest neighbors of some at
are not nearest neighbors for other atoms. As a result,
contribution due to the interaction between distant neighb
to the energy is found to be very small and the interact
between nearest neighbors, multiplied by the number of s
neighbors, is the dominant contribution. The relative num
of interior atoms in a cluster is greater for clusters with
u
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ct
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e
e
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is-

e
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e-
at-
re
s

he
rs
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ch
r

compact symmetric shape. Therefore such clusters are m
stable. It is impossible to apply this rule directly to the ve
small clusters considered in the present work, but it can
transformed into a different rule: The energy of a system
all the larger in absolute magnitude, the larger the numbe
nearest neighbors in it. This number is obviously higher
compact symmetric clusters~for the same number of atom
in the system!.

In conclusion, we shall present the results of a simu
tion of homogeneous Pt clusters on a close-packed
Pt~111! surface. The results are compared with the exp
ment of Ref. 12. The stable structures of clusters of up to
atoms calculated with RGL and EAM potentials are p
sented in Fig. 2. In contrast to an fcc~001! surface the clus-
ters do not contain any atoms located at distancea from one
another. The second neighbors on the fcc~111! surface are
located at a distanceaA3/2 and correspond to the third co
ordination sphere in the bulk. Such neighbors first appea
four-atom clusters. Their contribution to the binding ener
will be much smaller than for the fcc~001! surface. There-
fore the stability of small clusters is due to the maximu
number of bonds per atom, in agreement with the rule sta
above. For the two potentials used, seven- and ten-atom c
ters are magic. The number of bonds per atom is maxim
for these clusters. The binding energy of a dimer is mu
lower for the RGL potential than for the EAM potential~0.27
and 0.40 eV!. For this reason, for the RGL potential a max
mum of the second derivative~10! corresponds to a trimer
For EAM the binding energy per atom of a cluster in a dim
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is essentially equal to the energy of a trimer, 0.40 and 0
eV, respectively. As a result, the maximum of the seco
derivative occurs for a four-atom cluster and the magic nu
bers for Pt/Pt~111! are 4, 7, and 10. This difference in th
binding energies is due to the fact that the relaxation of
surface is very different for the RGL and EAM
potentials.17,20 For example, for Pt/Pt~001! the relaxation of
the first layer Dz12 with RGL and EAM potentials is
24.1% and26.9%, respectively, while for Ag the relax
ation of the second layerDz23 is very small for RGL and
EAM, but has a different sign (10.6% and20.05%). In
accordance with Ref. 13 the binding energy of the same c
ters in fcc and hcp positions are essentially identical in
calculations. This is because the upper layer of the subs
determines the binding energy of atoms in a cluster.

In summary, the topology of the fcc~001! surface is
reponsible for the fact that the magic numbers are the s
for all six metals investigated~4, 6, and 9!. The relation
between the magic numbers and cluster symmetry is o
ous; it ensures that the boundary atoms make the sma
contribution. However, as the tails of the electron dens
increase, the contribution of the second and subseq
neighbors increases. For this reason, on switching from 3d to
4d and 5d metals, as the electron density increases,
stable configurations of clusters on substrates also cha
For Pt and Au, even certain linear clusters become sta
The relation between magic numbers and cluster symm
is also confirmed for the fcc~111! surface. In this case sym
metric seven- and ten-atom clusters become energetic
stable. Since fitting the RGL and EAM parameters is do
for bulk characteristics, the relaxation is different for diffe
ent potentials. For this reason, to describe the energetic
nanostructures correctly not only bulk but also surface pr
erties must be taken into account when determining the
rameters of the potential. Our group is conducting work
this direction. One possible method is to use first-princip
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calculations ~the Korringa–Kohn–Rostoker method! for
clusters on surfaces.3
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