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In the framework of the Coleman—Glashow hypothesis of an extremely weak violation of Lorentz invariance,
neutral and charged pions can be stable for energies above 10 eV and enter into the composition of primary
cosmic rays of ultrahigh energies. The kinematic exclusion of reactions of pions with relic photons is particu-
larly important, because it allows the Greisen—Zatsepin—Kuzmin paradox to be resolved. The parameters of
extensive air showersinduced by primary pions cal cul ated within the model of quark—gluon stringswith allow-
ance for the Landau—Pomeranchuk—Migdal effect and interactions of neutral pions of ultrahigh energies are not
contradictory to the available data of observations. It has been shown that observations of production heights
of muonswith energies above 10 GeV will makeit possible to distinguish between primary nuclei, protons, and
pions; to verify Lorentz invariance for energies above 10%° eV; and to obtain a new limit on the difference
between the maximum possible velocities of muons and pions (¢, — ¢y < 4 x 10%. © 2003 MAIK

“Nauka/Interperiodica” .
PACS numbers: 13.85.Tp; 96.40.Pq

Based on the first observations of giant air showers
(GASs) at Volcano Ranch Array [1] and further investi-
gations at Haverah Park [2], Yakutsk [3], AGASA [4],
SUGAR [5], Fly’'sEye[6], and Hires [7] arrays, avery
important discovery was made, namely, GASs with
energies above 10%° eV were detected. Thisdiscovery is
difficult to reconcile with the famous Greisen—Zat-
sepin—Kuzmin (GZK) effect [8, 9]. The accuracies of
the estimates of both the energy E, of the particles that
induce GA Ssand their arrival directions on the celestial
sphere are of primary importance. The energy of the
inclined GAS detected at the Yakutsk array was first
estimated at ~1.2 x 10%° eV [3]. A second analysis of
the parameters of this shower with allowance for the
deviations of muons in the Earth’s magnetic field pro-
vided an estimate of ~3 x 10%° eV [10]. The revision of
the Haverah Park data reduced the estimated energy by
about 30% [11]. As aresult, none of the four showers
with energies above 10%° eV remained in these data. We
note that the magnetic field effect was disregarded. The
revision of Fly’s Eye and Hires data [12] reduced the
number of the detected showers with energies above
10% eV from eight to one. However, this revision can-
not be considered final because of uncertainties both in
the atmospheric state and in theintensity of 391-nm flu-
orescence light and also because of the use of the data
in monomode rather than stereomaode. Thorough analy-
sisof al factorsthat can lead to both an overestimation
and an underestimation of the energy showed that
eleven showers with energies above 10%° eV were
detected at the AGASA, where two showers have ener-
gies above (2-3) x 10%° eV [13]. Thus, more than 10

(possibly about 20, according to all data) showers with
energies above 10%° eV were observed, which contra-
dictsthe GZK effect, because close sources of particles
with such energies have not yet been found. The analy-
sis made in [14] showed that the arrival directions of
20 intense showers detected at the Yakutsk array are
uniformly distributed over the celestial sphere. A simi-
lar result was also obtained at the AGASA array [15].
Thearrival directions of GA Ssdetected at the Fly’sEye
and Hires arrays also do not point to particular close
sources [16]. Moreover, Farrar and Biermann [17] and
Virmani et al. [18] found that the arrival directions of,
respectively, five and eleven showers with energies
above 10'° eV correlate with quasars at cosmological
distances from the Earth. In addition, a correlation with
BL Lacertae also located at enormous distances from
the Earth was found in [19]. We point in particular to
the observations of doublets and triplets (pairs and tri-
ples) of showers arriving at the Earth from the same
direction [20]. These observations can be treated as a
possible manifestation of pointlike sources [21]. The
identification of the arrival directions of showers with
remote objects and the observations of doublets and
triplets imply that the showers are induced by neutral
particles. Indeed, in stochastic intergalactic magnetic
fields with intensity B and length D, a relativistic
charged particle with energy E passing distance d is
deflected at the angle
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Fig. 1. Cascade curvesfor pion-induced GASswith E = 3 x

102 eV. Experimental pointswith error bars are taken from
[6]. Lines 1 and 2 are cal culated under assumptions (i) and
(i), respectively [30].

where the numerical factor iscalculated for d, =1 Mpc,
Dy=16Mpc, B,=10°G, and E, = 10%° eV. Simple esti-
mates show that 3@ ~ 15° for E=3x 10 eV and D =
160 Mpc. Therefore, an additional analysis is likely
necessary for charged particles. The hypothesis of neu-
trinos with ultrahigh energies, which interact with relic
neutrinos near the Earth [22, 23] and induce “ Z-boson”
showers, is the simplest assumption that involves neu-
tral primary particles and can resolve both the problems
of identification with remote objects and the GZK par-
adox. However, because of certain restrictions, the
sources of such neutrinos must have very specific prop-
erties[24]. Since the shower observed in [3] consists of
only muons and the showersdetected in[4] also contain
muons, the hypothesis of primary gammarays must be
analyzed with caution, even though it does not contra-
dict theFly’sEye, HiRes, and, in part, AGASA data[25].
At the same time, beginning with [26], the concept of
violation of Lorentz invariance was involved to explain
the GZK paradox (see review [27]). In the framework
of the hypothesisthat L orentz invarianceis very weakly
violated, Coleman and Glashow [28] showed that neu-
tral pions and neutrons can be neutral particles of pri-
mary cosmic rays. The parameters of this hypothesis
for primary neutronswererefined in[29]. In [30], using
the data of observations [6], we obtained limits on the
parameters violating Lorentz invariance. In this work,
in the framework of the Coleman-Glashow hypothesis
of avery weak violation of Lorentz invariance, we ana-
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lyze the observable consequences of the presence of
pionsin primary cosmic raysof ultrahigh energies. Cal-
culations are carried out in the model of quark—gluon
strings (QGS) [31] and include the Landau—Pomeran-
chuk—Migdal effect [32] and interactions of neutra
pions of ultrahigh energies. Aswas shown in [28], neu-
tral pions are stable for energies above the threshold

E = my/.c;—Che, )

where ¢, and ¢ are the maximum possible vel ocities of
gammarays and neutral pions, respectively. Asin [30],
we analyze the assumptions that (i) E > 10'° eV and
¢, — G = 102 and (i) E> 10" eV and ¢, — ¢r = 1072,
To propagate at cosmological distances, neutral pions
must obviously not interact with relic photons. The
reaction

m°+y— u(782), ©)
whose threshold in the standard theory

Ei = (Mey7e2) — M)/ 400, (4)

where w, is the photon energy, differs from the thresh-
old for protons by 7%, can be kinematically forbidden
under the assumptions accepted in [28] if

Cex782) = Cre > 2w\2,/(mi>(782) - mf[)
~1.86 x 10 °(w, /)’

where C,7g7) IS the maximum possible velocity of the
w(782) meson and wy, = 2.35 x 1074 eV isthe character-
istic thermal energy of photons. Similarly, under the
assumptions accepted in [28], charged pions can be sta-
ble for energies above the threshold (disregarding the
neutrino mass)

2 2 24 12
E, = |2 Th~ga5x 1019&—10 EC)
C,—Cn w—Crt

where ¢, and ¢, are the maximum possible vel ocities of
pions and muons, respectively; E, is measured in elec-
tron volts; and we take ¢, = ¢, for simplicity. Charged
pions will be able to propagate at cosmologica dis-
tancesif the reaction

(%)

T +y —» w(770) (7)

is kinematically forbidden. This is the case under the
condition

2, 2 2
Coo(770) —C + > 20,/ (Miy770) — Mry)

—25 2 (8)
=0.963 x 10 (/)
similar to condition (5).
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First, we note that the cal cul ated parameters of pion-
induced GASs are consistent with the data of observa-
tions. Figure 1 shows cascade curves calculated for
pions under hypotheses (i) and (ii) and the data of
observations[6]. It is seen that the cascade curve for an
individual shower induced at asufficiently high atitude
in the atmosphere agrees closely with the experimental
datafor one event. The depths X, and X; of the shower
maximum and the first interaction, respectively, are also
indicated inthisfigure. Figure 2 shows (lines1 and 2) the
primary-pion energy dependence of the average depth
of the shower maximum and the data for the event
observed in [6]. As is seen, the parameters of the
shower induced by a primary pion are consistent with
the data of observations within the accuracy. The
dashed and dash—dotted lines in Fig. 2 are calculated
for primary protons and iron, respectively, in the QGS
model and standard variant. Since the data [6] agree
with the calculated depth of the shower maximum
induced by a primary proton within one standard devi-
ation, an important limit on the parameters violating
L orentz invariance can be obtained. To exclude showers
induced by primary neutral pions from relatively close
sources, it is necessary to impose the limit (¢, — C) <
1022 [30]. To exclude showers induced by primary
charged pions, the new limit (¢, —c,) <4 x 10 is nec-
essary, because the shower energy is equal to E; = 3 x
10% eV. If sources are at cosmological distances, it is
necessary to impose additional limits (Cy7g2)— Cre) <
2x102 and (Cy770) — C) < 102 for neutral and
charged pions, respectively.

Parameters that can distinguish between showers
induced by pions, protons, and nuclei are obviously of
interest. Since the mean free paths for a given energy
are different for different particles, it is reasonable to
compare the distributions of these mean free paths.
These distributions can be obtained as follows. First,
the distribution of the depth X, of shower maximacan
be obtained from both observations and calculations.
Figure 3 shows these distributions for (a) protons and
(b) pions under assumptions (1) (i) and (2) (ii). The dot-
ted histogramin Fig. 3aisthe calculation for protonsin
the standard variant of the model. If X, isthe depth at
which thefirst interaction occurs, we can determine the
guantity AX = X.,, — X;. This relation obviously
enables one to determine the depth X; from the known
Xinax @Nd AX as

Xy = Xy — AX. )

As was mentioned above, the depth X, is determined
from observations for each shower. The quantity AX
can be taken from calculations. Figure 4 shows the cal-
culated distributions of AX for primary (a) protons and
(b) pions (notation isthe same asin Fig. 3). Asis seen,
the standard deviations are equal to 1-1.5 and 10 g/cm?
for pions and protons, respectively. Therefore, in the
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Fig. 2. Energy dependence of the depth X, for (dashed
and dash—dotted lines for primary protons and iron, res-
pectively) standard variant and under the assumptions (1) (i)
and (2) (ii) for pions[30].
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Fig. 3. Distributions of the depth X5 for (a) protons and
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Fig. 4. Same as Fig. 3, but for the depth AX.

framework of the model under consideration, AX can be

taken a constant equal to, e.g., its average value AX.
Figure 5 shows calculated distributions of the depth X;
estimated by Eq. (9) and the e distribution (a) for
primary protons in the standard variant and (b), (c) for
protons and pions under assumptions (i) and (ii). Since
the mean free paths of protons A, = 38 g/cm? and pions
A =40.4 g/cm? for energy E,= 3 x 10 eV arecloseto
each other, the distributions for pions and protons in
Figs. 5b and 5c virtually coincide with each other.
However, athough this figure does not discriminate
between protons and pions, the proposed method can
be used to test the QGS model by estimating the inter-
action cross section for ultrahigh energies.

Finally, the distribution of the generation altitudes
of high-energy muons (E > 10 GeV) is particularly
interesting and di stingui shes between different primary
particles. Figure 6 shows these distributions for the
standard model with primary (dotted line) iron and
(dashed line) protons and under assumptions (i) and
(if) with (lines 1p and 2p, respectively) protons and
(lines 11t and 211, respectively) pions. As is seen (the
calculation error is as small as 10 g/cm?), the peak in
the distribution for protons is located deeper in the
atmosphere than the peak for iron by about 60 g/cm?.
This circumstance makes it possible to distinguish
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Fig. 5. Distributions of the depth X; for (thick histograms

and lines) protons and (thin histograms and lines) pions as
obtained with the (a) standard variant and under assump-
tions (b), (c) (i) and (ii) [30].

between the primary nuclei and protons and to treat
more reliably the decrease in the depth X, Of proton-
induced showers as the manifestation of a violation of
Lorentz invariance [30]. In turn, the peak in the distri-
bution for protons is located higher in the atmosphere
than the peak for pions by about 90 g/cm?, which
enables pions to be identified in primary cosmic rays.
Methods for determining the distributions of the gener-
ation altitudes of high-energy muons become of special
importance [33].

In conclusion, we emphasize again that the assump-
tion of the presence of pionsin primary cosmic raysis
consistent with the available experimental data. The
90-g/cm? increase in the depth of the peak in the distri-
bution of the generation altitudes of high-energy muons
as compared to that in the standard variant for protons
is a characteristic marker of pions in primary cosmic
rays. At the same time, if the experimental data are
interpreted within the standard model the following
new limits on the parameters violating Lorentz invari-
ance can be obtained: (¢, — ¢) < 10% and (¢, — ¢ <
4 x 1072, aswell as extralimits (70— Cy) < 1022 and
(Co(778)— Cre) < 2 x 1072 for the case of remote sources.
No. 3
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Fig. 6. Distributions of the generation altitudes of high-
energy muons: standard variant with primary (dashed line)
protons and (dotted line) iron; assumptions (i) and (ii) with
(lines 1p and 2p, respectively) protons and (lines 1rtand 2T,
respectively) pions.
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The possibility of realizing an optical phase conjugation in an excited semiconductor medium is shown theo-
retically and experimentally. A phase conjugation is revealed for the photon energy equal to half the energy of
the radiative recombination of excitons in Cul films pumped by a nitrogen laser at room temperature. The
dependences of the phase-conjugation signal intensity on its spectral composition are investigated. The qua-
dratic interaction of light and exciton electromagnetic oscillations in the semiconductor medium is suggested
as an explanation of this effect. © 2003 MAIK “ Nauka/Interperiodica” .
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A wide-gap Cul semiconductor material has the
highest exciton binding energy (40 meV) for itsclass of
compounds [1], which allows exciton luminescence to
be observed at room temperature. Though different
crystalline modifications can occur in polycrystalline
Cul films (zinc blende, wurtzite, and hexagonal [2]), all
of them have almost the same band gap. An intense
exciton peak in the violet region with a maximum at
410 nm (its FWHM is ~10 nm) is amost aways
observed in the photoluminescence (PL) spectra under
excitation by a nitrogen laser [3]. This makes Cul a
model material in studies of the physics of excitonsand
apromising material for creating high-power semicon-
ductor laser sourcesinthe violet spectral region. One of
the most important elementsin a semiconductor laser is
the mirrors of the resonator. They determine its quality
factor, the lasing threshold, the laser-radiation directiv-
ity, and its spectral half-width.

The use of phase-conjugating mirrors (PCMs) in gas-
laser resonators was considered in several works [4-6].
An advantage of thistype of mirrorsisthat the resona-
tor can be self-tuned and PCM's can correct distortions
caused by the amplifying medium or by the optical ele-
ments in the resonator. Since, in this case, the incident
wave is aways reflected in the strictly opposite direc-
tion, it isunnecessary to observe astringent parallelism
of the resonator mirrors. In these experiments [6] on
phase conjugation, the pump power was approximately
1.6 x 10" W/cm? and the power of the reflected wave
was 2 x 107 of the signal-wave power (the mirror
reflectivity). In al of the aforementioned versions,
phase conjugation is achieved using a three-wave mix-
ing processin anonlinear crystal or a gaseous medium.
Due to this fact, PCMs have a large volume, a low
reflectivity, and cannot be used in rather small semicon-
ductor lasers.

In this work, an effect of electromagnetic-wave
phase conjugation on excitons in Cul films highly
excited by a UV laser was discovered and investigated.
In this case, only the process of two-wave mixing of
electromagnetic oscillations takes place, whose proba-
bility israther high in noncentrosymmetric el ectrooptic
semiconductor materials with the wurtzite structure.

The expression for the polarization P of a semicon-
ductor medium exposed to electromagnetic oscillations
E, and E, with different frequencies Q and w can be
written in tensor form [7]:

P = Xilj E+ XizjkEjEk + Xi?}kl EEE + ..., 1

where the terms on the right-hand side are summed
over al identical indices (j, k, | =1, 2, 3) or over three
components of the total electric field; and x?, x?, and x3
are the linear, quadratic, and cubic optical susceptibili-
ties of the medium, which, in the general case, are sec-
ond-, third-, and fourth-rank tensors, respectively. Let
us consider in more detail the term with the quadratic
susceptibility in Eq. (1). This term is characteristic of
crystals without a center of symmetry in the crystal lat-
tice and is responsible for the generation of the second
harmonic and an electrooptic effect in materials (the
latter has a significant magnitude in Cul with the hex-
agonal wurtzite lattice) [1]). To simplify our consider-
ation, we assumethat the polarization vector P and both
the eectric fields E; and E, are directed along the crys-
tal-growth axis coinciding with the spatial Z axis. The
light wave propagates along the X axis and hastheform

E, = { Ejpexp(—iwt + ikx) + Ejyexp(iwt + ikx)}. In this
case, the other electromagnetic oscillation in the semi-

conductor corresponds to the point of an exciton at rest
(K = 0) in the polariton dispersion curve and has the
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form E; = { E;pexp(—iQt) + Ej, exp(iQt)}. The second
termin Eq. (1) then has the form

X2(Ey + E))(E1+ Ey) = 2X°ELE, + X Ez + X°Es. (2)

Let usexaminein detail the first term on the right-hand
side of Eg. (2) and expand it assuming that the fre-
guency of thelight waveisequal to half the exciton fre-
guency; i.e., w= Q/2:

2)(2E1E2 = 2)(2{ EoEsoexp(—i3wt + ikx) 3

+ E o EXexp(—iwt —ikx) + c.c.},

where c.c. means the complex conjugate terms with
respect to the first two termsin Eq. (3). Expression (3)
for the semiconductor polarization yields two electro-
magnetic waves. The first wave does not conform to the
crystal dispersion curve, whereas the second one is the
phase-conjugated optical wave propagating in the
counter direction with respect to the incident wave E,
regardless of the angle of light incidence onto the semi-
conductor surface. Its intensity is proportional to the
incident-wave intensity, the exciton oscillation inten-
sity, and the quadratic nonlinear optical susceptibility
of the medium. If excitons are excited in Cul by UV
radiation of a pulsed nitrogen laser, whose absorption
depthis~0.1-0.2 um, it iseasy to obtain the phase-con-
jugation conditions in a thin near-surface semiconduc-
tor layer.

In thiswork, we used Cul films deposited on quartz
substrates by a high-vacuum thermal evaporation tech-
nigue. The film thickness was 1.5 um. These Cul films
had a polycrystalline structure including the cubic,
wurtzite, and hexagonal phases. An exciton peak with a
maximum at 410 nm prevailed in their luminescence
spectrum at room temperature (see Fig. 2). The PL
spectra of films were investigated under excitation by
the pulsed radiation of an LGI-505 nitrogen laser with
apulse duration of 10 ns, a peak power of 15 kW, and a
wavelength of 337.1 nm. Figure 1 shows a schematic of
the setup used in the experiments on optical phase con-
jugation in a Cul film. It is important to note here that
the light wave incident on the sample was produced by
a Narva-100 incandescent lamp powered by a dc cur-
rent source. The angle of incidence was > 45° in order
to prevent penetration of the geometrically reflected
light into the recording MDR-b monochromator. After
being transmitted through a high-luminosity MDR-12
monochromator, the light from the incandescent lamp
was continuous in time and had a spectral half-width
of <5 nm. The spectrum recording system was tuned to
the frequency of the exciting LGI-505 laser and con-
sisted of a Unipan-237 amplifier of aternating signals
that were fed to a computer. A Cul sample was kept at
room temperature and oriented so that electromagnetic
oscillations of laser and light waves had components
along the film-growth axis. The laser beam was focused
to the film surface into a spot with a diameter of
<100 um, thus alowing us to achieve a pump-power
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Fig. 1. Schematic of the setup used in experiments on opti-
cal phase conjugation on a cuprous iodide film: (1) Narva-
100 light source; (2) lenses; (3) MDR-12 monochromator;
(4) beamsplitter; (5) Cul sample; (6) LGI-505 laser;
(7) MDR-6 monochromator; (8) FEU-79 photomultiplier
tube; (9) spectrum-recording system; and (10) light filter.
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Fig. 2. Photoluminescence spectrum of a Cul film on
quartz. The temperature of measurementsis T = 300 K.

density of ~10® W/cm?. The coincidence of the light
and laser spots on the sample was monitored using an
optical microscope. An ordinary glass plate was used as
a beamsplitter (Fig. 1). When the spectra of the phase-
conjugated signal and the film luminescence were
recorded, KS-15 and SZS-23 light filters were used,
respectively, for eliminating the second-order parasitic
signals of the MDR-b double monochromator in the
recorded spectra.

Figure 2 shows a PL spectrum (curve 1) of the Cul
films under study measured under the laser excitation
without additional illumination. The spectrum exhibits
an exciton line peaked at 410 nm and a peak at 680 nm
in the long-wavel ength impurity region. This feature of
the spectrum can be associated with radiative recombi-
nation at complexes of intrinsic and impurity defectsin
Cul [2, 3].
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Fig. 3. Spectra of the luminescence and phase-conjugation
signal for a Cul film on quartz in the blue-violet spectral
region for various wavel engths of illuminating photons. The
temperature of measurementsis T = 300 K.

Let us now, simultaneously with pulsed excitation
by anitrogen laser, illuminate the sample with atempo-
rally continuous light flux from the blue-viol et spectral
region with photon wavelengths varying between 370
and 470 nm (Fig. 3). Figure 3 showsthat thereisonly a
film photoluminescence signal peaked at 410 nminthe
recorded signal in the blue-violet spectral region. Note
that a change in the spectral position of the continuous
illumination has no effect on the shape and intensity of
the spectral lines.

The pattern of the signal recorded in the red spectral
region with the energy of illuminating photons equal to
half the energy of the radiative recombination of exci-
tonin Cul (Figs. 4 and 5) is much more interesting. In
thiscase, aKS-15 infrared light filter, which cut off not
only the scattered 337.1-nm laser light but also the sig-
nal of exciton luminescence from the Cul film, was
installed in front of the recording MDR-6 monochro-
mator. This was done in order to cut off the probable
second order of the 410-nm luminescence line in the
monochromator. We see that, under illumination with
710-nm photons in the red spectral region (curve 1 in
Fig. 4), adip with a minimum at 710 nm is observed
against the PL-signal background. The position of this
dip depends on the wavelength of the continuous illu-
mination (curves 2 and 3 in Fig. 4). However, as the
wavelength of the incident photon approaches the PL
band edge (curves 4 and 5), anarrow peak of the phase-
conjugated wave arises instead of the dip. The energy
position of this peak coincides with the energy of the
photons illuminating the sample. The method for signal
recording also shows that, in contrast to the incident
wave, thissignal has a pulsed nature with the pul se rep-
etition rate of the exciting laser. The spectral half-width
of the phase-conjugated signal coincides with the half-
width of theincident light wave, and the intensity of the
phase-conjugated wave depends on its spectral posi-
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Fig. 4. Spectra of the luminescence and phase-conjugation
signal for aCul film on quartz in the red spectral region for
various wavelengths of illuminating photons. The tempera-
ture of measurementsis T = 300 K.

tion. The maximum intensity of the phase-conjugated
signal is observed at a 810-nm wavel ength of the inci-
dent light (curve 1in Fig. 5). Thisnarrow peak virtually
vanishes for wavelengths exceeding 870 nm (curves 5
and 6).

Figures 4 and 5 show that the intensity of the phase-
conjugated signal reaches a maximum at wavelengths
of incident photons of 810-830 nm, which almost coin-
cides with the double wavelength of the PL exciton
peak (Fig. 2). Note that, according to the theoretical
calculations presented above, the phase-conjugation
effect can appear for media with a quadratic optical
nonlinearity for the energy of incident photons equal to
half the energy of exciton oscillations (see Eqg. (3)). In
this case, the intensity of the phase-conjugated wave is
proportional to theintensity of theincident light and the

280
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Fig. 5. Spectra of the luminescence and phase-conjugation
signal for aCul film on quartz in the red spectral region for
various energies of illuminating photons. The temperature
of measurementsis T = 300 K.
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intensity of the exciton wave. Since the radiative-
recombination time of excitons in Cul films at room
temperature is ~1 ps, exciton oscillations exist only at
the moment of the action of alaser pump pulse on the
sample. Conseguently, the phase conjugation has a
pulsed character, which is confirmed by the alternating
signal recorded at the laser-pulse repetition rate in our
experiments. Because the peak intensity of the phase-
conjugated signal exhibits a clearly pronounced spec-
tral dependence (curve 2 in Fig. 2), the process
observed in our study cannot be the scattering of the
continuous light by polycrystalline grains of the Cul
film, whereas the signal of purely geometrical light
reflection from the sample surface did not fall within
the aperture of the recording system.

The dipsin the curve of the red PL band (curves 1-3
in Fig. 4) for the wavelengths of the continuous illumi-
nation in the range 710-750 nm, which lie within this
band, have an interesting nature. In this case, a process
of stimulated luminescence takes place, and the greater
part of the energy of the excited states of complexes of
impurity and intrinsic defects is not radiated isotropi-
cally into a solid angle of 4rt but propagates along the
illumination direction, avoiding our recording system.

Hence, a phase-conjugation process for an optical
wave, which is incident on the surface of a Cul film
highly excited by a nitrogen laser, has been theoreti-
cally predicted (see Eg. (3)) and experimentally inves-
tigated. It is shown that phase conjugation occurs at
energies of theincident photons equal to half the energy
of exciton radiative recombination. Thus, it can be
asserted in this case that phase conjugation occurs on
the exciton states of the semiconductor film. If we take
into account that laser radiation in the case of band-to-
band excitation is absorbed in the surface layer of asub-
micron thickness (0.1 um), it is easy to obtain a high
exciton density in the semiconductor pumped by a
pulsed nitrogen laser. In this case, it is precisely thin
Cul films (which contain the hexagonal phase and
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exhibit high luminescent properties) that can be used
for optical phase conjugation.

The mechanism of phase conjugation in the semi-
conductor medium that we observed substantially dif-
fers from the process of four-wave mixing on counter-
propagating beams in an opticaly nonlinear medium,
in which the phase conjugation of the signal wave can
also occur, but the medium must be transparent for all
light beams and possess a cubic optical nonlinearity.
Since the value of the cubic optical nonlinearity is
small, the optical phase-conjugation efficiency is low
and a large volume of the nonlinear medium is neces-
sary. In our case, the semiconductor is nontransparent
for the pump wave and thin layers can be used. In order
to completely restore the phase in the phase-conjugated
wave, the phase-conjugating mirrors must be optically
thin, i.e., on the order of the light wavelength. This can
be accomplished only in our case.

The author is grateful to A.L. Despotuli for Cul
films put at our disposal.

This work was supported by INTAS, grant
no. 2002-0796.
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We investigate the double K-shell ionization of heliumlike ions by asingle photon. A fast convergence of QED
perturbation theory with respect to the parameter 1/Z is demonstrated in the entire nonrelativistic domain for
moderate nuclear charge numbers Z = 2. The ratio of double-to-single photoionization cross sections is calcu-
lated for light heliumlike ions, taking into account the leading orders of 1/Z and aZ expansions. A comparison
of our results with the available experimental data for a number of neutral atomsis presented. © 2003 MAIK

“ Nauka/Interperiodica” .
PACS numbers: 32.80.Fb; 12.20.Ds; 31.25.-v

In studies of electron correlationsin atoms, the most
attractive processes are those in which the electron—
electron interaction plays the crucial role. One of such
afundamental phenomenon is the double photoioniza-
tion of an atom caused by the absorption of a single
photon, the so-called double photoeffect, which has
been investigated for more than 30 years[1-3]. Since a
photon interacts only with one electron, the smulta-
neous €jection of two electronsisexclusively caused by
the electron—electron interaction. Accordingly, electron
correlations show up here most clearly. So far, the
experiments have been mainly performed with helium,
the simplest many-electron atomic system. The major-
ity of investigations concern the energy dependence of
the ratio R of double-to-single photoionization cross
sections [4—6]. With increasing photon energy w, the
ratio R grows rapidly beyond the ionization threshold.
Then, after having a maximum near the threshold, it
declines dowly, approaching the constant limit of
1.72(12)% [ 7] in the asymptotic domain of nonrelativ-
istic photon energies much larger than the threshold
energy |, for double ionization from the K-shell, that
is, lox € w<<m, wheremistheelectron mass(h =c=1).
One of the most frequent problems in theoretical
descriptions of double photoionization is the gauge
dependence of numerical results.

Thanksto recent developments of novel synchrotron
radiation sources, experiments with intense collimated
beams of tunable monochromatic x-rays in the keV
regime have become feasible [7-9]. This represents a
challengeto theoretical investigations of doubleioniza-
tion of atomic inner-shell electronsin the entire nonrel-
ativistic domain, both for photon energies w < m and
for targetswith moderate values of nuclear charge num-
bers Z. In [10, 11], a Z-scaling law was suggested for
the ratio R of double-to-single photoionization cross

TThis article was submitted by the authorsin English.

sectionsin the asymptotic energy regime, I < w<<m.
For the energy domain near the threshold, w = I,
ab initio calculations are presently not available. Nev-
erthel ess, one can mention here amodel estimate of the
two-€lectron photogjection cross section g** obtained
in [12], which, however, strongly disagrees with the
existing experimental data. Another numerical calcula-
tion of Z*o** has been performed within the framework
of the convergent close-coupling model for He, Li*, and
Of* [13].

Inthisletter, we have investigated the doubl e photo-
ionization of the ground state of heliumlike ions. The
perturbation theory is developed with respect to the
electron—€lectron interaction. As azero approximation,
Coulomb wave functions and Coulomb Green's func-
tions are utilized. The study is performed for photon
energies much smaller than the electron rest energy.
Accordingly, al electrons involved in the ionization
process are considered as being nonrelativistic. This
implies the smallness of the Coulomb parameter, that
is, aZ < 1. However, the nuclear charge number Z is
supposed to be high enough to utilize 1/Z as an expan-
sion parameter. A similar approach has already been
used in the asymptotic part of the nonrelativistic
domain, I« <€ w < m, whereall formulas can be signif-
icantly simplified [10Q]. In contrast to [10], we consider
the entire nonrelativistic domain of incident photon
energies with special emphasis on the threshold region.
We have analyzed the limits of applicability of the
approximations employed. Since K-shell electrons are
essentially separated from the other electrons in an
atom, it turns out that our formulas also describe fairly
well the double K-shell ionization in the case of light
neutral atoms.

In the leading order of nonrelativistic perturbation
theory, double photoionization is described by the
gauge-invariant set of Feynman diagrams shown in

0021-3640/03/7803-0110$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. To ensure gauge invariance, the energy conser-
vation law is defined to zeroth order as follows [14]:

Ep1+Ep2 = (D—|2K. (1)

Here, E; and E;, arethe one-electron energiesin the

continuum final state, I, = 21 with | = n%2mbeing the
Coulomb potential for single ionization, and N = maZ
is the average momentum of a K-shell electron. Since
the photon energy w is distributed between two elec-
trons, an escaping electron can have any energy within
the range between 0 and w — | .

The domain of photon energies near the threshold of
double photoionization corresponds to the dipole
regime characterized by w < . Under the latter condi-
tion, the photon momentum k can be neglected, while
the recoil momentum q transferred to the nucleus and
the momenta p, and p, of both outgoing el ectrons are of
the order of acharacteristic atomic momentum, g~ p; ~
p, ~ n. Correspondingly, the process occurs at atomic
distances of the order of the K-shell radius. Thisimplies
that the interaction with the Coulomb field of the
nucleus has to be included in the initial, intermediate,
and fina electron states; that is, Coulomb wave and
Coulomb Green's functions should be used aready in
the zeroth approximation [15-17]. In addition, the elec-
tron—electron interaction hasto be taken into account in
both initial and final states. All Feynman graphs
depicted in Fig. 1 are expected to give comparable con-
tributionsto thetotal cross section for double photoion-
ization.

Except for the parameter aZ, there are further Cou-
lomb parameters involved in the problem, which char-
acterize the interaction of intermediate and both outgo-
ing electrons with the Coulomb field of the nucleus.
They are given by & = n/p, where p being the momen-
tum of thevirtual eectron, &, =n/py, and &, = n/p,. For-
mally, these & parameters are values of the order of 1.
Accordingly, dependences upon them in Coulomb
Green's and wave functions have been taken into
account exactly, but including terms of the order of aZ
only. Terms of the order of (aZ)? have been omitted in
the present consideration. In the vicinity of the thresh-
old, it can happen that the momenta of the gjected elec-
trons, p; and/or p,, become extremely small or, equiva-
lently, &, and/or &, can reach rather large values com-
pared to 1. This situation corresponds to the infrared
catastrophe or to the quasiclassical limit, known also as
the Wannier regime [19].

Inthefollowing, it is convenient to introduce dimen-
sionless quantities, such as energies and momenta. We
shall express all momenta in units of n = maZ. For
example, the dimensionless momentum of a photon is
just k = k/n. The energies are calibrated in units of | =
n%2m. Then, the dimensionless energy of theincoming
photon is given by €, = w/l, while g = E, /I (i =1, 2)

represent the dimensionless energies of the gected
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Fig. 1. Feynman diagrams for the double ionization of the
atomic K shell by a single photon. Solid lines denote elec-
trons in the Coulomb field of the nucleus, the dashed line
denotes the electron—electron Coulomb interaction, and the
wavy line denotes an incident photon. The line with a heavy
dot corresponds to the Coulomb Green’s function. For this
line, only the energy is conserved, while the momentum is
violated due to the interaction with a nucleus. Diagram (@)
takes into account the electron—electron interaction in the
initia state, while diagram (b) accounts for it in the final
state. In addition to these graphs, one also has to take into
account the corresponding exchange diagrams.

electrons. The energy conservation law is g; + &, =
€,— 2. The double-photoionization threshold corre-

sponds to the photon energy s;h = 2. The amplitudes of
the process being expressed in terms of dimensionless
guantities become dependent on the nuclear charge
number Z via the photon momentum k = aZe, /2.

Thetotal cross section of the doubl e photoionization
can be written in the following form:

" (e, k) = 002 "Q(ey, K), @

where g, = ama; and a, = 1/ma isthe Bohr radius. Due
to a complicated dependence on the variables €, and K,
the function Q(e,, k) can be obtained only by numerical
integration. The dipole regime corresponds to the
approximation k = 0. The smallness of the photon
momentum is due to the mutual interplay between two
input quantities, &, and Z. If one setsk = 0, the function
Q(&,) becomesindependent of the value of Z. The func-
tion holds the same for the entire helium isoelectronic
sequence. Accordingly, the ratio of double-to-single
ionization cross sections, which is usually measured
experimentally, is given by

1Q(¢,)
Z?H(g,)’ ®)

0++(8y) _
o' (g,)

The energy factor H(g,), which entersin the expression
for the cross section of the single K-shell photoioniza-

tionintheleading order of perturbation theory, reads as
follows[19]:

R(e,) =

_ 1 exp(—4tcot 1)
H(e,) = e [1-exp(-2mD)]’ “)

wheret = 1/A/£v—1.
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Fig. 2. Different contributions to the universal ratio ZZR(sy)
of double-to-single photoionization cross sections calcu-
lated in the Coulomb gauge for k = 0 according to Eq. (3).
Dashed line: contribution due to the electron—electron inter-
action in the initial state only; solid line: total contribution
of al diagrams.
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Fig. 3. The ratio of double-to-single photoionization cross
sections of the ground state of helium is given as afunction

of the excess energy E = Epl + Epz' Experimental data
taken from Levin et al. [4], Dorner et al. [5], and Samson
et al. [6] account also for the contribution from the cross

section o** of single photoionization with excitation,
while the theoretical calculation is performed according to

Eq. (3).

All our numerical calculations were performed
using the Coulomb gauge, since it easily allows one to
separate the leading contributions in the nonrelativistic
limit. Corrections due to spin-dependent terms turn out
to be suppressed by a factor of the order of (aZ)? in
transition amplitudes of the process and, therefore,
have been neglected. We compared the universal quan-
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tity Z%* caculated in the dipole approximation
according to Eq. (2) with that obtained in [13]. The
curves lie quite close to each other, although they are
not identical. The contributions to ** due to two-pho-
ton exchange graphs are relatively small. In Fig. 2, the
universal ratio ZR(g,) is shown, which isvalid for mod-
erate Z values. Accounting for the electron—electron
interaction to thefinal state resultsin significant correc-
tions to the total cross section of the double photoion-
ization. Note, however, that theindividual contributions
of each diagram are gauge-dependent.

In Fig. 3, we compare our numerical results for the
ratio o**/o* with the most recent measurements for
helium [4—6]. The comparison of theoretical and exper-
imental data is given in dependence on the excess

exp

energy, since the experimental threshold energy |5«
79.0 eV and the theoretical onel, = 108.85 eV are dif-
ferent. However, this is an apparent problem. In fact,
the expansion with respect to 1/Z converges by an order
of magnitude in the entire nonrel ativistic domain, start-
ing from helium. The contribution to the ionization
potential due to the electron—€lectron interaction
treated by the exact one-photon exchange leads to the

correction AI(ZTQ = -34.02 eV; that is, the threshold

energy becomes equal to 74.83 eV. The correction due
to two-photon exchange diagrams, which is known to

be AI(ZZQ = 4.29 eV [20], yields a threshold energy of

about 79.12 eV. The contribution, which results from
the three-photon exchange, has been calculated inthelad-
der approximation [21]. It yidlds AlS, =-0.12 eV [22]
and brings the theoretical threshold energy into agree-
ment with the experimental value. Independent mea-
surements of the ratio of double-to-single photoioniza-
tion cross sections performed by Dorner et al. [5] and
by Samson et al. [6] seem to be more reliable than the
experimental data by Levin et al. [4] (see discussion
in [6]). The disagreement between our results and those
obtained in [5, 6] is due to next-to-leading order terms
of perturbation theory in 1/Z, which have been omitted
inthe present eval uation of single photoionization cross
section.

The fast convergence of the expansion over 1/Z in
the entire nonrelativistic domain, including the thresh-
old area, can be understood by a careful distinction
between formal and real characteristic scales. The char-
acteristic spatial distancesinvolved in the problem turn
out to be somewhat larger than the K-shell radius. This
is confirmed, for example, by calculations of the dou-
ble-electron ionization in Compton scattering, where
perturbation theory with respect to 1/Z is proven to be
satisfactory for helium in the asymptotic domain of
nonrelativistic photon energies[23, 24]. Thedistinction
between formal and real scales also explains the fact
that, for heliumlike ions with Z > 2, the double photo-
ionization from the excited 2'S state turns out to be
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For various neutral atoms, the nuclear charge numbers Z, the experimental energies w of an incident photon, the experimental
potentials 1*® for single K-shell ionization, dimensionless photon energies €,, effective values Z; for the nuclear charge, and
the theoretical and experimental ratios R(g,) of double-to-single K-shell ionization cross sections are tabulated. The photon

energies w are calibrated in units of the experimental ionization potentials I1*® taken from [26]. The theoretical ratios R(e,)

are calculated using the effective values Zy according to Eq. (3)

Neutral 7 () | &P ¢ Zy R(ey)

atom (keV) (kev) Y f this work experiment

Ne 10 3 0.87 3.45 8.0 0.29 x 1072 03x1072 | [27]
Ti 22 17.4 4.97 3.50 19.11 0.51x 107 053x10° | [29]
Cr 24 17.4 5.99 2.90 20.98 0.37x 1073 0.38x10° | [28]
Fe 26 17.4 7.12 2.44 22.88 0.23x 1073 0.24x 1073 [28]
Ni 28 17.4 8.34 2.09 24.76 0.51 x 10 11x10% | [28]
Cu 29 20 8.99 2.22 25.70 1.1x10% | 1.3(3)x10* [9]
Mo 42 50 20.01 2.50 38.35 0.87x10* | 3.4(6) x 10* (8]

more probable than from the K shell [11, 25]. It should
be noted that, in the next-to-leading order of perturba-
tion theory in 1/Z, there are vertex contributions due to
the crossed diagrams, which entangle correlation
effectsin theinitial and final electron states.

Considering double K-shell photoionization in neu-
tral atoms, the wave functions and Green's functions
possess an essentially non-Coulomb behavior. Accord-
ingly, numerical calculations require the use of the Har-
tree—Fock method already in the zeroth approximation.
Formally, the screening effect can be simulated by
replacing the true nuclear charge number Z in Eqg. (3)
with an effective value Zy;. The latter can be defined by
equating the experimental potentia 19 for single K-
shell ionization and the effective one, that is, [P =
m(0Zy;)%/2. Apart from the nickel and molybdenum
systems, good overall agreement between our predic-
tionsfor neutral atomswith avail able experimental data
isachieved (seethetable). The significant disagreement
for the nickel atom seems to be due to high uncertain-
ties of the results, both theoretical and experimental.
Theratio R(e,) hereis extremely sensitive to the photon
energy, because the latter is very close to the threshold
energy. In the case of molybdenum, apossible explana-
tion for the deviation may be connected with relativistic
effects, for example, with the spin—orbit interaction,
which were neglected in the present consideration.
Another reason might be higher error bars rather than
those quoted in [8].

In conclusion, we demonstrate a fast convergence of
QED perturbation theory with respect to the parameter
1/Z in the entire nonrelativistic domain for Z = 2. Dou-
ble K-shell photoionization has been investigated for
heliumlike ions and neutral atoms with moderate Z val-
ues, taking into account the leading orders of 1/Z and
0aZ expansions. Going beyond the leading-order con-
sideration requires rigorous QED description.
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We have measured the X-ray emission spectra of a plasma generated by laser radiation with an intensity above
101 W/cm? and a pul se duration of 30 fsacting upon an argon jet target with alarge abundance of micron-sized
clusters. The time variation of the X-ray yield from ions of various multiplicities, calculated within the frame-
work of a nonstationary kinetic model, shows a good qualitative agreement with the experimental time-inte-
grated spectrum. © 2003 MAIK “ Nauka/Interperiodica” .

PACS numbers; 52.38.Ph; 52.25.0s; 52.25.Dg; 52.50.Jm

1. In recent years, there has been rapid progress in
the spectroscopy of X-ray emission from microplasma
sources formed as a result of the interaction of
ultrashort multiterawatt laser pulses with cluster tar-
gets. One of the goals consists in elucidation of the
mechanisms of interaction between radiation and mat-
ter under such extreme conditions, which would pro-
vide for the creation and devel opment of high-intensity
coherent and incoherent X-ray sources for various
applications. Experiments using high-intensity laser
radiation (1010 W/cm?) were performed mostly
with small clusters 10-100 nm in diameter [1-7]. The
spectra of X-rays generated by plasma formed in the
case of large (~1 um) clusters were studied previously
using femtosecond laser pulses of lower intensity [8].
Hard X-ray and hot electron production by microdrop-
lets of water under the action of femtosecond laser
pulseswas studied in [9]. Theresults of these investiga-
tions showed that irradiation of agas jet target enriched
with clusters of a medium size (100-200 nm) leads to
soft X-ray emission with a considerable yield.

The aim of this work was to study the high-resolu-
tion X-ray emission spectra of plasma formed from
large argon clusters (containing over 10'° atoms) under
the action of superintense laser radiation.

2. The experiments with argon clusters were per-
formed at JAERI (Kyoto, Japan) using a 100-TW
Ti:sapphire laser system based on the chirped pulse
amplification technique. The system generates 20-fs
pulsesat arepetition rate of 10 Hz and is capabl e of col-

limating output radiation with intensities after focusing
up to 10%° W/cm? [10, 11]. The initial pulses (A =
800 nm; 1, = 10 fs; repetition rate, 82.7 MHZz) were
generated by aTi:sapphire oscillator. Stretched to 10 ns
and frequency modulated, the pulses were amplified by
a regenerative amplifier and two multipass amplifiers.
The amplified pulses were compressed to 20 fs by a
vacuum compressor providing a maximum output
energy of 1.9 J. The compressed pulseswere directed to
avacuum target chamber by two gol d-coated plane mir-
rors and focused by an f/3 gold-coated off-axis para
bolic mirror. The focal spot size was 11 um at 1/¢€?,
which was only 10% greater than the diffraction limit.
A Gaussian spot accountsfor 64% of thetotal laser out-
put energy. For a laser pulse duration of 30 fs and an
energy of 300 mJ used in our experiments, the peak
intensity amounted to 1.2 x 10*° W/cm?. A prepulse
arriving 1 ns before the main pulse was suppressed by
passing the output signal through two double Pockels
cells. The contrast ratio of the main pulse intensity to
that of the prepulse was greater than 10°.

3. Argon clusters were produced by expanding a
high-pressure (up to p = 60 bar) gasjet into vacuum via
a specially designed pulsed supersonic conical nozzle
with the input and output diameters of 0.5 and 2.0 mm,
respectively, and a length of 75 mm. The nozzle shape
and dimensions were optimized by numerical simula-
tion of atwo-phase jet with a maximum yield of clus-
ters of required size (dy ~ 1 pm) [12, 13].

0021-3640/03/7803-0115%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Figure 1 presents some results of two-dimensional
hydrodynamic cal culations of atwo-phase argon jet for
various input pressures. At a maximum pressure of
60 bar, the average cluster size exhibits a sharp
increases (reaching about 1.5 um) and is virtually con-
stant in the jet cross section. Thetotal concentrations of
clusters and atomic species al so remain almost constant
in the axial region with aradius of 1.5 mm. This homo-
geneity is important for a cluster target to be used for
obtaining an active radiating plasma medium.

4. In the experiment, the laser beam was focused on
ajet at a distance of 1.5 mm from the nozzle output.

FUKUDA et al.

Spatialy resolved X-ray spectra of the |aser-generated
plasma were measured using a focusing spectrometer
with spatial resolution (FSSR-1D) [14-17]. The spec-
trometer is equipped with a spherically bent mica crys-
tal (R= 150 mm) and avacuum-compatible X-ray CCD
camera (DF420-BN, ANDOR). The crystal was placed
at a distance of 381.2 mm from the plasma source and
oriented at the Bragg angle (6 = 54.3°) relative to the
center of aspherical surface (the fourth-order reflection
for awavelength of A = 0.405 nm). Thereflection plane
of the spectrometer was oriented in the laser beam
propagation direction in order to provide for the one-
dimensional spatial resolution in the transverse direc-
tion. The size of the active plasma zone (emitting in the
spectral region of the He-like argon ion and the corre-
sponding dielectronic satellites) in this direction was
below 200 pm.

Figure 2 showsthetypical densitometer traces of the
plasma X-ray emission spectra measured at an input
gas pressure of p = 60 bar and various values of the
intensity and contrast of a 30-fs laser pulse. The upper
spectrum corresponds to the maximum intensity of the
laser pulse (1.2 x 10%*° W/cm?). In order to reduce the
prepulse effect on the clusters, the contrast of the main
pulse was set at alevel of C = 2.2 x 10°. In the fourth
order of reflection, the spectrum exhibits the resonant
(He,;) and intercombination (He,,) lines of the 1s2p—
1<’ transition inthe He-like argonion. In addition, there
is a clearly resolved structure of dielectric satellitesin
theLi-likeion and thelines of radiative transitionsfrom
autoionization states with the configurations 1s2s™2p"
in ions of lower charge (from Be- to F-like). The fifth
order of reflection displays the lines of 1snp-1s? (n =
3-6) transitionsin the He-likeion and the diel ectric sat-
ellites of the 1s3p-1s (Heg) line. The n = 4 line (He))
falls between satellite lines of the Li-likeion. The mid-
dlecurvein Fig. 2 showsthe spectrum measured for the
main peak intensity of 3 x 10'® W/cm? and a contrast of
C =2 x 10°. Here, the X-ray yield decreases aimost in
proportion to the laser pulse intensity despite a signifi-
cantly reduced contrast. Further decreasein the contrast
(downto C = 50) leadsto adramatic changein the spec-
trum (see the bottom curve in Fig. 2), whereby the
X-ray yield inthelines of the He-likeion drops sharply
relative to the satellite emission intensity. This can be
explained by the dominating role of the prepulse, the
intensity of which at this contrast reaches about
10 W/cn?. This power density is sufficient to ionize
even large clusters, which decay before the arrival of
the main pulse.

It should be noted that neither the lines of the
He-likeionsnor their closest satellites were observed at
an input gas pressure of 40 bar. According to the results
of calculations presented in Fig. 1, the average size of
clusters formed under these conditions is almost ten
times smaller than that for p = 60 bar. Thus, at an input
gas pressure of p =40 bar, the prepul se destroys clusters
at all values of the contrast used in these experiments.
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5. The experimental X-ray emission spectra are
time-integrated and spatially integrated in the Bragg
reflection plane. In order to elucidate the plasmaradia-
tion dynamicsin more detail, we have performed model
calculations of the line emission spectrum with allow-
ance for the time relaxation of the nonequilibrium elec-
tron energy distribution established in the plasma
immediately after the main femtosecond laser pulse.
For the sake of simplicity, the consideration was
restricted to a homogeneous nonstationary kinetic
model of a microdroplet plasma with frozen ions. The
model is described by the equation

I (E1) _
at

where the collision integral on the right-hand side
accounts for the elastic collisions between electrons
and for the inelastic electron-ion collisions. The
assumption of spatial homogeneity is justified by a
comparison of the radiative lifetimes of the autoioniza-
tion states observed for argon ions (101-10-2 ps) to the
characteristic time of cluster destruction (size dou-
bling) estimated by the formula

. = 1.2x107°D,, /AT, 2

where A is the atomic number, T; is the effective ion
temperature (expressed in kiloglectronvolts), and D, is
theinitial cluster diameter (expressed in microns). The
ion temperature can be estimated from the observed
Doppler width of the resonance line of the He-like
argon ion, which yields T; = 6.7 keV. Then, for 1-pym
argon clusters (A = 18), formula (2) gives Ty = 2 pS,
which is much greater than the radiative lifetime of the
autoionization states in the satellite lines.

Equation (1) was numerically solved in the interval
of electron energies from 0 to 10 keV with a uniform
step of 100 eV. At the initial moment corresponding to
the laser pulse end, al argon atoms were considered as
ionized up to the state of Ne-like ions. The threshold
laser intensity for the tunneling ionization of the
Na-like argon atom (I, = 3.6 x 106 W/cm? [18]) can be

= Stf, (1)
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Fig. 4. Time-integrated X-ray emission spectra calculated
for the time moments of 0.6 ps (thin line) and 1.4 ps (thick
line) after the laser pulse end.

achieved even with allowance of the field weakening
inside amicrodroplet. The ion density was taken equal
to 102 cm3 and the residual €lectron energy was dis-
tributed with a narrow interval at 5 keV. At each time
step (ininterval from 0 to 2 ps), the populations of more
than 3000 levels of ions (from Ne- to He-like) were cal-
culated by solving a set of balance equations. The col-
lison rates were calculated using the corresponding
electron energy distribution function. The populations
of levelswere used to cal culate the spectral dependence
of the X-ray yield in the energy range studied.

The time dependence of the total radiation yield
from different ions obtained in these calculations are
shownin Fig. 3. It is seen that the emission from lower
charged ions reaches the saturation level earlier. Thisis
explained by a rapid shift of the ion composition
towards higher charge numbers as aresult of ionization
by hot electrons. The radiation yield of the He-like ion
is still increasing after t > 1 ps, because electrons are
thermalized at the mean energy below 1 keV and the
ion composition goes to the stationary state. Of course,
this yield growth will be limited by the decay of
clusters.

Figure 4 presents the time-integrated spectra calcu-
lated for the time moments 0.6 and 1.4 ps after the end
of the laser pulse. As can be seen, the X-ray emission
spectrum of the ions from F- to C-like is completely
formed by 0.6 ps, whereas the emission from He- and
Li-like ions is accumulated during the subsequent
period of time. This feature of the radiation dynamics
can be verified by direct time-resolved spectral mea-
surements.

6. To summarize, we have studied for the first time
the X-ray emission spectra of a microdroplet argon
plasma formed under the action of 30-fs laser pulses
with a peak intensity above 10'° W/cm?. For this pur-
pose, a special nozzle was designed and manufactured
based on the results of numerical modeling of the pro-
cess of cluster formation in a gas jet target. The nozzle
allowed large argon clusters to be obtained without
additional cooling of the valve. A comparatively large



118

decay time of such clusters makes it possible to
decrease the negative effect of aprepulse, which (under
conditions of ultrahigh laser intensity) produces
destruction of small clusters even at the main pul se con-
trast above 10°. The calculated pattern of relaxation of
the electron energy distribution function and the corre-
sponding ion level populations after the laser action
gualitatively agree with the experimentally observed
time-integrated X -ray emission spectra of a microdrop-
let plasma. Predicted tempora features of the X-ray
yield can be verified by direct time-resolved spectral
measurements.
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Ananalytical solutionisfound to the vortex electron anisotropic hydrodynamic equations that describe the non-
linear evolution of the long-wavelength Weibel instability. The presented analytical approach shows that the
long-wavelength Weibel instability saturates without a decrease in the temperature anisotropy in the single-
mode regime due to the rotation of the anisotropy axes. The generated magnetic field is circular-polarized, and
itsamplitude varies periodically in time. © 2003 MAIK “ Nauka/Interperiodica” .

PACS numbers: 52.35.Hr

It is well known that a plasma with an electron
energy anisotropy is unstable [1]. The Weibel instabil-
ity is a pure electromagnetic mode that describes mag-
netic field excitation with a characteristic time scale
much longer than the electron plasma wave period.
Such an instability likely appearsin theinteraction of a
short-duration X-ray pulse with a gas media where
weak collisions are unable to rapidly remove the elec-
tron energy anisotropy arising from phaotoionization. In
the past, the only known artificial source of short
intense X-rays was a nuclear explosion. However,
recent developments in intense ultrashort X-ray laser
technology have opened a new regime of X-ray—matter
interaction, in which intense X-ray laser pulses pene-
trate deep into the targets and produce nonequilibrium
plasma of macroscopic size. An example is the XFEL
project [2], which is generating interest in the need to
understand extreme plasma states that can be encoun-
tered in the interaction of X-rays with matter.

The most advanced studies dealing with the nonlin-
ear stage of a plasma with an anisotropic temperature
have been performed with numerical simulations[3-8].
It is also known that the vortex electron anisotropic
hydrodynamics (VEAH) model [9] is well suited for
analytical study of this problem. However, the analyti-
cal results obtained to date mainly demonstrate the
existence of explosionlike or self-similar solutions to
the VEAH equations [9, 10], while the conditions of
their approach with an initial value problem remain
unclear. Recent three-dimensional (3D) particle-in-cell
simulations (PIC) have shown that the Weibel instabil-
ity for high temperature anisotropy (T/T,> 1) evolves
into a single-mode 1D regime with a finite saturated
averaged anisotropy (T/T ~ 1) and acircularly polar-

TThis article was submitted by the authorsin English.

ized long-scale-length magnetic field [8]. The initial
conditions for these simulations corresponded to a
small-amplitude stochastic initial magnetic field, which
is different from the 1D VEAH numerical model for a
one-component magnetic field [7], where the single-
mode regime was found to exist for a short-wavelength
Weibel instability growing from the initial harmonic
perturbations. The single-mode regime helical polar-
ization of the magnetic field, which saturates due to
periodic energy exchange with thermal electrons, was
predicted in [11].

For a plasma with anisotropic temperature, we
examine the nonlinear evolution of a long-wavelength
Weibel instability, ck < w,, wherek isthe wave number,
w, is the electron plasma frequency, and c is the speed
of light. We have found an exact single-mode solution
of the VEAH eguationsthat can be applied to theinitial
value problem for the Weibel instability itself and to
provide analytic confirmation of the existence of the 1D
saturation regime displayed in recent 3D PIC simula-
tions[8§].

The VEAH modéd [9] is formulated in terms of the
coupled equations for the temperature tensor T and the
guasistatic magnetic field B. In the long-wavelength
limit, these equations are

0@ 1 oT _
-5t———meD><DDT, at—{Txﬂ}, (1)

where = eB/m.c is the electron hyrofrequency, e and
m, are the electron charge and mass, and { ...} signifies
asymmetrization of the tensor, {A;;} = A; + A;. Equa-
tion (1) conservesthe temperature anisotropy. For asin-

0021-3640/03/7803-0119$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Evolution of the magnetic field (solid lines) and the
anisotropy axis (dashed lines) for 5= 0and ag = (a) 0.001,
(b) 0.02, and (c) 0.5.

gle-axis temperature anisotropy,
T = Tynn+Ty(l —nn), 2

the longitudina and transversal temperatures, T, and
T, do not change in time. Here, | is the absolute unit
tensor and n(r, t) is the unit vector in the direction of
the anisotropy axis. We assume homogeneous T and Ty,
in space, which corresponds to the standard Weibel
instability [1].

The hypothesis that the nonlinear regime of the
long-wavelength Weibel instability can be described in
terms of  and n was put forward in[12]. However, the
corresponding equations,

02 _ Ty=Tor . (nxOxn—nom),

ot m,
5 (©)
a—? ={nxQ}, |n =1,

have not been solved for the initial value problem. In
order to solve the initial value problem for the one-

BYCHENKOV et al.

dimensional case (0/02), we take advantage of the fol-
lowing parameterization:;

Q = {y.a(t)sinkz, —y,a(t) coskz, 0} ,
n = {sin®(t)coskz, sin®(t)sinkz, cos®(t)} .

This corresponds to a circularly polarized single-mode
magnetic field. Here, for convenience, we have intro-
duced the growth rate of the long-wavelength Weibel

instability, yo = K./(To—T))/m,.

One may confirm through the direct substitution of
Eqgs. (4) into Egs. (3) that the assumed structure satisfies
the VEAH model. The corresponding equations for the
dimensionless amplitude of the magnetic field aand the
angle ®, which defines the evolution of the anisotropy
axis, are

(4)

20 = sn2®, a = o. (5)

The solutions to these equations are given in quadra-
tures as follows:

(]

Vot = [dp[aG+sin(¢ +do)sin(¢ O
5. 6)

a’ = ag + sin(® + dg)sin(d — dy),

where the two constants of integration a(0) = a, and
d(0) = d, can berelated to the initial amplitude of the
magnetic field and theinitial direction of the anisotropy
axis. Thisnonlinear solution may be expressed in terms
of an elliptic integral of the first kind.

For the standard definition of the problem for Wei-
bel instability, one assumes ®, = 0and a, < 1. Initialy,
the amplitude of the magnetic field increases exponen-
tially with the growth rate y,. After that, the growth of
the magnetic field slows, and the magnetic field reaches
amaximum and then decreasesto theinitial value. This
process is then repeated in a periodic fashion. During
one magnetic field cycle, the anisotropy direction
changes to the opposite direction but returns to the
starting direction during the next cycle. The period of
the magnetic field pulsations slowly decreases with a,,.
Figure 1 shows the time dependences of the dimension-
less amplitude of the magnetic field and the z compo-
nent of the anisotropy vector, n,, for n(0) = 1, wherethe

time scale is given in ygl units. The solutions for a(t)
and n, are the multi-instanton solution and multikink
solution, respectively.

Considerableinitial amplitudes a, (e.g., Fig. 1c) are
also of interest for the evauation of the nonlinear
behavior of the Weibel instability, which is initialy
excited in the short-wave-length domain and then
evolves to long scale lengths with the temperature
anisotropy saturation and circular-polarized magnetic
field formation. Such behavior of the Weibel instability
evolving to the 1D case was recently observed in 3D
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PIC simulations [8]. For these simulations, the analytic
approach may be of particular interest, because, for the
enlargement of the spacial scales, the computations
become very demanding. Corresponding comparison
with the theory also requires one to account for ®(0) 0.
In accordance with this, two qualitatively different sit-
uations are possible: [ag| = [sin®y|. The VEAH solu-
tions for |ag| > |sin®,| are well represented by Fig. 1,
whilethe opposite caseisillustrated by Fig. 2. The spe-
cific case where |ay| = |sin®,| is also presented
(Fig. 2c). The case where |ay| < |sin®y| is represented
by the bipolar multi-instanton solution for the magnetic
field amplitude. For theinitial conditions |ag| = [SiN®y|,
the solutions for a(t) and n, become the solitary instan-
ton and kink modes, respectively. However, ast — oo,
the magnetic field and the inhomogeneity of the anisot-
ropy for this solution disappear, i.e., it is unstable, and
the Weibel instability must arise again.

The period t; of the nonlinear solution (6) aso
depends on the sign of the expression a5 — sin®;.

Denoting p? = a5 —sin®Z, one finds

to = (4/yod/1+ pA)K(1/1+ p?) @

for the time required for a complete cycle of anisotropy
rotation in the case |ay| > |sin®,|. Similarly, for —p? =

a5 —sin®? < 0 this period reads

to = (41Yo)K(J1-p?), 8

where 0 < p < 1. In Egs. (7) and (8), K(u) is the com-
plete elliptic integral of the first kind with the modulus
u. In accordance with Figs. 1 and 2, the period
decreases with p (with the magnetic field amplitude in
d, — 0 case), asshown in Fig. 3, where the period is
in units of y,. The soliton solution correspondsto p = 0.
Asp — 1, Eq. (8) givesthe period t, = 21t For exam-
ple, in the case of the standard problem definition for
the Weibel instability, n(0) = 1, the period of nonlin-
ear pulsationsist, = 8mfor a; = 0.01 and t, = 4t for
a, = 0.25.

The averaged (over the period) magnetic energy is
small, B2[8rm, T < 1, because ck < w), and the dura-
tion of nonlinear pulsations is shorter than t, providing
@[k 1,i.e,

B0 _ @& T’k
BT, 2 0 Tl ®
el O (x)p

where n, is the electron density. This is illustrated by
Fig. 4 for ®, = 0, where the dimensionless magnetic
energy [a2[has avery weak dependence on a,. A small
saturated magnetic field energy B8, T; ~ 0.02 has
also been observed in PIC simulations [8], wherein the
final state the single-mode regime was observed with
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1

Fig. 2. Evolution of the magnetic field (solid lines) and the
anisotropy axis (dashed lines) for ag = 0.001, ®y = 0.002
(a), ag=0.05, Py = 0.1 (b), and ag = sin®Pg, Py = 0.05 (c).

8 (a) (b)
8n
2n -
4r
/2 -
| | I e |
0 5 10 0 0.5 1
p

Fig. 3. Period of the nonlinear solutions of VEAH for
(@ a2 — sind? > 0 (logarithmic scale) and (b) a2 —

sindng <0.

ck/wy, = 0.5 and the saturated anisotropy T,/Ty = 1/3.
Assuming from Fig. 4 arank value (@[~ 1/4, one can
estimate from Eq. (9) that (B?/8m,T; is very close to
the PIC simulation results [8].

In summary, we have obtained an analytical solution
to the VEAH equations (3), which describe the relax-
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Fig. 4. Averaged dimensionless magnetic field energy.

ation of the long wavelength Weibel instability that
originates from the anisotropy of the electron tempera-
ture. The mechanism responsible for the saturation of
the instability is the rotation of the anisotropy axis
rather than the temperature becoming isotropic. Such a
rotation leads to dephasing of the generated magnetic
field with respect to the source of the anisotropy. The
solution that has been found corresponds to a single-
mode circular-polarized magnetic field. Our theoretical
model explains the formation of single-mode magnetic
structuresthat are observed in PIC simulations[8]. The
characteristics of the Weibel plasmahave been derived,
and this can have afundamental significance and poten-
tial application in the implementation of the forefront
XFEL project [13].
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The problem of the one-dimensional collisionless expansion of a multicomponent plasmainto avacuum s con-
sidered. In the hydrodynamic approximation, an approximate analytical solution for an arbitrary set of ion spe-

cieswithmassesMy, ..

., M, and charge numbers Z,e, Z.€, ..., Z,eisfound by using the technique of self-similar

variables employed by Gurevich, Pariiskaya, and Pitaevskii for the case of single-speciesions. A numerical iter-
ative algorithm is developed in which the analytical solution is used as a first approximation. © 2003 MAIK

“Nauka/Interperiodica” .
PACS numbers; 52.27.Cm; 52.30.-q

The problem of the one-dimensional expansion of
plasmainto avacuum in the hydrodynamic formulation
isaclassical problem of the physics of plasmain which
the electron temperature greatly exceeds the ion tem-
perature. In the pioneering works of Gurevich,
Pariiskaya, and Pitaevskii, a self-consistent analytical
solution was obtained for single-species ions [1]. The
authors used the technique of introducing a self-similar
variable (developed in ideal fluid dynamics|[2]), which
enabled them to reduce the total number of variables.
The problem was solved using the approximations of
plasma quasi-neutrality and isothermality of electrons.
In [3], the technique was generalized to the case of
more than one ion species. The acceleration of ions at
the expanding plasma front, where the quasi-neutrality
approximation is no longer valid, was studied both ana-
Iytically and numerically by Crow et al. [4]. It was
shown that the ions accelerate infinitely fast and,
behind the front, the self-similar solution from [1] is
generally applicable. Moraand Pellat [5] obtained ana-
Iytical corrections that take into account electron cool-
ing near the front caused by the transfer of energy for
the acceleration of ions. Chan et al. [6] (see also refer-
ences therein) verified experimentally that, behind the
ion front, the potential iswell described by the self-sim-
ilar solution from [1] until the effects of confined geom-
etry comeinto play.

Ivanov et al. [7-9] showed that the propagation of a
spatially localized group of hot electrons into a plasma
was also self-similar. Based on the approach [10],
Ivanov et al. developed a self-consistent kinetic theory
of the relaxation of a low-pressure quasineutral nega-
tive-ion plasma[11, 12]. The solution was obtained for

the case of two kinds of ions (negative and positive)
with comparable densities.

Kovalev et al. [13] used the group theoretical meth-
odsto obtain an analytical solution for the expansion of
a plasma bunch in the kinetic formulation. Note that
only the quasi-neutrality approximation was employed
by the authors.

At present, in connection with progressin the physics
and performance of multicharged-ion sources [14], the
problem of the expansion of amulticomponent plasmain
which each component is multiply ionized [15, 16] has
attracted considerable interest.

1. Model and basic equations. Let us consider the
problem of the one-dimensional expansion of a multi-
component plasmainto a vacuum. The plasma consists
of electrons and ionswith charge numbersZ;e, Ze, ...,
Z.e and masses M, ..., M,. The plasma is homoge-
neous and initially resides in the left half-space x < 0.
Such a situation is characteristic of, say, the plasma of
an electron cyclotron discharge in a magnetic mirror at
the instant of switching off the external microwave
field. Generally, the temperature of the electron compo-
nent T, is much higher than that of the ion component,
and, hence, one can use the approximation of cold
hydrodynamics for ions

ON, 0 :
W"'&(Nkvk) =0, )
6vk+ 0vk+Zke<_9_q_> - o. @

ot ¥ox T Mg ox

Here, N, and v, arethe density and the mean vel ocity of
the kth ion species, respectively, and ¢ is the electro-

0021-3640/03/7803-0123%24.00 © 2003 MAIK “Nauka/Interperiodica’
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static potential induced by charge separation. Electrons
move much faster than ions and hence manage to attain
aquasi steady thermodynamic equilibrium. To obtain an
analytical solution, we assume that the distribution
function of electronsis Maxwellian at X — —co. Then
their spatial distribution is described by the Boltzmann
distribution

Ne = Noexp(ed/Te). ©)

With the exception of the rightmost region (the front),
inwhich the electron density is higher than theion one,
the quasi-neutrality equation istrue

n

Y ZiNy = Ne. 4

k=1

Asshownin|[1, 17], the solution to the set of equations
of cold hydrodynamics can be sought in the self-similar
form, since the initial conditions do not contain any
space scale. In our case, there can be severa different

ion-acoustic velocitiesCy = ,/T./M,; however, theini-

tial and the boundary conditions are identical for al the
ion species. Let us introduce a normalized self-similar

variable £ = )E( ¥1 and assume that all the variables

e
depend only on &. After introducing the dimensionless
variables

v T e N
uk:-—k; Vs = K/I—e: lIJ:T(P; nk:—N—Z’
1 e

Egs. (1)—(4) take the form

dnk duy

(=8 G+ g’ = O (5)
duy dy _

(U E)dE+Ak E_O’ (6)
= ln(zzknk)v (7

where A, = ZM,/M,. The set of Egs. (5)—7) hasatrivial
solution that satisfiesthe boundary conditionsintheleft
half-space (x<0,t —= 0, & —> —o):

Y=0 n.=ny u =0, szn‘k’ =1. (8

However, this solution does not satisfy the boundary
conditions in the right half-space (x > 0), in which, at
t=0o0r { — oo, there must be no particles: n, = 0. In
the general case, the existence condition for the non-
trivial solution is obtained by zeroing the determinant
of the matrix composed of the coefficients of the deriv-
atives with respect to ¢ in Egs. (5) and (6). However,

IVANOV, SEREBRENNIKOV

this can be done in asimpler way. On substituting Q(¢)
from Eq. (7) into Eq. (6), we abtain

du, _ S Z,(dnj/de)
d€ T (u-8) zzin‘ '
Substituting thisin Eq. (5), we obtain
dne _ Ay Y Zi(dn;/d)
de (Uk—E)z Zzini

which, for the nontrivial case Y Z; (dn;/d¢) # 0, finally
gives, after summing over k, the following matching
Z Aknk

condition:
2 = 2 9
(0 zZn,. 9

Att> 0, thetrivia solution existsin the left half-space,
which has not yet been affected by the process of plasma
expansion. Both solutions arejoined at certain &, to meet
all the boundary conditions, and the solution obtained
has a derivative discontinuity at the joining point. The
set of Egs. (5)—(7) with additional condition (9) isnon-
linear, and finding an exact analytical solution seemsto
be hardly possible. However, it was shown in [1] that,
for acertain smple case, it iseasy to obtain an analytical
solution. For the single-species ions, when n, = n;d, y,
Ue = W0y |, and A, = Z,0, , condition (9) takesasimple
form which itself gives the solution

(u-8)?° =2 (10)
or
u = &+./Z,. (11)

Substituting the result obtained into Eq. (5), as written
for k=1, we readily have

n, = const Cexp(—&/./Z,-1).

Here, the constant, aswell asthe joining point &, areto
be obtained from the matching condition. Namely, at

€ =&, uy(§) = 0and ny(€) = 1/Zy, and hence &, = —,/Z,
and

- 1..,01 O
n, = —expr—-1=. 12
At & < &, there exists a trivia solution u,(¢) = 0 and
n,(&§) = 1/Z, = const. Then, finaly, from Eq. (7) we have
the normalized potential

W =-&.JZ,- (13)

Figure 1 shows the solution for the single-species
ionswith Z; = 1. It should be noted that, in fact, ajump
of the electric field moves left with the ion-acoustic
velocity. The attempt [3] to find a solution for the case
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of two kinds of ions was restricted to the linear approx-
imation with the n,/n, ratio being considered as a series
expansion parameter.

2. The linear potential approximation. By anal-
ogy with the case of single-speciesions, wewill seek an
approximate solution, assuming that the potential
dependslinearly on & when & > &, and equals zero when
& <&, Inthe nontrivial-solution region, let us write

Y =y=-pi-1 (14)
Here, parameter p may be dependent on the charges and
masses of all theions. Asthe potentia iszero to the left
of &g, the joining point is related to p through simple
relation p = —1/€,. Note that the joining point is obvi-
ously the same for al the ion species with different k.
Equations (5) and (6) take the form

dinn, _ 1 dug

G U _fdE (19
d

(U= 8) 5 “k = Ap. (16)

Thelatter equation |sapart|cular case of theAbel equa-
tion of the second kind and can be solved rigorously
[18]. Note first that the set of Egs. (14)—(16) has an
exact integral solution. Indeed, consider the derivative

din(u,—¢§) __ 1 du, 1
dg (U—=8)dg  (u—¢&)
Rewriting the last term using Eqg. (16), we obtain
1 du _dinu-8) 1 du,
(U —¢) dg dé Apde”

Then, by using Eqg. (15), rewrite the left-hand side and
integrate it to obtain
1

—&)+—u,+ Inn, = const. 17

)+ A puct Inn, (17)
From the boundary conditions & = g, u, =0, and n, =
Ny, We find that the constant on the right-hand side of
Eq. (17) isconst = In(n,g) + In(=¢&g).

Then, finally

In(u,

—E UkD

Thus, under the assumption given by Eq. (14), we
obtained an exact solution that relatesthe density and the
velocity of the kth ion species. It isnecessary now to find
the explicit dependence of u, on §. Wewill do thistaking
into account that Eq. (16) (the Abel equation of the sec-
ond kind) admits a particular solution of the kind

(&) = &+ Ap. (19)

If we considered here the case of single-species ions,
this solution would be the sought one [see Eq. (11)].

N = nkO (18)
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Fig. 1. Functions uy(§), n4(§), and Y(§) for Z, = 1. Thejoin-
ing point is§y = —1.

However, it is not our case. Moreover, the & value for
which g,(&) = 0 depends on k. Hence, the solution dis-
cussed does not satisfy the boundary conditions. Let us
seek the solution in the form

U (&) = g(&) + U (§) = &+ Ap+0(E);
U(&o) = ~(&o+ Acp).

Such a choice alows one to meet the boundary condi-
tions at the joining point. Substituting Eq. (20) into
Eq. (16), we have

(20)

- du du u
(E+AKD+UK—E)%+d—E%=Akp; — = X

dg _Akp + U,

Its solution is a transcendental algebraic equation

~ ~ u
Uk—UE + Akplnﬁlj = —(&—¢o),
K

(21)

where ) = U, (£,). Now, if we construct afunction & =
&(Uy) by using Eq. (21) and swap the axes, we find the
sought solution for the velocity of the kth ion species:

U (&) = E+AP+0(E) = U(E) - +E-&. (22)

In Eqg. (22), only the &, quantity has not yet been
known. It can be easily obtained from Eqg. (9) by substi-
tuting & = &o, U(&o) = 0, and n(&o) = Ny

Z, Ao

z —E) —z kMNkos

The solution given by Eq. (21) can aso be represented
through the function G inverse to xe*

0 = Apref o]
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Fig. 2. Linear potential , potential Y, refined by using den-
sities |, and real potential X eqy-

Let us consider the limiting cases. In the vicinity of the
point &, where & — &, < ||, we have, according to
Eqg. (21),
~ ~0 flk _ ~ Aa@
Uc— U+ Apln—g = Au + Akpln%L =0
Uy Uy

- A &
=ap+ 2 = - 38l =€)
Uy
or

. A
U(&) = Al +E-E=—(E—Eo)HL + E_ko%

(E—&0) (4
+(8-80) = 7 E;’Akp,
_ . % u
" nkouk EeXpD AkkFE
£ &—¢
=Morg— 2 exp% (_E)da (25)

Consider the case of large positive €. Let usfirst rewrite
Eg. (21) in amore appropriate form by using Eq. (22):

~

u ~ ~
ApIn= = — (U, - Tg) — (§ -&p),
Uy
G, = 0Cexp kO
k = Uk pD At
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Suppose that, at & > 1, u, = g, + U,
Uy . Indeed, for large &, we then have

==& +Ap>

0 %0_ ~o. [ &

U, = aEeXpD_A_ka = ukexpD—A—kp—lg <

and our assumption that U, can beneglectedisthusjus-
tified:

U = Ot U=0¢ = E+Ap. (26)
Using (18), we obtain for the densities
_ o U
ne = nkou EeXpD Akd]
(27)
=MNo—— p £ 1%
o Ap

It followsthat, at large &, the largest contribution to the
density is made by the term with the highest A, value
(i.e., with the highest charge-to-mass ratio). Let us
denote the corresponding k ask'.

3. Ontheaccuracy of thelinear potential approx-
imation. Remind that we expressed parameter p
through &, (whose exact value is given by Eq. (23))
using Eq. (14) asfollows:

1 _sz”ko
€o ZZkAknko'

If we derive, however, parameter p from the condition
given by Eg. (9) using asymptotic expressions (26)
and (27) and retaining only the terms with k = k', we
will have

p = (28)

Z ANy ) _ |1 :

™ (28)
which differs from Eq. (28). Of course, this is because
approximation (14) is generally speaking not valid for
the case of many kinds of ions. At large &, the devia-
tions of the potential from linearity come into play.
Note, however, that Eq. (28) adequately describes the
transition to the case of single-speciesions described in
Section 1.

Let us illustrate the above by the example of three
ion species with equal masses and chargesZ; , =1, 2,
and 3. The dlight deviation of the potential from linear-
ity isillustrated in Fig. 2, which shows the straight line
from Eq. (14) and the refined potential ), calculated by

the equation Y, =In(y Z,n(&)), in which n, istaken
from Eqg. (18). Figure 2 also shows the real potential
Wrea» Which isto be calculated in the next section. The

velocities and densities of the ion components cal cu-
lated by Egs. (18), (21), and (22) are shown in Figs. 3
and 4.
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Fig. 3. Normalized ion velocities in the linear potential
approximation.

4. Iterative calculations of the real potential. To
numerically simulate the potential in the case of many
kinds of ions, it is suitable to use approximate expres-
sions (18), (21), and (22) as a zero approximation.
Then, asafirst approximation for the potential, we have
from Eq. (7)

Py = In(Y Zinl(2)), (29)

where nﬁ (&) stand for the functions obtained in Sec-
tion 2. Now we will follow the scheme described in
Section 2. To derive the refined ion velocities, we sub-
stitute the refined potential from Eq. (29) into the equa-
tion of motion (6) and have

dUk dy,

(U-8)Ge = Age (30)

This is the Abel equation of the second kind [18],
though with a complicated function (&) on the right-
hand side. It is not possible now to obtain an analytical
solution; however, the equation can be easily solved
numerically by employing net methods. To calculate
the densities, it is reasonable first to integrate Eq. (15)
from &, to & to yield the formula

_ =
" = uk—O DI

whichissimilar to Eq. (18). To further refine the poten-
tial, the densities obtained by Eq. (31) are to be entered
iny, =In(y Znk(8)), and so on. The iterations rap-

idly convergeto the exact solution ,y, Which isshown
inFig. 2for the case of threekindsof ions. It isseen that
the linear potentia provides a good approximation to

(31)
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Fig. 4. Normalized ion densities in the linear potential
approximation.

the calculated ,y, Whereas the first refinement of the
potential, Y, virtually coincides with ,¢y-

Note that numerical simulations (not presented in
this paper) by the Vlasov kinetic equation for the case
when the initial electron distribution function is Max-
wellian so that the electron temperature is much higher
than the ion temperature give results very close to the
above hydrodynamic calculations.

We intend to continue studying the problem con-
cerned by using the kinetic approach for arbitrary ion
temperatures and anon-Maxwellianinitial electron dis-
tribution.

We are grateful to A.A. Luk’yanov for helpful dis-
cussions. This work was supported by INTAS, grant
no. 01-0373.
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in Multilayer Polymer Langmuir Films
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The ferroelectric phase transition on the free surface of a polymer ferroelectric Langmuir—Blodgett film was
studied by the optical second harmonic generation (SHG) technique. A hysteresis in the temperature depen-
dence of the SHG intensity observed for a multilayer film of a poly(vinylidene fluoride)—trifluoroethylene
copolymer in the vicinity of T = 15°C is a manifestation of the first-order ferroelectric phase transition in the
topmost surface monolayer of the film. © 2003 MAIK “ Nauka/Interperiodica” .
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The surface contributions to the ferroelectric and
magnetic phenomena, as well as the surface ferroelec-
tric and ferromagnetic phase transitions, are of special
interest in the physics of low-dimensional systems
because dimensionality is a factor of basic importance
in these phenomena. In recent decades, a considerable
progresswas achieved in experimental investigations of
the surface magnetism and the two-dimensional (2D)
phenomenain magnetic monolayers. This progress was
related primarily to the development of molecular beam
epitaxy (MBE) techniques, which made possible the
obtaining of low-dimensional magnetic systems such as
epitaxia monolayersonthe surface of singlecrystals[1],
epitaxial hetertostructures [2], and superlattices [3]. In
addition, the discovery of the magnetic-field-induced
optical second harmonic generation (SHG) [4] effect
characterized by a high selective sensitivity with
respect to the surface magnetic properties of cen-
trosymmetric magnetic materials provided a basis for
the development of a very effective optical method for
the investigation of surface magnetic phenomena[5].

A different situation takes placein thefield of obser-
vation and investigation of the ferroel ectric phenomena
on the surface and in 2D systems. On the one hand, thin
ferroelectric films with a thickness below 20-30 nm
cannot be synthesized even using the powerful MBE
method. On the other hand, attempts to observe struc-
tural phase transitions on the surface of single crystals,
not occurring in a high vacuum, by various methods
(including nonlinear optical techniques [6]) should be
rather referred to as studying the features of phase tran-
sitions in thick layers of micron thicknesses with the
crystal structure damaged by polishing.

Thissituation changed in 1995, when thin ferroel ec-
tric Langmuir-Blodgett (LB) films were obtained
based on poly(vinylidene fluoride) (PVDF) [7]. PVDF
is a teflonlike polymer with a structural formula of
(CHF,_.CHF, _p)n (8, b =0, 1, 2), possessing ferro-
electric properties. Of specia interest are the ferroelec-
tric copolymers of PVDF with trifluoroethylene,
denoted below as P(V DF-TrFE). These copolymers, in
contrast to the pure PVDF, exhibit the phase transition
from ferroelectric to parael ectric state at a temperature
below the melting point [8]. Using the LB method, itis
possible to obtain films of controlled thicknesses, even
representing a single monomolecular layer (0.5 nm).
The existence of 2D ferroel ectric systemsin the bulk of
multilayer P(VDF-TrFE) films synthesized by the LB
method was established by ferroelectric techniques
(capacitive measurements of the permittivity) [9] and
confirmed by the optical SHG method [10] possessing
a unigue sensitivity with respect to the break of the
inverse symmetry of the sample structure upon the fer-
roel ectric—parael ectric phase transition.

The results of dielectric measurements (requiring
metal electrodes deposited onto the sample surface)
showed that the L B-grown P(V DF-TrFE) films possess
ferroelectric properties even at a thickness of severa
monolayers [11, 12]. The ferroelectric phase transition
in the bulk of amultilayer film takes place at atemper-
ature of ~80°C. Using dielectric techniques, the ferro-
electric phase transition was also observed at an inter-
face between the LB film and a metal electrode [13].
The temperature dependence of the permittivity of such
films exhibits a hysteresis at =20°C, which was not
observed previously in the bulk crystaline P(VDF-
TrFE) samples. It is believed that this very transition is
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Fig. 1. SHG scattering indicatrix for a 20-ML Langmuir—
Blodgett film of P(VDF-TrFE) at 20°C. Theinset showsthe
experimental geometry (o is the polar scattering angle of
the SHG radiation).

related to a ferroelectric ordering in the topmost layer
of the LB film. However, we can hardly speak of
observing asurface ferroel ectric phase transition in this
case, because the inavoidable metal electrode intro-
duces strong perturbation into the structure and elec-
tron properties of the surface layer of a P(VDFTrFE)
film in such experimental systems. It is necessary to
use a nonperturbative method providing information
about a polar state of the free surface of aferroelectric
material.

Such an opportunity is offered by the optical SHG
method not requiring electrodes on the sample surface.
Using this method, Choi et al. [8] studied the samples
of LB-grown films of aP(VDF-TrFE) copolymer with-
out an upper metal electrode and determined the tem-
perature-induced changes in the Brillouin zone struc-
ture in the vicinity of the “surface” phase transition.
Variation of the sample temperature in the vicinity of
this phase transition was accompanied by doubling of
the Brillouin zone (indicative of a modification of the
electron structure of the topmost surface layer) and by
reorientation of the surface dipoles. However, no direct
evidence of the ferroelectric nature of the observed
transition was available so far.

In this study, we employed the optical SHG method
to monitor the temperature-dependent variations in the
polar state of the free surface (not perturbed by ametal
electrode) of a multilayer ferroelectric LB-grown
P(VDF-TrFE) copolymer film. The temperature-
induced variations and hysteresis in the SHG response
observed in the vicinity of T = 15°C are manifestations
of the first-order ferroelectric phase transition on the
free surface of a P(VDF-TrFE) film.

MURZINA et al.

The experiments were performed with a series of
multilayer ferroelectric LB films of a 70% PV DF-30%
TrFE copolymer. Thefilmswere prepared [12] using an
0.01% solution of the copolymer in agueous DM SO.
The LB films were transferred onto fused quartz sub-
strates by the Langmuir—Schaefer technique (ahorizon-
tal lift modification of the LB method). The given series
included films with thicknesses ranging from 2 to
60 polymer monolayers (MLS).

The quadratic response of the ferroelectric LB films
was excited by the radiation of apulsed YAG:Nd®* laser
generating 15-ns pulses at a wavelength of A, =
1064 nm. The incident beam intensity could be varied
within 10-50 MW/cm?. The SHG response from afilm
studied was separated by an interferencefilter, detected
by a photoelectron multiplier, and measured by a gated
electronics. The sampleswere placed in an optical ther-
mostat capable of maintaining a preset sample temper-
ature in the interval from —10°C to 100°C at a pressure
of 102 Torr. The sample heating rate in our experiments
was 1-3 K/min. The temperature was measured to
within 1 K by a copper—constantan thermocoupl e fixed
on the sample surface. The diffuse (nonspecular) com-
ponent of the SHG radiation from an LB film could be
measured by rotating the detection system about the
vertical axislying in thefilm plane.

In order to reveal peculiarities in the structure and
symmetry of the nonlinear optical properties of the LB
filmsat T = 20°C, we measured the azimuthal angular
dependences of the SHG intensity for various combina-
tions of polarizations of the fundamental radiation and
the second harmonic wave. We have also measured the
SHG intensity as a function of the polar scattering
angle, representing the SHG scattering indicatrix.

It was found that the azimuthal angular dependence
of the SHG response for the s-s combination of polar-
izations of the fundamental radiation and the second
harmonic waveisisotropic, which contradictsthe basic
prohibition rule for the s-polarized SHG on a smooth
isotropic surface (the so-called s—s prohibition) [14].

The SHG intensity distribution with respect to the
polar angle does not contain a pronounced specular
peak and shows scattering within abroad angular range
(Fig. 1). A maximum in the SHG intensity is observed
along the normal to the sample surface. Thus, the SHG
is diffuse and depolarized (i.e., incoherent), represent-
ing the second-order hyper-Rayleigh scattering (HRS).
The diffuse and depolarized character of the quadratic
nonlinear optical response are indicative of the small-
scale spatial inhomogeneity of the LB films studied,
with a correlation length of this inhomogeneity much
smaller as compared to the fundamental wavelength
(.06 pm) and the second harmonic wavelength
(0.53 um). A correlation length determined from the
angular width of the HRS indicatrix [15] in the LB
films studied is approximately 100 nm.
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Figure 2 shows the temperature variation of the
SHG intensity in a 60-ML film of P(VDFTrFE) mea-
sured in the temperature interval from 0 to 110°C. As
can be seen, the curve exhibits two regions of pro-
nounced hysteresis. In the first of these, heating the
sample above 60°C leads to an increase in the SHG
intensity, followed by saturation at temperatures about
~100°C. On cooling the sample, the SHG intensity
keeps increasing and drops at temperatures below
~60°C. The second region of hysteresis corresponds to
apeak in the SHG intensity at 10-20°C. Figure 3 pre-
sents the temperature dependence of the SHG intensity
for a15-ML film, which a so shows a pronounced hys-
teresisin the region of 15°C.

The SHG intensity variation with the temperaturein
the LB-grown P(VDF-TrFE) filmsis qualitatively sim-
ilar to the pattern observed for the permittivity mea
sured by the dielectric technique (see the inset in
Fig. 2). This analogy alows us to ascertain that pecu-
liarities observed in the behavior of the SHG intensity
are also related to phase transitions in the P(VDF—
TrFE) film and that the quadratic response reflects the
ferroelectric properties of the polymer film. As was
mentioned above, the temperature profile of the permit-
tivity is determined by two ferroelectric phase transi-
tions, occurring in the bulk and at theinterface. The LB
film regions responsible for these phase transitions are
different. The phase transition in the region of 80°C is
related to the ferroelectric properties of the bulk of a
multilayer LB film and represents the ferroelectric
phase transition known in bulk crystalline P(VDF-
TrFE) samples. The phase transition at the interface,
previously observed in theregion of 20-30°C [16], was
determined by the ferroelectric properties of the top-
most layer of the film occurring in contact with a metal
electrode. In our case of an LB film with the free sur-
face, this phase transition is a purely surface ferroelec-
tric phenomenon.

Note that our LB films with the free surface exhibit
hysteresis in the SHG intensity at a lower temperature
than that reported previoudly for the film—metal inter-
face: the hysteresis loop is shifted by 5-10°C toward
lower temperatures. This difference in the temperatures
at which the phase transition is observed on the free
surface and at the polymer film—metal electrode inter-
face is probably related to a strong influence of the
metal coating on the ferroelectric ordering in the top-
most layer of the LB film.

It should also be noted that the free surface of the LB
films of aP(VDF-TrFE) copolymer in our experiments
iscovered by alayer of adsorbed moleculesand, in this
sense, does not represent a clean surface. The role of
such adsorbed layersin establishing along-range ferro-
electric order requires special investigations.

As was mentioned above, a specia feature of SHG
in the LB-grown P(VDF-TrFE) films is the incoherent
and diffuse character of this phenomenon, which allows
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Fig. 3. The temperature variation of the SHG intensity for a
15-ML film of P(VDF-TrFE).

the processto be described in terms of the second-order
hyper-Rayleigh scattering. In this case, the SHG inten-
sity is determined by fluctuations of the quadratic
polarization and, for ferroelectrics, of the spontaneous
polarization as well. The temperature dependence of
the HRS intensity may differ from that of the coherent
SHG observed for ferroelectric crystals with a regular
structure [17]. The incoherent and diffuse character of
the SHG responseisrelated to theinhomogeneity of the
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film structure, primarily to the small-scale polydomain
structure of the ferroel ectric phase of the LB films stud-
ied. The characteristic size of inhomogeneity inthe LB-
grown P(VDF-TrFE) films is (according to the HRS
indicatrix) on the order of 100 nm, which is much
smaller than the fundamental wavelength and the sec-
ond harmonic wavelength [15, 18].

The SHG intensity scatter per unit solid anglein the
direction of the unit vector § is determined by averag-
ing correlations of the nonlinear polarization fluctua-
tions:

Iy O BijJ’mi(r)A}‘(O)bep(—iqr)dsr, (1)

whereq = 2k, + Ky, K, and k,,, are the wavevectors of
the fundamental and the second harmonic radiation,
respectively; Bj=0; + 13 Ej; N (r) =P;(r)—[P,(r)Osthe
correlation function of the nonlinear polarization P;;
and g;; isthe Kronecker symbol. The absence of a spec-
ular contribution in our experiments implies that the
ensemble-average of the nonlinear polarization is zero
and that the source of diffuseincoherent SHG isfluctu-
ations of the nonlinear polarization at the second har-
monic wavelength.

This approach, whereby the SHG processin the LB-
grown P(VDF-TrFE) filmsis described in terms of the
second-order HRS, can explain the small value of the
SHG response at temperatures below 10-20°C (where
the films represent a polar, microscopicaly noncen-
trosymmetric ferroelectric phase). If the size of
domains with oppositely oriented spontaneous polar-
ization vectorsis smaller than the light wavelength, the
ferroelectric phase can be considered as a macroscopi-
cally centrosymmetric structure: the polar structure is
masked by the spatial averaging over an area with a
characteristic scale on the order of the light wave-
length. In this phase, the SHG signal isincoherent and,
hence, small and diffuse, being determined by spatial
fluctuations A(r) of the nonlinear polarization. The
small-scale character of the domain structurein our LB
filmsisrelated to the fact that molecules of a P(VDF-
TrFE) copolymer are not amphiphilic and, hence, they
exhibit no spontaneous orientation on the water sur-
face and are not oriented upon the transfer onto a solid
substrate.

The presence of atemperature hysteresis, observed
by both dielectric and nonlinear optical methods, is evi-
dence that the corresponding phase transitions are of
the first order and admit the coexistence of two phases
(ferroelectric and paraglectric) in certain temperature
intervals. This explains an increase in the intensity of
incoherent SHG with the temperature in the regions of
both phase transitions. As the temperature increases,
the regions of paraelectric phase appear and giveriseto
spatial fluctuations of the spontaneous polarization.
These fluctuations are related to the fluctuations of
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dimensions and orientations of ferroelectric domainsin
the temperature interval of the coexistence of two
phases. Therefore, the incoherent SHG intensity will
also increase in this temperature interval, because the
spatial fluctuations of the nonlinear polarization are
determined by increasing fluctuations of the spontane-
ous polarization.

Thus, we have observed the ferroel ectric phase tran-
sition on the free surface of multilayer LB-grown
P(VDF-TrFE) films, which was related to a ferroelec-
tric ordering of the dipole moments of polymer mole-
cules in the topmost layer of the LB films. A decrease
in the temperature of the ferroelectric phase transition
on the free surface as compared to that at a film—metal
interface is explained by the strong influence of the
metal electrode on the ferroel ectric order in the topmost
layer of a P(VDF-TrFE) film. The possible role of a
layer of adsorbed molecules (primarily of water)
present on the free surface of an LB filmin establishing
along-range ferroelectric order in the topmost layer of
the film requires special experimental investigations.

We have proposed a mechanism explaining the
incoherent (diffuse and depolarized) SHG process in
the regions of the surface and bulk phase transitionsin
ferroelectric P(VDF-TrFE) films. The incoherent char-
acter of the SHG response of these polymer LB filmsis
related to fluctuations of the nonlinear polarization,
which, in turn, are determined by fluctuations of the
spontaneous polarization. The latter fluctuations
exhibit a significant growth due to the coexistence of
two phases in the vicinity of the first-order phase tran-
sition.

This study was supported by the Russian Founda-
tion for Basic Research (project no. 01-02-04018), the
Presidential Program “Leading Scientific Schools of
Russia’ (project no. 1604.2003.2), the Foundation for
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The magnetoresistance of a 2D electron gas confined in narrow GaAs quantum wells with AIAS/GaAs super-
lattice barriers is studied in the classical range of magnetic fields. It is shown that the negative magnetoresis-
tance observed in this kind of structures with nonplanar heterointerfaces is semiclassical and qualitatively
agrees with the model of negative magnetoresistance due to the scattering of charge carriers by two types of
random potential, namely, the short-range and long-range ones. © 2003 MAIK “ Nauka/Interperiodica” .

PACS numbers; 73.50.Jt; 73.63.Hs; 75.47.-m; 75.75.+a

The magnetoresistance (MR) of a 2D electron gas
has been much studied, both theoretically and experi-
mentally, in weak and quantizing magnetic fields. For
the region of classical magnetic fields B, which lies
between weak and quantizing magnetic fields, the the-
oretical analysis of MR in terms of the Boltzmann
kinetic equation leads to the field-independent Drude
expression: py(B) = pp, = me’n,,, where n, isthe con-
centration of charge carriers, m is the effective mass,
and 1,, isthe transport relaxation time. However, aswas
first shown in [1], by including memory effects in the
magnetotransport of two-dimensional charge carriers
beyond the framework of the kinetic equation, one
obtains purely classica reasons for the deviation of
P,(B) from constant. Depending on the character of the
random scattering potential, the semiclassical MR of a
2D electron gas may be negative [2, 3] or positive [4].
The predicted negative semiclassical MR caused by the
scattering of a2D electron gas by arandom inhomoge-
neous magnetic field [2] was recently observed experi-
mentally [5]. However, the semiclassical magnetotrans-
port properties of a 2D electron gas that are associated
with the scattering of charge carriers by a long-range
random electrostatic potential remain experimentally
little investigated.

This paper is concerned with studying the MR of 2D
electron gas in classical magnetic fields on narrow
GaAs guantum wells with self-organized nonplanar
heterointerfaces. The nonplanar configuration of het-
erointerfaces in such structures leads not only to a spa-
tial modul ation of the 2D electron gas|[6] but alsoto the
appearance of a long-range scattering potential corre-
lated with the relief of the growth surfaces [7]. The
character of the long-range potential is determined by

the morphology of the growth surfaces and can be con-
trolled by changing the conditions of the growth pro-
cess. Thanks to the latter fact, narrow GaAs quantum
wells with self-organized corrugated heterointerfaces
are convenient model objectsfor an experimental study
of the effect of the long-range scattering potential on
the transport properties of a 2D electron gas.

The structures studied in our experiment were selec-
tively doped GaAs quantum wells, 10 nm in thickness,
with AIAS/GaAs superlattice barriers [8]. They were
grown by molecular beam epitaxy (MBE) on (100)
GaAs substrates with deviations from the (100) plane
no greater than 0.02°. The surface morphology of the
MBE structures was examined by atomic force micros-
copy (AFM). The transport properties of the 2D elec-
tron gaswere studied for threetypes of MBE structures,
which differedin the rms height w of the growth surface
roughness; w ~ 0.3 (a smooth surface), 0.6 (an interme-
diate surface roughness), and 4 nm (a corrugated sur-
face). The height of the growth surface roughness
depended on the As, flux used in the growth process.
The magnetotransport experimentswere performed at a
temperature of 4.2 K in magnetic fieldsupto 2 T. The
Hall bars were fabricated by optical lithography and
liquid etching. They were 50 um wide and 100 um long
and were supplied with a planar Shottky gate, which
allowed one to vary the concentration of the 2D elec-
tron gas in wide limits. The Hall bars were oriented so
that the measuring current occurred along the [110]
direction. At T = 4.2 K, the 2D €electron gas in these
structures was characterized by the following equilib-
rium parameters. the electron concentration n, =

(1.2-1.7) x 10*2 cm and the mobility ., = (50-450) x
103 cm?/(V 9).

0021-3640/03/7803-0134%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Figure 1a shows the dependences p,(B) obtained
for the MBE structures with different heights of the
growth surface roughness. The curve corresponding to
the corrugated MBE structure (curve 1) exhibits a pro-
nounced negative MR in magnetic fieldsupto 1.2 T. In
magnetic fields higher than 1.2 T, the MR becomes pos-
itive and performs Shubnikov—de Haas oscillations
with increasing field. The curves obtained for the inter-
mediate and smooth MBE structures (curves 2 and 3)
exhibit minor variation of MR in magnetic fields below
0.7 T. The Shubnikov—de Haas oscillations are
observed in this case in smaller fields, as compared to
the corrugated structure, and have higher amplitudes
because of the higher mobility of 2D electronsin these
structures. Figure 1b shows the behavior of the relative
MR of 2D electron gas for the same MBE structuresin
magnetic fields up to 0.4 T. The dependences p,.(B)/po
are different for different structures. For the corrugated
MBE structure, the dependence of the MR on magnetic
field iscloseto parabolic (in thisfield interval). For the
intermediate structure, the curve p,(B)/p, has a maxi-
mum, which points to a quasi-one-dimensional peri-
odic potential modulation of the 2D electron gasin this
structure [7]. For the GaAs quantum well with smooth
heterointerfaces, the MR of the 2D el ectron gas exhibits
alinear behavior with aminor anomaly near zero mag-
neticfield. A qualitatively similar behavior was theoret-
ically predicted in [9].

Figure 2a presentsthe dependences p,(B) for differ-
ent concentrations of the 2D electron gas in a corru-
gated MBE structure. The negative MR clearly mani-
festsitself for this structure in the whole concentration
range under study. For the 2D electron concentration
ne= 1.45 x 10'? cm near zero magnetic field, p(B)
exhibits amaximum whose natureisthe same asthat in
the dependences obtained for the MBE structures with
theintermediate height of the growth surfacerelief. For
ne = 1.21 x 10* cm, the curve p,(B) has a minimum
at B=B,,,- Themagneticfield B, isdetermined by the

condition 1/ Ri ~ ng [10], where ny is the concentration
of short-range scatterers and R, is the Larmor radius of
the charge carriers. Thisfield correspondsto the begin-
ning of the classical localization of charge carriers by
the short-range scattering potential in increasing mag-
netic field, while the resistance at B = B, iS deter-
mined by the scattering by the long-range potential.

Figure 2b shows the experimental and theoretical
dependences Ap,(B)/p, for the 2D electron concentra-
tion n, = 1.21 x 10'? cm™. Theoretical dependence 2
corresponds to the model of scattering by the short-
range potential [11]: Ap,./po ~—exp(—21VB), where 3 =
w.Ty; theoretical dependence 3 corresponds to the scat-
tering by both short-range and long-range potentials[3]:
DPolPo = —(w/oy)?, Where wy ~ 1.67v=n2? (I41)Y4,
Ve isthe Fermi velocity, | = Vg1, is the mean free path
associated with the scattering from the short-range
No. 3
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Fig. 1. (a) Dependences p,(B) at T = 4.2 K for MBE struc-

tures with different rms height of the growth surface relief
and (b) the relative MR for the same MBE structures:
(2) corrugated, (2) intermediate, and (3) smooth structures.

potential, and I, = VT, isthe mean free path associated
with the scattering from the long-range potentia. In

estimating the quantity wy,, we assumed that T{,l =

1. + T,°. The quantity T, was calculated from the
value of the MR at B = B;,,, T;; was calculated from
P(B = 0), and ng was found from R.(B,;,. From
Fig. 2b one can see that model 3 describes the behavior
of the negative MR much better than model 2.

The characteristic AFM image representing the sur-
face morphology of a corrugated MBE structure is
shown in Fig. 3a. The correlation analysis of the relief
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Fig. 2. (8) Longitudina MR of the 2D electron gasin acor-
rugated epitaxial structureat T =4.2 K for electron concen-

trations within ng = (1.21-1.45) x 1012 cm and mobilities
within P, = (57-87) x 10° cm?(V s) (from bottom to top).
(b) Dependences Apy,/pg @ T = 4.2 K for a corrugated
structure at n, = 1.21 x 10% cm™ and p, = 57 x

103cm?/(V s): (1) experimental curve and theoretical
dependences from (2) [11] and (3) [3].

of this surface shows that the average period of the
relief in the [110] direction is approximately three
times smaller than the period in the perpendicular
direction. Since, in the structures under study, the long-
range scattering potential correlates with the relief of
the growth surfaces, this potential should have similar
average periods in mutually perpendicular directions.
The model image of the long-range potential is shown
inFig. 3b.

BYKOV et al.

Fig. 3. (8) AFM image of the surface relief of a corrugated
MBE structure. (b) Model image of the long-range scatter-
ing potential.

Figure 4a presents the behavior of the relative MR
for the curves shownin Fig. 2a. One can seethat therel-
ative magnitude of the negative MR increases with
increasing concentration, and the dependences on mag-
netic field intersect at a single point corresponding to a
particular critical field value B = B.. We interpret the
magnetic field B, as the point corresponding to the
beginning of the classical localization by the long-
range potential in increasing magnetic field [12]: B, =
(mEL/e2a?)V3(Vy/EF)?3, where aisthe correl ation length
of the long-range scattering potential. The estimate of
V, by this formulayields a value of about 10-15 meV,
which agreeswell with the value of V, determined from
the position of By [7].

We aso performed a computer simulation of the
motion of a classical particle in the potential shown in
Fig. 3b. The initial conditions of the motion were
assumed to be arbitrary. The averaging was performed
No. 3
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Fig. 4. (a) Relative MR of the 2D electrongasat T=4.2K
for concentrations within ng, = (1.21-1.45) x 10'? cm= and
mobilities p,, = (57-87) x 105 cm?(V s) (from bottom to

top). (b) Results of simulating the relative MR of the 2D
electron gasin the potential shown in Fig. 3b for V= Eg =

50 meV and different mobilities.

over 108 initial conditions. A relatively good agreement
of the calculated dependences with the experimental
data was achieved for the case when the amplitude of
the model long-range potential was comparable to the
Fermi energy of the 2D electron gas: V, ~ Ex =50 meV.
This value is much greater than that obtained from
Bna- We explain this difference by the fact that the
model potential only qualitatively describes the actual
long-range scattering potential. The results of simula-
tion, which are presented in Fig. 4b, suggest that therel-
ative increase in the negative MR observed for the cor-
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rugated MBE structure is primarily caused by an
increase in the mobility of 2D electrons rather than by
achange in the concentration of the 2D electron gas.

From the experimental results presented above, it
followsthat the negative MR that occursinthe classical
magnetic field rangeis most pronounced in MBE struc-
tures with corrugated growth surfaces, i.e., in the struc-
turesinwhich the scattering of charge carriersismainly
caused by the short-range potentia of the doping impu-
rity and the long-range potential associated with the
nonplanar configuration of heterointerfaces [7]. The
comparison with the theory [3, 11] shows that this
experimental observation agrees well with the theoreti-
cal prediction [3]: the scattering of a2D electron gas by
both short-range and long-range potentials leads to a
semiclassical negative MR.

Thus, on the basis of the comparison of our experi-
mental data with the theory and with the results of the
numerical simulation, we showed that the negative MR
observed for narrow GaAs quantum wells with corru-
gated heterointerfacesis semiclassical and is caused by
the scattering from the short-range and long-range
potentials.

We are grateful to M.V. Entin and A.G. Pogosov
for fruitful discussions. This work was supported by
the Russian Foundation for Basic Research, project
no. 01-02-16892.
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We elaborate an analytical theory of a cascade of magnetic field-induced charge-density-wave (FICDW)
phases. It is shown that the following features distinguish it from the well-known spin-density-wave cascade:
(1) the FICDW phases exist at temperatures much lower than the characteristic CDW transition temperature at
H = 0; (2) the cascade of the FICDW phases dramatically changes at certain directions of amagnetic field due
to aninterplay of Zeeman spin-splitting and electron motion along open Fermi surfaces. Theoretical resultsare
compared with the recent experimental attempts to reveal FICDW phases in the organic conductors
a-(ET),MHg(SCN), (M =K, Tl, Rb, etc.). © 2003 MAIK “ Nauka/Interperiodica” .
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A cascade of magnetic field-induced spin-density-
wave (FISDW) phases has been intensively studied
sinceitsexperimental discovery inthe (TMTSF),X and
(DMETTSeF),X organic compounds[1, 2] (for thefirst
theories of this phenomenon, see [1-4]; for the recent
theoretical analysis, see[5]; for the recent experiments,
see [6]). The possibility that a similar phenomenon, a
cascade of magnetic field-induced charge-density-wave
(FICDW) phases, may exist in some solids was dis-
cussed in [3] and was numerically proved in [7].
Indeed, if a charge-density-wave (CDW) state is
destroyed by pressure in a gquasi-one-dimensiona
(Q1D) conductor, it can be restored in amagnetic field,
which increases 1D Peierls instability for both SDW
and CDW phases due to the “one-dimensionalization”
of the electron’s motion, as shown in [3-5, 7]. Never-
theless, the existence of the FICDW phases in redl
materials has not been firmly established, and an ana-
lytical theory of FICDW states has not been elaborated
so far. The major problem in observing the FICDW
phenomenon is sufficiently high CDW transition tem-
peratures, Tepw = 100 K, in traditional Q1D conduc-
tors. Dueto high Tepy, the CDW states normally dem-
onstrate very low responses to the experimental mag-
netic fields, H = 10-30 T, and experimental pressures,
P < 10 kbar.

Very recently, thefirst experimental indications[8-10]
that the FICDW phases perhaps exist in layered organic
conductors a-(ET),MHg(SCN), (M = K, Tl, Rb, etc.)
with low enough DW transition temperatures at H = 0
and P = 1 bar, Tepyw = 8-10 K, have appeared. To be
more specific, the unexpected changes in slope of the
low temperature magnetoresistance at T < Tepw

TThis article was submitted by the author in English.

accompanied by hysteresis [8] (observed under pres-
sure P = 3 kbar, which destroysthe CDW stateat H = 0)
were interpreted [8] in terms of the FICDW phase tran-
sitions. Mareover, the recent low-temperature measure-
ments in a tilted magnetic field [9, 10] in
a-(ET),MHg(SCN), conductors were suggested [9] to
reflect an interplay of Zeeman spin-splitting and the
orbital effects of the electron’s motion along open
Fermi surfaces (FS). Note that the most popular
description of the ground statesin a-(ET),MHg(SCN),
compounds at T = 8-10 K is based on an idea [11]
about a formation of some density-wave (DW) phase.
Although the physical nature of this DW phase is still
controversial (see, for example, discussions in [7-10,
12-14]), the experimental confirmation [8] of the the-
ory [7] at low enough magnetic fields and the interpre-
tation of the experiment [9] seem to be strong argu-
ments in favor of the CDW scenario.

Our goalsare (1) to elaborate an analytical theory of
a cascade of FICDW phase transitions in a magnetic
field perpendicular to the conducting layers (i.e., [x(a),
z(c)]-plane) and (2) to suggest a theory of the above
mentioned cascade at some “ commensurate directions”
of a magnetic field. (We note that the possihility that
some special directions of a magnetic field may exist
due to interplay of the Zeeman spin-splitting and the
orbital electron motion along open orbits was discussed
in [7, 15]. Nevertheless, no theoretical description of
this phenomenon in FICDW phases has yet been pro-
posed.) Below, we reveal some peculiar features of the
FICDW phase diagram that distinguish it from the
FISDW one [1-5] and present an additional argument
in favor of the CDW-FICDW scenario for the ground
states in a-(ET),MHQg(SCN),, compounds.

0021-3640/03/7803-0138%24.00 © 2003 MAIK “Nauka/Interperiodica’
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Let us consider the FICDW phases in a tilted mag-
netic field perpendicular to the conducting chains[i.e.,
x(a) axig],

H = (0, cosB, sinB)H, A =(0, sinB,—cosB)HXx, (1)
inalayered conductor withaQ1D FS[1-4, 7, 8, 11, 16]:

€' (p) = V(P T Pr) —ta(py, P,),
to(py, P,) = 2t.cos(p,c*) 2
+ 2t.cos(2p,c*) + 2t,cos(pyb*),

where 6 is the angle between the field direction and the
normal to the conducting plane, +(—) standsfor theright
(Ieft) sheet of the FS; v and pr are the Fermi velocity

and Fermi momentum; t, > t, ~ t. are the overlapping
integrals of the electron wave functions[1-5, 7, 11].
Asin [1-5, 7, 8], we suppose that, under external
pressure, the “antinesting term” t. is bigger than its
critical value, t. > t¥, which corresponds to destruc-

tion of the CDW phase [14, 7, 8]. Let us find the
metal-FICDW  phase transition  temperature,
Tacow(H), where the FICDW phases exist a high
enough magnetic fields and low enough temperatures.
They correspond to the following order parameters:

Agicpw(r) = Aexp(iQr),

N . (©)
Q = (2pg + K, TUb*, TUc*).

Using the Green’s functions method [1, 3-5, 7, 17],
we find that the Green’s functions in the mixed repre-

sentation [3, 4], G; (i 0y Py, P2 X, X;), Where

Gé(iwm; py! pz; X, Xl)

= exp[i Pe(X = X)1 G5 (i Py Pai X, Xa),

4
obey the following equations:

[iwmiivF%(

eH sinBx eH coso
_tm%y_ c Z+T)%_UBHG} ©)

X Ge(iWns Py Psi X, X1) = B(X—X,).

Here, iw,, is the so-called Matsubara frequency [17],
0 = +(-) stands for electron with spin up (down); pgis
the Bohr magneton, c isthe speed of light; and Planck’s
constant h = 1.
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Note that the main difference between Egs. (4), (5)
and the equations determining the Green's functionsin
the FISDW case [1, 3-5] is the appearance of the Zee-
man spin-splitting term, pgH, in Eq. (5). Let us solve
Egs. (4), (5) using the procedure described in [3, 4].
Then, let ususethe Gor’ kov-type equations[1, 3-5, 17]
to determine the meta-FICDW phase transition tem-
perature, Tpcpw(H). Asaresult, wefind that, in contrast
to the well-known case of the metalFISDW phase
transitions [1, 3-5], the equation

1_ } 2T picpwdZ
g . 2T cowd[
dstth v, O ©)
At. . [90.ZCOS 2UgHZ
XJO|:OOCCOSGS|nD Ve D} 0S Ve Dcos(KZ)

determining the metal-FICDW phase transition tem-
perature, Tr,cpw(H), contains the Zeeman spin-splitting
term, 2ugH. (Here, g isabare coupling constant for the
CDW instability, Jo[...] isthe Bessel function, w,(H) =
eHc* v/cisthe frequency of electron motion along the
open sheets of the FS (2).)

To describe a cascade of the FICDW phases analyt-
icaly, we suppose that the magnetic field is strong
enough to satisfy the condition of the so-called “quan-
tum limit,” TTyepw(H) < wy(H) (for discussions,
see[5]). In this case, we find with a logarithmic accu-
racy the following expression for the meta—FICDW
phases transition temperature from Eqg. (6):

Trcow(H) = wC(H)exp[_geff_](-'_l)}; @
w.(H) = evHc*/c,
1
2In(t/tY)

4t . [:(H)Zcos6
xMAX%JO[wC(H)COSesnD - D}

y H:OS[(K VE _ZHBH)Z}

VE

gur(H) =

(8)

+ cos ,
[ 1

where t¥ isacritical value of the“antinesting term” t.,

which destroys the CDW phase at H = 0; [..[J means

averaging over the coordinate Z, MAX(...)x stands for

the maximum value of a function with respect to the

variable K.

Asfollowsfrom Eq. (8), the FICDW effective inter-
action constant g; (H) is nonzero only for the FICDW

Ve

(Kvg+ ZUBH)Z}S 0



140

et (M)

Fig. 1. Upper curve: phase transitions between the FISDW
phases [3-5] with K = 2Nw(H)/vE; lower curve: the phase
transitions between the FICDW phases with K = 2ugH/vg +
2Nw,(H)/vE [see Egs. (3), (12)] calculated in the paper for
0 =0[seeEgs. (7), (11)], where N isan integer. The follow-
ing notations and values of the parameters are used: A' =
2t lw(H) ~ UH; In(t /tg ) = L.4. Note that the FICDW

phase transition temperatures are much lower than the
FISDW phase ones.

phases (3) with the “quantized” longitudinal compo-
nent of the wave vector,

2ugH H 0
Ki(H,L,) = +._”_B__ + 2|_1(i)££__)_39§_, 9)
2ugH H
Kz(H, L2) - _ I“iB + 2L2wc( )COSG, (10)
F F

where L, and L, are integers. It is possible to rewrite
Eq. (8) asfollows:

e )
2In(ty/t*) Lo (H)cosh |’

2 Zt; _ D 2 211:3
JN[coC(H)cose} B MAXDJL[Q)C(H)COSGEL’

where the effective FICDW coupling constant (11)
defines the metalFICDW phase transition line for the
FICDW order parameters (3) with

2u1gH
K1,2,3,4(H) == He t2

O«t(H) =
(11)

Nooc( H) cos6

(12

where N and L are integers. Note that the order param-
eters (3) with four possible wave-vectors (12) corre-
spond to the same value of the metal—-+I SDW transition
temperature (see Egs. (7), (11)). In other words, thelay-
ered Q1D metal (2) is unstable in a magnetic field (1)
with respect to the formation of four FICDW phases
with the* quantized” wave vectors (12). Our theoretical
results (7)—«(12) are summarized in Fig. 1, where the
cascade of the FICDW phase transitions (cal cul ated for

LEBED

0 = 0) is compared with the FISDW cascade[1, 2, 4, 5,
18-20].

In contrast to the FISDW case [1-5, 18-20], the
guantization rules (12) for the FICDW wave vector (3)
contain the Zeeman spin-splitting term. This leads to
significant differences between physical properties of
the FICDW and FISDW phases. Indeed, as follows
from Eqg. (11), the effective interaction constant for the
formation of the FICDW phases is two times smaller
than the corresponding constant for the formation of the
FISDW phases [1-4, 18-20] (see Fig. 1). Therefore,
unlike the FISDW phases, the FICDW ones can appear
only at temperatures much lower than the CDW charac-
teristic temperatureat H=0and P = 1 bar:

Tricow(H) < Tepw(H =0, P =1 bar). (13
Notethat thisresult isin agreement with the experiment
[8] and, thus, supports the hypothesis [ 7—12] about the
CDW ground states in a-(ET),MHg(SCN), compound
aH=0and P =1 bar.

As follows from Egs. (7)—10), the second distinc-
tive feature of the FICDW phases is that the effective
FICDW coupling constant changes at “commensurate
directions’ of a magnetic field,

cos® = (1/M)[2ugH/0,(H)], (14)

where M # 0 isan integer.

Starting from Eq. (8), it is possible to show that the
effective coupling constant for the *commensurate
directions’ of amagnetic field (14) isequal to

1

M
H) = ———
% (H) = ™)

2 2t:; 2 2t::
% MAX%]L[Q)C(H)COSG} L M[u)c(H)coseEL’ (15)

Tracow(H) = eXp[_

1
gzﬁf(H)}’

where L and N are integers. Thus, the cascades of the
FICDW phase transitions at the “commensurate direc-
tions’ of amagnetic field (14) are qualitatively different
from the cascade at 8 = O (see Fig. 2). As can be seen
from Eq. (15) and Fig. 2, the FICDW transition temper-
atures at “commensurate directions’ of amagneticfield
can be significantly higher than the FICDW transition
temperatures for the standard experimental geometry,
where magnetic field is perpendicular to the conducting
layers (i.e., a 6 = 0). This provides a method to detect
the FICDW phasesin other Q1D compounds. We spec-
ulate that the experimenta results [9], where some
novel phases were observed only at angles higher than
0 = 174, may be related to the main “commensurate
angles’ (14) (seeFig. 2).
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\), &er(A)

M
Eeff

Fig. 2. Phase transitions between the metallic and the
FICDW phases are calculated for 8 = 0 (solid line) [see
Egs. (3), (7), (11), (12)] and for two “commensurate direc-
tions” of amagnetic field [see Eq. (14)]. Upper dashed line
corresponds to 6 = 174 (i.e, M = 1), whereas the lower
dashed line corresponds to M = 2 [see Egs. (14), (15)];
In(ty/th ) = 1.4, 2ugHiwgH) = 1/.4/2; X' = 2t /w(H) ~
VUH. Note that Tgcpw(H, 8 = 14) is higher than
Tricow(H, 6=0).

Below, we discuss the applicability of the analytical
theory of the cascades of FICDW phase transitions sug-
gested in the paper to real experiments. We stress that,
in the paper, we have extended the so-called “ quantized
nesting” (QN) model [1-4, 18-20] to describe the cas-
cade of the FICDW phase transitions. As shown in [5],
the analytical QN model in the case of FISDW phase
transitions is an approximation that is qualitatively cor-
rect in the quantum limit where w.(H) = 1T cpw(H)-
Therefore, we expect that the analytical theory sug-
gested by us is qualitatively correct at least if w,(H) =
Tt cow(H). In contrast to the FISDW case, application
of the present theory is restricted by the second condi-
tion, wy(H) < 2t;, since Egs. (7)~(15) are valid only
with logarithmic accuracy. Using the typical values of
and t; = 10 K, we can conclude that the analytical the-
ory suggested in the paper is an appropriate description
of the FICDW phases in a broad region of magnetic
fields, 3 T<H<20T.

To summarize, an analytical theory of a cascade of
the FICDW phase transitions in a magnetic field per-
pendicular to the conducting chains in layered Q1D
metals (predicted by L.P. Gor’ kov and the author in [3]
and numerically proved in [7]) is elaborated. As a
result, we come to the conclusion that, in contrast to the
FISDW phases, the FICDW ones can exist only at suf-
ficiently low temperatures (13). This is in agreement
with the experimental data[8] and is an extraargument
in favor of the CDW/FICDW nature of the ground
states existing at low temperaturesin organic conductor
a-(ET),MHQg(SCN),. We have suggested a theory of
the FICDW phases in an inclined magnetic field and
calculated the FICDW phase diagram for some “com-
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mensurate directions’ [7, 15] of a magnetic field (see
Egs. (14), (15) and Fig. 2). It is shown that the FICDW
transition temperatures can be higher for some “com-
mensurate directions’ of a magnetic field than for the
field perpendicular to the conducting plane (see
Egs. (11), (14), (15) and Fig. 2). This provides an
experimental method to detect the FICDW phases in
other Q1D compounds and may be related to the exper-
iment [9], where some novel phases were observed
only ininclined magnetic fields.
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The optical spectraof single crystals of hexagonal rare-earth manganites RMnO; (R = Sc, Y, Er) are studied in
the range from 0.7 to 5.4 eV. It is found that the spectra substantially differ from the spectra of orthorhombic
manganites in both the positions of spectral features and their polarization anisotropy. It is shown that the opti-
cal absorption edge is determined by an abnormally strong (k = 1) and narrow electric dipole transition with
the center at approximately 1.6 eV with light polarization in the basal plane of the crystal. This transition can
be treated with confidence as charge transfer from oxygen to manganese. The experimental results are in many
instances substantially different from the first-principles cal cul ations of the electronic structure of Y MnO; pub-
lished recently and, hence, may serve asareliable basisfor the further improvement of computational methods.
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The character of electronic states and the nature of
the fundamental absorption edgein strongly correlated
compounds of 3d transition metals have been the sub-
ject of intensive studies for severa decades. Despite
this, many principal questionsin thisfield remain open
and experimental studies in some cases lead to ambig-
uous results and often become the subject of contradic-
tory explanations. Thisis primarily due to strong elec-
tron correlation and an intimate connection between
spin, charge, and orbital degrees of freedom in the com-
pounds of 3d metals. This complicates the construction
of rigorous theoretical models, whereas the same
experimental result can be explained within the frame-
work of different models. The most striking examples
of strong correlations are the high-temperature conduc-
tivity in copper oxide compounds [1], colossal magne-
toresistance, and a number of other phenomena in
orthorhombic manganites with the perovskite struc-
ture [2]. Neither the former nor the latter phenomenon
has received a strict and unambiguous explanation
so far, and studiesin thesefields are being actively con-
tinued.

In this work, we report investigations into optical
properties of hexagonal dielectric manganites RMnO,
(R = Sc, Y, and Er), which can be regarded as an anti-
pode of orthorhombic manganites. In terms of their
chemical composition, undoped hexagonal and orthor-
hombic manganites are identical. However, differences
in crystal structures and in the symmetry of the local
environment of magnetic manganese and rare-earth ions
lead to radical differences between the physical proper-
ties of these two groups of materials. Using the ellipsom-
etry technique in the spectral range of 0.7-5.4 eV, we

found that the electronic structures of hexagona and
orthorhombic manganites are substantially different
from each other. We will show that the results of first-
principles calculations of the electronic structure of
Y MnQO; published recently by two groups [3, 4] arein
many instances substantially different from our experi-
mental results.

Hexagona manganitesRMnO; (R=Sc,Y, In, Er, ...
Lu) form a group of compounds with an unusual com-
bination of electrical, magnetic, and optical properties.
The results of earlier studies of these materials can be
foundinthereferenceliterature[5], and many new pub-
lications have appeared in recent years (see, for exam-
ple, [6] and references therein). Hexagona manganites
at room temperature are crystallized in the noncen-
trosymmetric 6mm point group and represent ferroel ec-
trics, whereas orthorhombic manganites with the per-
ovskite structure possess the mmm symmetry, that is,
are centrosymmetric. It can be expected that the elec-
tronic structures of these two groups must be substan-
tially different, because Mn®* ionsin hexagona manga-
nites reside in a bipyramidal environment of five O
oxygen ions, whereas those in orthorhombic mangan-
itesarelocated in adistorted octahedral environment of
six O? ions. In particular, the difference in the local
symmetry of Mn* ionsresultsin the fact that the Jahn—
Teller effect is exhibited in orthorhombic manganites,
whereas this effect is absent in hexagona manganites.

Only fragmentary reports of investigations into the
optical properties of hexagonal manganites are avail-
ablein the literature. The optical absorption spectra of
thin polycrystalline YMnO; films of hexagonal and
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Fig. 1. Spectral dependences of thereal and imaginary parts
(dotted and solid lines, respectively) of the dielectric func-

tion € (a) for ScMnO; and (b) for ErMnO3. The inset

shows the result of a decomposition of the absorption peak
in the region of 1.6 eV (solid line) with the use of Gaussian
functions (dotted lines) for ErMnOs.

orthorhombic modifications were investigated in [7]. It
was inferred that the fundamental absorption edge of
both materials lies at about 4.2—4.3 eV. The lumines-
cence spectra of ahexagonal Y MnO; single crystal and
the unpolarized optical absorption spectra of a solution
of YMnO; and KBr powders were published recently
in [8]. Theresults of studies of second-harmonic gener-
ation in hexagona manganitesin the region of local 3d
transitions were published in several works[9, 10]. The
third-order nonlinear optical response in the energy
range 1.45-1.62 eV was investigated in [11].

The measurements of the ellipsometric parameters
) and A were carried out at temperature T = 295 K in
the spectral range 0.7-5.4 €V. We calcul ated the optical
parameters of the materials using the relationship [12]

S
€™ =

i 2 2 Eﬂ-_rpp/rsﬂz
sin 6[1+tan GEanp/rSQ}, (1)

where €™ is the pseudodielectric function and r/r =
tanye” .

The samples of ScMnO; and ErMnO; represented
polished plane-parallel plateswith the normal aong the
[0001] hexagona optical axis. In this case, the
pseudodi€electric function €S determines the element

e = ¥ of the dielectric tensor along the direction of
intersection of the incidence plane and the sample sur-
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face [13]. The measurements were performed for inci-
dence angles 8 = 65°, 70°, and 75°, and calculations
gave coincident results. TheY MnO; samplewasaplate
with thenormal along they axis, that is, with the optical
axis in the [0001] plane of the plate. In this case, the
investigations were carried out for two orientations of
the sample with the optical axis paralel and perpendic-
ular to the incidence plane. These investigations
allowed the values of €% and eZ to be calculated with
the use of the ellipsometric relationships and the itera-
tion method proposed for anisotropic crystals in [14].
The accuracy of measurements was mainly limited by
the small sizes of the samples, which were of about
2-4 mm?,

The spectra of the real €;* and the imaginary e5"

components of the dielectric tensor for scandium and
erbium manganites are presented in Fig. 1. Below 1.2—
1.3 eV, the absorption drops to zero, which isin agree-
ment with the direct transmission measurements of the
absorption spectrum. An abnormally intense and nar-
row absorption peak in the region of 1.57-1.59 eV is
the most pronounced feature of the spectra. This peak
exhibits asymmetry, and its decompasition into compo-
nents with the use of Gaussian functions demonstrates
the occurrence of at |east two components, asis shown
intheinset in Fig. 1. An analogous decomposition pro-
cedure with the use of Lorentzian functions givesasig-
nificantly poorer description of the spectra. The absorp-
tion in the region above 2.2-2.4 eV increases with
increasing photon energy, and a broad absorption peak
is observed in the energy region of 4.6-4.8 eV.

The spectral dependences of €}, and €, for the
YMnO; crystal are shown in Fig. 2. The spectra of €}

and €, are similar to the anal ogous spectrain ScMnO;

and ErMnO;. The agreement between the spectra dem-
onstrates the reliability of the results obtained, because
different crystalographic planes were used in the ellip-
sometric measurements and different analytical rela
tionships were used for dielectric functions in the cal-
culations for YMnOj; on the one hand and for ScMnO;

and ErMnO; on the other. The spectraof €y, and €7’,
in YMnO; strongly differ from each other; that is, the
crystal is characterized by strong optical anisotropy in
the entire studied region. The changein the spectrumin
the region of the narrow absorption band at 1.6 eV and
also the appearance of awide absorption band at 3.5 eV
should be specialy noted. The spectral dependences of
linear birefringence An = n, — n, and linear dichroism
Ak = Kk, — k,, which characterize the optical anisotropy
of YMnO;, are displayed in Fig. 3.

L et uscomparetheresults obtained for thedielectric
functions of hexagona manganites with the available
experimental data. Our results showed that manganites
inthevisible spectral region (1.8-3.4 eV) are character-
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ized by high val ues of the absorption coefficient and are
actually opague. At the maximum of theband at 1.6 eV,
a =16 x10° cm? in ScMnO; and 2 x 10° cm? in
ErMnQs. In one of the first works on hexagonal manga:
nites[15], thin single-crystal LUMnO; plateswere stud-
ied in a polarization microscope. The plate thickness
was not indicated in this work; however, based on our
data, we believe that the plates were several microme-
ters thick. This study showed that LUMnNO; possesses
strong linear dichroism in the visible spectral region. In
particular, the plates turned dark red in the light polar-
ized along the optical axisand light green in the case of
polarization perpendicular to the optical axis. This
gualitative observation isin agreement with the spectral
dependence of linear dichroism (Fig. 3), which exhibits
a change in the dichroism sign between the red and
green spectral regions.

Our results demonstrate a significant quantitative
and even qualitative disagreement with the absorption
spectrum of athin polycrystallineY MnO; film [7]. We
reason that these discrepancies are associated with the
unreliability of the measurement of absorption in thin
polycrystalline films over a wide spectral range, when
both the quality of the material itself and the difficulties
of adequately taking into account the factors of light
reflection, scattering, and interference may result in a
strong divergence between the true and the measured
spectra. As an additional argument, we indicate that the
most intense absorption band at 1.6 eV went virtually
unnoticed in [7] and significant differences between the
YMnO; films with the hexagona and orthorhombic
structures were also not detected. The absorption curve
of a solution of YMnO; and KBr powders given in the
work [8] is also rather far from our results.

The results of first-principles electronic structure
calculations for the hexagonal modification of Y MO,
were published recently [3, 4].The LSDA+U approxi-
mation was used in [3], and it was shown that Y MnO,
must be a semiconductor with a band gap of about
1.5eV. The top of the valence band is mainly deter-
mined by the 2p states of the oxygen ions in the basal
plane, and the lowest unoccupied band isformed by the
(322—?) states of the Mn* ions. These calculations
showed that the electronic spectrum of Y MnO; must
contain a higher unoccupied band with the lower edge
at about 4.3 eV; that is, thereis asecond forbidden band
between the two manganese subbands. This conclusion
qualitatively agrees with our results, and the narrow
absorption band at about 1.6 €V can be assigned to tran-
sitionswith charge transfer from the planar oxygenions
to manganese with the formation of a hole in the
valence band and with the occupation of the vacant
(32—?) orbital with an electron. The unusual narrow-
ness of the band can be associated with polaron effects
[16], which lead to band narrowing for small-radius
polarons. Another first-principles approach based on
the LDA+U model wasused inthework [4]. Theresults
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of calculations by the two groups[3, 4] markedly differ,
though some details of the spectraof el ectron density of
states are in qualitative agreement. In particular, the
band-gap width at point I of the Brillouin zone was
determined in [4] at 0.48 eV, which is significantly
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smaller than the value found in the work [3]. We see
that the results of the works|[3, 4] can only qualitatively
be compared with the experimental data, but, neverthe-
less, these results allow the conclusion that the strong
absorption band that we observed at about 1.6 eV can
be assigned to a transition with charge transfer from
oXxygen to manganese.

The spectra of dielectric functions €; and e, were
calculated in the work [4]. In this case, we also may
speak of only some qualitative agreement between the
calculated and experimental results. The calculations

show that the optical absorption edge for €5° islocated

at about 0.5 eV and that for €5 islocated at 1.6 €V; that
is, very strong anisotropy isobserved in optical suscep-
tibility. The results presented in Fig. 2 actually indicate
that the optical susceptibility of YMnO; is character-
ized by strong anisotropy; however, the numerical val-
ues of €, and e, and their spectral dependences strongly

differ from the calculated results. The €, susceptibility
predominates in the region of the band at 1.6 eV; how-

ever, the contribution of e5° becomes stronger above
2.4 eV (seeFig. 3) with awide band at about 3.5 eV.

Let us dwell on another interesting feature of the
electronic structure of hexagonal manganitesthat stems
from the comparison of the results for the spectra of €,
and e, and the studies of second-harmonic generation
[9, 10]. The spectra of €; and €, in Figs. 1 and 2 are
undoubtedly determined by intense electric dipole tran-
sitions between the oxygen valence band and the man-
ganese subbands. Clearly defined features are observed
in the second-harmonic spectrain the energy regions of
1.4-1.8 eV and 2.4-2.8 eV. These features with respect
to their selection rules can be explained adequately
within the model of local transitions between the 3d
statesof Mn** ionsinthe crystal field of the five oxygen
ions that form the nearest environment of manganese
ions [10, 17]. The transitions between the 3d states are
forbidden within the el ectric dipol e approximation, and
their intensity in the oxides of 3d transition metals is
two or three orders of magnitude weaker than theinten-
sity of allowed electric dipole transitions [18]. No pro-
nounced feature is observed in the spectra of €, in the
region of 2.4-2.8 eV, where the features of the second-
harmonic spectra are observed. This can be readily
understood taking into account the differences by two
or three orders of magnitude in the intensities of
allowed and forbidden transitions.

Thus, as aresult of the optical study of three hexag-
onal manganites RMnO;, we obtained spectral depen-
dences for the dielectric functions €; and €, in the spec-
tral range from 0.7 to 5.4 eV. The reliability of the
results obtained is corroborated by the close similarity
of the spectra of €; and €, in crystals of different com-
positions, the perfect identity of spectracal culated from
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measurements at different incident angles, and the sim-
ilarity of the spectra of € in ScMnO; and ErMnQO; to
the spectraof € inY MnO;. These latter were obtained
with samples differing in their orientation and with the
use of another procedure for the calculation of spectra
based on the ellipsometric values A and . All thistes-
tifies that the published data on absorption in thin
YMnQO; films and in solutions of YMnO; [7] and KBr
powders [8] give no way of deducing correct conclu-
sions on the electronic structure of hexagona mangan-
ites. The detection of an intense electric dipole absorp-
tion band with the center at about 1.6 €V, which can be
interpreted as a band due to charge transfer from the
oxygen band to the lower manganese subband, is an
important result of our work. The upper manganese
subband islocated at a higher energy with the center at
about 4.6-4.8 eV. Thus, the electronic structure of hex-
agonal manganites substantially differsin its character
from the structure of orthorhombic manganites, in
which charge-transfer transitions start in the region at
about 4 eV [19]. It should also be noted that our results
in many important instances substantially differ fromthe
calculations published by two theoretical groups|[3, 4].

The authors are grateful to K. Kohn for presenting
some samples for investigations and to Th. Rasing
for the possibility of performing ellipsometric mea-
surements.
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The density of states of atwo-dimensional electron gasin a magnetic field has been studied taking into account
the scattering on point impurities. It is demonstrated that allowance for the electron-impurity interaction com-
pletely removes degeneracy of the Landau levels even for a small volume density of these point defects. The
density of statesis calculated in a self-consistent approximation taking into account all diagrams without inter-
sections of the impurity lines. The electron density of states p is determined by the contribution from a cut of
the one-particle Green’s function rather than from a pole. In awide range of the electron energies w (measured
from each Landau level), the value of p(w) isinversely proportional to the energy |w|and proportional to the
impurity concentration. The obtained results are applicable to various two-dimensional electron systems such
as inversion layers, heterostructures, and electrons on the surface of liquid helium. © 2003 MAIK

“ Nauka/Interperiodica” .
PACS numbers: 73.20.At; 71.70.Di; 73.20.Hb

1. Two-dimensiona (2D) electron systems exist at
the interfaces between two condensed media, typical
examples being electrons on the surface of liquid
helium [1] and in inversion layers and heterostruc-
tures [2]. In amagnetic field, the spectrum of electron
energies in such a 2D system is discrete and infinitely
degenerate. It is of interest to consider the removal of
degeneracy as a result of the interaction between elec-
trons and point defects.

It was established [3] that the infinite degeneracy of
the Landau levels is only partly removed in the pres-
ence of a small surface density ng of point impurities.

For N < S/2ml% (where N = nSis the total number of
impurities, Sisthe area accessible for electrons, and I
isthe magnetic length), the degree of degeneracy of the

Landau level is ——S—E —N. Inthiscase, N electron states

2y,
are split from each level to form an impurity band. An
elegant proof of this statement [3] was based on the
possibility to determine the electron wave function on
the Landau level in such away that thisfunctionis zero
at the impurity location sites. Note that the point impu-

rities do not modify the spectrum of S/2r? — N elec-
tron states.
However, this approach requires a proper definition

of the surface density of impurities n. Indeed, the 2D
electron systems are usually open. The motion of elec-

trons along the z axis perpendicular to the conducting
planeis characterized by the wave function ¢(2) limited
by a very large macroscopic scae z,, depending on the
geometry of a measuring instrument. The typical form
of ¢ asafunction of zisasfollows[1, 2]:

0*(2) = -Z-lz—OZfe_L, 0<z<z,);

¢(2) =0,

D
z<0, z, =2z,

Since the entire region of z > 0 (rather than only z < z,)
is accessible for an electron, the surface density of
impurities ns = Nz, isvery large even for asmall vol-
ume density n;,, of these impurities. Therefore, we can
assume that n, = « and, hence, the infinite degeneracy
of the Landau levels is completely, rather than partly,
removed as aresult of the interaction of electrons with
point impurities.

Below, theeectron density of statesp isdetermined for
asmal concentration of impurities C, = nimp2nlﬁ <1l
In other words, it is assumed that the number of impu-
ritiesissmall in asurface layer (z< z,) but largein the
entire region of z< z,, where C,, = C(z,/7) > 1. This
assumption is usually valid in experiment [1, 2]. For
electrons on the surface of liquid helium, the roles of
point impurities are played by the heavy atoms of
helium vapor.
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2. The density of states p(E)is related to the imagi-
nary part of the Green’sfunction of electrons G(r, r', E)
by the equation [4]

o(E) = ‘—nl|mG(E), G(E) = [¢'rG(r. 1, E).

Since the el ectron system ishomogeneousin the con-
ducting plane (x, y), the Green's function G(r, r, E) is
independent of the coordinatesin this plane: G(r, r, E) =
G(z E). The gap between electron levelsin the zaxisis
usually large and al electrons occur on the lowest
energy level and have the same wave function ¢(2), so
that G(z, E) = G(E)$?(2). The magnetic field H is
assumed to be strong, so that the interaction V(r)
between electrons and impurities does not mix their
wave functions on various Landau levels. Therefore,
the electron density of states p(E) depends only on the
variable w =E—¢g,— (N + 1/2)w,, where g, isthe energy
of the lowest level in the z axis and w, is the cyclotron
energy.

The consideration below isrestricted to point impu-
rities. The potential of interaction between an electron
and such impuritiesis given by the expression

V(r) = Uy 8(x=x)8(y-¥)d(z-2z),  (2)

wherex, y, zare the electron coordinatesand x,, y;, z are
the coordinates of point impurities. The electron scat-
tering length is

a = —muy/21t:°. )

The Green's function G(w) is related to the seeding
function Gy(w) of the pure electron system by the well-
known relation [4]

1
Gy (@) ~Z(w)’
where the function (w) can be determined using the
well developed cross technique [4-6]:

G(w) = Go(®) = =, ()

J(w) = uonimp} ¢§(z)dz . 5)
0 1-—2 $2(2)G(w)
2mdy,

This expression is obtained by summing over all the
cross diagrams without intersections of the impurity
lines [6], followed by averaging over the positions of
impurities. Relations (4) and (5) are valid only for the
point impurities interacting with electrons as described
by the potential (2).

It is convenient to define a reduced wave function
¢ for the transverse electron motion by the following

relation

$2(2) = Zlocpi(z*), =2, [P = 1,0
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where 7, is a characteristic scale of the function ¢4(2).
Then, using Egs. (3), (5), and (6), we abtain

S(w) = -G H(w)Cod(w);

02 (z,)dz, )
(2¢) — U[03G(w)]’

z.12
J(w) =
Iy

where Cq = 2111}, 2oy and 03 = ~(&/2) 0.

3. Let us consider the problem to within the first-
order approximation in the impurity concentration. To
this end, the exact Green's function G in formulas (5)
and (7) has to be replaced by the seeding function G, =
1/w. This approximation corresponds to the summation
of all crossdiagrams corresponding to the el ectron scat-
tering on a single impurity. Expressions (4) and (7)
indicate that the Green’sfunction G formally hasapole
aw=0:

_ 1
® 7 GG o

However, it follows from (7) that the integral with
respect to zdiverges as w — 0. This makes the pole

residue small, which is related to a large value of the
truncation parameter z,:

1 1 Z,
nImG(oo) 6(w)1+Cm’ C. COZO. 9
Taking z,, = o, we arrive at aconclusion that the infinite
degeneracy of the Landau levelsis completely removed
aready in the first-order approximation with respect to
the impurity concentration. The density of states p(w)
is determined only by features of the J(w) function
given by formula (7):

—CpimI(w)
Tiaf (1 + CoReJ(w))? + Co(ImI(w))]

p(w) = 10)

Consider a model system with the reduced wave
function ¢ defined by the relations

02(z.) = €> a z, >0,

) (12)
¢x(z.) = 0 a z <0.

This function corresponds to a boundary condition at

z= 0 for a narrow and deep potential well [17]. Here,

the function J(w) (7) acquires the following form:

_ n 2T
J(w) = In o

(12)

Assuming that thereisonly onetype of point impurities
with a negative scattering length a (which corresponds



150

1.0
—————————— \
P W\
g ’ R
= / |
4 i
[} ) // :’
2 1 NSO
805 i1 i i
=% v . i
3 L P ;
il 3 ir2 i
ST 1 :
! : :
i ; i
| ' !
O | f | I | I : | I 1! | 1
24 20 -16 -12 -8 —4 0
In (e/0)

Reduced density of states wp(w)/Cy plotted in alogarithmic
scalefor three values of theimpurity concentration Co=0.2
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to repulsion of electrons from the impurity) and using
formulas (10) and (12), we obtain

Co
000—‘*-?]2 22
w[%HCOIn —0 +C0n2]

p(w) = (13)

In this case, the density of states p(w) is determined by
acut of the one-particle Green's function G(w), rather
than by the pole. Taking into account the definition
of wyinformula(7), we obtain acriterion of weak elec-
tron—impurity interaction V(r) in terms of the parame-
ter a given by formula(3): a < z,. Thus, if the length of
electron scattering from impurities is smaller than the
characteristic scale of the transverse quantization in the
z axis, the approximation of a single Landau level is
valid and the densities of states for various levels
exhibit no intersections.

According to formula (13), the density of states
p(w) in a wide range of the electron energies is
inversely proportional to the w value:

Co Wy
= — — < 1.
p(w) " at Colnw 1 (14
Thedensity of states p(w) described by formula(13)
isintegrable and, to within the terms proportional to the
square impurity concentration C,, obeys the relation

Wo

Codw

0 1.
(.oo—wT

J’ p(w)dw O (15)

0 oo[l +Coln

Therefore, the number of electron states remains
unchanged in the presence of the electron—impurity
interaction, although the &-like peak of the seeding den-
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sity of states py(w) is absent in the p(w) function. This
impliesthat, for an arbitrarily small value of the param-
eter w, we can find a point impurity with the coordinate
z = zyln(wy/w) > z, for which the degeneracy of the
Landau level will be removed. This conclusion isinde-
pendent of the form of the wave function ¢(2). For a
physical function ¢(z) determined by relations (1),
the density of states p(w) is given by the same expres-
sion (13) for w < wy, to within the terms on the order of
In(wy/w). The only important condition is that ¢(2) ~

—z/
e *forzs z,

Moreover, we can always find a broad range of w
where p(w) is inversely proportional to the energy .
For example, in the case of an oscillator wave function

bz ~ e expression (10) yields for w < wy,

Co
- (16
P(e) 200(In( 03/ ) 2[1 + Co(In(wp/ ) ] (

In the presence of a strong electric field forcing elec-
trons to move at the interface of two condensed media,

0% (z0) ~ e | expression (10) yields for o <

p(0) = e D)
3w(In(wy/w)) "[1+ Co(In(wy/w))™]

Thus, allowance for the electron—impurity interac-
tion in open 2D electron systems completely removes
degeneracy of the Landau levels. The density of states
p(w) is described by expressions (13)—17). Generali-
zation to the case of impurities of several typesis triv-
ial. For example, in the case of repulsing and attracting
impurities, an analogue of relation (14) is

p(w) = C/w a w>0,
p(w) = C,/w a w<O,

(18)

where C_ and C, are the total concentrations of the
repulsive and attractive impurities, respectively.

4. Thedensity of states p(w) described by formula(13)
exists for

. (19)

Outside thisregion, it is necessary to take into account
terms of the higher ordersin the impurity concentration
C,, since these terms are multiplied by alarge quantity
IN[(wp — W/ w)]. In order to study the Green’sfunctionin
awider interval of energies w, let us consider the self-
consistent approximation determined by formulas (4),
(5), and (7). Substituting wave function (11) into
Egs. (4) and (7), we obtain an equation for the func-
tion G:

-1/C, -1/
We <, wy-w>e

G = é[l—COIn(l—oooG)]. (20)
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For w < wy and w,G > 1, Eq. (20) can be simplified to

_ _CO _ _CO D ewN%
G= K[In(—ooOG)—llco] = KInD— o il (21)

where wy = wyexp(—L/Cy)Cy/e is the new energy scale.
Introducing the new function y = —wG/C,, we can write
Eq. (21) as

y = In(yw,/w) + 1, (22
from which it follows that y is the function of a single
real variabley = y(w/wy). Separating the real and imag-
inary pats of thisfunction, y = A +iB, and using rela-
tion (22), we obtain a system of two equations for the

real quantities A and B. This system can be presented in
the following form:

A = B/tanB,
B/tanBSINB _ W€ (23)
g V= = —.
B w

This equation determines the density of states p(w) =
CoB/Ttw We are interested in a solution such that
B(wwy) = 0. The function B(wwy,) monotonically
increases from zero at w = wy to B = 1tfor w/wy — .
In the vicinity of w = wy, this function can be approxi-

mated as B = ,/2(w— wy)/wy . For wy <€ 0 < Wy, we
have B = 1{1 — 1/In(w/w,)] to within the double loga:
rithmic termsin wwy. Thus, for w < wy,, the density of
states is given by a universal function of w/w,, the
asymptotic form of which for C, < lisasfollows:

wWp(W)/Cy = J2(w— w\)/wy/T,
W— Wy < Wy;
wp(W)/Cy = 1-1In(w/wy),

(24)

w> wN.

Now consider the region of |w— wy| <€ Wy in which
IMGy(w) exhibitsasingularity inthefirst-order approx-
imation with respect to the concentration C,. The solu-
tion G(w) of the self-consistent Egs. (4) and (5) is not
singular in this region and monotonically decays to
zero at w=w, = wy(1 + Xy), where x, isasolution to the
algebraic equation X, = Co[IN(L/Cp) + 1+ In(1 + x)]. For
Co < 1, weobtain x, = Cy[In(1/Cp) + 1 + CoIn(V/Cy)]. In
the vicinity of w= w,, Eq. (20) yields (after transforma-
tions anal ogous to those used to derive (24))

B(w) = /2(w—w)[1/(0,Co) —1/w,] .

The reduced density of states wp(w)/C, = B/t for
three concentrations of the point impurity is plotted in
the figure. For w << wy, all profilesfit auniversal curve
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that shifts along the abscissa axistogether with . This
solution correctly describes the behavior of the density
of states p(w) until thisfunction goesto zero (i.e., inthe
interval of wy < w< w,). Outside thisinterval, the den-
sity of states exhibits tails, which are exponentialy
small and can be determined only using diagrams with
intersections of the impurity lines.

In conclusion, it should be emphasized that the pro-
posed physical pattern is at variance with the notions
formulated in the literature. Some rigorous results of
the theory of e ectron—-impurity interactionsin 2D elec-
tron systems are reported in [8-10]. However, these
works consider the 2D systems with point impurities
whose potential V(r) in Eq. (2) has the form of

V(r) = Ugd(X—=x)(y—¥i).

Since the impurity coordinate in the z axis is undeter-
mined, the potential V/(r) described by expression (25)
corresponds to a &-like filament, rather than a point
impurity. In contrast, the results presented above were
obtained for three-dimensional impurities. Should the
averaging over the coordinate z be “forgot,” we passto
the nonphysical limit of &-like filaments.

This study was supported by the Russian Foundation
for Basic Research and by INTAS (grant no. NO1-0791).
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Current—voltage characteristics and spectral dependences of photovoltage areinvestigated at T = 4.2 and 300 K
in stress-free structures with germanium quantum dots (QDs) in the GaAsZnSe/QD—-Ge/ZnSe/Al system. The
“Coulomb staircase” type features in the current—voltage characteristic observed at room temperature without
illumination are due to the Coulomb interaction of electrons in resonant tunneling through intrinsic levelsin
QDs. Thefeaturesin the photovoltage spectraare related to the absorption of radiation in the system of discrete
levels of QDs. An energy band diagram of the structure is constructed based on the experimental data. © 2003

MAIK “ Nauka/Interperiodica” .
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Interest in studying the spectraof electronic states of
semiconducting quantum dots (QDs) is associated with
new properties that are not observed in the systems of
higher dimensionality and also with the prospects of
using these properties for the development of new
devices on their basis [1, 2]. Semiconducting QDs are
obtained using molecular-beam epitaxy (MBE) in vari-
ous systems such as Ge/Si, INAS/GaAs, and others [3-5]
in which QDs are strongly stressed because of the dif-
ference in the lattice constants of the QD and matrix
materials. Elastic stresses and their nonuniform distri-
bution complicate the analysis of the spectrum of elec-
tronic states[6]. This paper reports the results of study-
ing current—voltage characteristics and spectral depen-
dences of photovoltage in new stress-free structures
with germanium quantum dots in the GaAsZnSe/QD—
Ge/ZnSe/Al system. With the difference in the band
gap of ZnSe and Ge equal to approximately 2 eV, the
misfit of lattice parameters for the ZnSe-Ge heterosys-
tem comprises about 0.2%. Thus, this system is free of
elastic stresses; nevertheless, it is possible to obtain an
array of germanium QDs on the epitaxial layer of zinc
selenidein certain MBE modes [7, 8].

As was shown in [7], the sizes of idands in the
growth plane can be varied in the range 5-20 nm with
their height equal to 1-5 nm. According to the images
obtained by a scanning tunneling microscope (STM),
the distinctive feature of the QD array isthat the spatial
ordering of idands is dightly pronounced and their
density is high, namely, (2-8) x 10'* cm. Larger val-
ues were observed for the (001) and (110) orientations
of the substrate. The high density of islands and the low
degree of ordering are apparently determined by the
absence of elastic fields in the heterostructure under
consideration.

The structures were obtained by the MBE tech-
nique. GaAs plates with the (001) orientation and
n-type conduction doped up to alevel of 108 cm= were
used as the substrate. First, an epitaxial ZnSe layer 6—
10 nm thick was grown on the substrate, then the depo-
sition of germanium QDs was carried out, and the
deposited QDswere covered by aZnSe overlayer of the
same thickness. With the aim of forming an active
region of small sizes, an electron-beam resist was
deposited on the structure obtained, in which windows
100-150 nm in diameter were opened. The size of the
window was controlled by an atomic force microscope.
In the closing stage, aluminum was deposited and con-
tact regions were formed. The scheme of the structure
isshownintheinsetin Fig. 1.

With the structures obtained in this way, current—
voltage characteristics and spectral dependences of the
photovoltage were measured at temperatures of 300
and 4.2 K. Because of small currents and the occur-
rence of strong spurious signals, it was not possible to
measure current—voltage characteristics for the struc-
tures with a contact diameter of 150 nm at a low tem-
peraturein the cryostat. Measurements of current—volt-
age characteristics of test structures of a large area
showed that, as the temperature varies from 300 to
4.2 K, the current decreases only by afactor of 30—40,
which points to the predominance of tunneling pro-
Cesses.

The current—voltage characteristics measured for
the structure with a contact diameter of 150 nm at room
temperature exhibited features that were more pro-
nounced after processing the curves by subtracting the
ohmic component of the shunt current. The transverse
current through the structure is determined by not only
tunneling through QDs but also the current through the
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ZnSe film. The ZnSe film is not a dielectric and can
conduct a current. In addition, in injection from con-
tacts, a current limited by the space charge can be
observed. In this case, a linear voltage dependence of
current must be observed in weak fields and a quadratic
dependence must be observed in sufficiently strong
electric fields. This averaged voltage dependence of
current (given features of the “staircase” type) is actu-
ally observed; however, because an analysis of the pas-
sage of current in ZnSe is beyond the scope of this
paper, Fig. 1 demonstrates a current—voltage character-
isticin relatively wesk fields.

Itisevident in thefigurethat variations of current of
the Coulomb staircase type are observed, but the fact
that these variations start at avoltage of lessthan 50 mvV
and are not strictly periodic in voltage is the main fea-
ture of the current—voltage characteristic.

Spectral characteristics were measured by an alter-
nating signal with a frequency of ~10? Hz with illumi-
nation on the substrate side. The photoresponse spectra
of the structure at the temperatures T=300K and T =
4.2 K without an external bias are given in Fig. 2. The
occurrence of photovoltage indicates that a built-in
filed exists in the structure, which is due to the contact
potential difference. In saturation, the open-circuit pho-
tovoltage reached 0.12 V.

It is of interest that the long-wavel ength edge of the
spectrum starts approximately with 1.3 um at room
temperature and with 1.15 pm at liquid-helium temper-
ature. This position of the edge does not correspond to
the absorption edge in bulk germanium; at the same
time, its shift correlates well with the change in the
band gap in Ge upon the change in temperature from
300 to 4.2 K. The characteristic measured at a temper-
ature of 4.2 K exhibits features that can be associated
with the discrete character of the spectrum. Inthe high-
energy region, the spectrum edge sharply terminates,
being cut off by the substrate absorption.

The features of the “Coulomb staircase” type
observed in the current—voltage characteristic are not
strictly periodic. Irregularity in the period of Coulomb
oscillations (and in the repeatability of the stairs of the
Coulomb staircase) is atypical phenomenon for verti-
cal QDs with a small number of electrons in them
because of strong effects of electron—electron interac-
tion [9]. In our case, however, because tunneling can
proceed through QDs with somewhat differing sizes,
theirregularity can also be associated with this circum-
stance. Moreover, the shape of the current—voltage
characteristic will be determined by not only Coulomb
interaction but also the density of the intrinsic energy
levels of QDs and their width.

It can be suggested that the appearance of current
and the occurrence of features in the current—voltage
characteristic at low voltages, that is, in the case when
the difference of the Fermi levelsin aluminum and gal-
lium arsenide is small indicate that at least the first
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Fig. 1. Current—voltage characteristic of a structure with a
contact 150 nmin diameter at T = 300 K. Points correspond
to experimental data, and solid line corresponds to an
approximation of the current—voltage characteristic.
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Fig. 2. Spectral dependence of a photosignal without ashift.
Illumination onthe GaAsside. Curve 1 wasmeasuredat T =
300K, and curve 2 was measured at T=4.2 K. Arrowsindi-
cate the edge of the GaAs band gap and the onset of direct
transitionsin bulk Ge at 4.2 K.

guantum level of an electronin QDsliesbelow the Fermi
level of the metal in the equilibrium state (at V = 0).

Consider the region of the structure in which photo-
active absorption arises, leading to the appearance of
photovoltage. Photovoltage can form only through
excitation of electrons and holes (electron-hole pairs)
followed by their spatial separation caused by the built-
inelectricfield. Itisevident that neither GaAsnor ZnSe
can be regions of electron—hole pair generation,
because the band-gap width in these compounds at T =
4.2 K islarger than 1.5 eV and impurity absorption can-
not give rise to photovoltage. Absorption in the QD
array can lead to the formation of localized electrons
and holes, but a mechanism of their spatial separation
must exist.

In the structure under study, a built-in electric field
exists, which is generated by the contact potential dif-



- ZnSe
sol Ge QD <
N nse
X
251 oy
B . B
L E 30050IN,
211 BERXREERN)
- XX RN]
KRR XK]
- RRRRRHXXK]
4 R RRR XS]
20F E ]
: 111 R ]
L ato oot tetat
XX
E 9479207036309
112 otatetotalotate!
FE Sololotrtotetete!
i Ep R
15 R
’ XXX
> tetetotatatate!
rSogeletaiatere!
L XRXRIXRN
Sololotrtotetete!
SXRXRRHK
t e
ototstrtetetetel
1.0 Sttt tatety!
: tololetrtotetets!
rSogeletaiatere!
RRRRRKKS
E 1M1h ] —
E 211ih
- 250505
Sretetods!
XXX
L Al SRR GaAs
SRXRRRRN]
otetototatatate!
OF Sotolatatotatelel
» Sotolatatotatelel
ootatelotatelel
o Sotelateiotatelel
ety
&
B KXRXX]
%
- %!
<Xl
—05F N

Fig. 3. Low-energy levels (three digits, the first one corre-
spondsto the QD height) of the subband of heavy (subscript
hh) and light (hl) holesand electronsfor the L valley and the
I valley (primed).

ference between Al and GaAs, and itsvalue is approxi-
mately equal to (3-5) x 10°V/cm. Asthe measured cur-
rent—voltage characteristics show, the ZnSe layers are
tunnel -transparent for electrons. Hence, upon illumina-
tion, the photoexcited electron of a generated el ectron—
hole pair can tunnel in this field from a QD to GaAs.
Further, two possibilities can be in principle accom-
plished: anonequilibrium hole from aQD can tunnel to
Al, or anelectron fromAl can passtoaQD. Inany case,
a photocurrent will flow in the externa circuit and a
photovoltage will arisein the system in the open-circuit
mode.

Experimental data (the known sizes of QDs, cur-
rent—voltage characteristics, and the spectral depen-
dence of the photovoltage) along with the data on the
magnitude of band discontinuities for the heterojunc-
tions entering into the structure allow aband diagram to
be constructed for the GaAsZnSe/QD-Ge/ZnSe/Al
structure.

The band diagram was cal culated from the values of
the valence band discontinuity between GaAsand ZnSe
equal to 1.3 eV and that between ZnSe and Ge equal to
1.0 eV. The values of the band discontinuity between
the materials entering into the structure that are avail-
ablein the literature vary in awide range. Thisis con-
nected with differences in technological conditions
(substrate preparation and growth temperature), sub-
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strate stoichiometry, the presence of foreign atoms, the
plane of substrate orientation, and a number of other
factors. In the work by G. Kremer [10], an analysis of
experimental data was carried out, and the conclusion
was made that, in the case of growth on the nonpolar
(110) planein the system of GaAs, ZnSe, and Ge mate-
rials with regard to the layer deposition sequence, the
values of the band discontinuity equal

AE, 7nsocans = 0.96 eV, AE. 71506ans = 0.35 €V,
AE, cyznse = 1.52 €V, AE.cyzns = 0.5 €V,
AEv ZnSelGe — 129V, AEC ZnSelGe — 0.73 eV.

At the same time, the valence band discontinuity
AE, coznse found in [11] comprises 0.44 eV for the
(001) plane, which substantially differs from the value
of 0.93 eV for the (110) plane given in the same work
and disagrees with the data published in [10]. With this
scatter in the data, the values of the band discontinuity
were adjusted from the following conditions:

(2) the position of thefirst quantum electron level in
the L valley must be lower than the position of the
Fermi level of the system in equilibrium, which was
determined from the difference in the work function of
Al and GaAsequal to 0.8 eV;

(2) the optical transition with the lowest energy
measured in the experiment must correspond to the
transition of an electron from aquantum level inthe QD
valence band to the unoccupied electronic level closest
to the Fermi level. Note that the observed optical tran-
sition energy corresponds to atransition in the vicinity
of the I ,5 maximum of the valence band to the ", min-
imum of the conduction band.

The lowest radiation energy at the absorption of
which photovoltage is observed can be written as

Emin : Elllhh + Eg Ge + (Ef - Ec Ge)i

where E;;14 iS the first quantum level of heavy holes,
Eg ce isthe germanium band-gap widthat T=4.2K and
E; — E. ¢ IS the difference between the Fermi level and
the bottom of the germanium conduction band, which
(rather than quantum levels occupied by electrons)
determinesthe optical transition with the lowest photon
energy. For T=4.2 K, thelowest experimental quantum
energy at which a photosignal is observed comprises
approximately 1.1 eV.

STM studies of QDs provide their shape and distri-
butions by height and diameter asfunctions of the aver-
age thickness of the deposited germanium layer [7, §].
Based on these data, the pattern of the energy spectrum
of electron and hole levelsin QDs 3 x 15 x 15 nm in
size was qualitatively evaluated. Here, the shape of
QDswas approximated by a parallel epiped with regard
to the effective mass of the corresponding subband of
holes but without regard to Coulomb interactions and
with the use of Bastard’s boundary conditions. The val-
ues of the effective mass of carriersin ZnSe and various
valleys of Ge and also the values of the band-gap width
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in Geand ZnSe at atemperature closeto 0 K were used
in the calculations.

The energy band diagram of the structure con-
structed with the use of these calculations, published
data, and the experimental conditions indicated above
ispresented in Fig. 3.

From the band diagram presented here, it can be
seen that QDs in an equilibrium state contain levels
positioned below the Fermi level of the system. There-
fore, the tunneling of electronsfrom the aluminum con-
tact must proceed upon applying a potential correspond-
ing to the sdlf-capacitance, that is, a V = 40-50 mV.
Here, the occurrence of asmall potential in GaAs must
not substantially limit tunneling, because the concen-
tration of electronsin GaAsishigh (n =10 cm3), and
the thickness of the space-charge region near the
GaAs-ZnSe heteroboundary does not exceed severa
tens of angstroms. As the voltage increases, the current
islimited by only the charging of QDs, because the dif-
ference in energy between the neighboring electron
levels

AE=Ejis1j+1—Eriv1) = Eqjvgje1—Eyije 1 <2 meV.

Here, thefirst subscript of the energy correspondsto the
height, and the second and the third subscripts corre-
spond to the base of the QD.

Because absorption in QDs is limited on the short-
wavelength side by absorption in GaAs, it is evident

that transitions to the E,;; level cannot be observed.

The occurrence of featuresin the spectral characteristic
of the photosignal can be associated with the difference
in the absorption coefficient for different transitions.
The absence of a pronounced discrete spectrum is
explained by the fact that the experimental spectrum of
the photovoltage contains optical transitions in QDs of
different sizes. The occurrence of dots with a scatter in
sizes follows from the histogram of the distribution by
height obtained in the work [6].

Thus, the current—voltage characteristic and photo-
electric properties of a stress-free n+GaAs/ZnSe/Ge—
QD/zZnSe/Al structure with QDswere studied. Features
associated with Coulomb effects were detected in the
current—voltage characteristic at room temperature.
Photovoltage arising upon light absorption in QDs was
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detected. A band diagram of the system was con-
structed based on experimental data. This diagram does
not contradict the data on the values of band disconti-
nuities available in the literature for the corresponding
heterojunctions. It adequately describes the observed
current—voltage characteristic and the spectral depen-
dence of the photovoltage.

The authors are grateful to A.E. Plotnikov for help
in manufacturing the structures.

Thiswork was supported by the Russian Foundation
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The effect of impurities situated at different distances from a two-dimensional electron gas on the density of
statesin a strong magnetic field is analyzed. Based on the entire result of Brezin, Gross, and Itzykson, we cal-
culate the density of states in the entire energy range, assuming the Poisson distribution of impuritiesin the
bulk. It is shown that, in the case of small impurity concentration, the density of statesis qualitatively different
from the model case when al impurities are located in the plane of the two-dimensional electron gas. © 2003

MAIK “ Nauka/Interperiodica” .
PACS numbers; 73.20.At; 73.20.Hb

1. INTRODUCTION

Two-dimensional electrons in a quantizing mag-
netic field H have been attracting much attention [1],
especially since the discovery of the quantum Hall
effect [2]. The properties of two-dimensional electrons
in the magnetic field are affected by the presence of
electron—€lectron interactions, aswell as by impurities.
Investigation of the density of states asafunction of the
magnetic field and filling fraction allows us to estimate
the inhomogeneities caused by impurities in experi-
mental samples [3]. Although the electron—electron
interaction should usually be taken into account, the
guestion of the density of states in the simplest model
of noninteracting electronsis aso rather interesting.

In the absence of interaction, impurities near atwo-
dimensional electron gas (2DEG) provide the only
mechanism for broadening of Landau levels. In aweak
magnetic field, alarge number of Landau levels, N> 1,
are filled. One can therefore use the self-consistent
Born approximation that is justified by the small
parameter INN/N << 1. This results in the well-known
semicircle shape for the density of states [4]. Beyond
the self-consistent Born approximation, one can find
exponentially small tailsin the density of states[5].

In the opposite limit of astrong magnetic field, only
the lowest Landau level is partially occupied. In this
case, one can neglect the influence of the other empty
Landau levels assuming wy > T, 71 Here, wy, = eH/m
denotes the cyclotron frequency, where e and m are the
electron charge and mass, respectively, T stands for the
temperature, and 1 isthe elastic collision time. The den-
sity of states on the lowest Landau level strongly
depends on the statistical properties of the random

TThis article was submitted by the authorsin English.

potential created by impurities and on the value of the
dimensionless parameter ng/n,, where n. = 1/(2nI2H)

with the magnetic field length 1, = 1/ /mw, and ng
stands for the two-dimensional impurity density. For
the white-noise distribution of the random potential, the
density of states was found exactly by Wegner [6]. For
arbitrary statistics of the random potential, the density
of states was obtained exactly in a beautiful paper by
Brezin, Gross, and Itzykson [7]. If the number of impu-
rities is less than the number of states on the Landau
level, ng < n,, the Landau level remains partially degen-
erate. In the opposite case, ng = n;, the presence of
impurities leads to complete lifting of the degeneracy
of the Landau level [7, 8].

In experimental samples, impurities can be found
rather far from the 2DEG [1, 2]. In such a situation, the
two-dimensional electron system is subject to the three-
dimensional random potential. This meansthat an elec-
tron localized at the heterojunction feelsimpurities sit-
uated at distances much larger than the width z, of the
2DEG. This situation was considered recently by Dyu-
gaev, Grigor’'ev, and Ovchinnikov [9]. In the lowest
order of the perturbation theory in the concentration
Nimp Of three-dimensional scatterers, they cal culated the
density of states D(E) in the limit when the multiple
scattering on the same impurity provides the main con-
tribution. Assuming exponential decay of the wave
function in the transverse direction, $2(2) 0 exp(-2/z,),
they obtained a universal regime where D(E) =
NmpZ/E, and energy E is measured from the unper-
turbed Landau level. Being bounded from the sides of
both small and large energies by many-impurity effects,
this interval contains most of the states of the unper-

0021-3640/03/7803-0156$24.00 © 2003 MAIK “Nauka/Interperiodica’
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turbed Landau level. Though the analysis of [9] holds
for an arbitrary Landau level, it cannot be generalized
to the limits of small and large energies, where a non-
perturbative treatment of impurity scattering is
required.

The main objective of the present letter isto present
the full analysis of the effect of far impurities on the
density of states of atwo-dimensional electrongasin a
strong magnetic field. Employing the remarkabl e result
of Brezin, Gross, and Itzykson [7], we calculate the
broadening of the lowest Landau level by the three-
dimensional short-range impurities with the Poisson
distribution in the bulk.

2. RESULTS

Usually, impurities occupy a rather large volume
near atwo-dimensional electron gas and, consequently,
their number exceeds the number of states at the Lan-
dau level, Ni,, > n S, with Sbeing the area of the two-
dimensional electron system. Therefore, the degener-
acy of the Landau level is removed completely by
impurities [7, 9]. The behavior of the density of states
is determined by the new dimensionless parameter

r]impZO

f = :
n.

)

which will be referred to as impurity concentration.
Here, niy, is the three-dimensional impurity density
and z, stands for the spatial extent of the electron wave
function in the direction perpendicular to the 2DEG,
explicitly defined in Eq. (4).

In experiments, there is usually a small amount of
impurities in a layer of width z, near the two-dimen-
sional electrongas|[1, 2]; i.e., impurity concentrationis
small, f < 1. In this case, we obtain the following den-
sity of states at the lowest Landau level as afunction of
the deviation E from the unperturbed level w,/2:

50, E<O,
01 Eq E —1/f
sHin=H o0<= <&V,
Eo 0BT T
D(E) _ Df ot E (
= E 2)
N DE < E <1,
E 12 2]
B D
2 E E % E, <E,
EKf El) D f,E
where
_ E P S (e 1)° _ e
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In deriving Eq. (2), we assumed that the wave function
¢(2) decaysin the transverse direction as

0 20
z D ex
0°(2) D7 e
where z, defines the width of the 2DEG and Aisacon-

stant of order 1. The form (4) corresponds to a rectan-
gular well confining potential [1]. The energy scale

z> 7z, 4

E, = e'AlLt )
isintroduced by impurities, where u, > 0 is the strength
of the repulsive disorder potential [cf. Eq. (14) below]
and y = 0.577 denotes Euler’s constant. The result of
E > E, isgoverned by the parameters

n, n
f, = dmfge g o= Mopg (6)

n. Z
where z; ~ z, is the width of the wave function as deter-

mined viaits fourth moment:

= I¢“(z)dz. @
0

The fact that the density of states vanishesfor E <0
is expected, since the random potential is purely repul-
sive. Since EIim Si(&) = 0, the density of states also

vanishes at the position of the unperturbed Landau
level, D(0) = 0.

Intheinterval 0 < E < E,e V', the density of states
exhibits the maximum

DralEq) = [ 2] ®

at the exponentialy small energy

E, OE,exp E—% 9)

In the region Eye ™V’ < E < E,, the density of states
D(E) = fn/E is linear in impurity concentration coin-
ciding with the perturbative result obtained by Dyu-
gaev, Grigor’ev, and Ovchinnikov [9]. This indicates
that the multiple scattering on the same impurity pro-
vides the main contribution to the density of states for
energies E,eVf < E < E,. This energy interval con-
tainsthe mgjor part of the statesformed from the lowest
Landau level.

Theresult found in Eg. (2) inthelimit 0< E < EyeVf
is applicable for fIN(E/E) —1 > ./f (cf. Eq. (31)). At
the border of applicahility, Eq. (3) givesS[ fIN(Ey/E)] ~
fEL/E, and, thus, D(E) merges with the universal result
at E> Eje Vi
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In theregion of rather large energies E > E,, thetail
of the density of statesis described by the same expres-
sion, asif all impurities were situated in the plane of the
2DEG, with the effective two-dimensional parameters

(2D) _

20) _ Uo
Ug - 5 r]imp - nimpzl-

o (10)

We mention that the tail of the density of states corre-
sponds to some optimal fluctuation of the random
potential, as happens for the purely two-dimensional
problem [10, 11].

For large impurity concentration, f > 1, the Poisson
distribution can be replaced by the white-noise distribu-
tion of impurities on the plane with the effective param-
eters (10). Thedensity of statesistherefore given by the
well-known formula[6, 7]

n|_ I:E_flEjD

Ot s e @
where we introduce the function
W(2) = —2—e22[1+4DZexzd>52} l. (12)
Jm “B; 0

The shift of the maximum of D(E) to positive energies
is related to the repulsive character of the impurities
potential. Equation (11) describes the density of states
for the Poisson distribution only approximately, since
the exact density of states should vanish E < 0. How-
ever, the deviation of Eq. (11) from the exact answer is
exponentialy small (e~f < 1) for positive E.

3. MODEL

The spin-polarized two-dimensional electron gasin
the presence of the random potential V(r, z) and the
strong perpendicular magnetic field H is described by
the following one-particle Hamiltonian:

= _Elrﬁ(D —ieA)?+V(r,2) + Upy(r,2). (13)

Here, A stands for the vector potential, H = rot A, and
Ui (r, 2 denotes the confining potential that creates
the two-dimensional electron gas. We use units such
thathA=1landc=1.

We assume that impurities situated near the two-
dimensional electron gasare zero-rangerepulsive (U > 0)
scatterers producing the random potential

Nimp

Vi) = uy 54(r —r))3(z-2z)! (14)
j=1

Assuming that the confining potential U, depends

only on the z coordinate, we can represent the electron
wave function as follows:

w(r,2) = w(r)9(2), (15)

BURMISTROV, SKVORTSOV

where ¢(2) is the ground-state wave function for the
electron motion in the direction perpendicular to the
2DEG in the absence of disorder and Y(r) describesthe
electron motion in the plane of 2DEG. The decomposi-
tion (15) is equivalent to the projection onto the lowest
level of dimensional quantization and is analogous to
the projection onto the lowest Landau level states (i(r).
Since, in experiment, the energy separation between the
lowest and the first excited level of dimensional quanti-
zationisusually larger than the cyclotron gap, the accu-
racy of projection onto ¢(2) is higher than the accuracy
of projection onto the lowest Landau level. With the
help of the ansatz (15), the original three-dimensional
problem (13) reduces to the two-dimensional one with
the effective two-dimensional random potential

Nimp

Ver(r) = uoy 9°(z)87(r —r)).

i=1

(16)

Thus, the distribution of impuritiesalong the zdirection
leads to an additional random distribution of the poten-
tial strengths ux$?(z) effectively felt by two-dimen-
siona electrons.

By using the genera result of Brezin, Gross, and

Itzykson [7] for the random potential (16), we obtain
for the density of states at the lowest Landau level

9
D(E) = ﬁlmEInF(E), (17)
where
_ CatexoHE 4 (3B, o0
F(E) = Jo’dtexpDnL +{ B g(BE. (18)

The properties of the random potential are encoded in
the function g([3), which is defined as

exp{n [d’r gIBM] = (expl~i[dr B(r)Veu(r)]). (19)

where the average [..[is with respect to the distribu-
tion of the random potential Vg (r).

We assume that the three-dimensional scatterers
(14) with equal strengths u, obey the Poisson statistics,
being uniformly distributed along the z direction. Then,
averaging over Vg (r) in Eq. (16) reduces to integration
over the z coordinate:

o(B) = ”r‘]—“:"jdz(e“ﬁ“‘”’z“)—l). (20)

Onwriting Eq. (20), we employed thefact that the wave
function ¢(2) vanishesfor z< 0.
JETP LETTERS  Vol. 78
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4. EVALUATION OF THE DENSITY
OF STATES

The density of states is generally given by the inte-
gral representation (17), (18), and (20). However,
Eqg. (18) cannot be calculated in aclosed form valid for
arbitrary values of impurity concentration and energies.
Below, we analyze the most interesting asymptotic
Cases.

First of al, we note that D(E) vanishes for energies
E < Oregardless of the form of ¢(2). Thisfollows from
thefact that, for E <0, thefunction F(E) ispurely imag-
inary, which can be obtained by performing the Wick
rotation t — —it of theintegration contour in Eq. (18).

The density of states can also be easily calculated in
the limit of either large impurity concentration (f > 1)
and arbitrary energies or small impurity concentration
(f < 1) but large energies E > E,. In both cases, inte-
gral (18) is determined by small values of t, which
allows one to expand the function g(B) given by
Eq. (20):

2.2
i r.]impuot _ nimpuot

Id—fg(ﬁ) - , (21)
0

where z, is defined in Eq. (7). The quadratic term in
Eq. (21) describes the Gaussian (white-noise) distribu-
tion of impurities [7], whereas the linear term accounts
for the energy shift dueto the nonzero average potential
of impurities. Employing the result of [7], we arrive at
Eg. (11). Using the asymptotic expression W(X) =

2./mx’e™ valid at x > 1, we obtain the result (2) for
f<lintheregimeE < E,.

The most interesting is the behavior of D(E) in the
limit of small impurity concentrations, f < 1, and suffi-
ciently small energies, E < E,. In this limit, assumed
hereafter, the function F(E) given by Eq. (18) is deter-
mined by large values of t, which makes it possible to
use asymptotic formula (4) for calculation of g(f3) in
Eq. (20). Introducing the dimensionless energy € =
E/E,, where the energy scale E; is defined in Eq. (5),
and rescaling t accordingly, we rewrite the expression
for the density of states as

D(e) = %Im%lnF(e), 22)
where
F(g) = Idteiey“e_fh(t), (23)
0
LB d -
() = (G-, (24)

0 0
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The function h(t) is positive at the negative part of
the imaginary axis, t = —i1, having the following
asymptotic behavior at T > 1:

h(-iT) = %Inz(eVT) + o+ h(T), (25)

where ¢, is a constant of the order 1 and ﬁ(T) decays
exponentialy at large T:

dX —TX 1 —T

h(t) = —I?e Inxz—;—ze . (26)

The In?t asymptotics of h(t) is specific to the problem
with distributed strengths uy$?(z) of impurities and
asymptotic behavior (4) of the wave function ¢(z) far
from the 2DEG and should be contrasted with the Int
dependencefor the case of the Poisson distribution with
constant impurity strengths. For another decay law of
the wave function, $2(2) ~ exp[—(z/z,)"], the leading
asymptotics would be h(t) ~ Int+Vat,

Thefunction F(g) in Eq. (23) isgiven by an oscillat-
ing integral. Therefore, it is desirable to deform the
integration contour to get rid of oscillations. However,
for € > 0, such adeformation in Eq. (23) isimpossible:
the first factor prohibits deformation into the lower
half-plane, whereas the second factor leads to a diver-
gent integral if deformed into the upper half-plane. This
complication can be overcome by splitting the inte-
grand into two parts, singling out theleading |og-square
asymptotics:

00

F(s) — Idteievst—(f/2)|n2(e"it)[1+(e—fﬁ(it)_l)L (27)
0

where we have omitted the irrelevant factor e_f “ Inthe

limit € < 1, theintegral with the second term (e‘fh('t) -1)
in the square brackets allows deformation of the con-
tour to the negative part of the imaginary axis, where
the integrand is purely real. It can be shown that the
resulting contribution can be neglected compared to the
integral with the first term in the square brackets. The
latter can be calculated by deforming the integration
contour to the upper part of the imaginary axis. After a
proper rescaling of variables, one finds

F(e) = Idtexp%—T—g[ln%Hr%TE, (28)
0

where we have again omitted the irrelevant factor
ie V.
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The density of states D(E) in units of n /TiE as a function
of InE/Eg for different values of impurity concentration f.

Equations (22) and (28) give theintegral representa-
tion for the density of states at E < E,. Its behavior
depends on the value of the parameter

= ¢inl
£ = finz.

(29)

For small & <1, i.e., not too close to the unperturbed
Landau level (eVf < e < 1), one can calculate F(€) per-
turbatively. Expanding Eq. (28) in f, one can easily
recover the perturbative result of [9], as well as the
leading correction to it:

D(e) = f[l 22(3)f In + } (30)

Retaining only the leading term, we obtain result (2) in
theregime E,eVf < E < E,,.

For large & > 1, corresponding to energies close to
the unperturbed Landau level, evaluation of Eq. (28) is
subtler. In this case, the ratio ImF(g)/ReF(g) is expo-
nentially small, and special care must be taken in order
to extract ImF(g). On the other hand, ReF(g) can easily

be calculated for &€ —1 > ./f . Making the substitution

T = €eP and calculating the resulting Gaussian integral
over p, onefinds

ReF(g) = — ﬁexp[zf} E-1s./f. (31

To extract ImF(g), we find it convenient to pass to
another representation for the function F(g). To this
end, we decouple the square term in the exponential of
Eqg. (28) by the Hubbard—Stratonovich transformation,
and, integraIi ng over T, we obtain

2

F(e) = J’—F(1+ |z)exp[—z—f—nz+ izIn= } (32

BURMISTROV, SKVORTSOV

Thisrepresentationintermsof thel” functionissuitable
for numerical simulation due to rather fast convergence
of theintegral, contrary to theinitial representation (23).

To proceed, we shift the integration contour to the
upper part of the complex plane: z=i ¢ + x, withx being
the new real integration variable. Assoon as& = 1, in
doing the contour transformation, we have to cross the
poles of thel” function at z=ikwithinteger k> 0. Asa
result, we obtain

[&]

=2y potyee 5

+ept- ;Em(z f) D

F(e) =
(33)

where [&] is an integer part of &, and the function
P(E, f) isdefined as

2

D(E, f)-e"”EJ'dxF(l z+|x)e‘"xexp[ } (34)

An advantage of this representation is that the pole
contribution in Eq. (33) is purely real and, hence,
ImF(€) is determined solely by Im®(§, f). Employing
the identity I'(1 —n)r(n) = vsin(ttn) withn = ¢ —ix,
we obtain for the imaginary part of ®(&, f)

2

- e
Im®d(E, f) = 2nReIdx—_|X).

Inthelimit § > 1, the term ix in the argument of the I
function can be taken into account as '(§ — ix) =
I (€)e~™"¢, Thereby, we find the following estimate:

1L/ 211 exp[—ilnzé}

r(€) 2 '
Though Eg. (36) is formally derived for § > 1, it can
also be applied at & = 1 as well, with the error being
small by virtue of the inequality f < 1.

Now, with the help of Egs. (31), (33), and (36), we
obtain, for £ —1> ./f,

(35

Im®(E, f) = -

(36)

expl & fl)z_jl g
F(e) _ ... [rf 2 2
ReF(z) +'[? 10 (37)
Finally, using Eq. (22), we find
D(e) = 2=5,(), (39)
0

where S(€) is defined in Eq. (3). Equation (38) gives
result (2) intheregion 0< E < Eje V',
JETP LETTERS Vol. 78

No. 3 2003



ON THE EFFECT OF FAR IMPURITIES ON THE DENSITY OF STATES

Thewhole profile of D(E) for € < 1 can be obtained
by numerical evaluation of Egs. (22) and (32). Theden-
sity of states numerically calculated for several values
of the impurity concentration f is presented in the
figure.

5. CONCLUSION

In conclusion, we evaluated the density of states of
a two-dimensional electron gas in the presence of a
strong magnetic field and impurities. The fact that
impurities are situated at different distances from the
two-dimensional electron gas leads to a dramatic
change of the density of states in the case of small
impurity concentration compared to the case when al
impurities are situated at the same distance from the
2DEG.

Using the exact result of [ 7], we obtained the density
of states in the entire energy range for the case of the
wave function with the asymptotic behavior (4). The
density of states vanishes at the position of the unper-
turbed Landau level and has amaximum at an exponen-
tially small energy (9). The mgjor part of the states is
localized by single impurities in accordance with the
findings of [9].

Thefunctional form of theresult will be different for
asymptotic behavior of ¢(2) differing from the simple
exponential decay (4). However, the qualitative struc-
ture of the density of statesis supposed to be preserved.
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Many schemes for quantum cryptography have
aready been proposed and experimentaly imple-
mented [1]. Almost all schemes of secret key distribu-
tion use two quantum mechanical exclusions: exclusion
of the copying of an unknown quantum state (no-clon-
ing theorem [2]) and exclusion of perturbation-free dis-
tinguishing between nonorthogonal quantum states[3].
These two closely connected exclusions make it possi-
ble to detect any eavesdropping attempt and ensure
unconditional  security. Nonrelativistic quantum
mechanics does not forbid the perturbation-free cloning
and distinguishing of orthogonal states [2, 3]. As was
previously shown in [4—6], the security of the key can
be guaranteed up to atheoretical limit of (e.g., for the
BB84 protocol) 11% for the admissible errors at the
receiver end [4, 6]. Thislimit arisesin fact becauseitis
impossible to distinguish between errors dueto noisein
the channel and eavesdropper-induced errors. There-
fore, to guarantee key security, one must consider that
all errors are induced by the eavesdropper.

The above schemesin no way explicitly use the fact
that information can be transmitted at long distances
only by photons (states of a massless quantized electro-
magnetic field). Since the quantized massless photon
field propagates in a vacuum with the highest possible
velocity, Special Relativity exclusions can be used to
ensure secrete key distribution in quantum cryptogra-
phy. Inthis case, the security of the key isachieved even
with the use of orthogonal states. Relativistic schemes
of guantum cryptography on orthogonal states of the
photon field were previously proposed in [7, 8], where
orthogonal states with an extent longer than the length
of the communication channel were used in communi-
cation protocols. This property can be in principle

* Basic affiliation.

achieved, but its experimental implementation is diffi-
cult. It has been shown recently that single-photon
states of any length, including those shorter than the
length of the communication channel, can be used for
secret key distribution under exclusions imposed by
both the quantum nature of the states and Special Rela-
tivity [9]. Moreover, the security of the key can be guar-
anteed up to atheoretical limit of 43.75% (7/16) for the
errorsat thereceiver end. Thislimitisnoticeably higher
than the admissible error limit for nonrelativistic
schemes, because eavesdropper-induced errors can be
partialy distinguished from the errors due to noise in
the channel.

In this paper, asimplerealization of aquantum cryp-
tosystem based on aMach—Zehnder optic fiber interfer-
ometer is proposed. Contrary to the previous schemes,
it does not require polarization control and ideal bal-
ance of the arms of the interferometer at the transmitter
and receiver ends. Moreover, the admissible error prob-
ability at the receiver end is equal to about 25%.
Although this value is lower than the theoretical limit
for relativistic schemes[9], itistwice ashigh asthat for
the nonrelativistic schemes based on similar interfer-
ometers. This circumstanceis dueto the fact that exclu-
sionsimposed by quantum mechanics and Specia Rel-
aivity are more stringent than purely quantum-
mechanical exclusions.

The impossibility of copying arbitrary quantum
states |¢Cand |$, UImeans the impossibility of the pro-
cess|[2]

b0l 1Gool) |10~ Id4ith, L] (D

This exclusion for orthogonal statesis absent in quan-
tum mechanics [2]. The impossibility of acquiring
information about one of the quantum states |¢p,Jand

0021-3640/03/7803-0162%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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|¢, Cwithout their perturbation means the impossibility
of the process[3]

U(ldo[AD — |o0AL)
U(lo.[AD — o, 0A 0 AL AL

if the states are nonorthogonal; i.e., [§4|¢,0% O. The
reliable perturbation-free distinguishing between
orthogonal states is not forbidden [3]. More precisdly,
the theorem proved in [3] does not apply to this case.
Thistheorem is often interpreted as follows: an orthog-
onal state “passes’ through the auxiliary system |AL)
interacts with it, and changes its state. However, the
theorem does not imply this interpretation. The theo-
rem is purely geometric and states that the state vector
of theauxiliary system |A [tan be unitarily transformed
to the new state |A, Uor |A; Cfor the input vector |¢g ;L
respectively, without a change in the input vector. In
this case, it isimplicitly assumed that the input vector
|9, , Llis available as a holistic object; i.e., the unitary
transformation U requires access to the entire state

space %%, . inwhich the state support is nonzero. Oth-

erwise, the transformation is not unitary. The fact that
the state vector is treated in the proof only as aholistic
object |§, ; Owithout internal coordinates just implies
that the unitary transformation involves the state vector
asawhole.

)

The Hilbert space %%1 for any real physical system

is inevitably referred to the Minkowski spacetime,
where a state has the amplitude (smoothing wave func-
tion). Accessto the Hilbert space inevitably impliesthe
access to the spacetime region where the amplitude
(wave function) of the state is nonzero. If only the
spacetime region where the amplitude of the states is
nonzero is accessible, even orthogonal states cannot be
reliably copied or distinguished. The last statement is
more or less evident, because the outcome probability
of any processincluding copying or distinguishing can-
not be higher than the state-normalization fraction in
the accessible spacetime region, i.e.,, in the accessible
region of the Hilbert space. Roughly speaking, to reli-
ably copy or distinguish orthogonal states, they must be
simultaneously and entirely accessible.

Thus, if the state amplitude is nonzero in a certain
finite spacetime region, the accessibility of the entire
state means that thisregion is accessible. In nonrelativ-
istic quantum mechanics, where the maximum velocity
isabsent, accessto any finiteregion isinstantaneous. In
guantum field theory, where the maximum possible
velocity exists, accessto the entire state is possible only
if the extended state is previoudly unitarily transformed
to a state whose amplitude is nonzero only in an infi-
nitely small space region. After that, one can use the
theorem proved in[2, 3]. Thisunitary transformation of
the state specified in a finite spacetime region to the
statelocalized in aninfinitely small space region can be
made only in a finite time by virtue of the relativistic
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Fig. 1.

causality principle [10]. The minimum necessary time
is determined by the condition that the initial space
region where the state amplitude is nonzero is covered
by the past light cone (see Fig. 1). The vertex of this
coneisintheinfinitely strongly localized region (point)
towhichtheinitial state amplitudeistransformed. Each
of the pair of orthogonal states unitarily transformed
(contracted) to the localized region can be then reliably
copied or distinguished. Since we consider massless
states of a quantized field (photons), which propagate
with the maximum possible velocity, this unitary trans-
formation and further copying will lead to a shift
(delay) of the states in spacetime as compared to the
original free evolution (propagation) of the states. This
circumstance makes it possible to detect any eaves
dropping attempt. We note that exclusions imposed on
measurements in the relativistic region were analyzed
in[11, 12].

In other words, the exclusion theorem for orthogo-
nal states of amassless quantized field isformulated as
follows. Orthogonal states can be copied with a proba-



164

bility arbitrarily close to unity. However, copying pro-
vides states that have amplitudes of the same shape but
shifted (translated in spacetime); i.e., aweaker process
is allowed as compared to the process given by Eqg. (1)
for the nonrelativistic case:

ol (UldoD(ULdoD),
620 (U |o:0(U .0

Here, U, isthe operator of spacetime translation along
thelight conebranch for L = A(x—t), i.e.,, the size of the
region where the state amplitude is nonzero (for brev-
ity, we consider that both states are nonzero in the same
spacetime region, but they are distinguished by the
amplitude shape ¢ ;(X —t)).

The theorem proved in [3] about distinguishing
between orthogonal states is modified similarly; i.e.,
only a weaker process is allowed as compared to the
nonrelativistic case (2)

doAL— (ULl¢oDAL
o, DAL= (U [¢,01A L AL AL

It is convenient to illustrate the above conclusions
by Figs. 1la and 1b. Since the amplitude of states of a
massl ess quantized field that propagate in one direction
of the x axis depends only on the difference x —t, the
time can be fixed and the coordinate can be considered
asvariable or vice versa. We will do thisfor both cases.
These two cases represent al possible situations. Let
one of the orthogonal states that have the amplitude
¢(x—1t) and propagate with the speed of light (c = 1,
and state subscript O or 1 isomitted for brevity) be spec-
ified. Let the state be localized in the region L; i.e.,

J’L|¢(x—t0)|2dx =1, where ¢, 1(X—to) isthe amplitude
at timet,,.

To determine the state amplitude at t, for al x values
at time ty in the region where it is nonzero, it is neces-
sary to carry out the unitary transformation of the entire
state. After the unitary transformation of the state

amplitude Udg 1(X —to) = ¢, 1 (X' —t), the amplitude of

the new state § (x' —t) can be nonzero in asmaller spa-
tial region. The minimum size of theregionin x' a time
tisdetermined by therelativistic causaity principle[10].
The matrix elements of the unitary operator are nonzero
only if the points (x, ty) and (x', t) lie within the past
light cone that has the vertex at the point I and covers
the region where the state amplitude at time t; is non-
zero. To the time no earlier than L, the initial state can
be unitarily transformed to the state with the amplitude
localized in an arbitrarily small vicinity of the point I".
It isfundamentally important that this state differsfrom
theinitial state p(x—ty). TothetimeT, the values of the
state amplitude for all x values areimmediately (instan-
taneously) accessible. Then, the measurement outcome
can be acquired instantaneously, which provides com-
plete (with unit probability) information about the state.

©)

(4)

MOLOTKOV

If a pair of the initial states is orthogonal, a pair of
orthogonal states can be obtained to the time ™ by the
unitary transformation and, therefore, they can be dis-
tinguished (in this case, the theorem about reliable dis-
tinguishability of orthogonal states[2] can be used). We
emphasize again that these states differ from the initial
states. A state can also be “reconstructed” or copied by
the inverse unitary transformation “directed” to the
future. The state with the initial amplitude shape can be
acquired no earlier than the time determined by relativ-
istic causality. The state amplitude with theinitial shape
lies in the future light cone with the vertex at the
point I'. Thisstate also differsfrom theinitial state: itis
delayed in time with respect to the initial state, which
would propagate in x to time L by the L value if any
attempt of copying or acquiring information about it
were absent (Fig. 1a). We discuss acquiring informa-
tion about states in the channel with unit probability.
The same consideration is applicable to acquiring
information with aprobability of lessthan unity. Inthis
case, thedelay islessthan L (Figs. 1a, 1b).

The consideration is also applicable to the nonrela-
tivistic case. In this case, argumentation concerning the
light cone must be omitted in the above consideration
and unitary transformations can be formally instanta-
neous. Moreover, the explicit presence of coordinates
can be excluded from the consideration taking into
account only that states are entirely accessible under
the unitary transformation (the entire spatial region is
instantaneously accessible).

A similar consideration is applicable when the state
is unitarily transformed to the state of an auxiliary
localized system. Such a unitary transformation isreal-
ized when “trapping” light [13]. This unitary transfor-
mation transforms the photon-field state to the vacuum
state because it is massless and the propagation vel ocity
cannot be equal to zero. This unitary transformation
simultaneously transforms the state of the atomic sys-
tem to a certain new state. Being unitary, the transfor-
mation requires access to all the values of the photon-
packet amplitude at the point of the localization of the
atomic system. This accessis naturally achieved as the
packet propagates with the speed of light and reaches
the localized atomic system (the packet entirely
“enters’ the atomic system). To acquire the result with
unit probability inthis process, it a'so takestimeL (sin-
gle-photon packet must entirely enter into the atomic
system). In this case, the photon field isin another (vac-
uum) state, and the auxiliary system isin a new state
depending on the initial photon state. To thetime L, it
is possible to determine the initial state with unit prob-
ability and to prepare the same state but with inevitable
delay by L with respect to the free propagation of the
initial packet (Fig. 1b).

For further analysis, it is also important that any
evolution of a massless quantized field interacting with
the environment (other quantum or classic degrees of
freedom in the channel) cannot lead to the contraction
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of the state in the sense that the normalization of the
stateisgained in asmaller spatial region falling outside
the light cone as compared to free propagation (see
Fig. 1c). As a rule, this interaction leads to a mixed
state, but the support of the density matrix in spacetime
cannot be contracted and removed outside the light
cone (Fig. 1c). Otherwise, quantum states would trans-
mit information faster than the speed of light. Indeed,
let one of apair of orthogonal quantum states be known
(Fig. 1c). Alice can acquire classical information from
the quantum state not earlier than the time determined
by the condition that the state amplitude is covered by
the past light cone. After that, she can transmit classical
information to Bob. Such a transmission cannot be
accomplished faster than the speed of light (users are
connected by the branch of the light cone, Fig. 1c). Let
the quantum state in the channel can be compressed so
that the vertex of the past light cone covering the state
isin the spacelike region of the light cone whose vertex
is located at Alice and one of whose branches passes
through Bob. In this case, Bob could extract classical
information from the quantum state earlier than it could
be transmitted at the speed of light by Alice, because
the vertex of the light cone covering the contracted
guantum state falls within the spacelike region.

The above analysis for cryptography means that
noise in the channel prevents both copying and acquir-
ing information by the eavesdropper earlier than it is
determined by the diagrams shown in Figs. laand 1b
[eavesdropper error under the passage of the time delay
test isno less than Eq. (12), see below].

We now describe a cryptosystem based on an optic
fiber interferometer (Fig. 2). A pair of orthogonal sin-
gle-photon states of the form

100,,0= fdkéo,la(kzw(ko)a*(knom

Akg g

_ ¢ SOk ko= 1K)
JK Tk

where the polarization index immaterial for further dis-

cussion is omitted and k = (k, k), serves as the input
states. States are specified in nonoverlapping frequency
bands Ak, 4, which will be considered as coinciding for
brevity. We consider the states propagating in the same
direction. These states carry information between

remote users. We denote ¢, 1(K) = ¢ (k, ko = |K|)/ Jk It
is convenient to represent the states in the coordinate—
time representation as

(%)
kL]

|(|)o,1Ijz IdT¢o,1(T)|TD (6)
bo:(1) = [ke™9(), D= I%ei“um @)
' Jk
Ak Ak
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where T = x — t. The amplitude of these states depends
only on T = x—t; i.e, if ameasurement outcome takes
place at timet intherange (x, X + dx), the same outcome
can beacquired at timet' intherange (X, X —x +t + dx).
For brevity, we will say that the amplitudes ¢, 4(1) are
specified on abranch of the light cone.

We take states sufficiently localized so that almost
complete normalization (arbitrarily close to unity) is
gained in theregion of sizel:

de|¢o,1(r)|2 =~ 1. (8)
|

The degree of spacetime localization is determined by
Ak and | = 1/Ak (more precise relations seein [9]).

Now, we describe the protocol. Alice randomly
chooses one of the states |¢p,Cand |$, [in each pulse at
apriori knowntimes. It isassumed that the length of the
communication channel is known and clocks at both
ends are synchronized. The accuracy of synchroniza-
tion ot must be such that L > &t (L = L, — L, is the dif-
ference between long L, and short L, arms of the inter-
ferometer, Fig. 2). The accuracy of instants of the trans-
mission of states to the communication channel is
approximately equal to =I ~ 1/Ak.

The interferometer arm at the transmitter end isin
essence necessary for the extension of the short input
state with the size ~| to alonger state consisting of two
“halves’ at thedistance L > I. Thisistechnically much
easier than the preparation of aninitially extended state
with the “length” L and the correspondingly narrower
frequency spectrum. The communication channel after
the interferometer arm at the transmitter end has two
fiber-optic beam splitters each with one working and
blank (vacuum) entry and exit, aswell asdelay linesin
one of thearms (Fig. 2). The state at the working exit in
the communication channel hasthe form (up to the nor-
malization constant and common translation by thearm
length)

Ibo, 10 1§ 2 (L)D) )
where the half of the state is delayed by L:

9o, ,(L)O= Iqu) 0o 1(T=L)[t0

At thereceiver end, two halves of the extended state are
united together by the inverse unitary transformation
realized similarly to the input unitary transformation.

Since the onset time for each pulse, as well as the
state length L and communication channel length Ly, is

(10)
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known, the time of arrival at detectors after uniting two
halves at the receiver end is aso known. At the receiver
end, Bob carries out measurements by a detector with
the time constant 14 <€ L to detect possible delays with
an accuracy better than L. Thus, the detector may not
distinguish the arrival times with accuracy |. In other
words, times =| are considered as indistinguishable
(zero).

A prism (or diffraction pattern) at the receiver endis
necessary for the separation of the states with different
frequency bands for 0 and 1. Moreover, since | < L,
exact balance of the arms between transmitter and
receiver ends of the interferometer is not required. In
other words, halves of the state at the receiver end may
not be exactly united to the state localized in the time
window I. It is only necessary that the delay due to the
difference between arm lengths at the receiver and
transmitter ends is much shorter than <L.

Further, only measurements in pulses that pass the
time delay test retain in the key. In other words, these
measurements provide outcomes in the time window
T U (Ls+ L + L) = 0l (where the time window &l cov-
erssevera statelengthsl). Infact, only undelayed mea-
surement outcomes such that the first and second halves
pass through the long and short arms at the transmitter
end, respectively, are retained. At the receiver end, the
first and second halves pass through the short and long
arms, respectively. For these outcomes, the probability
that the eavesdropper knows the bit transmitted by
Alice and passes the time delay test is equal to

Pt (bite
= bit, Otest(t 0@ L+ Ly, +8l) = OK)

= Pr(t 081) CL L + Pre(t 081) [% qa

1
2

Thefirst factor in the first term is the probability of the
detection of the front half of one of the states. Although
this detection leads to the delay ~I, this delay is not
detected. Thisprobability isno morethan 1/2 dueto the
localization of the halves of the state at the scalel. If the
detection occurs, the states are uniquely identified (sec-
ond factor), because their frequency bands do not over-
lap. The third factor is the probability of passing the
time delay test at the receiver end and is equal to unity,
because the detector time constant is 1y => &l. Thefirst
factor in the second term is the probability of the
absence of the detection in the time window dl. In this
case, the probability of the state identification is equal
to 1/2. The third factor is the probability of passing the
time delay test and is equal to unity, because the state
passes “through” the eavesdropper.

The eavesdropper can increase the probability of
identification only by waiting for the second half of the
state, i.e., by unitary transformations for the assembly

1 3
< Dl[ll+§[%Dl— Z<L
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of the state (see the above discussion), which resultsin
adelay of about L detected with probability ~1. Since
Bob retains only outcomes passing the time delay test,
outcomes with delay ~L are removed.

Thus, the error probability for the eavesdropper is
equal to

12
+|_|+|_Ch¢e‘>|)=01<)=%1 (12)

for measurements passed the time delay test. We note
that, since states are orthogona and all events in the
protocol occur in real time, it is not necessary to con-
sider collective measurements, because they do not
increase the probability given by Eq. (12). It isimpos-
sible to determine what is transmitted when the test is
passed at the receiver end, because states are quantum
and exclusions of Special Relativity exist. Moreover,
noise in the channel cannot increase probability (12)
dueto relativistic exclusions (see the above discussion).

Let the number of pulses passing the test be equal
to2n > 1. Lega users randomly select n positions,
open them, compare the bit values (0 or 1) in each posi-
tion, and estimate the error probabilities. These errors
can be induced by noise in the communication channel
rather than by the eavesdropper. It isimportant that the
probability given by Eq. (12) cannot be exceeded dueto
noise. Let 9,5 be the error probability estimated from
the disclosed part of the sequence. For a sufficiently
long sequence, the error probability in the closed part
coincides with pg.

If 055 < Og, arandom binary code [n, K] with the
rate [14, 15]

k/In<R<C(0ps)—¢, De>0, (13)
can be taken so that its error probability is arbitrarily
small. However, this code does not correct the error
whose probability oz > 0,5. For a sufficiently long
sequence (n > 1), the number of the identical bits
enclosed by Alice and Bab is approximately equal to
=nC(d,p) after correction, wherethe transmission capa-
bility of the classical symmetric binary communication
channel [14, 15] is determined as

C(0ng) = 1—H(dpg),

(14)
H(x) = —xlogx—(1-x)log(1-x).

In essence, when &g > 0,5, the transmission rate
exceeds the transmission capability C(dg) of the chan-
nel between Alice and the eavesdropper. The eaves
dropper recognizes the correction of errors by codes
that are bad for him (i.e., when 8,5 < o) as the trans-
mission of pulseswith the rate exceeding the transmis-
sion capability of the communication channel between

Alice and him.
JETP LETTERS  Vol. 78
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In this case, when the transmission rate is higher
than the transmission capability, we can use the esti-
mate [16]

const
N(C(B5) — C(3e))*

exp% n(C(5AB)2— C(BE))%
O O

of the symbol-error probability for the eavesdropper.
This means that the maximum allowable probability of
errors in the communication channel is estimated as
O < 1/4 = 25%.

After the correction of errors, the remaining bit
sequence of length=nC(8,g) isidentical for legal users.
The eavesdropper can know no more than =nC(dg) bits
with an arbitrarily low error probability. The number of
secret bits that can be extracted by the legal users from
their sequence of the length =nC(d,g) does not exceed
=nC(d,5) — C(dp)). Further, using contraction (caching)
through the open channel, Alice and Bob can enhance
the key security by decreasing the sequence length.
When contracting the key, the users can use estimate (15)
of the error probability for the eavesdropper in the ini-
tial sequence. Asaresult, the key identical for the legal
users arises with the unit probability. The probability
that the eavesdropper knowsthiskey isarbitrarily small
(after contraction).

The characteristic proper time constant 14 of the
detector must satisfy theinequalitiesl <c=t1y<< L. This
requirement arises because records for the delay test
must be accumulated in the time interval L. Detectors
with the time constant 14 = 10810 s are standard
instruments. Therefore, the inequality I/c < t4 can be
satisfied with a reserve of two orders of magnitude for
the input state with the duration (length) I/c = 10—
100 ps(l =0.3-3cm). Thevalue L = 10cty = 3-30 mis
sufficient for the separation of the halves of the state. In
this case, it is sufficient to balance the arms at the
receiver and transmitter ends with an accuracy of 3 cm.
A rea fiber-optic communication channel is not a
straight line connecting Alice and Bob. This circum-
stance imposes a certain extralimit on the separation of
the halves of the state. This separation cannot be shorter
than Lgyve — Lo Where Lgne 1S the real length of the
optic fiber and L, is the length of the straight line con-
necting Alice and Bob. Moreover, since the speed of

Ppe>1-4

(15
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light ¢' in the optic fiber is somewhat lower than the
speed of light in vacuum (c' < ¢), the effective length of
the state cannot be shorter than c(L e —Ln)/C'. Wealso
note that the cryptosystem based on the frequency
states must be more stable than systems based on polar-
ization states.

| am grateful to S.S. Nazin for stimulating discus-
sions and critical remarks. Thiswork was supported by
the Russian Foundation for Basic Research (project
no. 02-02-16289 and project nos. 40.020.1.1.1170 and
37.029.1.1.0031).
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1. Introduction. Studies of microstructura evolu-
tion under phase transformations (PT) associated with
alloy ordering or decomposition (called “diffusive’
transformations) are of both fundamental and applied
interest. From the fundamental side, the creation and
evolution of ordered antiphase domains (APDs) or of
precipitates of anew phaseisaclassical example of the
dynamics of nonequilibrium systems and self-organi-
zation phenomena, which are intensively studied in
many areas of physics and chemistry. From the applied
side, the macroscopic properties of alloys, such as
strength, ductility, and magnetic properties, generaly
substantially depend on their microstructure, in partic-
ular, on the structure and distribution of antiphase or
interphase boundaries (APB or 1PB) separating differ-
ent APDs or different phases, and this microstructurein
turn strongly depends on the therma and mechanical
history of the sample, in particular, on the kinetic path
of PTs. In this connection, studying the kinetics of
phase transformationsin alloysis one of the most rele-
vant problems of physical materials science.

The simplest ordered structure corresponds to the
B2-type (CuZn-type) ordering. In this case, two cubic
sublattices are formed in the A.B;_. bcec aloy. These
two sublattices are enriched respectively in atoms A
and B and are displaced with respect to each other by
the vector [111]a/2, where a is the bcce | attice constant.
This ordering is described by one order parameter n
proportional to the difference of the occupation proba-
bilities of a particular sublattice with atoms A and
atoms B. In this case, there are only two types of APDs
differing in the sign of n and only one type of APBs
between such domains. Just this simplest case has been
considered in most studies of ordering kinetics; see, for
example, [1-3]. At the same time, orderings in rea
aloys are usually much more complicated and involve
many types of APDs and APBs. In particular, in the
case of L1,- or L1,-type orderings characteristic of fcc
aloys, which will be discussed bel ow, there are, respec-
tively, four or six different APDs and several types of

APBs. This “multivariant” character of ordering leads
to a number of essential differences of their kinetics
from simple B2 ordering, including a wide diversity of
various evolution scenarios and types of intermediate
structures. Many of these structures exhibit peculiar
properties that are important for applications and
strongly depend on both the alloy composition and the
evolution conditions.

Previously, the kinetics of L1, and L1, orderings
was described theoretically using both direct Monte
Carlo simulations (see, for example, [4]) and phenom-
enological kinetic equations [5-7]. However, direct
simulations here are complicated, and until now they
have provided little information on the details of evolu-
tion. Phenomenological equations are simpler for
applications, and Khachaturyan et al. [5—7] used them
for the description of a number of effects of eastic
deformations on PTs. However, phenomenological
approaches involve many arbitrary assumptions,
which may result in significant distortions of real evo-
lution [8], and the relation of such approaches to a
microscopic description is usually not clear. Recently,
consistent statistical methods have been devel oped for
the description of nonequilibrium alloys [9-12] and
have been applied to studying the kinetics of L1, and
L1, orderings in the papers [12—15]. The main results
of these papers are described below.

2. Basic equations. In this section, we discuss the
basic equations of the statistical theory of nonequilib-
rium aloys [9-12] that are employed for the descrip-
tion of diffusive PTs. For definiteness, we consider a
binary aloy AB; _. with ¢ < 0.5. Various distributions
of atoms over lattice sitesi are described by the sets of
occupation numbers {n}, wheren, = n,; equals1 or O
if sitei isoccupied, respectively, by atom A or atom B.
The Hamiltonian H has the form

H = Zvijninj+ z Vikhinne + ..., (1)

i>] i>j>k
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where v; ; are effective interactions. It is convenient to
write the general expression for the probability P of
finding distribution {n;} asthe “generalized Gibbs dis-
tribution”

U U
P{n} = expﬁS @ +Z)\ini_Q:|:|;
0 4 0
@)

i>] i>j>k

Here, B = 1/T isthe inverse temperature, A; and g;_; are
parameters of the distribution, and the “generalized
thermodynamic potential” Q is determined from the
normalizing condition. As was discussed in [17],
“quasi-interactions’ a_; in Eq. (2) for conventional
conditions of phase transformations can be considered
equa tointeractions v; ;in Eq. (1), whereas “chemical
potentials of lattice sites” A; in the absence of equilib-
rium are generally not equal to each other. Then, using
the master equation for the evol ution of probability Pin
Eg. (2) and the conventional thermal activation model
for the probability of atom exchange between lattice
sites, we can obtain the following master equation
describing the evol ution of mean site occupations [m; [
C; averaged over the distribution (2) [9-12]:

dei/dt = 3 My 2sinh[B(A; - A)/2). 3)
j

Here, the chemical potentials of lattice sites A;(c;) are
found from the self-consistency conditions

¢ = hO= Tr(niP{)\j} ), (@]

whereTr(...) meansthe summation over al sets{n;}.In
writing the equation for the “generalized mobility” M;;
in Eqg. (3), we use for simplicity the pair interaction
model, when Hamiltonian H in Eq. (1) includes only
the first sum, and the model of direct exchange by
atomsA and B between neighboring sitesi and j (agen-
eralization to a more readlistic model of vacancy-medi-
ated exchangeisgivenin[10]). Then M;; isgiven by the
equation [12]

M = Vi miln}exp[BAij(nk)/z]D
©)

Aj =\ +)\j_2(vik+ Ui + V jic + Uj ) Ny,
k

where nj =ng; = (1-n),u; = V{* = Vi isthe“asym-

metric potential” introduced in [16], and the factor y;; is
proportional to the probability of exchanging atoms A
and B between sitesi and j per unit time.

Explicit expressions for A;(c;) and M;;(c,) can be
found from Egs. (4) and (5) with the use of one or
another approximate method of statistical physics. The
simplest method is the kinetic mean-field approxima-
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Fig. 1. Equilibrium concentration—temperature (c—T) phase
diagrams for models 2 and 4. Solid and dashed lines corre-
spond to calculations within the TCFM and the CVM; dot-
ted line corresponds to the stability limit for the disordered
phasein the TCFM [12].

tion (MFA), in which each operator n; on the right-hand
side of Egs. (4) and (5) is replaced by its mean value
G = Ci(t). Then, A; and M;; take the form

A = TIn(g/c) + Z ViiCi; (6)
J

12
0 o [
Mil\j/IFA = yij[piCjCiCjeXp|:BZ(uik+ujk)cki|D , (7)
0 ” O

where ¢; =1-c,.

In addition to the simple MFA, more accurate meth-
ods can also be used to solve Egs. (4) and (5). In partic-
ular, an essential refinement of the description of B2-
and DOs-type orderings in the bcc lattice is reached if
the pair cluster approximation (PCA) is used, in which
the dependences A, () and M;;(c,) can also be written
analytically [17]. However, both the MFA and PCA are
inadequate to describe the fcc alloys with the L1,- and
L1,-type orderings, because strong many-particle cor-
relations are typical of these alloys and these correla
tionstend to impede these orderings. These correlations
can be adequately described by the cluster-variation
method (CVM) with the use of 4-particle (tetrahedral)
or larger clusters (see [12] and references therein).
However, the CVM is rather cumbersome, and it can
hardly be used for the essentially nonuniform systems
of our interest. In this connection, a simplified version
of the CVM was proposed in [12], namely, the tetrahe-
dron cluster-field method (TCFM), which describesthe
thermodynamics of L1, and L1, orderings for realistic
interaction models as accurately as the CVM. This is
illustrated by Fig. 1, which presents the concentration—
temperature phase diagrams calculated within the
TCFM and the CVM for models 2 and 4 discussed
below. At the same time, the calculations in the TCFM
aremuch simpler thanin the CVM, which makesit pos-
sibleto apply this method to nonequilibrium systems as
well [11-14]. Just as in the MFA and the PCA, the
dependence A (¢;) in the TCFM can be written explic-
itly, though, instead of the analytical formulas like
Eqg. (6), this dependence for each lattice sitei is found
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Fig. 2. Phase structures: (a) L1, and (b) L1,.

from a system of four algebraic equations, which is
simply solved by numerical methods. At the sametime,
the above correlations are insignificant for mobility M;;
(Eg. (5)) [12], and the simple expression (7) can be
used for this quantity.

Equations (3) can be solved by the methods
described above without significant difficulties for sys-
temsthat contain up to 10°-10° atoms and for timest =

(10*-10%)y;;", whichis generally sufficient for studying
the main features of microstructural evolution [11-14].

3. Methods and models used. Phase transforma
tion (PT) kinetics after a quench of an aloy from the
disordered fcc phase A1 to the phase L1,, to the two-
phase region A1+L 1,, or to the phase L1, was studied
by computer simulation methods based on Eq. (3) and
the TCFM described above [11-14]. A number of mod-
elswere employed with different interaction radii r .

(1) Models 1, 2, and 3 with short-range interaction
in which the “reduced interaction” v, = v,/v; (where

v,, corresponds to the interaction of the nth neighbors)
is nonzero only for the second neighbors, v; = 1000 K,

and the values of v, are, respectively, 0.125, 0.25,
and 0.5.

(2) Model 4 with the values of v,, estimated in [18]
from the experimental datafor Ni—-Al aloys: v, = 1680,
v, =210, v5 = 35, and v, = -207 K. These values cor-
respond to an “intermediate” valueof r,.

(3) Modél (5) with an “extended” interaction: v, =
1000 K, v, =-0.5, v3 =0.25,and v, =-0.125.

In studying A1 — A1+L1, and A1l — Al+L1,
PTs, models 1'-5' and 1"-5" were also considered. In
these models, the “ deformational” or “elastic” interac-
tions related to the local lattice distortions around vari-
ous atoms are added to the “chemical” interactions v,
in models 1-5 discussed above. These interactions
were estimated from the data for Ni-Al and Co—Pt
alloys, respectively, aswas described in the papers[12]
and [14].

The structures of the L1, and L1, phases are shown
in Fig. 2. The occupations ¢; of fcc lattice sites R; in

VAKS

these phases are described by three order parametersn,
corresponding to three superlattice vectors k

2Ri 3Ri

iksR,
+tNnze "

ik,R, ik
G = c+ne +n,e

(8)
k, = (100)25”, k, = (010)23”, Ky = (001)%",

where a is the fcc lattice constant. In the homogeneous
L1, phase, the parameters n, obey the equations |n, | =
[Nz =IN3| =No, Wherengisthe equilibrium value of |n,|
and n,n,N; > 0, and so four types of ordered domains
are possible. One of them is displayed in Fig. 2a, and
three others are obtained from it by displacing the sub-
lattice of minority atoms (dark) by vector (011)a/2,
(101)a/2, or (110)a/2. In the L1, phase with the tetrag-
onal axis a, only one parameter n, = +n, iS NONZEro;
thus, six types of ordered domains are possible, two
domains for each of the three directions a.

The partialy ordered states under consideration can
be conveniently described with the use of the “local”

order parametersn; and the concentrations ¢; that cor-
respond to spatial averaging over a certain region.
Below, we usethe parameters nﬁi and ¢; averaged over
the nearest neighbors (i) of each lattice sitei and the

guantities r]i2 that characterize the total degree of the
local order:

2
2 _ ilj 1 ikuRjD .
r]C(I 16%:I + 4 ()C]e E )
]nnl
. . 9)
_ 1 1
G = Z%@ +Z z CJE; r]i2 = (nfi + nii + r];i)v

(i)
where R;; isR; —R;. It was shown in [12] that the dis-

tribution of > valuesis close to the intensity distribu-

tion observed in transmission electron microscopy
(TEM) experiments [19, 20]. Therefore, the results of
simulations in the figures below are usualy presented
inthe “n? representation” in which the gray level varies
linearly with n? between its minimum and maximum
values from completely dark to completely bright.

Our simulations were performed in fcc simulation
boxes with the volume V,, = L? x H (where L and H
below are given in units of the lattice constants a) with
periodic boundary conditions. Both three-dimensional
(3D) simulation with H = L and quasi-2D simulation
with H = 1 were used. Below, we mainly present the
results of quasi-2D simulations, in which more sizable
structures can be studied. However, these results were
verified and supplemented with 3D simulations in the
original papers[12-14].
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4. Kinetics of L 1,-type ordering. In the consider-
ation of the L 1,-type orderings, the following problems
will be discussed.

(1) The dependence of microstructural evolution
under theAl — L1, PT onthetype of interactions v;;
as well as on the concentration ¢ and temperature T of
an aloy.

(2) The effect of elastic interactions on the kinetics
of decomposition with ordering of theA1 —» A1+L1,
type.

In studying these problemsin the papers[11-13], it
was found that the character of the microstructural evo-
lution strongly depends on the type of interaction v;;
(especialy, on its effective radius r,) as well as on the
degree of nonstoichiometry &¢c = (¢ — 0.25) and temper-
ature T. An increase in the radius r,,, nonstoichiometry
oc, and temperature T makes the microstructures more
isotropic and makesthe APBs more diffuse and mobile.
At the same time, for the short-range-interaction alloys
at small oc and not high T, the microstructures are
highly anisotropic and the APBs are thin and low-
mobile.

These structural features are illustrated by Figs. 3-8.
Figure 3 demonstrates the evolution of the domain
structure under theAl —~ L1, PT for model 4 with an
“intermediate” interaction range and a nonstoi chiomet-
ric composition ¢ = 0.22. It is evident that the distribu-
tion of APBs is entirely isotropic. The main evolution
mechanism is the growth of larger domains at the
expense of smaller ones by the motion of APBs, which
isalso typical of the simple B2 ordering, and only this
mechanism was discussed previoudy [1-3]. At the
same time, Fig. 3 shows that another mechanism, the
fusion of in-phase domains, which isabsent for thesim-
ple B2 orderings with only two types of domains, is
important for the multivariant orderings under consid-
eration. It is seen that there are two types of such pro-
cesses. (@) the splitting of APBs between two APDsthat
separate the in-phase domains to be fused and (b) the
disappearance of an intermediate domain. Examples of
processes of type (a) are seen in the lower half of
frames 3b—3e, and two processes of type (b) are seen on
the left-hand upper part of frames 3b—3d.

Another characteristic feature of L1, orderingswith
isotropic APBs s that approximately equiangular triple
junctions with angles =120° between the adjacent
APBs occur at later stages of evolution. A comparison
with the TEM observations shown in Fig. 4 (and
explained below in the discussion of Fig. 10) showsthat
this conclusion agrees with the experiments.

Figure 5 shows the evolution of the same model as
in Fig. 3 but with ¢ = 0.25. It is evident that the micro-
structures notably change when one passes to the sto-
ichiometric composition even though the change in
concentration is quite small. The distribution of APBs
reveals some anisotropy and a tendency to the forma-
tion of (100)-oriented APBs (which are called “ conser-

JETP LETTERS Vol. 78 No.3 2003

Fig. 3. Temporal evolution of model 4 under the Al—
L1, PT shown in the n2-representation for simulations in

the volume V, = 1282 xlatc= 0.22, T = 1150 (from here
on in K) and the following values of the reduced timet' =
yijt: (8 5, (b) 50, (c) 120, (d) 125, (€) 140, and (f) 250. Sym-
bols A, B, C, and D indicate the type of ordered domains,
and thick arrows indicate the processes of their fusion.

Fig. 4. TEM image of APBs observed in the Cug g3Pdg 17
aloy under theAl — A1+L 1, PT at the stage of congru-
ent ordering and then wetted by the disordered phase [19].



Fig.5.AsFig. 3,butatc=0.25andt' = (a) 5, (b) 10, (c) 50,
and (d) 250.

vative” APBsand are discussed below). The nonconser-
vative APBs have a tendency to “faceting” and to the
formation of steplike structures, in which the energy

(a)

@
© @ E
O | E

(e)

Fig. 6. AsFig. 5, but for model 1 with v, =-0.125at V, =

642 x 1, T=350, andt = (a) 2, (b) 3, (c) 20, (d) 100, () 177,
and (f) 350.
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gain for the (100)-oriented segments exceeds the
energy lossdueto anincrease in thetotal length of such
an APB.

The kinetics of L1, ordering in aloys with short-
rangeinteractionisillustrated in Fig. 6. Itisevident that
here the microstructures are strongly anisotropic and
the conservative APBs mentioned above predominate.
In the case of nonzero interaction between only the
nearest neighbors (v, ; = 0), the energy of such APBs
equals zero [21]. Therefore, at small |v,/v,| = 0.1 con-
sidered here, the energy of such APBsis small too and
their predominance in the structure is natural. The
width of these APBs (which at v, ; isjust one atomic
layer [21]) is notably smaller than the width of the non-
conservative APBs.

Figure 6 also illustrates other structural features of
the L1, ordered alloys with short-range interaction: the
“steplike” APBs with the conservative segments men-
tioned above; the triple junctions of APDs with one
nonconservative APB and two conservative APBS nor-
mal to each other; the “quadruple’ junctions of APDs
(for example, on the left-hand side and in the lower part
of frames 6b—6f), in which the nonconservative part of
two triple junctions has the atomic-order length; and so
on. All these features have been observed in the TEM

-

.
v | :
-
T

" 1

b} |
-
2

3 nm
(a) T

Fig. 7. (a) High-resolution electron microscopy (HREM)
image of an APB in the CuzAu alloy; (b) schematic view of

the atomic structure of thisAPB.
JETP LETTERS Vol. 78
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Fig. 8. (8) TEM image of the CuzAu aloy showing an APB
with the displacement vectors R, = [101]&/2 and R3 =
[011]a/2; (b) HREM image of some APBs in the CuzAu
aloy [19].

and HREM studies of a CuzAu aloy [19, 20] (see
Figs. 7 and 8).

The smallness of the energy of conservative APBs
makes them extremely low-mobile. Therefore, the evo-
lution and growth of domainsis realized by the motion
of the nonconservative APBs. Figure 6 illustrates the
peculiarity of the processes that take place in this case.
Thus, the processes of “sweeping” of a pair of vertical
conservative APBs by a moving nonconservative APB
are seen in the left-hand lower part of frame 6b and in
the left-hand upper part of frame 6d. The process of
“wetting” of aconservative APB with the adjacent non-
conservative APBs is seen in the left-hand upper corner
of frames 6b and 6¢. After that, the domain bounded by
the nonconservative APBs rapidly “collapses” An
unusual process of “splitting” of a nonconservative
APB into two conservative and one nonconservative
APBs with the formation of a new APD is seen to the
left of and higher than the center of frames 6d—6f, and
2003
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Fig. 9. Metallographic image of atwo-phase A1+L 1, struc-
tureformed by cuboids of the L 1, phase with asize of about

0.2 um in the disordered A1 phase of a Ni—Al type superal-
loy [22].

so on. All these peculiar kinetic effects, being pre-
dicted by the theory, are due to the smallness of the
energy of the conservative APBs in the alloys under
consideration.

Consider now the ordering PTs under alloy decom-
position of the Al — A1+L1, type. In the two-phase
region forming in this case, each L 1,-ordered domainis
surrounded with the disordered A1 phase and the possi-
ble anisotropy of the structure is determined by the
anisotropy of the IPBs. It was shown in the papers [21,
12] that, in the absence of long-range el astic forces, that
is, with only “chemical” interactions, the IPB energies
are virtualy isotropic for al the models, including the
models with short-range interaction (as distinct from
the APB energies discussed above). However, when the

misfit € = |a; — a4, [/aa; between the lattice constants

of theAland L1, phasesis notable, elastic forces arise
in the vicinity of the IPB and tend to orient the I1PB
along the “elastically soft” (100) directions. The mag-
nitude of these elastic forces growswith increasing size
| of the precipitates. Therefore, the elastic forces grow
with increasing | in the course of the evolution, and the
anisotropy of the IPBs becomes high even at relatively
small values of € < 0.01. Thisleadsto the formation of
peculiar structures with specific properties, in particu-
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Fig. 10. Temporal evolution of model 2' under theAl —

Al1+L1, PT for V, = 64° x 1, ¢ = 0.17, T = 400, and t' =

(a) 10, (b) 100, (c) 500, (d) 1000, (€) 2000, and (f) 4200.

The gray level varies linearly with ¢; between its minimum

gnd r2naximum values from completely dark to completely
right.

Fig. 11. TEM image of the FePd alloy under the A1l —
L1y PT and an anneal at T < T, for (a) 3 h and (b) 61 h [5].

Light areas correspond to domains with one of the direc-

tions of the c axis (type A and A or B and B); dark aress,
to al other areas.

lar, “superalloys,” whose structure is illustrated in
Fig. 9. These aloys exhibit outstanding strength and
refractory properties and are widely used in the aero-
space industry [22].

A phenomenological theory of the formation of
structures of this type was developed by Khachaturyan
et al. [6, 7]. The microscopic approach proposed
in[11, 12] enables one to specify this theory and to

VAKS

explain anumber of observed effects. Asanillustration,
Fig. 10 presentsthe results of simulation of theA1l —
Al1+L1, PT for model 2'. Frame 10a shows the initial
stage of the “congruent” (that is, proceeding without
changing the initial concentration) ordering as well as
the beginning of wetting of the as-formed APBs, which
gradually transforms these APBs into IPBs. Frame 10b
shows the next stage, in the course of which the starting
APDs transform into the ordered precipitates, and the
excess majority atoms (dark) diffuse toward the sur-
rounding IPBs. Later on, the large precipitates start to
grow at the expense of the “evaporation” of smaller
ones (frames 10c—10f), and the above effects of the
alignment of the IPBs along the (100) directions
become pronounced. At the same time, in spite of an
extreme simplicity and the small size of the model, the
simulation reproduces and explains a number of struc-
tural features typical of real superaloys. Thus, “fun-
nels’ like those shown in the left-hand upper corner of
frames 10c and 10d are seen in Fig. 9 at its left-hand
edge. "-shaped ledges like those shown at the left-hand
upper corner of frame 10f are seenin Fig. 9 at its upper
edge and to the left of its center. “Chains’ of precipi-
tates like those shown in the lower third of frames 10e
and 10f are seen a many placesin Fig. 9, and so on.

5. Kinetics of L1,-type ordering. The L1, struc-
ture, as distinct from the L1, structure, has a distinct
axis normal to the aternating planes of different atoms
inFig. 2b, which is called below the axisc. Asthe sizes
and interactions of different atoms are different, a tet-
ragonal distortion € exists along axis c. In addition, the
tetragonal structure of APDs in the L1, phase leads to
the occurrence of two different types of APBs. shift-
APBs separating APDs with the same ¢ axis and flip-
APBs separating APDs with the perpendicular ¢ axes.

Depending on the importance of the distortion € for
the kinetics of ordering, the evolution in the course of
the Al — L1, PT can be divided into three stages.

|. Theinitial stage of the formation of the finest L 1,-
ordered domains, when their tetragonal distortion only
dightly affects the evolution and all six types of
domains are approximately equally present in each
microstructure.

I1. The next, intermediate, stage, which corresponds
to the TEM images of the tweed type illustrated in
Fig. 11a. The tetragonal distortion of APDs here leads
to the predominant orientation of flip-APBs along the
(110)-type directions. The number of APDs with the
unfavorable (001) orientation of the ¢ axis in each of
these locally oriented regions is decreased but is till
comparable with the number of APDs with the “favor-
able’ (100) and (010) orientations.

[11. Thefinal, “twin,” stage, when the tetragonal dis-
tortion of APDs becomes the main factor of the evolu-
tion and leads to the formation of “twin” bands along
the (110)-type directions (see Fig. 11b). Each band
includes only two types of APBs with the same ¢ axis,
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Fig. 12. Evolution of model 5" under the A1l — L1, PT

for Vi, = 1282 x 1, ¢ = 0.5, reduced temperature T' = T/T, =

0.7, maximum distortion |g,,| = 0.1, and t' = (a) 10, (b) 20,

(c) 50, (d) 100, (e) 250, and (f) 280. The inset shows the
. 2 2

gray level upon varying n; from zero up to n,,,, = 0.20.

The symbol A, A, B, B, C, or C designates the type of
ordered domain, and a thick, thin, or ordinary arrow indi-
cates, respectively, the process of domain fusion, ajunction
of four APDs, or the process of APB splitting.

and the (100) and (010) orientations of this axis alter-
nate in the adjacent bands.

The physical reason for the (110) orientation of flip-
APBs is the gain in éastic energy for the adjacent
domains: at other orientations of APBs, this energy
increases with the growth of an APD proportionally to
its volume [5, 15]. For an APD with the characteristic
sizel, the surface §;, and the shear moduluscg, the elas-
tic energy E, ~ c£2S; begins to affect the evolution
only when it becomes comparable with the surface
energy E; ~ 05, where ¢ is the APB surface tension.
The tweed stage Il corresponds to the relation E, ~ E;
or to the characteristic size of the APD

I, Oolce?, (10)

which sharply increases with increasing distortion €.
Some results of simulations of the A1 — L1, PT

aredisplayed in Figs. 12—17 [14]. The symbolsA or A,

B or B, and Cor C inthesefiguresindicate APDswith
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Fig. 13. As Fig. 12, but at |g,| = 0.15, nﬁlax = 0.21, and
t'=(a) 10, (b) 20, (c) 50, (d) 150, (e) 172, and (f) 350. In
frame (d), the gray level varieslinearly with ngi whenitis

varied from zero to ngmax = 0.21 from completely dark to
completely bright.

the ¢ axis directed along the principal (100), (010), and
(001) crystal axis and with a positive or negative value,
respectively, of the relevant order parameter n,. Tem-
perature T is given in terms of the reduced values T' =
T/T,, where T isthecritical (maximum) temperature of
the L1, ordering. For models 1", 2", 3", 4", and 5", this
T, equals, respectively, 614, 840, 1290, 1950, and
2280 K. The local distortion € is proportional to the
local order parameter squared [14], and the scale of € is
characterized by its maximum equilibrium value |g,|,
which correspondsto T=0and c = 0.5.

Figures 12-17 illustrate quasi-2D simulations for
which microstructures include only edge-on APBs nor-
mal to the (001) plane in the figures. In this geometry,
the bulk elastic energy can vanish only for the (100)- or

(010)-oriented domainsA and A or B and B, separated
by aflip-APB with the (110) orientation (or the (1, -1,
0) one, which is not mentioned below for brevity). On
the other hand, in the (001)-oriented domains C and C,

this elastic energy is always present. Therefore, the
tweed and twin stages in our simulations correspond to
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A

Fig. 14. AsFig. 12 but for model 4" at |e.,| = 0.15, T' = 0.67,

NZe = 0.24,andt = () 10, (b) 20, (c) 50, (d) 170, (€) 200,
and (f) 700.

Fig. 15. As Fig. 14, but at ¢ = 0.44, n2, = 0.20, and t' =
(@) 10, (b) 20, (c) 50, (d) 400, (€) 750, and (f) 1100.

VAKS

both the predominance of (110)-oriented APBs and the
decrease in the portion of C and C domains.

First we discussthe evol ution for the systemsinwhich
theinteraction rangeisnot smal (see Figs. 12-15). Here,
frames 12a-12b, 13a, 14a, and 15a correspond to the
initial stage; frames 12c-12d, 13b-13c, 14b-14c,
and 15b correspond to the tweed stage; and the others
correspond to the twin stage. It is evident that the fol-
lowing features are characteristic of both the initial and
the tweed stages.

(a) The presence of abundant processes of fusion of
in-phase domains, which are among the main mecha-
nisms of evolution at this stage.

(b) The presence of peculiar long-living configura-
tions, the junctions of four different APDs (4-junctions)

of the type A;A,A1A;, where A, and A; can corre-
spond to any two of four types of APDs differing from

Aland IE\]_ .

(c) The presence of many processes of “splitting” of
ashift-APB which lead to either the fusion of in-phase
domains (s — f process) or the formation of a4-junc-
tion (s —= 4j process).

Thus, for example, the s — f processes can be fol-
lowed in frames 12a-12b, 12c-12d, 12d-12e, 13c-13d,
etc. A fusion with the disappearance of an intermediate
domain is seen in the right-hand lower part of frames
12a-12b. Severa long-lived 4-junctions are seen in
frames 12a-12d and 13c-13d, whereas the s — 4]
process can be followed in the right-hand lower part of
frames 12a-12c. Note that the microstructural fea-
tures (b) and (c) are naturally explained by the fact that
in this case the surface tension o for the shift-APBs
substantially exceeds o for the flip-APBs[14].

Frames 12c-12d, 13b-13c, 14b-14c, and 15b (as
well as 16a-16b) illustrate the processes of the
(110)-type alignment of flip-APBs and the “dying out”

of APDs of the C and C types, which are characteristic
of the tweed stage. Frames 12c-12d also indicate that
the characteristic size of APDs in the tweed stage is
about |, ~ (20-40)a in the simulations with a realistic
value of the distortion |¢,,| = 0.1 (estimated from the
data on the deformation of the CoPt aloy). This agrees
with the order of magnitude of |, observed in the FePd
and FePt alloys, which are structural analogues of CoPt
(seeFig. 11a).

In the discussion of the final, twin, stage of evolu-
tion, note that, as is evident in Figs. 11-16, this stage
can aso be divided into two stages. the initial stage
[11(a), during which the twin bands still include many
curved shift-APBs and small twin bands (“micro-
twins’), and thefinal, “ quasi-equilibrium,” stage 111(b),
when theAPBsare mainly linear and microtwins are no
longer present. In comparison with the experiment, it
must be taken into account that, because of the relative
smallness of the ssimulation volume, the width of the
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twin bands d in the simulations has the same order of
magnitude as the size of domains at the tweed stage |,,.
However, in the experiments, usualy d > |, (see, for
example, Fig. 11). Therefore, the distribution of APBs
in the simulations of stage I11(a) is considerably closer
to an equilibrium one than in standard TEM experi-
ments. In spite of that, the simulation reproduces and
explains some features of this stage observed in
Fig. 11b. Thus, characteristic semiloop-like and
S-shaped configurations in Fig. 11b correspond to the
shift-APBs that originated from approximately equi-
axed domains, which aretypical of the beginning of the
twin stage, because of the disappearance of the adjacent
APDs “wrongly” oriented with respect to the particular
twin band. Thisis seen, for example, in frames 12d-12f,
13e-13f, 14c-14e, and others. The formation of narrow
and short microtwins, whose ends are usually adjoined
with shift-APBs, isillustrated by frame 14d and, espe-

cialy, by frame 13d. Thisframeisgiveninthe* r]g rep-

resentation” similar to that used in the TEM observa
tions [19]. The microtwin displayed in this frame is
very similar to those presented at the center of Fig. 11b.

The final, quasi-equilibrium, stage of evolution is
illustrated by thelast framesin Figs. 13-16 and Fig. 17.
In particular, these frames demonstrate the peculiar
phenomenon of the alignment of shift-APBs: within
each twin band oriented along the (110) direction and
containing the (100)-oriented domains, the APBs tend
to align normaly to a certain direction n, = (cosaq,
sina, 0) with acertain angle a, so that these directions
alternate in the neighboring twin bands. The tilting
angle a strongly depends on the type of chemical inter-
action, especially onitsradiusr,, , aswell ason the con-
centration and temperature. Thus, for model 5" with a
larger,, the angle a is close to 174; for the “realistic”
model 4" with an intermediate r,, the angle a < 174,
that is, the plane of the APBs istilted to the tetragonal
axis; and a = 0 for modelswith short-range interaction;
that is, the APBs are oriented along the tetragonal axis.
This effect is naturally explained [15] by the competi-
tion between the anisotropy of the surface energy
(which tends to orient APBs along the tetragonal axis,
that is, to decrease a in the systems with small and
intermediate r ) and the tendency to minimize the total
area of the APBs in the given twin band, which corre-
spondsto a = 174. The phenomenon of the alignment of
APBswithin twin bandsindicated in [ 15] was observed
inthe CuAu alloys, where interactions are short-ranged
and o = 0 [23], and in the Co—Pt aloys, where the
anglesa are close to those shown in frames 14f and 15f
[15, 24]. Let us also note that the phenomenon of wet-
ting and splitting of shift-APBs by the adjacent twin
bands predicted in [14] and illustrated by frames 15d—
15f is also confirmed by recent TEM observations for
the Cog 4Pty s aloy [24].

Figure 16 illustrates the evolution for the model
with short-range interaction as in Cu-Au aloys. It is
JETP LETTERS  Vol. 78
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Fig. 16. As Fig. 14, but for model 1" at T'=09 and t' =
(a) 30, (b) 40, (c) 60, (d) 120.

Fig. 17. AsFig. 12, but for model 2" at the following sets of
values (c, T', N2, 1): (8 (0.5, 0.7, 0.24, 350), (b) (0.5,

0.95, 0.21, 300), (c) (0.46, 0.77, 0.20, 350), and (d) (0.44,
0.77, 0.19, 300).

evident that the genera character of the evolution is
similar to that considered above. However, the micro-
structures contain many conservative APBs, which can
be of two types in the L1, phase: the flip-type and the
shift-type [13]. Their presence leads to features similar
to those discussed in connection with Figs. 6-8. Thus,
al the shift-APBs in the final frame 16d are steplike,
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and these APBs can be considered as“faceted” versions
of tilted APBs in frames 14f, 15f, 17c, and 17d. With
increasing temperature T or nonstoichiometry oc =
(0.5 —c), theanisotropy of theAPBsrapidly drops. This
leads to a sharp change in the morphology of the
aligned APBs that can be described as the “faceting—
tilting” phase transformation, as illustrated by frames
16d and 17a-17d. These morphological changes are
realized viathe local bends of faceted APBs, which are
seen, in particular, in frames 17a and 17b. Therefore,
this “morphological phase transition” is actualy
smeared over a certain interval of temperature or con-
centration. However, frames 17a-17d show that these
“intervals of PT smearing” can be rather narrow.

6. Conclusions. In thisreview, | tried to show that
the kinetics of phase transformationsin alloysisafield
of solid-state physics that is not only important practi-
cally but also rather interesting and rich in phenomena.
Because of the limitations of the review volume, | could
discuss only certain structural aspects of the kinetics of
L1, and L1, orderings. At the sametime, there are many
other important problems here such asthe structure and
energy of antiphase and interphase boundaries at vari-
oustemperatures and concentrations, nucleation of new
phases in metastable states, fluctuation phenomena in
the kinetics of transformations, and others. At present,
al these problems are being intensively studied, and
many new interesting results can be expected here.
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