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If heavy neutrinos with mass $m_{v_{H}} \geq 2 m_{e}$ are emitted in the decays of ${ }^{8} \mathrm{~B}$ in the Sun, then $v_{H} \longrightarrow v_{L}+e^{+}+e^{-}$ decays should be observed. In the present work, the results of background measurements with the Borexino Counting Test Facility have been used to obtain bounds on the number of these decays. As a result, new limits on the coupling $\left|U_{e H}\right|^{2}$ of a massive neutrino in the range of 1.1 MeV to 12 MeV have been derived $\left(\left|U_{e H}\right|^{2} \leq\right.$ $10^{-3}-10^{-5}$ ). The obtained limits on the mixing parameter are stronger than obtained in previous experiments using nuclear reactors and accelerators. © 2003 MAIK "Nauka/Interperiodica".
PACS numbers: 13.35.Hb; 14.60.Pq; 26.65.+t

1. Introduction. If neutrinos have mass, then a heavier one can decay to a lighter one [1, 2]. The simplest detectable decay modes in the framework of an extended standard model (SM) are radiative decay $\nu_{H} \longrightarrow v_{L}+\gamma$ and decay into an electron, a positron, and a light neutrino:

$$
\begin{equation*}
\mathrm{v}_{H} \longrightarrow \mathrm{v}_{L}+e^{+}+e^{-} \tag{1}
\end{equation*}
$$

The $e^{+} e^{-}$decay mode, which becomes possible if $m_{v_{H}} \geq$ $2 m_{e}$, results from a $W$ exchange diagram, as shown in Fig. 1. Because atmospheric, solar, and reactor neutrino oscillations have been discovered, this heavy neutrino cannot be connected with one of the three mass eigenstates forming the three known neutrino flavors. Moreover, this fourth neutrino has to be coupled in the $(e-W)$ vertex with $U_{e H}$ and $G_{F}$ constants, but it cannot be coupled (or coupled very weakly) to the $Z$ boson.

Many extensions of the SM predict the existence of a sterile neutrino: a singlet fermion can be a mirror neutrino, goldstino in SUSY, modulino of the superstring theories, or a bulk fermion related to the existence of extra dimensions [3]. In general, the sterile neutrino may have an arbitrary mass and can mix with all three active neutrinos.

The decay rate for this mode in the center of mass system of the decaying neutrino is $[1,2]$

$$
\begin{equation*}
\Gamma_{\mathrm{c} . \mathrm{m} .} \cong \frac{G_{F}^{2}}{192 \pi^{3}} m_{v_{H}}^{2}\left|U_{e H}\right|^{2}\left|U_{e L}\right|^{2} h\left[\frac{m_{e}^{2}}{m_{v_{H}}^{2}}\right], \tag{2}
\end{equation*}
$$

where $U_{e H}$ is the mixing parameter of the heavy neutrino to the electron, $G_{F}^{2} / 192 \pi^{2}=3.5 \times 10^{-5} \mathrm{MeV}^{-5} \mathrm{~s}^{-1}$, $h\left[m_{e}^{2} / m_{v_{H}}^{2}\right]$ is the phase-space factor calculated in [2], and one can $\left|U_{e L}\right|^{2} \simeq 1$. In the SM, the probability of the $e^{+} e^{-}$mode is much higher than for radiative decay: e.g.,

[^0]for $m_{v_{H}}^{2}=5 \mathrm{MeV}$ (and $\left.\left|U_{e H}\right|^{2} \sim 1\right)$ one obtains $\tau\left(v_{H} \longrightarrow\right.$ $\left.v_{L} e^{+} e^{-}\right) \approx 10$ s against $\tau\left(v_{H} \longrightarrow v_{L} \gamma\right) \approx 10^{10} \mathrm{~s}$.

The possible decay of massive antineutrinos from a reactor $v_{H} \longrightarrow v_{L}+e^{+}+e^{-}$has been studied in [4-8]; the latter gives the strongest restrictions on the mixing parameter $\left|U_{e H}\right|^{2}<(0.3-5) \times 10^{-3}$ in the mass region $\left.m_{v_{H}} \sim 1.1-9.5 \mathrm{MeV}\right)$. Accelerator experiments performed in a beam of neutrinos from $\pi$ and $K$ decays constrain the coupling of still heavier neutrinos (see [9] and references therein). A heavy neutrino with mass up to 15 MeV can be produced in the Sun in the reaction ${ }^{8} \mathrm{~B} \longrightarrow{ }^{8} \mathrm{Be}+e^{+}+v$ and can then decay in flight. An upper limit $\left|U_{e H}\right|^{2} \sim 10^{-5}$ was obtained by considering data on the positron flux in interplanetary space [10].

More restrictive bounds were obtained from SN1987A data [11-14]. On the other hand, Big Bang nucleosynthesis requires a fast decay branch ([11-14] and references therein). This fast mode could be realized by the decay of the heavy particle into a Goldstone boson and a light neutrino. Obviously, this decay mode should be as slow as about 500 s , which is the time needed for the particle to reach the detector.

Borexino, a real-time liquid scintillator (LS) detector for low-energy neutrino spectroscopy, is near completion in the underground laboratory at Gran Sasso (see $[15,16]$ and references therein). The main goal of the detector is the direct measurement of the flux of ${ }^{7} \mathrm{Be}$ solar neutrinos of all flavors via neutrino-electron scattering. In this paper, we present the results of the search for the $\mathrm{v}_{H} \longrightarrow \mathrm{v}_{L}+e^{+}+e^{-}$decay inside the active volume of the prototype of the Borexino detector.
2. Experimental setup and results of measurements. 2.1. Brief description of the detector. The prototype of the Borexino detector, the Counting Test Facility (CTF), was constructed with the aim of testing the key concept of Borexino, namely, the possibility to purify a large mass of liquid scintillator at the level of contamination for U and Th of a few units $10^{-16} \mathrm{~g} / \mathrm{g}$. In this simplified scaled-down version of the Borexino detector, a volume of LS is contained by a transparent inner nylon vessel 2 m in diameter mounted at the center of an open structure that supports 100 phototubes (PMT) [17]. The whole system is located within a cylindrical tank ( 11 m in diameter, 10 m in height) that contains 1000 tons of ultra-pure water, which provides a 4.5 m shielding against neutrons originating from the rock and against external $\gamma$ rays from PMTs and other construction materials.

The upgrade of the CTF, called CTF-II, was equipped with a carefully designed muon veto system. It consists of 2 rings of 8 PMTs each, installed at the bottom of the tank. The radii of the rings are 2.4 and 4.8 m . Muon veto PMTs look upward and have no light concentrators. The muon veto system was optimized to have a negligible probability of registering scintillation


Fig. 1. Feynman graphs describing the appearance $\left({ }^{8} \mathrm{~B} \longrightarrow\right.$
$\left.{ }^{8} \mathrm{Be}+e^{+}+v_{H}\right)$ and decay $\left(v_{H} \longrightarrow v_{L}+e^{+}+e^{-}\right)$of a heavy neutrino.
events in the so-called "neutrino energy window" from 250 to 800 keV . The behavior of the muon veto at higher energies has been specially studied for the previous work [18]. The energy dependence of the probability $\eta(E)$ of identification of an event with energy $E$ in the LS by the muon veto was also calculated by a raytrace Monte Carlo (MC) method. The calculated function was adjusted to correctly reproduce the experimental measurements with the ${ }^{226} \mathrm{Ra}$ source. Detailed reports on the CTF have been published [19-22].
2.2. Detector calibration. The energy of an event in the CTF detector is defined using the total collected charge from all PMTs. The coefficient linking the event energy and the total collected charge is called light yield (or photoelectron yield). At low energies, the phenomenon of "ionization quenching" violates the linear dependence of the light yield versus energy [23]. The deviations from the linear law can be taken into account by the ionization deficit function $f\left(k_{B}, E\right)$, where $k_{B}$ is Birks' constant. For the calculations of the ionization quenching effect for the PXE (phenylxylylethane, $\mathrm{C}_{16} \mathrm{H}_{18}$ ) scintillator, we used the KB program from the CPC library [24]. The ionization quenching effect leads to a shift in the position of the peak of the energy deposit of the gammas on the energy scale calibrated using electrons. For example, the position of the two $1022-\mathrm{keV}$ annihilation gamma quanta in CTF-II corresponds to the $860-\mathrm{keV}$ energy deposit of the electron. A check of the MC-simulation code was performed by modeling ${ }^{40} \mathrm{~K}$ data. The detector energy and spatial resolution were studied with radioactive sources placed at different positions inside the active volume of the CTF. Typical spatial $1 \sigma$ resolution is 10 cm at 1 MeV . The studies also showed that the total charge response of the CTF detector can be approximated by a Gaussian curve. For energies $E \geq 1 \mathrm{MeV}$ (which are of interest here), the relative resolution can be expressed as $\sigma_{E} / E=$
$\sqrt{3.8 \times 10^{-3} / E+2.3 \times 10^{-3}}(E$ is in MeV$)$ [25] for events uniformly distributed over the detector's volume.

The energy dependence on the collected charge becomes nonlinear for energies $E \simeq 5 \mathrm{MeV}$ because of the saturation of the ADCs used. In this region, we use


Fig. 2. Background energy spectra of the 4.2 ton BOREXINO CTF-II detector measured during 29.1 days: (1) spectrum without any cuts; (2) with muon veto applied. In the inset, the simulated response function for external ${ }^{40} \mathrm{~K}$ gammas is shown together with the experimental data.
only the observation of nonobservation of candidate events; hence, the mentioned nonlinearity does not influence the result of the analysis.
2.3. Data selection. In this analysis, 29.1 days of the August-September 200 data-taking period were used (Fig. 2). In our analysis we used 29.1 days of data from CTF-II (Fig. 2). The major part of the CTF background at low energies is induced by the activity of ${ }^{14} \mathrm{C},{ }^{85} \mathrm{Kr}$, and ${ }^{39} \mathrm{Ar}$ [26]. At higher energies, the background is mainly induced by muons. The spectrum without any cuts (spectrum l) is presented on the top. The second spectrum was obtained by applying the muon cut, which suppressed the background rate by up to two orders of magnitude, mainly at high energy.

The peak at 1.36 MeV , present in both spectra, is due to ${ }^{40} \mathrm{~K}$ decays outside the scintillator, mainly in the ropes supporting the nylon sphere. The peaklike structure at $\sim 6.2 \mathrm{MeV}$ is caused by saturation of the electronics by high-energy events. As one can see from Fig. 2, muon identification cuts remove most of the background induced by muons in such a way that there are no events with energy higher than 4.5 MeV . In our analysis, we used only this fact.
3. Neutrino flux and deduced limits. In order to obtain bounds on the parameters $\left|U_{e H}\right|^{2}$ and $m_{v}$, the spectrum obtained by CTF has to be compared with the


Fig. 3. The expected spectra of signals due to $v_{H} \longrightarrow v_{L}+$ $e^{+}+e^{-}$decay for different neutrino masses $m_{v_{H}}=4,8$, 12 MeV . The corresponding mixing parameters $\left(\left|U_{e H}\right|^{2}=\right.$ $1.8 \times 10^{-4}, 3.9 \times 10^{-5}, 1.3 \times 10^{-4}$ ) lead to the CTF-II count rate $2.44 / 29.1 \mathrm{~d}$ for $E_{d} \geq 4.5 \mathrm{MeV}$. The probability $\eta(E)$ of identification of an event in the LS by the muon veto is shown by the point curve.
energy spectrum expected for $v_{H}$ decay. To calculate this, one has to know the flux of heavy neutrinos through the detector $\Phi\left(E_{\vee}\right)$, the kinetic energy of the created $e^{+} e^{-}$pairs, and the response function of CTF to two-annihilation quanta.

The emission of a heavy neutrino, coupled to an electron, in the reaction of $\beta^{+}$decay of ${ }^{8} \mathrm{~B}$ is suppressed by the mixing parameter $\left|U_{e H}\right|^{2}$ and a phase-space factor:

$$
\begin{equation*}
\Phi_{m_{\mathrm{v}}}\left(E_{\mathrm{v}}\right)=\left|U_{e H}\right|^{2} \sqrt{1-\left(\frac{m_{v_{H}}}{E_{\mathrm{v}}}\right)^{2}} \Phi_{\mathrm{s}_{\mathrm{B}}}\left(E_{\mathrm{v}}\right), \tag{3}
\end{equation*}
$$

where $E_{\mathrm{v}}$ is the total energy of the heavy neutrino $\left(\Phi_{m_{v}}\left(E_{v}\right)=0\right.$ for $\left.E_{v}<m_{v}\right)$. For calculation, we used the neutrino spectrum from ${ }^{8} \mathrm{~B}$ decay $\Phi_{\delta_{\mathrm{B}}}\left(E_{\mathrm{v}}\right)$ given in [27].

A heavy neutrino emitted in the Sun can decay on its flight to Earth. The energy spectrum of neutrinos reaching the detector is given by

$$
\begin{equation*}
\Phi\left(E_{v}\right)=\exp \left(-\tau_{f} / \tau_{\mathrm{c} . \mathrm{m} .}\right) \Phi_{m_{v}}\left(E_{\mathrm{v}}\right), \tag{4}
\end{equation*}
$$

where $1 / \tau_{\text {c.m. }}=\Gamma_{\text {c.m. }}$ defined by (2). $\tau_{f}$ is the time of flight in c.m.s.:

$$
\begin{equation*}
\tau_{f}=\frac{m_{v_{H}}}{E_{v}} \frac{L}{\beta c} . \tag{5}
\end{equation*}
$$

Here, $L=1.5 \times 10^{13} \mathrm{~cm}$ is the average distance between the Sun and the Earth and $\beta=\sqrt{1-\left(m_{v} / E_{\mathrm{v}}\right)^{2}}$.

The double differential distribution for energy e and emission angle $\theta$ of the light neutrino $v_{L}$ for the c.m.s. was obtained in [2]:

$$
\begin{equation*}
\frac{d N_{v_{L}}}{t \in d \cos \theta}=\Gamma_{\text {c.m. }}\left(f_{1}+\xi|\mathbf{P}| f_{s} \cos \theta\right) \tag{6}
\end{equation*}
$$

where $f_{1}\left(\epsilon, m_{v_{H}}\right)$ and $f_{s}\left(\epsilon, m_{v_{H}}\right)$ are complex functions defined in [2], $\xi=+1(-1)$ for $v_{H}\left(\overline{v_{H}}\right)$, and $|\mathbf{P}|=\beta$ is the polarization of the $\mathrm{v}_{H}$.

The total laboratory energy of the $e^{+} e^{-}$pair, $E=E_{v}-$ $E_{{v_{L}}_{L}}$, is connected with $\epsilon$ as follows:

$$
\begin{equation*}
E=E_{\mathrm{v}}\left(1-\left(\epsilon / m_{\mathrm{v}}\right)(1+\beta \cos \theta)\right) \tag{7}
\end{equation*}
$$

In c.m.s., the energy e of the emitted neutrino is restricted by the value $\epsilon \leq \boldsymbol{\epsilon}_{\min }=\left(m_{v_{H}}^{2}-4 m_{e}^{2}\right) / 2 m_{v_{H}}$, which corresponds to the emission angle

$$
\begin{equation*}
(\cos \theta)_{\min }=(1 / \beta)\left(\epsilon_{\min }\left(1-E / E_{\mathrm{v}}\right)-1\right) \tag{8}
\end{equation*}
$$

The differential spectrum of the $e^{+} e^{-}$pair is obtained by integration of (6) over $\cos (\theta)$ (or $\epsilon$ ) and account of Eq. (7):

$$
\begin{equation*}
\frac{d n}{d E}\left(E, E_{v}\right)=\int_{(\cos \theta)_{\min }}^{1} \frac{d N_{v_{L}}}{d \epsilon d \cos \theta} d \epsilon d \cos \theta \tag{9}
\end{equation*}
$$

For a given energy of heavy neutrino $E_{\mathrm{v}}$, the energy $E$ of the $e^{+} e^{-}$pair is restricted to the interval

$$
\begin{equation*}
E_{v}\left[1-\frac{1+\beta}{2}\left(1-\frac{4 m_{e}^{2}}{m_{v_{H}}^{2}}\right)\right] \leq E \leq E_{\mathrm{v}} . \tag{10}
\end{equation*}
$$

Integrating over neutrino energy up to the end-point energy $Q_{0}$, one can obtain the spectrum of total $e^{+} e^{-}$pair energy:

$$
\begin{equation*}
\frac{d N}{d E}(E)=\Gamma_{\mathrm{c} . \mathrm{m} .}\left|U_{e H}\right|^{2} \frac{m_{\mathrm{v}}}{c} \int_{2 m_{e}}^{Q_{0}} \frac{d N}{d E}\left(E, E_{\mathrm{v}}\right) \frac{\Phi\left(E_{\mathrm{v}}\right)}{E_{\mathrm{v}}} d E_{\mathrm{v}} . \tag{11}
\end{equation*}
$$



Fig. 4. Counting rates of CTFII as a function of the mixing parameter $\left|U_{e H}\right|^{2}$ for different values of heavy neutrino mass. The level 2.44 events $/ 29.1 \mathrm{~d}$ is shown by the dotted line.

The Monte Carlo method was used in order to simulate the CTF response $S(E)$ to two-annihilation quanta. The gamma-electron showers were followed using the EGS-4 code [28], taking into account the ionization quenching factor and the dependence of the registered charge on the distance from the detector's center. The obtained response function looks like the sum of two Gaussian peaks at energies 860 and 430 keV , with dispersion $\sim 70 \mathrm{keV}$ and relative intensities $\sim 3: 1$. Peaks have low energy tails containing $\sim 10 \%$ of the total intensity.

Taking into account the probability of suppression of the high-energy events by the muon veto $(1-\eta(E))$ [18] and the detector response function $R\left(E, E^{\prime}\right)$ with $\sigma_{E}$ defined as in Section 2.2, the energy spectrum of signals in the detector is obtained by convolutions (11) over $S(E)$ and $R\left(E, E^{\prime}\right)$ :

$$
\begin{gather*}
\frac{d N}{d E}(E)=V T(1-\eta(E)) \\
\times \int_{E-3 \sigma}^{E+3 \sigma}\left(\int_{E_{d}-2 m_{e}}^{E_{d}} \frac{d N}{d E^{\prime}}\left(E^{\prime}\right) S\left(E_{d}-E^{\prime}\right) d E^{\prime}\right) R\left(E_{d}, E\right) d E_{d} \tag{12}
\end{gather*}
$$



Fig. 5. Limits on the mixing parameter $\left|U_{e H}\right|^{2}$ as a function of neutrino mass $m_{v}$ ( $90 \%$ c.l.). (1) present work excludes values of $\left|U_{e H}\right|^{2}$ and $m_{v}$ inside dotted region; $(2,3)$ upper limits from reactor experiments on the search for $v_{H} \longrightarrow$ $v_{L}+e^{+}+e^{-}$decay [7, 8]; (4) upper limits from $\pi \longrightarrow e+v$ decay [29].

Here, $V$ is the volume of the detector and $T$ is the time of measurement. The obtained spectra for various values of $m_{v}$ are shown in Fig. 3. The shape of (12) differs from (11): it is shifted by about 870 keV to higher energy and it is suppressed at higher energies by muon veto (e.g., $\eta(5 \mathrm{MeV})=0.2$, Fig. 3).

As mentioned above, we used in analysis only the fact that there are no events with $E \geq 4.5 \mathrm{MeV}$. In accordance with the recommendation for Particle Data Group [9], the statistical maximum number of events for zero events observed is 2.44 (at $90 \%$ confidence level).

The relation

$$
\begin{equation*}
S_{\mathrm{int}}\left(m_{v},\left|U_{e H}\right|\right)=\int_{4.5 \mathrm{MeV}}^{Q_{0}} \frac{d N}{d E_{d}}\left(E_{d}\right) \leq 2.44 \tag{13}
\end{equation*}
$$

leads to bounds on parameters $\left|U_{e H}\right|^{2}$ and $m_{v}$. The dependence of the number of counts on the parameters of $\left|U_{e H}\right|^{2}$ and $m_{v}$ is

$$
\begin{equation*}
S_{\mathrm{int}}\left(m_{\mathrm{v}},\left|U_{e H}\right|\right) \sim m_{\mathrm{v}}^{6}\left|U_{e H}\right|^{4} \exp \left(- \text { const } \cdot m_{\mathrm{v}}^{6}\left|U_{e H}\right|^{2}\right) . \tag{14}
\end{equation*}
$$

Functions $S_{\mathrm{int}}\left(\left|U_{e H}\right|\right)$ are shown on Fig. 4 for different values of $m_{v}$. The experiment is not as sensitive for low $\left|U_{e H}\right|^{2}$ (due to the low probability of $v_{H}$ decay) as for high values of $\left|U_{e H}\right|^{2}$, because in this case $v_{H}$ decays during its flight from the Sun. The maximum $S_{\mathrm{int}}\left(\left|U_{e H}\right|^{2}\right)$ for fixed $m_{v}$ and $E_{\mathrm{v}}$ corresponds to $\left|U_{e H}\right|^{2}=$ $2\left(\left|U_{e H}\right|^{2} \tau_{\text {c.m. }}\right) / \tau_{f}$, where $\tau_{\text {c.m. }}=1 / \Gamma_{\text {c.m. }}$ and $\tau_{f}$ are defined by (2) and (5).

The region of restricted values of parameters $\left|U_{e H}\right|^{2}$ and $m_{v}$ is shown in Fig. 5 in comparison with the results of reactor experiments [7,8] and the search for massive neutrinos in the $\pi^{+} \longrightarrow e^{+} v_{e}$ decay in accelerators [29]. For the neutrino mass region $4-10 \mathrm{MeV}$, the obtained limits on the mixing parameter are stronger than those obtained in previous experiments using nuclear reactors and accelerators.
4. Conclusion. Using the extremely low background and large mass of the Borexino Counting Test Facility, new limits on the mixing parameter $\left|U_{e H}\right|^{2}$ of a massive neutrino in the range of mass 1.1 MeV to 12 MeV have been set. These limits are more than one order of magnitude stronger than these obtained in previous experiments using nuclear reactors.
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#### Abstract

It is shown that the standard reduction procedure (i.e., the calculation of the density matrix of the observable subsystem from the density matrix of a closed quantum system) bringing about decoherence corresponds to the limiting approximation, where the unobservable subsystem is assumed to be in the stationary state with minimum information (infinite temperature). An approximate set of interrelation (correlation) equations for the density matrices of the subsystems is derived. It is shown that the correlation of atom and field can be manifested as the inversion beats of a two-level atom in the known experimental scheme of resonator QED. Experimental observation of such beats would indicate that the observable subsystem (atom) generally conserves information about quantum coherence of the unobservable subsystem (field). © 2003 MAIK "Nauka/Interperiodica".
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An old problem of the reduction of a quantum mechanical system with simultaneous decoherence of its observable subsystem is being discussed now in quantum optics and quantum informatics [1-8].

Decoherence is considered as the transition of the observable quantum system from the superposition state to the statistical-mixture state as a result of the interaction with the macroscopic environment [3, 6-8]. In this formulation, the decoherence problem is equivalent to the known problem of quantum relaxation theory $[9,10]$ describing the dynamics of a quantum system interacting with a thermostat and encounters no fundamental difficulties. The general difference is that the state of environment is not specified in the problem of decoherence. For definiteness, this decoherence will be called macroscopic decoherence.

We discuss decoherence (and its existence as a physical phenomenon [1,3-5]) under reduction, i.e., separation of the observable subsystem from the closed (Hamiltonian) quantum system with unitary dynamics. Mathematical reduction, i.e., the algorithm of calculating the reduced density operator of the observable subsystem from the density operator of the closed system, was axiomatically introduced by von Neumann [11]. This reduction amounts to calculating the partial trace of the density operator of the total system over the unobservable subsystem (projection onto the observable subsystem). Since this operation is nonunitary, a portion of information is lost, so that the quantum nature of irreversibility $[3,5,12]$, as well as the completeness of information readout from a quantum com-
puter in quantum informatics [8], is now under discussion.

The experimental separation of the reduction or intrinsic decoherence [13] from the macroscopic decoherence is expected in the observation of the dynamics of a simple composite quantum system [3], which can be considered as closed in the time intervals under consideration. The resonant QED scheme [6] is considered as one of the successful experimental schemes for investigations of the dynamics of quantum coherence and decoherence in a simple closed system. In this work, the known theoretical analysis of this experimental scheme is revised with emphasis on the correlation between the subsystems of the closed system. The reduction decoherence under consideration is shown to follow from the implicit use of the approximation of the given "extremely incoherent" state of the unobservable subsystem in calculations.

Let us analyze the physical content of the standard (Neumann) reduction [9-11], which postulates that, if the dynamics of a closed system (for definiteness, atom + field) is described by the density operator $\hat{\rho}(t)$, the dynamics of the observable subsystem (atom) is described by the reduced density operator $\hat{\rho}_{\mathrm{a}}(t)=$ $\operatorname{Tr}_{\mathrm{f}} \hat{\rho}(t)$.

First, the calculation of the trace of the observable $\hat{A}$ of a quantum system in the basis of its energy eigenstates is equivalent, except for a constant factor $N$ equal to the space dimension (the number of eigenstates), to the calculation of the quantum mean value of this
observable for the case where the quantum system is in the state with minimum information:

$$
\begin{equation*}
\operatorname{Tr} \hat{A} \equiv N\langle\hat{A}\rangle_{\min }=N \operatorname{Tr} \hat{\rho}_{\min } \hat{A} \tag{1}
\end{equation*}
$$

where $\hat{\rho}_{\text {min }}=(1 / N) \hat{1}$ is the density operator of the quantum system in the state with minimum information (state with infinite temperature) and $\hat{1}$ is the unity operator [9, 11]. The state $\hat{\rho}_{\text {min }}$ physically corresponds both to the equiprobable location (with probability $1 / N$ ) of the quantum system in any eigenstate and to the absence of quantum coherence (nonzero off-diagonal elements of the density matrix [10]) in the system.

According to the definition [9], the density matrix $\hat{\rho}(t)$ is the information operator for a closed quantum system. The calculation of the trace over the unobservable subsystem is mathematically identical with the partial average of this operator for the case where the field is in the state with minimum information (except for the normalization constant):

$$
\begin{equation*}
\hat{\rho}_{\mathrm{a}}(t)=\operatorname{Tr}_{\mathrm{f}} \hat{\rho}(t) \equiv N_{\mathrm{f}} \operatorname{Tr}_{\mathrm{f}} \hat{\rho}(t) \hat{\rho}_{\mathrm{f} \min }^{\prime} \tag{2}
\end{equation*}
$$

where $\hat{\rho}_{\mathrm{f} \text { min }}^{\prime}=\left(\hat{1}_{\mathrm{a}} \otimes \hat{\rho}_{\mathrm{fmin}}\right)$ is the extended (to the entire system space) density operator of a field in the state with minimum information and $\hat{1}_{a}$ is the unity operator in atomic space. Thus, according to Eq. (2), the calculation of the reduced density operator of an atom is equivalent to the assumption that a field is in a stationary state with minimum information (infinite temperature). This assumption is used only for the reduction and not for calculating the dynamics of a closed system [i.e., $\hat{\rho}(t)]$.

Analysis of the correlation between the density operators of the subsystems of a closed quantum system leads to the same conclusion [14, 15]. The atom and field are equivalent subsystems of a closed system. Let us assume that the density operator of a closed system can be approximately represented in terms of the direct product of the correlated density operators (labeled the subscript C) of the subsystems $\hat{\rho}(t) \approx$ $\left(\hat{\rho}_{\mathrm{aC}}(t) \otimes \hat{\rho}_{\mathrm{fC}}(t)\right)$ (the exact equality is generally valid only for noninteracting subsystems [9, 10]). Multiplying this expression on the right by $\hat{\rho}_{\mathrm{fC}}(t)$ or $\hat{\rho}_{\mathrm{aC}}(t)$ and calculating the trace over the field or atomic subsystems, one easily arrives at the set of approximate coupled equations [14, 15]

$$
\begin{align*}
& \hat{\rho}_{\mathrm{aC}}(t) \approx \frac{\operatorname{Tr}_{\mathrm{f}} \hat{\rho}(t) \hat{\rho}_{\mathrm{fC}}^{\prime}(t)}{\operatorname{Tr}_{\mathrm{af}} \hat{\rho}(t) \hat{\rho}_{\mathrm{fC}}^{\prime}(t)},  \tag{3}\\
& \hat{\rho}_{\mathrm{fC}}(t) \approx \frac{\operatorname{Tr}_{\mathrm{a}} \hat{\rho}(t) \hat{\rho}_{\mathrm{aC}}^{\prime}(t)}{\operatorname{Tr}_{\mathrm{af}} \hat{\rho}(t) \hat{\rho}_{\mathrm{aC}}^{\prime}(t)} . \tag{4}
\end{align*}
$$

The right-hand sides of Eqs. (3) and (4) are the quantum averaging (normalized to unity) of the density operator
$\hat{\rho}(t)$ of the closed system over one of the subsystems. If the state of the unobservable subsystem (e.g., field) $\hat{\rho}_{\mathrm{f}}^{\prime}(t)$ is defined from the external physical conditions, the state of the observable subsystem (atom), which is correlated with the former state, is also defined according to Eq. (3). Therefore, each of Eqs. (3) and (4) can be treated as a generalized definition of reduction or the approximation of a given state of an unobservable subsystem under reduction. In particular, when a field is in the $\hat{\rho}_{\mathrm{fmin}}$ state, this definition coincides with the generally accepted Neumann definition of reduction (2). When a field in the $n$-photon eigenstate at a measurement time $t$ (i.e., the field-density operator is the projector onto this state, so that $\left.\hat{\rho}_{\mathrm{f}}(t)=\hat{P}_{\mathrm{f} n}=|n\rangle\langle n|\right)$, Eq. (3) coincides with the reduction definition used in the quantum optics theory of nondemolition measurements of photons [16, 17].

When the state of one of the subsystems is given, the set of Eqs. (3) and (4) is generally inconsistent. This inconsistency reflects the approximate character of separation of one of the interacting subsystems. Indeed, according to Eqs. (3) and (4), any possible algorithm of reduction is equivalent to the change $\hat{\rho}(t) \longrightarrow \hat{\rho}_{\mathrm{a}}(t) \otimes$ $\hat{\rho}_{\mathrm{f}}(t)=\hat{\rho}_{\mathrm{R}}(t)$, i.e., to an approximate representation of the closed quantum system as two quasi-independent subsystems with known dynamics, or to transition to a new "reduced" closed system with the density operator $\hat{\rho}_{\mathrm{R}}(t)$. Does the reduction algorithm (i.e., the corresponding change) correspond to the initial assumption that the quantum system is closed? Or in mathematical terms: What error is introduced to the assumed exact state $\hat{\rho}(t)$ under the change $\hat{\rho}(t) \longrightarrow \hat{\rho}_{\mathrm{R}}(t)$ ?

The Neumann reduction algorithm obviously includes the following physical inconsistency. On the one hand, the quantum system is considered closed. On the other hand, the state of an unobservable subsystem is implicitly considered stationary and is specified by the infinite temperature. To closely approximate $\hat{\rho}_{\mathrm{R}}(t)$ to $\hat{\rho}(t)$, the reduction algorithm can be improved by the following two methods:
(i) to physically justify the postulated state of the unobservable subsystem in each particular case (thermostat in the quantum relaxation theory [9, 10]; one of the eigenstates in the theory of quantum nondemolition measurements of photons [16, 17]; or a certain physically appropriate state) and to use one of Eqs. (3) and (4);
(ii) to use the self-consistent successive approximation procedure to find the correlated density operators of the subsystems from Eqs. (3) and (4) with the zero approximation, e.g., in the form of the reduced Neumann density operators of the subsystems [14, 15].

The second method is mathematically general but is often physically excessive. However, in any case, the
state (density operator) of an observable subsystem correlates with the state of an unobservable subsystem. In the standard Neumann reduction, it implicitly correlates with the maximally incoherent state (with zero quantum coherence!) of an unobservable subsystem, and, therefore, the reduction decoherence of an observable subsystem is postulated. The Neumann reduction algorithm is more justified if the properties of an unobservable subsystem are close to macroscopic and its state can be specified by high (infinite) temperature. However, in experiments, where both subsystems of a closed system are substantially quantum, it is necessary to take into account their correlation.

Let us discuss the possible manifestation of the correlation between the subsystems in the known experimental scheme of resonator QED. These experiments (see review [6]) study the dynamics of individual Rydberg atoms flying through the high $-Q$ resonator whose eigenfrequency $(\omega)$ is in resonance with the transition between two neighboring Rydberg levels, excited and ground. The probability of observation of an atom in a certain state (excited or ground) is measured as a function of the properties of the electromagnetic field in the resonator, the time $\tau$ of flight of an atom through a resonator, the initial state, and the atomic flux intensity. In a high- $Q$ resonator, the energy change between the atom and the photon field occurs during time interval $\tau$.

These experiments are described by the exactly solvable Jaynes-Cummings model of a closed quantum system of a two-level atom interacting with the resonant single-mode quantized field in the rotating-wave approximation [18-20]. The model corresponds to the physical case where the source of the electromagnetic field in the ideal resonator is turned off at the time (taken as $t=0$ ) when the atom enters the resonator and the nonstationary energy exchange between the atom and resonator field is considered. It is convenient to present the qualitative model results for a case where the atom entering the resonator is in the excited state. In this case, the probabilities of observing the atom leaving the resonator in the excited and ground states are determined as $[6,21]$

$$
\left.\begin{array}{l}
P_{\mathrm{e}}(\tau)  \tag{5}\\
P_{\mathrm{g}}(\tau)
\end{array}\right\}=\frac{1}{2} \sum_{n=0}^{\infty} p(n)\left[1 \pm \cos \left(\Omega_{n} \tau\right)\right],
$$

where $p(n)$ is the probability that the resonator field includes $n$ photons at $t=0, \Omega=\Omega_{0}$ is the Rabi quantum frequency corresponding to the frequency of atomic inversion oscillations in the vacuum ( $n=0$ ) resonator field, and $\Omega_{n}=\Omega \sqrt{n+1}$ is the corresponding Rabi frequency in the $n$-photon field. It is seen that, if $p(n)$ is a smooth function, $n$-photon contributions to Eq. (5) are dephased with increasing $\tau$. As a result, the probabilities that the atom is in the excited and ground states are equal to each other, $P_{\mathrm{e}}\left(\tau_{\text {col }}\right) \simeq P_{\mathrm{g}}\left(\tau_{\mathrm{col}}\right) \simeq 1 / 2$; i.e., the atomic inversion exhibits quantum collapse [22]. If $p(n)$
has a sharp maximum for $n=\bar{n}$, which makes the basic contribution of the form $p(\bar{n})[1+\cos (\Omega \tau \sqrt{\bar{n}+1})]$ to $P_{\mathrm{e}}(\tau), P_{\mathrm{e}}(\tau)$ can undergo periodic oscillations with the period $\tau_{\text {rev }}=2 \pi / \Omega \sqrt{\bar{n}+1}$ of the inversion revival [23]. Experiments on the observation of revival [21] are described under the assumption that the initial number of photons in the resonator obeys the Poisson distribution $p(n)=\exp (-\bar{n})\left(\bar{n}^{n} / n!\right)$ with the mean number $\bar{n}$ and standard deviation $\sqrt{\bar{n}}$. This distribution corresponds to two physically different states of photon field: a coherent state with the density operator $\hat{\rho}_{\mathrm{fc}}(0)$ $=|\alpha\rangle\langle\alpha|$ and the statistical mixture

$$
\hat{\rho}_{\mathrm{fm}}(0)=\exp \left(-|\alpha|^{2}\right) \sum_{n=0}^{\infty}\left(|\alpha|^{2 n} / n!\right)|n\rangle\langle n|,
$$

where $\bar{n}=|\alpha|^{2}$ in both cases [24]. According to Eq. (5), the calculated dynamics of atomic inversion is independent of the quantum coherence of field. It is this loss of the dependence of atomic inversion on the coherence properties of the field that represents the reduction decoherence discussed in the model under consideration. We emphasize that the complete decoherence of the atom does not occur for the initial coherent field state $\hat{\rho}_{\mathrm{fc}}(0)$. The quantum coherence of the atom (dipole transition moment) is not identical zero [6, 23], but it is unobservable (immeasurable) in experiments with individual atoms.

In the experimental scheme under consideration with $\bar{n} \gg 1$, the interaction with a single atom in a relatively short time cannot change considerably the initial state of the photon field in the resonator. Therefore, the calculation of the reduced operator in the approximation of the stationary initial state of the field, rather than in the standard approximation of the infinite field temperature, is physically justified. Thus, the first method of improving the reduction algorithm for the atomic inversion dynamics will be used.

It is convenient to use the known solution of the Jaynes-Cummings resonant model $[18,19]$ in the form of the evolution operator $\hat{U}(t)$ determining the dynamics of the closed system [15,25] as $\hat{\rho}(t)=\hat{U}(t)\left(\hat{\rho}_{\mathrm{a}}(0) \otimes\right.$ $\left.\hat{\rho}_{\mathrm{f}}(0)\right) \hat{U}^{\mathrm{t}}(t)$, where $\hat{\rho}_{\mathrm{a}}(0)$ and $\hat{\rho}_{\mathrm{f}}(0)$ are the initial density operators of the atom and field, respectively. Let the atom initially be in the excited state and the field in the state $\hat{\rho}_{\mathrm{fc}}(0)$ or $\hat{\rho}_{\mathrm{fm}}(0)$. In this case, calculating first the density operator of the system $\hat{\rho}(t)$ and then the density operator of the atom (reduced by the standard way) $\hat{\rho}_{\mathrm{a}}(t)=\operatorname{Tr}_{\mathrm{f}} \hat{\rho}(t)$ and writing the diagonal elements of the latter, one obtains the known result (5).

In contrast, we perform reduction according to Eq. (3) assuming that the field is either in the stationary


Probabilities of the observation of an atom in the ground state vs. the duration $\tau$ of its interaction with a resonator field: $P_{\mathrm{g}}$ for the standard reduction, $P_{\mathrm{gc}}$ in the approximation of a given coherent field in reduction, and $P_{\mathrm{gm}}$ in the approximation of a given field in the state of incoherent statistical mixture. Parameters are $|\alpha|^{2}=100, \omega=0.1$, and $\Omega=$ 0.01 .
coherent state $\hat{\rho}_{\text {fc }}(0)$ or in the statistical mixture state $\hat{\rho}_{\mathrm{fm}}(0)$. Then, the respective probabilities that the atom is in the ground state are equal to

$$
\left.\begin{array}{l}
P_{\mathrm{gc}}(\tau)  \tag{6}\\
p_{\mathrm{gm}}(\tau)
\end{array}\right\}=\left\{\begin{array}{l}
s_{\mathrm{c}}(\tau) /\left[c_{\mathrm{c}}(\tau)+s_{\mathrm{c}}(\tau)\right] \\
s_{\mathrm{m}}(\tau) /\left[c_{\mathrm{m}}(\tau)+s_{\mathrm{m}}(\tau)\right]
\end{array}\right.
$$

where

$$
\begin{gathered}
c_{\mathrm{c}}(\tau)=\sum_{m, n=0}^{\infty} \frac{|\alpha|^{2(m+n)}}{m!n!} \cos [\omega \tau(m-n)] \\
\times \cos (\Omega \tau \sqrt{m}) \cos (\Omega \tau \sqrt{n}), \\
s_{\mathrm{c}}(\tau)=\sum_{m, n=0}^{\infty} \frac{|\alpha|^{2(m+n+1)}}{m!n!\sqrt{m+1} \sqrt{n+1}} \cos [\omega \tau(m-n)] \\
\times \sin (\Omega \tau \sqrt{m+1}) \sin (\Omega \tau \sqrt{n+1}), \\
c_{\mathrm{m}}(\tau)=\sum_{n=0}^{\infty} \frac{|\alpha|^{4 n}}{(n!)^{2}} \cos ^{2}(\Omega \tau \sqrt{n}), \\
s_{\mathrm{m}}(\tau)=\sum_{n=0}^{\infty} \frac{|\alpha|^{4 n+2}}{n!(n+1)!} \sin ^{2}(\Omega \tau \sqrt{n+1}),
\end{gathered}
$$

and the additional subscripts c and m indicate that reduction is performed in the approximation of the respective initial field states.

The figure shows the characteristic probabilities $P_{\mathrm{g}}(\tau), P_{\mathrm{gc}}(\tau)$, and $P_{\mathrm{gm}}(\tau)$ demonstrating qualitative differences in the calculated inversion dynamics that are
caused by the use of an approximation of a given field in a reduction. It is seen that if a field is assumed to be in the statistical mixture state $\hat{\rho}_{\mathrm{fm}}(0)$, the computational result differs from the standard result (5) only by a small weakening of the quantum collapse, i.e., by a retarding of the decrease in the amplitude of Rabi oscillations. This result is qualitatively clear: the implicit assumption about the infinite field temperature in the traditional reduction increases the relative weight of components $\Omega_{n}$ whose frequencies are far from the frequency of the $\Omega_{\bar{n}}$ component. Therefore, their dephasing is accelerated and the population inversion collapse proceeds rapidly.

The inclusion of field coherence in reduction leads to a qualitatively new inversion dynamics. Beats appear due to (as follows from Eqs. (6)) the superposition of oscillations that are additional to $\Omega_{n}$, have frequencies $n \omega$, and characterize $n$-quantum components of a coherent field. These beats result from quantum interference between the amplitudes of atomic transition probabilities under the action of coherent $n$-photon field components. For the statistical incoherent mixture of photons $P_{\mathrm{gm}}$, the transition probabilities are summed in Eq. (6). For the coherence field $P_{\mathrm{gc}}$, the transition probability amplitudes are summed.

Thus, the presence (or absence) of inversion beats in experiments conducted in the scheme of resonator QED [6] for a coherent field would provide an answer to the fundamental question of whether the decoherence exists in reduction or the subsystems correlate with each other, or, in other words, whether the Neumann compuational rule for the reduced density matrix of an observable subsystem is generally valid or the condition for correlation between subsystems (3) and (4) must be used in reduction.
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#### Abstract

The problem of simulating the energy state of a relativistic charge in the field of a circularly polarized plane wave and longitudinal magnetic field in a medium with the refractive index $k \neq 1$ is analyzed. The classical description of the interaction reduces to the integration of the Maxwell-Lorentz equation. The presence of a medium leads to qualitative changes in the charge dynamics. An exact analytic representation of the energy of an ensemble of relativistic charges as a function of the average flight coordinate $\bar{z}$ is obtained for $k=1$. Moreover, the asymptotic approximation for $k \neq 1$ is constructed in the first approximation in $\mu=1-1 / k^{2}$ by the Van der Pol method. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 03.50.De

Relativistic motion of charged particles in electromagnetic fields has long attracted interest from both physical and mathematical viewpoints [1, 2]. The classical description of motion of a charge reduces to the integration of the equation

$$
\begin{equation*}
m_{0} \ddot{x}_{\mu}=\frac{e}{c} \dot{x}_{v} H_{\mu v} \tag{1}
\end{equation*}
$$

In this work, we give a Fourier-series representation for a solution of Eq. (1) for a circularly polarized plane wave in a magnetic field in a medium with the refractive index $k$ that differs slightly from unity. Up to now, solutions have been found for $k=1$ [3] and for particular resonant cases [4]. This work aims to find all possible solutions to Eq. (1) as functions of laboratory time $t$ and flight coordinate $z$. The problem is considered in the approximation of a given field, and the wave magnetic field is taken into account.

Formulation of the problem. Equation (1) of motion of a charge is solved in the region $z>0$ for arbitrary initial conditions

$$
\begin{gather*}
\dot{x}_{0}=c \beta_{x 0} \gamma_{0}, \quad \dot{y}_{0}=c \beta_{y 0} \gamma_{0} \\
\dot{z}_{0}=c \beta_{z 0} \gamma_{0}, \quad \gamma_{0}=1 /\left(1-\beta_{0}^{2}\right)^{1 / 2} \tag{2}
\end{gather*}
$$

where the dot over a symbol means the derivative with respect to the proper time $\tau$ and $\beta_{0}=\left(\beta_{x 0}, \beta_{y 0}, \beta_{z 0}\right)$ is the initial velocity of the particle. The fields of the wave and axial magnetic field are specified as

$$
\begin{gathered}
\mathbf{A}=-\frac{c E_{0}}{\omega}\left[\sin \left(\omega \xi+\psi_{0}\right) \mathbf{i}-g \cos \left(\omega \xi+\psi_{0}\right) \mathbf{j}\right] \\
\mathbf{E}=-\frac{1}{c} \mathbf{A}^{\prime}(\xi), \quad \mathbf{H}=\mathbf{H}_{0} \mathbf{k}-\frac{1}{\beta_{f} c} \mathbf{n} \times \mathbf{E}, \quad \xi=t-\frac{z}{\beta_{f} c}
\end{gathered}
$$

where $H_{0}$ is the amplitude of the constant magnetic field (of arbitrary sign), $g= \pm 1$ is the wave polarization, $\omega$ is the frequency, $E_{0}$ and $\psi_{0}$ are the amplitude and initial phase of the wave, and $\beta_{f}=1 / k$ is the phase velocity. In what follows, we replace $z, t, \varepsilon, c_{x}, c_{y}, \dot{x}_{0}, \dot{y}_{0}, \dot{z}_{0}$, and $\tau$ by the respective dimensionless variables

$$
\frac{\omega z}{c}, \omega t, \varepsilon=\frac{e E_{0}}{m \omega c}, \frac{c_{x}}{c}, \frac{c_{y}}{c}, \frac{\dot{x}_{0}}{c}, \frac{\dot{y}_{0}}{c}, \frac{\dot{z}_{0}}{c} \text { and } \omega \tau
$$

Solutions as functions of $z$ and $t$ with respect to an observer at rest are of practical interest. We use the differential transition formula

$$
\frac{d}{d z}=\frac{\beta_{f}}{\gamma(\tau)-\alpha} \frac{d}{d \tau}
$$

where $\alpha=\gamma\left(1-\beta_{z} \beta_{f}\right)=$ const is the energy-momentum integral.

Thus, the Cauchy problem for Eq. (1) reduces to the integration of the oscillator equation

$$
\begin{equation*}
(\gamma-\alpha)^{2} \frac{d^{2} \gamma}{d z^{2}}+(\gamma-\alpha)\left(\frac{d \gamma}{d z}\right)^{2}+P_{3}(\gamma, \mu)=0 \tag{3}
\end{equation*}
$$

with initial conditions (2). Here,

$$
\begin{aligned}
P_{3}(\gamma, \mu)= & \frac{1}{2} \frac{\mu^{2}}{1-\mu} \gamma^{3}+\frac{3}{2} \mu \delta \gamma^{2}+\frac{1}{2}\left(2 \delta^{2}(1-\mu)+\mu s\right) \gamma \\
& +(1-\mu)\left(\frac{1}{2} \delta s-g \frac{\omega_{0}}{\omega} \varepsilon^{2}\right) \\
\mu= & 1-\beta_{f}^{2}, \quad \delta=g \frac{\omega_{0}}{\omega}-\frac{\alpha}{1-\mu} \\
s= & 1+\varepsilon^{2}+c_{x}^{2}+c_{y}^{2}+\frac{\alpha^{2}}{1-\mu}-2 g \frac{\omega_{0}}{\omega} \gamma_{0}
\end{aligned}
$$



Fig. 1. Phase portrait of Eq. (5) with the parameters $\beta_{x 0}=$ $\beta_{y 0}=0.2, \beta_{z 0}=0.958, \varepsilon=0.66, \omega_{0} / \omega=0.84, \psi_{0}=1.5$, and $g=1$.
$c_{x}=\dot{x}_{0}+\varepsilon \sin \psi_{0}+\frac{\omega_{0} y_{0}}{c}, \quad c_{y}=\dot{y}_{0}-g \varepsilon \cos \psi_{0}-\frac{\omega_{0} x_{0}}{c}$.
Energy $m_{0} c^{\mathbf{2}} \boldsymbol{\gamma}$ as a multivalued function of $\boldsymbol{z}$. Energy or relativistic factor $\gamma$ is a multivalued function of $z$; i.e., there are $\beta_{x 0}, \beta_{y 0}, \beta_{z 0}, \varepsilon, \omega_{0} / \omega, \beta_{f}$, and $\psi_{0}$ values such that several $\gamma$ values correspond to certain points on the $z$ axis at different times. Therefore, the analytic and numerical solution for $\gamma$ as a function of $z$ can be obtained only in sections where this function is singlevalued. In other words, a charge in the field of a circularly polarized wave and a constant magnetic field can be stopped in the $z$ direction. Moreover, the charge can be trapped by the wave at $\beta_{f}=1$ and move on the toroidal surface [5]. The manifold of the input parameters is determined from the condition $\dot{z}=0$ and relation $\dot{x}^{2}+$ $\dot{y}^{2}+\dot{z}^{2}=c^{2}\left(\gamma^{2}-1\right):$

$$
\begin{equation*}
2 g \gamma_{0} \beta_{z 0} \beta_{f} \frac{\omega_{0}}{\omega}=\left(c_{x}\right)^{2}+\left(c_{y}\right)^{2}-\left(\varepsilon+\sqrt{\alpha^{2}-1}\right)^{2} \tag{4}
\end{equation*}
$$

The surface specified by manifold (4) in the space of input data separates the regions of single-valued and multivalued solutions.

Phase portrait of Eq. (1). To determine $\gamma$ as a function of $z$, we reveal the effect of the medium or parameter $\mu$ on the phase portrait of Eq. (1). Volodin et al. [6] showed that Eq. (1) is equivalent to the equation

$$
\begin{equation*}
\dot{\gamma}^{2}+P_{4}(\gamma, \mu)=0 \tag{5}
\end{equation*}
$$

where $P_{4}(\gamma, \mu)$ is a fourth-order polynomial of $\gamma$. Figure 1 shows the three-dimensional phase portrait of Eq. (5) for the given parameters $\beta_{x 0}, \beta_{y 0}, \beta_{z 0}, \varepsilon, \omega_{0} / \omega, \psi_{0}$, and $g=1$. As is seen, the amplitude of $\gamma$ oscillations increases sharply at $\mu \approx 0$. This means that one can select a medium with properties such that the charged particle interacting with the electromagnetic wave


Fig. 2. Phase portrait of Eq. (5) with the parameters $\beta_{x 0}=$ $\beta_{y 0}=0.1, \beta_{z 0}=0.9, \varepsilon=0.8, \omega_{0} / \omega=1.9, \psi_{0}=0.5$, and $g=-1$.
acquires energy. In contrast, it is difficult to practically realize the cyclotron-resonance condition $\delta=0$ [7], because any small perturbation of the input data gives rise to a periodic solution.

The phase portrait shown in Fig. 2 for the wave polarization $g=-1$ differs from the above case. There is a region of positive $\mu$ values, where the particle interacts weakly with the wave in spite of strong initial swirling.

To determine phase surface, it is sufficient to solve algebraic equation (5) with respect to $\dot{\gamma}, \gamma$, and $\mu$. The phase portrait provides the amplitude and energy values upon changing in the properties of the medium without solving the differential equation.

Stable orbits and bifurcation values of the refractive index. Equation (5) describes oscillations of the conservative system and can be analyzed within the framework of bifurcation theory [8]. We aim to find the set of the input parameters for which energy is, possibly, maximal.

Stable orbits are determined from the cubic equation

$$
\begin{gathered}
F(\gamma, \mu)=\left(\frac{\mu \gamma}{1-\mu}+\delta\right)^{3} \\
+\left(\frac{\mu}{1-\mu} s-\delta^{2}\right)\left(\frac{\mu \gamma}{1-\mu}+\delta\right)-2 g \frac{\mu}{1-\mu} \frac{\omega_{0}}{\omega} \varepsilon^{2}=0
\end{gathered}
$$

It is convenient to find the roots in the trigonometric form. The number of real roots is determined by the signs of the discriminant

$$
D=\frac{1}{27}\left(\frac{\mu}{1-\mu} s-\delta\right)^{3}+\frac{\mu^{2}}{(1-\mu)^{2}} \frac{\omega_{0}^{2}}{\omega^{2}} \varepsilon^{4}
$$

and quantity $\mu s-\delta^{2}$. Three real roots exist at $D \leq 0$ and $\mu s-\delta^{2}<0$, and one real root exists at $D>0$ and


Fig. 3. Particle energy as a function of time $\omega \tau$ and parameter $\beta_{f}$.
$\mu s-\delta^{2}<0$. For $\mu s-\delta^{2}>0$, the single regular stable real root is found from the relation

$$
\begin{gather*}
\frac{\mu}{1-\mu} \gamma^{*}+\delta=-2 R \sinh \frac{\vartheta}{3} \\
\sinh \vartheta=3^{3 / 2}\left|\frac{\mu}{1-\mu}\right| \frac{\omega_{0}}{\omega} \varepsilon^{2}\left|\frac{\mu}{1-\mu} s-\delta^{2}\right|^{2 / 3}  \tag{6}\\
R=\operatorname{sgn}\left(-2 \frac{\mu}{1-\mu} g\right) \sqrt{\frac{1}{3}} \sqrt{\left\lvert\, \frac{\mu}{1-\mu} s-\delta^{2}\right.}
\end{gather*}
$$

Some roots are obviously singular in the limit $\mu \longrightarrow 0$.
According to [8], the bifurcation points are determined from the general solution to the set of equations

$$
\begin{gather*}
\left\{\begin{array}{l}
F(\gamma, \mu)=0 \\
F_{\gamma}^{\prime}(\gamma, \mu)=0
\end{array} \longleftrightarrow\left(\delta^{2}-\frac{\mu}{1-\mu} s\right)^{3 / 2}\right.  \tag{7}\\
=\sqrt{\frac{3}{2}} 6 \frac{\mu}{1-\mu} g \frac{\omega_{0}}{\omega} \varepsilon^{2} .
\end{gather*}
$$

Since $\delta$ and $s$ depend on $\mu$, the bifurcation refractive index $k=1 / \beta_{f}$ is sought numerically. In particular, Eq. (7) for $\beta_{x 0}=\beta_{y 0}=0.2, \beta_{z 0}=0.958, \varepsilon=0.66, \omega_{0} / \omega=$ 0.84 , and $\psi_{0}=1.5$ has two bifurcation points $k_{1,2}=$ 1.000017598 and 1.054951067 . The amplitude of energy oscillations at the point $k_{1}$ is higher than the initial value $\gamma_{0}=21.14774672$ by a factor of 150 . Figure 3 shows energy $\gamma$ as a function of proper time $\tau$ and $\beta_{f}$.

Method of solution. Equation (3) describes oscillations of the conservative system. The exact analytic solution is unknown. An approximate solution is constructed by the Van der Pol method of averaging [9] under the assumption that the parameter $\mu$ is small. We also assume that there is $\varepsilon>0$ such that bifurcation points are absent in the interval $-\varepsilon<\mu<\varepsilon$. More exactly, we expand $\gamma$ into an asymptotic series near reg-
ular root (6). To a first approximation, the periodic solution to Eq. (3) has the form

$$
\begin{align*}
\gamma(z)=\gamma^{*} & +\frac{1}{2} \frac{\left(1+\frac{1}{2} \mu\right)}{a} b^{2}+2 b \sum_{n=1}^{\infty} \frac{1}{n} J_{n}^{\prime}\left(-\frac{n\left(1+\frac{1}{2} \mu\right)}{a} b\right) \\
& \times \cos \left\{n\left[\frac{\Omega}{a} z-\frac{\left(1+\frac{1}{2} \mu\right)}{a} \frac{\dot{\gamma}_{0}}{\Omega}-\theta_{0}\right]\right\}, \tag{8}
\end{align*}
$$

where

$$
\begin{gathered}
a=\left(1+\frac{1}{2} \mu\right) \gamma^{*}-\alpha_{0}-\frac{1}{2} \mu \gamma_{0}, \\
b=\sqrt{\left(\gamma_{0}-\gamma^{*}\right)^{2}+\frac{\dot{\gamma}_{0}^{2}}{\Omega^{2}}}, \\
\Omega=\delta_{0}+\frac{\mu}{2 \delta_{0}} d, \tan \theta_{0}=\frac{\gamma_{0}}{\gamma_{0}-\gamma^{*} \Omega}, \\
d=\delta_{0}^{2} \gamma_{0}\left(\beta_{z 0}-2\right)-\delta_{0} s_{0}+3 g \frac{\omega}{\omega_{0}} \varepsilon^{2}, \\
\gamma^{*}=-\frac{1}{2} \frac{s_{0}}{\delta_{0}}+\frac{1}{\delta_{0}} g \frac{\omega_{0}}{\omega} \varepsilon^{2}+\frac{\mu}{3 \delta_{0}^{2}} \\
\times\left\{\left[\frac{1}{2} \delta_{0}^{2} \gamma_{0}^{2}\left(1-\beta_{z 0}+\beta_{z 0}^{2}\right)\right.\right. \\
\left.\left.+\frac{1}{4} s_{0} \delta_{0} \gamma_{0}\left(2-\beta_{z 0}\right)+\frac{s_{0}^{2}}{8}\right]-\frac{1}{2} d^{2}\right\},
\end{gathered}
$$

$\alpha_{0}, s_{0}$, and $\delta_{0}$ are the coefficients $\alpha, s$, and $\delta$ at $\mu=0$, and $J_{n}$ are the integer-order Bessel functions. To the factor $\mu$, the oscillation period in $z$ is given by the formula

$$
\begin{gathered}
T_{z}=\frac{2 \pi\left(\gamma^{*}-\alpha_{0}\right)}{\delta_{0}} \\
+\mu \frac{\pi}{\delta_{0}}\left(\gamma^{*}-\gamma_{0}-2\left(\gamma^{*}-\alpha_{0}\right) \frac{d}{2 \delta_{0}^{3}}\right] .
\end{gathered}
$$

Fourier-series solution (8) was constructed by using the known relation

$$
\cos \eta=-\frac{1}{2} \delta+2 \sum_{n=1}^{\infty} \frac{1}{n} J_{n}^{\prime}(n \sigma) \cos n v,
$$

where $v=\eta-\sigma \sin \eta$. Representation (8) is invalid at the points of splash (bifurcation) and multivalence of $\gamma$. The choice of $\mu$ is determined by the cylinder-like phase surfaces of Eq. (5) (see Fig. 2).

The solution as a function of the laboratory time $t$ is constructed similarly:

$$
\begin{aligned}
\gamma(t) & =\gamma^{*}+\frac{1}{2 \gamma^{*}} b^{2}+2 b \sum_{n=1}^{\infty} \frac{1}{n} J_{n}^{\prime}\left(-\frac{n}{\gamma^{*}} b\right) \\
& \times \cos \left\{n\left[\frac{\Omega}{\gamma^{*}} t-\frac{\dot{\gamma}_{0}}{\gamma^{*} \Omega}-\theta_{0}\right]\right\} .
\end{aligned}
$$

Ensemble of charges at $\boldsymbol{\mu}=\mathbf{0}$. Solution (8) describes the energy of one charge as a function of $z$. To describe the energy of an ensemble of noninteracting relativistic charges, we use the "electron-ring" model:

$$
\begin{gathered}
x_{0}=R_{0} \cos \varphi, \quad y_{0}=R_{0} \sin \varphi, \\
\beta_{x 0}=\beta_{\perp 0} \sin \varphi, \quad \beta_{y 0}=-\beta_{\perp 0} \cos \varphi, \quad 0 \leq \varphi \leq 2 \pi .
\end{gathered}
$$

The problem reduces to the search for the quantity

$$
\bar{\gamma}(\tau)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \gamma(\tau, \varphi) d \varphi, \quad \bar{z}(\tau)=\frac{1}{2 \pi} \int_{0}^{2 \pi} z(\tau, \varphi) d \varphi
$$

as a function of $\bar{z}$. The necessary solutions are determined from Eq. (3) at $\mu=0$ :

$$
\begin{gather*}
\bar{\gamma}(\bar{z})=\bar{q}-\frac{1}{2} \frac{\left(\gamma_{0}-\bar{q}\right)^{2}}{\left(\alpha_{0}-\bar{q}\right)} \\
+2\left(\gamma_{0}-\bar{q}\right) \sum_{n=1}^{\infty} \frac{1}{n} J_{n}^{\prime}\left(n \frac{\left(\gamma_{0}-\bar{q}\right)}{\left(\alpha_{0}-\bar{q}\right)}\right) \cos \left(n \frac{\delta_{0}}{\left(\alpha_{0}-\bar{q}\right)} \bar{z}\right),  \tag{9}\\
\bar{q}=g \varepsilon^{2} \frac{\omega_{0}}{\omega} \frac{1}{\delta_{0}^{2}}-\frac{1}{2 \delta_{0}} \\
\times\left(1+\alpha_{0}^{2}+2 \varepsilon^{2}+\left(\beta_{\perp 0} \gamma_{0}+\frac{\omega_{0} R_{0}}{c}\right)^{2}-2 g \gamma_{0} \frac{\omega_{0}}{\omega}\right) .
\end{gather*}
$$

The period of ensemble oscillations is equal to $\bar{T}_{\bar{z}}=$ $2\left(\bar{q}-\alpha_{0}\right) \pi / \delta_{0}$. The solution at $\mu \neq 0$ is derived similarly to Eq. (9) but is not present in this short report.

The above analysis reveals a complex behavior of a relativistic charge in the system consisting of the wave and a magnetic field. The charge can acquire considerable energy in a medium whose properties are close to
vacuum. The spike (bifurcation) in energy upon changing the refractive index of the medium is associated with the presence of the parameter $\mu$ in higher powers of the polynomial $P_{3}(\gamma, \mu)$. Indeed, the effect disappears at $\mu=0$.

Only several terms of the solution in the form of Fourier series (8) and (9) can be taken into account due to the exponential decrease in coefficients. In the second approximation constructed by the averaging method mentioned above, higher harmonics with unwieldy coefficients appear. We emphasize that formula (8) is exact at $\mu=0$.

Since energy $\gamma$ is a multivalued function of $z$, the applicability of numerical methods to Eq. (1) is restricted. The method developed above can be generalized to nonuniform periodic magnetic fields.

We are grateful to B.S. Luk' yanchik for discussions and valuable remarks.
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#### Abstract

A new class of solitary solutions for a wave field is found. This class describes soliton-like structures of a circularly polarized radiation that propagate in a nonresonance medium and which involve an arbitrary number of field oscillations. A feature peculiar to these solutions is that they undergo a smooth transformation from solitons of the Schrödinger type, which correspond to long pulses involving many oscillations, to extremely short visible pulses, which, in fact, do not extend beyond one period. Realizability of such soliton structures is considered for a field of linear polarization, and their structural stability is shown numerically. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: $42.65 . \mathrm{Tg}$

1. Soliton solutions to nonlinear wave equations are of general interest since they belong to basic elementary structures playing a fundamental role in nonlinear physics [1]. At present, advances made in the realm of laser technologies make it possible to perform experimental investigations into the processes of nonlinear interaction between matter and electromagnetic pulses of duration equal to a few periods of optical oscillations [2-4]. The possibility of soliton modes of propagation of such extremely short field pulses in various nonlinear media $[5,6]$ is one of the most important and interesting questions in this connection. A theoretical analysis of physical phenomena arising in such interactions is complicated by the fact that the well-developed nonlin-ear-optics formalism employing the approximation of a slowly varying wave-field amplitude is inapplicable under the conditions of extremely short pulse durations. In order to describe the evolution of a field in this case correctly, it is necessary to use wave equations describing the dynamics of the field in a pulse as a discrete unit without recourse to a scale separation into a slowly varying envelope and a high-frequency filling. In the present study, the propagation of electromagnetic pulses in a nonresonance medium is considered in the reflectionless approximation, this consideration being performed for an arbitrary number of field oscillations in a pulse. It is shown that there exists a new class of exact solitary solutions describing a nonlinear propagation of wave pulses whose envelope has a soliton structure, which, however, includes a finite number of field oscillations. An appealing feature of these solutions is that there is an uninterrupted connection between them and Schrödinger-type soliton solutions, which makes it possible to trace a transition from Schrödinger solitons to visible pulses involving less than one period of optical oscillations.
2. As a starting point, we will employ a vector wave equation in the reflectionless approximation, which is extensively used in describing the nonlinear dynamics of extremely short pulses containing a small number of optical oscillations. In this approximation, where it is assumed that variations in field distributions are small over scales commensurate with characteristic wavelengths, the reduced wave equation for a nonresonance medium can be represented in the form (see [6])
$\frac{\partial^{2} \mathbf{E}}{\partial z \partial \tau}+n \mathbf{E}+g \frac{\partial}{\partial \tau}\left(\mathbf{E}^{2} \frac{\partial \mathbf{E}}{\partial \tau}\right)+h \frac{\partial}{\partial \tau}\left[\mathbf{E},\left[\mathbf{E}, \frac{\partial \mathbf{E}}{\partial \tau}\right]\right]=0$,
where $z$ is the coordinate along the direction of pulse propagation and $\tau=t-z \varepsilon_{o}^{1 / 2} / c$ is the time in the coordinate frame comoving with the pulse, $\varepsilon_{o}$ and $c$ being, respectively, the static dielectric permittivity of the medium and the speed of light in a vacuum. Equation (1), which is the simplest one in its class, includes both a nonlinear low-frequency dispersion ( $n$ ) and an inertiafree nonlinearity of the Kerr type ( $g, h$; see, for example, [7]). In particular, it describes the propagation of extremely short pulses in optical fibers in the region of anomalous dispersion [8], as well as their self-interaction in an ionized gas, where a plasma dispersion is more pronounced than a gas dispersion, which is associated with neutral particles [9]. It is worth noting that the wave equation in the form (1) disregards the highfrequency dispersion of the medium; this corresponds to the assumption that the spectrum of the optical pulse being considered lies rather far off the zero-dispersion point, entirely falling within the region of anomalous dispersion. It should also be noted that, for resonance media, fundamental equations based on the model of a two-level medium and an analysis of corresponding wave fields are given in [10-12] (see also [5] and references therein).

It can easily be shown that by introducing a highfrequency filling the original equation (1) is reduced to a nonlinear Schrödinger equation for a slowly varying field amplitude.

In the following, we consider the propagation of laser radiation in a medium characterized by an elec-tric-type nonlinearity, where $h=2 g / 3$. Using the scale invariance of Eq. (1), we then write it in terms of the projections ( $\mathbf{E}=\mathbf{e}_{x} E_{x}+\mathbf{e}_{y} E_{y}$ ) onto relevant axes in dimensionless variables; that is,

$$
\begin{equation*}
\frac{\partial^{2} E_{x, y}}{\partial z \partial \tau}+E_{x, y}+\frac{\partial^{2}}{\partial \tau^{2}}\left[\left(E_{x}^{2}+E_{y}^{2}\right) E_{x, y}\right]=0 . \tag{2}
\end{equation*}
$$

Here, $\mathbf{e}_{x}$ and $\mathbf{e}_{y}$ are unit vectors along the $x$ and $y$ axes of a system of Cartesian coordinates, while $E_{x}$ and $E_{y}$ are the corresponding projections of the electric-field vector. From (2), it follows that, for localized field distributions, the following integral relation holds:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} E_{x, y} d \tau=0 \tag{3}
\end{equation*}
$$

It expresses the absence of an average field and indicates that solutions have an oscillating character. Considering that the group and phase velocities of waves may be different, we represent solutions to Eq. (2) in the form

$$
\begin{aligned}
& E_{x}(z, \tau)=a(z, \tau) \cos \varphi(z, \tau), \\
& E_{y}(z, \tau)=a(z, \tau) \sin \varphi(z, \tau),
\end{aligned}
$$

which describes the evolution of a circularly polarized field. For the amplitude $a(z, \tau)$ of the wave field being considered and its phase $\varphi(z, \tau)$, we then obtain the set of exact equations

$$
\begin{gather*}
a_{z \tau}-\varphi_{z} \varphi_{\tau} a+a+\left(a^{3}\right)_{\tau \tau}-\varphi_{\tau}^{2} a^{3}=0,  \tag{4}\\
a \varphi_{z \tau}+a_{z} \varphi_{\tau}+a_{\tau} \varphi_{z}+2\left(a^{3}\right)_{\tau} \varphi_{\tau}+a^{3} \varphi_{\tau \tau}=0, \tag{5}
\end{gather*}
$$

where a subscript on a quantity denotes its partial derivative with respect to the corresponding argument. Assuming that the envelope of the field propagates at a constant velocity, we seek solutions in the form

$$
\begin{gather*}
a(z, \tau)=a(\xi)  \tag{6}\\
\varphi(z, \tau)=\omega \tau-k z+\int^{\xi} g(a) d \xi \tag{7}
\end{gather*}
$$

where $\xi=\tau-\gamma z$. The local frequencies and wave vectors are defined as $\varphi_{\tau}=\omega+g(a)$ and $\varphi_{z}=-k-\gamma g(a)$, respectively. Substituting the above relations into Eq. (5) and defining $\omega$ as the carrying frequency of the signal in the limit of small amplitudes-that is, $g(a) \longrightarrow 0$ for $a \longrightarrow 0$-we find that $g(a)=\omega a^{2}(3 \gamma-$
$\left.2 a^{2}\right) / 2\left(\gamma-a^{2}\right)^{2}, k=-\gamma \omega$, and for the phase of the field we eventually obtain

$$
\begin{equation*}
\varphi(z, \tau)=\omega \tau+\gamma \omega z+\int_{-\infty}^{\xi} \frac{\omega a^{2}\left(3 \gamma-2 a^{2}\right)}{2\left(\gamma-a^{2}\right)^{2}} d \xi . \tag{8}
\end{equation*}
$$

Thus, we see that not only may a field pulse contain a finite number of oscillations, but it must also be phase-modulated-that is, contain a frequency chirp of a rather complicated shape, in general, $\varphi_{\tau} \sim g(a)$. Equation (4) for the amplitude then takes the form

$$
\begin{gather*}
u_{\eta \eta}-\frac{6 u u_{\eta}^{2}}{1-3 u^{2}} \\
-\frac{u}{1-3 u^{2}}\left\{\delta^{2}-\frac{u^{2}\left[4\left(1-u^{2}\right)^{2}-u^{2}\right]}{4\left(1-u^{2}\right)^{3}}\right\}=0 . \tag{9}
\end{gather*}
$$

Here, we have introduced the variables $\eta=\omega \xi$ and $u=$ $a / \gamma^{1 / 2}$; as one can easily see, the family of soliton-like solutions is one-parameter in this case-that is, it depends on the parameter $\delta^{2}=1 / \gamma \omega^{2}-1>0$. The first integral of Eq. (9) has the form

$$
\begin{gather*}
\left(\frac{d u}{d \eta}\right)^{2}=\frac{u^{2}}{\left(1-3 u^{2}\right)^{2}} \\
\times\left[\delta^{2}-\frac{3}{2}\left(\delta^{2}+1\right) u^{2}+\frac{\left(4-5 u^{2}\right) u^{2}}{4\left(1-u^{2}\right)^{2}}\right]+\frac{C}{\left(1-3 u^{2}\right)^{2}}, \tag{10}
\end{gather*}
$$

where $C$ is a constant of integration; it is equal to zero for localized field distributions. In accordance with this, solutions to this equation can generally be represented only in quadratures. However, the possible types of solutions can easily be analyzed in the phase plane, where the phase trajectories of (10) are symmetric with respect to the $u=0$ axis. Restricting our consideration to the half-plane $u \geq 0$ we can see that Eq. (9) has four equilibrium states-three centers and a saddle point at the origin of coordinates-which are separated by the singular straight lines $u=1 / \sqrt{3}$ and $u=1$. The structure of the phase plane depends greatly on the parameter $\delta$. A closed saddle separatrix $(C=0)$ existing only for $\delta^{2} \leq$ $\delta_{c}^{2}=1 / 8$ and including one or two equilibrium states of the center type corresponds to soliton solutions in which we are interested. For $\delta^{2}<1 / 8$, it includes the closest equilibrium state, and a typical phase plane corresponding to this case is displayed in Fig. 1a. For these parameters, the maximum amplitude of a soliton is bounded from above, $u_{\max }^{2}<1 / 3$, and its dependence on the root-mean-square duration defined as

$$
\tau_{s}=\left[\int_{-\infty}^{\infty} \eta^{2} u^{2} d \eta / \int_{-\infty}^{\infty} u^{2} d \eta\right]^{1 / 2}
$$
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is presented in Fig. 1b. For $u_{\text {max }}^{2} \ll 1$, one can integrate Eq. (10) and represent its approximate solution in the implicit form

$$
\begin{equation*}
6 \delta \sqrt{\delta^{2}-\frac{u^{2}}{2}}-\operatorname{arccosh}\left(\frac{\sqrt{2} \delta}{u}\right)= \pm \delta \eta \tag{11}
\end{equation*}
$$

This approximate solution describes field dynamics to a rather high degree of precision everywhere up to $\delta \approx$ $\delta_{c}$, with the exception of the limiting value itself. Figure 1c shows characteristic oscillograms of the fields that correspond to the exact and approximate soliton solutions at $\delta=0.32$ that include about one period of optical oscillations. As can be seen, these solutions are rather close, their maximum deviation being less than $3 \%$.

At $\delta^{2}=1 / 8$, the separatrix trajectory changes qualitatively and, in view of the removal of the singularity at $u^{2}=1 / 3$, includes two equilibrium states (see Fig. 2). This separatrix solution can be referred to as a limiting soliton corresponding to the minimum possible duration, including, as a matter of fact, less than one period of oscillations ( $\tau_{s \text { min }}=1.84$ ), and, accordingly, to the maximum possible amplitude $u_{s \text { max }}^{2}=2 / 3$. The corresponding exact solution has the same functional form
as (11), but it describes a soliton of maximum possible energy:

$$
\begin{equation*}
\frac{\sqrt{2-3 u^{2}}}{3}-(2)^{-1 / 2} \operatorname{arccosh}\left(\frac{2}{3 u^{2}}\right)^{1 / 2}= \pm \eta / 4 . \tag{12}
\end{equation*}
$$

For $\delta^{2}>1 / 8$, the closed separatrix trajectory becomes disconnected, which suggests the absence of localized solutions.

Let us now establish connections between the solutions obtained above and the well-known solitons of the envelope that exist in the case of the nonlinear Schrödinger equation (NSE) and its generalizations [1, 13]. The duration of the localized field distributions found here (see Fig. 1b) is approximately in inverse proportion to their amplitudes; therefore, a transition to long quasimonochromatic pulses containing many oscillations occurs at small amplitudes, $u^{2}<1 / 3$; as follows from Eq. (10), this takes place for $\delta^{2}<1 / 9$. In this case, Eq. (10) reduces to an equation for finding NSE solitons, $u_{\eta}^{2}=u^{2}\left(\delta^{2}-u^{2} / 2\right)$, which has the fundamental Schrödinger soliton $u(\eta)=\sqrt{2} \delta / \cosh (\delta \eta)$ among its solutions. As the amplitude is increased, the duration of the soliton decreases, with the result that processes associated with the dispersion of group velocities of various frequency components begin to play an ever more important role, and this affects, first of all, the phase-modulated structure of the pulse in Eq. (8). Its amplitude dependence then transforms into solitons of a generalized nonlinear Schrödinger equation [14], which, as can easily be found from (10) by expanding relevant polynomials and retaining next-order terms, have the form

$$
\begin{equation*}
u(\eta)=\frac{2 \delta}{\sqrt{1+\cosh (2 \delta \eta)}} \tag{13}
\end{equation*}
$$

As the amplitude is increased further, the soliton duration becomes commensurate with the period of optical oscillations; as a matter of fact, this imposes, in accordance with the integral in (3), an upper bound on admissible values of the field, which is reflected in the existence of a limiting soliton solution. Thus, we can conclude that there is an uninterrupted connection between the soliton structures of the wave field that were found in the present study and soliton solutions of the Schrödinger type; owing to this, we can trace a transition from solitons of the envelope of quasimonochromatic radiation to optical visible solitons.
3. It is of interest to consider the question of whether the soliton structures of a wave field that were found above are implementable in the important particular case of linearly polarized radiation. For a linearly polarized field $\mathbf{E}=\mathbf{e}_{x} E$, Eq. (2) assumes the form

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial z \partial \tau}+E+\frac{\partial^{2} E^{3}}{\partial \tau^{2}}=0 \tag{14}
\end{equation*}
$$



Fig. 3.

As is well known, the main distinction between the nonlinear dynamics of a linearly polarized field and that of a circularly polarized field is that the spectral composition can be enriched faster for the former, this concerning, above all, odd harmonics owing to a cubic character of nonlinearity. In the dispersive medium considered here and described by Eq. (14), however, the conditions of wave synchronisms for a resonance excitation (including a nonlinear excitation) of spectral harmonics of field components are not satisfied, as can easily be proven. This statement is supported, in particular, by the results of the numerical calculations performed in $[8,9]$, where it was found that the corresponding spectral components are small in the region of anomalous dispersion. Representing solutions to Eq. (14) in the form $E(z, \tau)=(2 / \sqrt{3}) a(z, \tau) \cos \varphi(z, \tau)$ and assuming that the field components at the frequencies of the third harmonic $(3 \varphi)$ are small, we obtain, for $a(z, \tau)$ and $\varphi(z, \tau)$, a set of equations that is identical to the set of Eqs. (4) and (5) and, for a determination of soliton distributions of the field, the same equation (9). It follows that the above analysis of soliton solutions for a circularly polarized field can be extended to the case of linearly polarized fields, whose nonlinear dynamics are expected to experience a strong influence of the wave solitons found above. A numerical simulation that we performed for Eq. (14) revealed that its wave-field solitons are structurally stable formations-particularly with respect to collisions-and propagate without variation in its envelope over distances considerably exceeding characteristic path scales: the dispersion length $L_{\text {dis }} \sim \omega_{*}^{2} / \Delta \omega$ (where $\omega_{*}$ and $\Delta \omega$ are, for example, the characteristic central frequency and the spectral width of the wave pulse, respectively) and the nonlin-ear-interaction range $L_{n l} \sim \Delta \omega / \omega_{*}^{2} E_{m}^{2}$ (where $E_{m}$ is the pulse amplitude). This fact is reflected in Fig. 3, where the length of the propagation of a pulse that was specified at the input as a wave soliton was $400 L_{n l}$ (for this


Fig. 4.
input field distribution, the characteristic lengths $L_{\text {dis }}$ and $L_{n l}$ were approximately equal at about 3 to 4 ). As can be seen from the figure, the soliton field pulse in question is a stable formation and can propagate without variations in its parameters over distances that considerably exceed characteristic path scales. The internal dynamics that are seen in this case are associated exclusively with variations in the phase of the field (see Eq. (8)). We also note that, if the spectrum of the input pulse falls within the region of anomalous dispersion, such localized distributions of the field undergo only slight structural changes when taking into account high-frequency dispersion that is described by a term of the form $\partial^{4} E / \partial \tau^{4}$ in Eq. (14), and this is in accord with the numerical results of Kozlov and Sazonov [8].

Figure 4 illustrates the dynamics of a collision between two wave solitons having different amplitudes and identical carrying frequencies $(\omega=1)$ in the sense of Eq. (8). As is well known, the possibility that the structure of solitons remains unchanged upon collisions is one of the important properties which causes solitons to play a fundamental role in the nonlinear dynamics of wave processes. From Fig. 4, one can see that the soliton of greater amplitude catches up with the soliton of smaller amplitude, whereupon they pass through each other, recovering their former distributions upon the interaction; that is, they travel without a noticeable energy transfer and without losses by radiation. This result gives sufficient grounds to refer to the wave structures found here as wave solitons.

In conclusion, we would like to note that the stability of the wave solitons considered above with respect to collisions and an uninterrupted connection between them and Schrödinger solitons make it possible to treat them as basic wave-field structures whose role in the nonlinear dynamics of wave fields is not less fundamental than the role of Schrödinger solitons. In particular, numerical calculations show that they appear as stable elementary components in the dynamic process
through which the time compression of an originally broad pulse to rather low durations occurs, forming, at some stage, an extremely short pulse of a few field oscillations that is characterized by an amplitude exceeding the amplitude of a limiting soliton.

We are grateful to V.A. Mironov and A.M. Sergeev for interest in this study and discussion of its results.
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#### Abstract

Evolution of a resistive wall mode (RWM) -a magnetic field perturbation produced by a plasma and partially stabilized by a conducting wall-is considered. It is assumed that there is a small resonant harmonic in the spectrum of the static error field. It is shown that the effect of this harmonic on the dynamics of stable RWMs increases as the plasma approaches the RWM stability boundary. The error field is "amplified" during the transition through this boundary. The smaller the rotation velocity of the perturbation and the longer the time during which the plasma stays near the stability boundary, the stronger this amplification is. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: $52.55 . \mathrm{Fa}$; $52.35 . \mathrm{Bj}$

The theory of magnetohydrodynamic (MHD) plasma stability operates with a notion of small (to be precise, infinitesimal) perturbation that is "switched on" instantly in a "perfect" equilibrium configuration prepared beforehand. However, in real configurations, finite-amplitude perturbations are always present. In magnetic confinement systems, these are the so-called error fields-weak magnetic fields related, in particular, to inaccuracy in manufacturing and assembling the magnetic coils. Formally, these are the fields that are not included in the idealized theoretical description of a system. For example, a tokamak is considered to be an axially symmetric system, although weak magnetic fields breaking this symmetry are always present. It is these fields that will be discussed below.

It is known that sometimes such fields with an amplitude on the order of $10^{-4}-10^{-5}$ of the main toroidal field can significantly influence the plasma behavior in a tokamak [1]. This happens when certain factors produce an unfavorable combination. What is exactly needed for that still remains unclear because a convincing predictive theory has not yet been developed and the experimental data are incomplete and inconsistent [1]. This can be partially explained by the fact that studying the error field effects requires highly precise diagnostics and the elimination of masking factors.

In recent years, interest in the error field problem has greatly increased in connection with DIII-D experiments aimed at studying operating regimes near the MHD stability threshold, specifically, near the plasma pressure limit, which is one of the most important characteristics of tokamaks.

[^1]Theory and experiment show that high $\beta$ values (where $\beta \equiv 2 \bar{p} / \mathbf{B}^{2}$ is the ratio of the averaged plasma pressure $\bar{p}$ to the magnetic field pressure $\mathbf{B}^{2} / 2$ ) could be achieved in a stationary tokamak if large-scale kink modes were stabilized [1, 2]. Such stabilization could be ensured by a highly conducting (in the best case, ideal) wall closely facing the plasma [3]. A real wall with a finite conductivity can completely stabilize a mode for a period on the order of the "wall time" $\tau_{w}$, during which the magnetic field penetrates through the wall. This is certainly insufficient for discharges of interest (with a duration of hundreds of $\tau_{w}$ or longer). The conducting wall cannot prevent the development of kink modes over a large time interval but decreases their growth rates to values on the order of $\tau_{w}^{-1}$. That is why these modes are called resistive wall modes (RWMs).

Recent years' experiments in the DIII-D tokamak were devoted to studying the physics of RWMs and methods for stabilizing these modes [2, 4-10]. RWMs observed in DIII-D arise at $\beta>\beta^{\text {no wall }}$, where $\beta^{\text {no wall }}$ is the ideal MHD stability limit calculated in the absence of a conducting wall. Great success of the DIII-D experiments was demonstrated by sustained operation at $\beta$ twice as high as the RWM instability limit [8-10]. This outstanding result was achieved when the measures already used against RWMs were supplemented by the suppression of the above-mentioned weak (just several gauss) error fields, or, more precisely, by their main lowest harmonics that can "resonate" with the closed field lines of the idealized unperturbed configuration. Until the role of the error fields as a strong destabilizing factor was realized, experiments on the RWM feedback stabilization in the DIII-D tokamak yielded
much more modest results [2, 4-7], though theoretical forecasts (without account of error fields) were rather optimistic. These forecasts actually came true, but under conditions of error field suppression-a requirement that had not been theoretically predicted beforehand.

Convincing experimental evidence that a slowly growing or saturated $n=1$ perturbation (where $n$ is the toroidal wavenumber) measured outside the plasma in DIII-D was the plasma response to the static resonant error field was presented for the first time in [6]. It was shown that the plasma response to such a field was much stronger for $\beta>\beta^{\text {no wall. }}$. The discovered effect became an interesting new object of research [6, 8-10] and was called "resonant field amplification" (RFA) [810]. Now, it is a definitely established experimental fact that weak error fields play an important role in the RWM dynamics. However, a theory that could explain the observable effects has not yet been developed. When discussing RFA, paper [11] is usually cited. However, the model and results of [11] (which were recently confirmed in [12]) must be revised for reasons which are partially explained below. Here, we propose a different model of RFA.

The aim of this work is to analyze the error field amplification by a plasma. Actually, we discuss here the transition through the RWM stability boundary, in which case the effect is most pronounced.

In the cylindrical approximation, the amplitude of the $(m, n)$ harmonic of the radial magnetic field perturbation at the wall, $B_{m}$, is described by the equation

$$
\begin{equation*}
\tau_{w} \frac{\partial B_{m}}{\partial t}=\Gamma_{m} B_{m}+2 \mu B_{m}^{\mathrm{ext}} \tag{1}
\end{equation*}
$$

where $\tau_{w}=\mu_{0} \sigma r_{w} d$ is the above-mentioned wall time; $\sigma$, $r_{w}$, and $d$ are the conductivity, minor radius, and thickness of the wall, respectively; $\mu=|m|$; and $B_{m}^{\text {ext }}$ is the part of $B_{m}$ that is created by all the sources outside the shell (in the region $r>r_{w}$ ). In general, the field $B_{m}^{\text {ext }}$ can be time-dependent. Here, we will consider the case of a static error field: $B_{m}^{\mathrm{ext}}=B_{m}^{\mathrm{er}}=$ const. For definiteness, we assume that $B_{m}^{\text {er }}>0$.

Equation (1) is a direct consequence of Maxwell's equations and Ohm's law for a conducting wall and long-wavelength perturbations (see [13] for details). Briefly, the derivation of Eq. (1) consists in integrating the radial component of the equation

$$
\begin{equation*}
\frac{\partial \mathbf{B}}{\partial t}=\nabla^{2} \frac{\mathbf{B}}{\mu_{0} \sigma} \tag{2}
\end{equation*}
$$

through the wall, which is considered as a thin shell, and substituting the perturbation $B_{r}=b_{m}(r, t) \exp (\operatorname{im} \theta-$ $\operatorname{in} \zeta$ ) (where $\theta$ is the poloidal angle and $\zeta=z / R$ is an equivalent of the toroidal angle) or the sum of such harmonics into the right-hand side of the resulting equa-
tion. When deriving Eq. (1), we use explicit expressions for $b_{m}$ in the vacuum regions on both sides of the wall:

$$
\begin{equation*}
b_{m}=B_{m}^{p l} x^{-\mu-1}+\left(B_{m}^{w}+B_{m}^{\mathrm{ext}}\right) x^{\mu-1} \tag{3}
\end{equation*}
$$

for $x=r / r_{w}<1$ and

$$
\begin{equation*}
b_{m}=\left(B_{m}^{p l}+B_{m}^{w}\right) x^{-\mu-1}+B_{m}^{\mathrm{ext}} x^{\mu-1} \tag{4}
\end{equation*}
$$

for $x>1$. Here, $B_{m}=b_{m}\left(r_{w}\right)$ and the time-dependent complex amplitudes $B_{m}^{p l}$ and $B_{m}^{w}$ describe the contributions to $B_{m}(t)$ from the plasma and wall, respectively. In this notation, we have

$$
\begin{equation*}
\Gamma_{m}=-2 \mu\left(1-B_{m}^{p l} / B_{m}\right) \tag{5}
\end{equation*}
$$

In Eq. (1), all information about the plasma is contained in the parameter $\Gamma_{m}$. According to Eq. (5), this parameter is determined by the ratio $B_{m}^{p l} / B_{m}$, which can be found, e.g., by calculating the perturbation in the plasma. In the linear theory, the radial profile $b_{m}(r)$ in a plasma depends only on the properties of the unperturbed equilibrium configuration, thus allowing one to consider $\Gamma_{m}$ independent of $B_{m}$. The invariance of the mode structure in the plasma (mode rigidity) with respect to variations in $B_{m}$ that are typical of experiments is confirmed by both the exact MHD calculations and the results of DIII-D experiments [7]. Note that the exact matching of $\Gamma_{m}$ to the experimental conditions is also possible without calculations because $\Gamma_{m}$ has a simple physical meaning. It follows from Eq. (1) that

$$
\begin{equation*}
\Gamma_{m}=\tau_{m}\left(\gamma_{0}+i n \Omega_{0}\right) \tag{6}
\end{equation*}
$$

where $\gamma_{0}$ is the growth (or damping) rate of the mode and $\Omega_{0}$ is the angular frequency of its toroidal rotation. In experiments, $\gamma_{0}$ increases with increasing $\beta$ and passes through the point $\gamma_{0}=0$ at $\beta=\beta^{\text {no wall. The tran- }}$ sition through the stability boundary $\gamma_{0}=0$ can also be attributed to variations in the profile and/or magnitude of the plasma current.

Without a plasma, we have $\Gamma_{m}=\Gamma_{m}^{0}=-2 \mu$, so that, at $B_{m}^{\mathrm{ext}}=B_{m}^{\mathrm{er}}=\mathrm{const}$, Eq. (1) has a stationary solution $B_{m}=B_{m}^{\text {er }}$. The plasma changes the value $\Gamma_{m}$; hence, the magnitude of the stationary solution also changes. At $\Gamma_{m}=$ const and $\operatorname{Re} \Gamma_{m}<0$ (otherwise, a stable stationary solution is absent), we have

$$
\begin{equation*}
B_{m}^{s t}=-\frac{2 \mu}{\Gamma_{m}} B_{m}^{\mathrm{er}} \tag{7}
\end{equation*}
$$

This equality shows that the plasma response to the static external resonant field is stronger for smaller $\left|\Gamma_{m}\right|$.
At $\left|\Gamma_{m}\right|<2 \mu$, it gives $\left|B_{m}^{s t}\right|>B_{m}^{\mathrm{er}}$, which can be regarded as the amplification of the resonant field. The most dangerous point here is $\Gamma_{m}=0$, which corresponds to a nonrotating mode at its stability boundary. In the DIII-D
experiments, such modes are observed even in the presence of fast plasma toroidal rotation [4].

Large perturbations are inadmissible in experiments, which necessitates the struggle with MHD instabilities, first of all, with low-n modes. In this context, the most dangerous is the region $\gamma_{0}>0$. However, it follows from Eq. (7) that, even in the stability range ( $\gamma_{0}=$ $\operatorname{Re} \Gamma_{m} / \tau_{m}<0$ ), the value of $B_{m}^{s t}$ can exceed an acceptable level. The growth of $B_{m}$ at $\gamma_{0}<0$ is related to the transition to a new equilibrium state with $B_{m}=B_{m}^{s t}$. Within the model at hand, this state remains stable with respect to the considered mode, which resonates with the error field; however, the large values of $B_{m}$ imply undesirable deformations of the plasma column and a danger of loss of equilibrium.

It was stated in [11] (and this viewpoint was confirmed once again in [12]) that the magnetic field perturbation near marginal stability can be accurately approximated by a stationary solution similar to that given by Eq. (7). Formally, the "amplification factor" in Eq. (7) can become infinite at $\Gamma_{m} \longrightarrow 0$. However, as $\left|\gamma_{0}\right|$ decreases, the time $\left(\sim\left|\gamma_{0}\right|^{-1}\right)$, which is required to achieve the stationary level $B_{m}^{s t}$ from any initial $B_{m}^{0}$, increases. Therefore, however slow the evolution of the tokamak discharge might be, steady-state level (7) will never be achieved in the immediate vicinity of the point $\Gamma_{m}=0$. This directly follows from Eq. (1). In other words, at $\Gamma_{m} \longrightarrow 0$, we must retain the time derivative in Eq. (1) and RFA cannot be regarded as a quasi-stationary phenomenon, as was done in $[11,12]$.

Actually, solution (7) shows a danger of long stay in the vicinity of $\Gamma_{m}=0$, where the growth of $B_{m}$ can proceed up to level (7) if there is enough time for that. At $\Gamma_{m}=0$ and $B_{m}^{\mathrm{ext}}=B_{m}^{\mathrm{er}}=\mathrm{const}$, Eq. (1) has a linearly growing solution

$$
\begin{equation*}
B_{m}=B_{m}^{0}+2 \mu B_{m}^{\mathrm{er}} \frac{t}{\tau_{w}} \tag{8}
\end{equation*}
$$

Such a growth of $B_{m}$ is not dangerous over small time intervals; however, at $t \gg \tau_{w}$, it results in practically unlimited values of $B_{m}$. For example, for the $m=2$ mode at $t=25 \tau_{w}$, which is much smaller than the discharge duration in the DIII-D tokamak [8, 9], the amplification factor in Eq. (8) is 100 . Let $B_{m}^{\text {tol }}$ be the maximum tolerable value of $B_{m}$. Then, the condition $B_{m}<$ $B_{m}^{\mathrm{tol}}$ with account of Eq. (8) turns into a rather tough restriction

$$
\begin{equation*}
B_{m}^{\mathrm{er}} \Delta t<\tau_{w} B_{m}^{\mathrm{tol}} / 2 \mu \tag{9}
\end{equation*}
$$

At given $B_{m}^{\text {er }}$, it sets the upper limit for $\Delta t$ (the time during which the RWM stability boundary is crossed at
$\Omega_{0}=0$ ), and, at given $\Delta t$, it imposes a restriction on $B_{m}^{\mathrm{er}}$.
For example, if $B_{m}^{\mathrm{tol}}=40 B_{m}^{\mathrm{er}}$, then, for the $m=2$ mode, we obtain $\Delta t<10 \tau_{w}$.

Solution (8) can be used when $\left|\Gamma_{m} B_{m}\right| \ll 2 \mu B_{m}^{\text {er }}$, which, at $B_{m}^{0}=0$ in formula (8), is reduced to

$$
\begin{equation*}
\left|\Gamma_{m} t\right| \ll \tau_{w} \tag{10}
\end{equation*}
$$

If $\Gamma_{m}$ evolves toward $\Gamma_{m}=0$, condition (10) for $t$ becomes weaker, thus making the applicability range of solution (8) wider. Formula (8) is valid for any $\Gamma_{m}$ satisfying inequality (10). This means that the amplification of the resonant error field can be observed not only at the stability threshold of a "conventional" RWM, but also in the vicinity of all other zeros of $\Gamma_{m}$. An important point in our task is the interaction of the plasmaproduced perturbation with the wall. Therefore, the RWM should be regarded here as a generic name for all such perturbations, including those destabilized not only by the plasma pressure, but also by the current.

In any case, the RFA effect is the strongest when the mode does not rotate ( $\Omega_{0}=0$ ). The rotation of the mode eliminates the singularity in Eq. (7) and reduces the time $t$ during which the linear growth of $B_{m}$ is possible (see Eqs. (8) and (10)). Note that we talk here about the toroidal rotation frequency of the magnetic perturbation, which can be measured by magnetic probes. In DIII-D experiments, the observed RWM frequency was substantially lower than the plasma rotation frequency $\Omega_{p}$. According to [4], the experimentally observed toroidal rotation is such that $\Omega_{0} \sim \tau_{w}^{-1} \ll \Omega_{p}$, starting from the RWM onset.

Equation (1) is a consequence of Maxwell's equations and Ohm's law for the conducting wall; therefore, it contains only the wall parameters $\left(\tau_{w}\right)$ and the characteristics of the perturbed magnetic field. In [11], the problem is formulated in other terms-certain parameters $s$ and $\alpha$, which are related to $\gamma_{0}$ and $\Omega_{0}$ in a rather complicated fashion even in the cylindrical model. Probably, it is for this reason that the following obvious contradiction was not noticed in [11]: at $s=0$, which, by definition, is the stability boundary in [11], $\gamma_{0} \neq 0$ if $\Omega_{0} \neq 0$. As a consequence, in [11] the position of the strongest RFA is displaced relative to the point $\gamma_{0}=0$ along the $\gamma_{0}$ axis. The coincidence takes place only at $s=\alpha=0$; however, in this case, one must use equality (8) instead of an absolutely unattainable solution (similar to Eq. (7)) that was proposed in [11].

The $B_{m}$ value given by formula (8) becomes a "seed" amplitude of an unstable RWM after crossing the RWM stability threshold. The smaller this value, the better. Relationships (7)-(9) show three opportunities to oppose the growth of the seed perturbation $B_{m}$ as the RWM instability region is approached: the sustainment of the mode toroidal rotation (not the plasma rotation!),
the fast crossing of the subthreshold zone in the immediate vicinity of the point $\gamma_{0}=0$, and the reduction of $B_{m}^{\mathrm{er}}$.

It is rather difficult to completely eliminate $B_{m}^{\mathrm{er}}$. Let us assume that two other means allowed us to enter the area $\beta>\beta^{\text {no wall }}$ (more precisely, $\gamma_{0}>0$ ) keeping the value $B_{m}$ small. Further progress toward larger $\beta$ requires RWM stabilization. Let us consider the feedback system of RWM stabilization, which produces a control signal

$$
\begin{equation*}
B_{m}^{f}=-\tau_{w} K_{d} \frac{\partial B_{m}}{\partial t}-K_{p}\left(B_{m}-B_{n}^{\mathrm{er}}\right), \tag{11}
\end{equation*}
$$

where $K_{d}$ and $K_{p}$ are constants. Substituting

$$
\begin{equation*}
B_{m}^{\mathrm{ext}}=B_{m}^{f}+B_{m}^{\mathrm{er}} \tag{12}
\end{equation*}
$$

into Eq. (1), we arrive at the equation

$$
\begin{equation*}
\frac{\tau_{w}^{*}}{2 \mu} \frac{\partial B_{m}}{\partial t}=-\left(\Gamma_{m} / \Gamma_{m}^{0}+K_{p}\right) B_{m}+\left(1+K_{p}\right) B_{m}^{\mathrm{er}} \tag{13}
\end{equation*}
$$

which differs from Eq. (1) in coefficients only (recall that $\left.\Gamma_{m}^{0}=-2 \mu\right)$. All the above said about the consequences of Eq. (1) at $B_{m}^{\text {ext }}=B_{m}^{\text {er }}$ is also valid for the solution of Eq. (13) if $\tau_{w}^{*} \equiv\left(1+2 \mu K_{d}\right) \tau_{w} \neq 0$. Instead of Eq. (7), we obtain in this case

$$
\begin{equation*}
B_{m}^{s t}=\frac{1+K_{p}}{\Gamma_{m} / \Gamma_{m}^{0}+K_{p}} B_{m}^{\mathrm{er}} \tag{14}
\end{equation*}
$$

which still keeps a danger of RFA, but now near a new threshold, where the mode becomes unstable at a given operation algorithm of the stabilizing system, described by Eq. (11). To suppress the unstable nonrotating mode, it is sufficient to make zero the quantity $\Gamma_{m} / \Gamma_{m}^{0}+K_{p}$, more precisely, to make it slightly positive. Then, the "amplification factor" in Eq. (14) will obviously be larger than unity, going to infinity at $\Gamma_{m} / \Gamma_{m}^{0}=-K_{p}$. The growth of $B_{m}$ at the RWM stability boundary under active stabilization of the mode is described by formula (8), where we must substitute $\tau_{w}^{*}$ instead of $\tau_{w}$.

Thus, the danger of RFA requires the fast crossing of the RWM stability boundary (accordingly, the high heating power) and large gain factors of the feedback system for active stabilization of RWMs. The mode
rotation eliminates the possibility of the unlimited amplification of the resonant field. If the rotation could be controlled and mode locking [1] could be avoided, this rotation would be an effective means of RFA suppression at $\left|n \Omega_{0} \tau_{w}\right| \geq 2 \mu$. However, in the DIII-D tokamak, the RWM appears as a stationary mode, which is clearly seen from magnetic measurements [4]. Besides, as it is believed now, the thresholds for mode locking will be lower in larger tokamaks [1]. Therefore, the only radical means of struggle with RFA is the reduction of the error field, which is the basic reason of RFA.

It follows from Eqs. (1) and (13) that, at $B_{m}^{\mathrm{er}} \neq 0$, it is impossible to achieve a state with $B_{m}=0$. Even at a very small value of $B_{m}^{\mathrm{er}}$ and, accordingly, small growth rate of $B_{m}$ in Eq. (8), strong amplification of the error field is possible if the discharge evolves slowly. Therefore, the error field problem demands special attention in projecting stationary tokamaks.

The author is grateful to Yu.V. Gribov and V.S. Mukhovatov for bringing his attention to the problem and encouraging the study, N.V. Ivanov for the support, and V.D. Shafranov for the discussion of the results obtained and useful recommendations.
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#### Abstract

The mechanism of second harmonic generation in the presence of intense-radiation SBS in plasma is considered under the condition that the incident beam has no time for filamentation. The mechanism is based on the formation of low-frequency plasma-density perturbations that are optimal for this effect in the field of scattered waves. The theoretical calculations are compared with the experimental data. © 2003 MAIK"Nauka/Interperiodica". PACS numbers: 52.38.-r; 42.65.Ky


From the very outset of inquiries into nonlinear phenomena, much attention has been given to the harmonic generation for an intense fundamental (pump) wave $\mathbf{E}_{\omega}=\mathbf{E}_{\omega}^{\circ} \exp [-i(\omega t-\mathbf{k r})](\omega$ is fundamental frequency and $\mathbf{k}$ is wave vector) propagating in nonlinear media. This problem is of considerable interest both as a possible method of generating shorter-wavelength radiation and for diagnostic purposes, because it aids in gaining information both on the substance of interest and on the processes occurring in it under the action of strong electromagnetic fields. To date, many mechanisms of this phenomenon have been proposed; various theoretical models have been developed; and many experimental results are now available. It has become clear as early as in pioneering works [1] that, in the electric dipole approximation, only odd harmonics can be generated in homogeneous isotropic centrosymmetric media. Simultaneously, the entire spectrum of odd harmonics in a dense plasma with "collisional" (dissipative) nonlinearity [2] was obtained (see also [3]).

Interest in harmonic generation has quickened in the latter half of 1980 s in connection with experiments (see, e.g., [4]) on the action of intense subpicosecond laser pulses on rarefied gases, in which a broad spectrum of odd harmonics was generated. These results were interpreted both with the simplest classical atomic model $[5,6]$ and using a more rigorous semiclassical consideration of electron scattering by its own ion with allowance for the electron optical tunneling in a strong laser field [7]. The problem of such harmonics was also studied in plasma with relativistic nonlinearity [8].

At the same time, in anisotropic or inhomogeneous media, even harmonics can also be generated. For instance, in plasma with a sharp and strong concentration change induced by the striction force of a highintensity laser wave in the critical (relative to pumping) density region, an all-harmonic (even and odd) spectrum was calculated in [9]. In this case, the mechanism of harmonic radiation can likely be interpreted as a cer-
tain analogue of the transient radiation of particles moving with varying (oscillating) velocity. We finally note that this effect can be significantly amplified in nonlinear parametric harmonic generation if the transition frequency between the molecular energy levels in the medium coincides with the harmonic frequency [10]. ${ }^{1}$

As a rule, first harmonics are observed and analyzed more easily, because they are induced by low-order nonlinearities. This is also true, in full measure, for the second harmonic of a radiation propagating in plasma, which is considered in this work.

In the case of a homogeneous plasma with density $N_{0}$, the nonlinear current appearing at the frequency $2 \omega$ can readily be determined from the hydrodynamical equations using the well-known relations for the operator $\nabla, \mathbf{j}_{2 \omega}=\left(-i e N_{0} / 8 \omega\right) \nabla\left(\mathbf{V}_{\omega} \mathbf{V}_{\omega}\right)\left(\mathbf{V}_{\omega}=i e \mathbf{E}_{\omega} / m \omega\right.$ is the electron oscillation velocity in the field $\mathbf{E}_{\omega}$; cf. [11]); it is a purely potential quantity $\left(\operatorname{curl} \mathbf{j}_{2 \omega} \equiv 0\right)$ and, thus, cannot produce transverse waves. However, this is possible in an inhomogeneous plasma, in which, nevertheless, the detuning of the first and second-harmonic wave vectors from the well-known phase-matching condition should be taken into account (due to the dispersion of electromagnetic waves in plasma, $\mathbf{k}(2 \omega) \neq$ $2 \mathbf{k}(\omega)$ ). For this reason, the second harmonic can be efficiently generated in those regions where the semiclassical approximation (valid if the plasma density varies slower than the wavelength) breaks and the phase-matching conditions become less significant [12, 13]. In plasma, these are the regions of (pump) wave reflection points and critical density. The decay mechanism of second harmonic generation in the critical density region, where the pump wave first decays into the plasma and ion-sound waves, whereupon the plasma waves coalesce into a wave with frequency close to $2 \omega$, was considered in [14, 15]. The inhomogeneities in the

[^2]

Radiation intensity transients for the (a) fundamental and (b) doubled frequencies (intensity (b) is grossly enlarged).
initially homogeneous plasma can be due to the nonlinear effects, e.g., to the self-focusing instability (filamentation) of intense radiation. This mechanism was proposed in [16] and is likely confirmed by the experiment $[17,18]$ (see also [19, 20], where the second harmonic generation was attributed to the formation of a region of reduced electron density (cavity) that appears on the background of immobile ions under the action of a ponderomotive force in the focal spot of a short and very intense ( $V_{\omega} \sim c$ ) laser pulse). Finally, second harmonic generation caused by second-order stimulated Raman scattering (SRS), in which the transverse and plasma waves are produced through the decay of the pump second harmonic (rather than the pump wave itself) representing a stimulated longitudinal wave generated in a homogeneous plasma by the current $\mathbf{j}_{2 \omega}$ was studied in [21] (see above; cf. [22], where the second harmonic generation was studied in optically active liquids with taking into account high-order nonlinearities).

In this work, interpretation is given to the second harmonic generation in the experiments [23,25] on the stimulated microwave scattering in plasma. The plasma concentration was virtually uniform over a large volume of (diameter) $\sim 60 \mathrm{~cm} \times$ (length) 300 cm , and plasma was transparent with $N_{0} \sim 6 \times 10^{11} \mathrm{~cm}^{-3} \sim 0.5 N_{c r}$ ( $N_{c r}=m \omega^{2} / 4 \pi e^{2}$ is the critical density); the microwave (pump) pulse duration $\tau \sim 0.4 \mu \mathrm{~s}\left(\omega \sim 6 \times 10^{10} \mathrm{~s}^{-1}\right)$ was short, though not sufficient for self-focusing, and the pulse power $P_{0} \sim 30 \mathrm{MW}\left(V_{\omega} \sim 0.01 c\right)$ was far from relativistic. In those experiments, apart from the SBS, a frequency-doubled radiation was observed, with the maximum at the pump pulse end (see figure). The elec-
tromagnetic radiation (weakly diverging beam) was focused in plasma at a distance of $\sim 130 \mathrm{~cm}$ from the chamber entrance window. The radius of the resulting pump caustic was $a \approx 16 \mathrm{~cm}$, and its length was $l_{0}=$ $k a^{2} / 2 \approx 180 \mathrm{~cm}$. The beam intensity distribution over the caustic cross section was gaussian. In the longitudinal direction, the intensity changed only slightly from the focus (caustic center) up to the lengths $\approx l_{0} / 2$ in the direction of the entrance window (it changed somewhat more strongly in the opposite direction; cf. a similar dependence for the self-focused gaussian beam in [26]). Radiation at frequency $2 \omega$ was received by a horn antenna that was placed behind the focus at a distance of 30 cm from it and at 20 cm up from the chamber axis. The horn was directed at $30^{\circ}$ to this axis (denoted by the $z$ axis). Taking these facts into account, one can determine the attainable second harmonic intensity.

Considering that the process of second harmonic generation is not one-dimensional and nonresonant, it is more convenient and correct to use, especially in our case of a moderate supercriticality $\left(\omega^{2} / \omega_{p e}^{2}=N_{c r} / N_{0} \sim 2\right.$, where $\omega_{p e}$ is the electron plasma frequency), directly the solution to the wave equation for retarded potentials (A; see, e.g., [27] and cf. [9, 16]), rather than the method of reduced equations (see, e.g., [11]). Then the magnetic field curl $\mathbf{A}_{2 \omega}$ of the wave at frequency $2 \omega$ is represented in the form

$$
\begin{align*}
& \mathbf{B}_{2 \omega}=\frac{e^{i 2 k_{0} r}}{c r} \int d z e^{-i 2 k_{0} z \cos \gamma} \int \rho d \rho \int d \varphi  \tag{1}\\
& \times \mathbf{I}_{2 \omega}(z, \rho, \varphi, t) e^{-i 2 k_{0} \rho \sin \gamma \cos \left(\varphi-\varphi_{0}\right)}
\end{align*}
$$

It can be used to determine the electric field outside the sources

$$
\begin{equation*}
\mathbf{E}_{2 \omega}=\frac{i}{2 k_{0}} \operatorname{curl} \mathbf{B}_{2 \omega} \tag{2}
\end{equation*}
$$

In Eq. (1), the well-known approximation to the exact solution for the vector potential $\mathbf{A}$ is used for the case that the source $\left(\mathbf{I}_{2 \omega}\right)$ size $d \ll r(r$ is the distance to the observation point; see below); $\gamma$ is the angle between the radius vector $\mathbf{r}$ and the $z$ axis (see above); $\rho, \varphi$, and $z$ are the cylindrical coordinates (the angle $\varphi$ is measured from the vertical direction with which the pump electric vector $\mathbf{E}_{\omega}$ is aligned in the caustic region); $\varphi_{0}$ is the $\varphi$ coordinate of the observation point; and $\mathbf{I}_{2 \omega}$ is a function of the nonlinear current density, for which one can use any of the expressions

$$
\mathbf{I}_{2 \omega}=\left\{\begin{array}{l}
i 2 k_{0} \frac{\mathbf{r}}{r} \times \mathbf{j}_{2 \omega}  \tag{3}\\
\operatorname{curl} \mathbf{j}_{2 \omega}
\end{array}\right.
$$

where $k_{0}=\omega / c$. The first of them is evident from Eq. (1), and the second is obtained through the transi-
tion in the integrand of the exact solution for curl $\mathbf{A}_{2 \omega}$ to the operator $\nabla$ acting on the integration variables, followed by the use of a familiar curl integral theorem that relates the volume and surface integrals to each other. ${ }^{2}$ By the way, Eq. (3) reflects the well-known fact in electrodynamics that the curl-free current cannot produce a curl field.

The nonlinear current density $\mathbf{j}_{2 \omega}$ in Eq. (3) is the sum of two terms

$$
\begin{equation*}
\mathbf{j}_{2 \omega}=\frac{1}{2} e n_{\omega} \mathbf{V}_{\omega}-\frac{i e}{8 \omega}\left(N_{0}+\frac{1}{2} n_{\Omega}\right) \times \nabla\left(\mathbf{V}_{\omega} \times \mathbf{V}_{\omega}\right) \tag{4}
\end{equation*}
$$

where $n_{\omega}$ stands for the high-frequency electron-density perturbations resulting from the continuity equation and the condition that the pump wave is transverse $\left(\operatorname{div} \mathbf{V}_{\omega}=0\right),{ }^{3}$

$$
\begin{equation*}
n_{\omega}=\frac{1}{2} \frac{1}{i \omega} \mathbf{V}_{\omega} \times \nabla n_{\Omega} . \tag{5}
\end{equation*}
$$

One can readily see that the second term in Eq. (4) for the nonlinear current density transforms at $n_{\Omega}=0$ into the expression for $\mathbf{j}_{2 \omega}$ in a homogeneous plasma.

It is worth noting that, in general, the rapidly oscillating exponentials in the integrand in Eq. (1) greatly suppress the contribution from the source to the fre-quency-doubled radiation. For this reason, those currents whose structures compensate, to some extent, these oscillations will radiate more efficiently. For instance, at the left caustic portion closer to the boundary, one has $\cos \gamma \simeq 1$ for a sufficiently long length under the above-mentioned reception conditions, whereas $V_{\omega}^{2} \propto e^{i 2 k z}\left(k_{0} \approx 1.5 k\right.$ for $\left.N_{c r} / N_{0} \approx 2\right)$ under the above-mentioned reception conditions. Because of this, if $n_{\Omega} \propto e^{i k z}$ (see Eqs. (4), (5)), the oscillations along $z$ virtually disappear over a considerable integration interval in Eq. (1). ${ }^{4}$ At the same time, $\sin \gamma$ in the second exponent in Eq. (1) is relatively small in this region. It is also significant that the pump field in this region is more intense and decreases noticeably along the $z$ axis due to a rather strong stimulated Brillouin backscattering in the experiments [23-25]. It follows from the aforesaid that, to estimate the radiation received at frequency $2 \omega$

[^3]in the cited experiments, it, probably, suffices to consider the currents only in the indicated portion of pump caustic. The low-frequency plasma-density perturbations $n_{\Omega}$ with the wave vector $\boldsymbol{\kappa}$ arise in the field of pump beats and scattered waves. Therefore, when setting $\kappa_{z}=k$, one must assume that the corresponding scattered wave (denoted by $\tilde{\mathbf{E}}_{\omega}$ ) has the wave vector $\mathbf{k}_{1}$ $\perp \mathbf{z}\left(\left(\mathbf{k}=\mathbf{k}_{1}+\mathbf{\kappa}, \mathbf{k} \| \mathbf{z},\left|\mathbf{k}_{1}\right| \simeq|\mathbf{k}|\right)\right.$ and, hence, propagates transverse to the pump beam. ${ }^{5}$ Therefore, the gaussian pump-beam field and the density perturbation $n_{\Omega}$ in the region of interest take the form
\[

$$
\begin{gather*}
\mathbf{E}_{\omega} \simeq \mathbf{E}_{\omega}^{\circ}(z, t) e^{-\rho^{2} / a^{2}} e^{-i(\omega t-k z)}  \tag{6}\\
n_{\Omega} \simeq n_{\Omega}^{\circ}(z, \rho, \varphi, t) e^{i\left(\kappa_{x} \rho \cos \varphi-\kappa_{y} \rho \sin \varphi+k z\right)},
\end{gather*}
$$
\]

where $\mathbf{E}_{\omega}^{\circ}(z, t)$ and $n_{\Omega}^{\circ}(z, \rho, \varphi, t)$ are the slowly varying (compared to the next exponentials in Eq. (6)) functions of their arguments. ${ }^{6}$

The contributions $\mathbf{j}_{2 \omega}^{(1)}$ and $\mathbf{j}_{2 \omega}^{(2)}$ to the radiation from, respectively, the first and second terms in the expression for the nonlinear current density can conveniently be determined using, respectively, the first and second expressions for $\mathbf{I}_{2 \omega}$ in Eq. (3). One can then readily see that the function $\mathbf{I}_{2 \omega}$ reaches its maximal values at not small $\kappa_{x}\left(\kappa_{x} \sim \kappa_{y}\right)$, with the contribution from $\mathbf{j}_{2 \omega}^{(1)}$ exceeding the contribution from $\mathbf{j}_{2 \omega}^{(2)}$ by several times. For this reason, only the first term $\mathbf{j}_{2 \omega}^{(1)}$ will be taken below into account for the nonlinear current density $\mathbf{j}_{2 \omega}$. By substituting $\mathbf{j}_{2 \omega}^{(1)}$ into Eq. (1), one obtains, according to Eqs. (3)-(6)

$$
\begin{gather*}
\mathbf{B}_{2 \omega} \approx \frac{i e^{i\left(2 k_{0} r-2 \omega t\right)}}{c r} \frac{e k_{0}}{2 \omega} \kappa_{x} \mathbf{y}_{0} \\
\times \int_{\Delta z} d z\left(\mathbf{V}_{\omega}^{\circ}\right)^{2} \int_{0}^{\infty} d \rho \rho e^{-2 \rho^{2} / a^{2}} \int_{0}^{2 \pi} d \varphi n_{\Omega}^{\circ}  \tag{7}\\
\times e^{-i\left(k / 2-\kappa_{x}\right) \rho \cos \varphi-i \kappa_{y} \rho \sin \varphi}, \\
\sqrt{\kappa_{x}^{2}+\kappa_{y}^{2}}=k_{1}
\end{gather*}
$$

[^4](it is considered that, under the above-mentioned experimental conditions, one has $k_{0} \approx 1.5 k, \varphi_{0}=0$, and $\sin \gamma \approx$ $1 / 6)$. It must be kept in mind that the generation of lowfrequency plasma-density perturbations in the process of interest has a local character because of a small pump-pulse duration [25]; i.e., $n_{\Omega} \propto\left|\mathbf{E}_{\omega}\right| \times\left|\tilde{\mathbf{E}}_{\omega}\right| \times \cos \alpha$ $\left(\alpha \equiv \angle\left(\mathbf{E}_{\omega}, \tilde{\mathbf{E}}_{\omega}\right)\right)$. At the same time, the amplification of the $\tilde{\mathbf{E}}_{\omega}$ field also reduces with decreasing $|\cos \alpha|$. However, the oscillations in the integrand in Eq. (7) become slower in this case, because $\left|\kappa_{y}\right|=\left|k_{1 y}\right|=\left|k_{1} \cos \alpha\right|$ (see above; it is assumed that $\tilde{\mathbf{E}}_{\omega} \perp \mathbf{z}$, as for $\mathbf{E}_{\omega}$, and $\mathbf{k}_{1} \perp$ $\left.\tilde{\mathbf{E}}_{\omega}\right)$. As a result, it turns out that, excepting the regions where $\kappa_{x} \ll k_{1}$ and $k_{1}-\kappa_{x} \ll k_{1}$, the perturbations $n_{\Omega}$ with $\kappa_{x}>0\left(\kappa_{x}=-k_{1 x},\left|\kappa_{x}\right|=k_{1}|\sin \alpha|\right)$ give approximately the same value for $\mathbf{B}_{2 \omega}$ in Eq. (7). For definiteness, we obtain it below for $\kappa_{x}=k / 2$.

The integral with respect to $\varphi$ in Eq. (7) can be approximately evaluated using the following method. After representing the exponential of a complex argument through the real and imaginary parts, we first evaluate $\int_{0}^{2 \pi} d \varphi n_{\Omega}^{\circ} \cos (\zeta \sin \varphi)$, where $\zeta \equiv \kappa_{y} \rho\left(\kappa_{y} \simeq k \sqrt{3} / 2\right.$, $\kappa_{x}=k / 2$ ). To this end, we divide the entire integration domain $[0,2 \pi]$ into four segments: $[5 \pi / 3, \pi / 3],[\pi / 3$, $2 \pi / 3],[2 \pi / 3,4 \pi / 3]$, and $[4 \pi / 3,5 \pi / 3]$. On the interval $[0, \pi / 3]$, we expand the function $\sin \varphi$ into the Taylor series and retain only the two leading terms in it. In further integration on this interval, the $\cos (\zeta \varphi)$ and $\sin (\zeta \varphi)$ are assumed to be rapidly oscillating functions, as compared to $n_{\Omega}^{\circ}, \cos \left(\zeta \varphi^{3} / 6\right)$, and $\sin \left(\zeta \varphi^{3} / 6\right)$. This allows the approximate integration of the expression by parts (see, e.g., [28]). On the interval $[5 \pi / 3,2 \pi]$, one should preliminarily replace $\sin \varphi \equiv-\sin (2 \pi-\varphi)$, after which the entire procedure is repeated. The integration on the interval $[2 \pi / 3,4 \pi / 3]$ is carried out in a similar way. After replacing $\sin \varphi \equiv \cos (\pi / 2-\varphi)$ on the interval $[\pi / 3,2 \pi / 3]$, the cosine is expanded into the Taylor series, and it again suffices to retain only the two leading terms. When integrating on this interval, one should take into account not only that $n_{\Omega}^{\circ}$ is a slowly varying function but also that this interval is comparatively small. The analogous situation occurs on the interval [ $4 \pi / 3,5 \pi / 3]$.

As a result, we obtain

$$
\begin{align*}
& \int_{0}^{2 \pi} n_{\Omega}^{\circ}(\rho, \varphi) \cos (\zeta \sin \varphi) d \varphi \approx\left[\frac{1}{\zeta} \sin \left(\frac{5}{6} \zeta\right)\right. \\
& \left.+\sqrt{\frac{\pi}{\zeta}} \cos \zeta C(\zeta / 8)+\sqrt{\frac{\pi}{\zeta}} \sin \zeta S(\zeta / 8)\right]  \tag{8}\\
& \quad \times \sum_{v=1, v \neq 3}^{5} n_{\Omega}^{\circ}(\rho, v \pi / 3)
\end{align*}
$$ sine integrals [29], and, for brevity, the $z$ and $t$ dependences (6) are not indicated for $n_{\Omega}^{\circ}$.

Next, this expression should be integrated, according to Eq. (7), over $\rho$. The functions $\sin \zeta$ and $\cos \zeta$ can again be considered rapidly oscillating, as compared to $n_{\Omega}^{\circ}$ and $\exp \left(-2 \rho^{2} / a^{2}\right)$. Then, after the approximate integration analogous to the one performed above, one obtains ${ }^{7}$

$$
\begin{gather*}
\int_{0}^{\infty} d \rho \rho e^{-2 \rho^{2} / a^{2}} \frac{1}{\zeta} \sin \left(\frac{5}{6} \zeta\right)  \tag{9}\\
\times \sum_{v=1, v \neq 3}^{5} n_{\Omega}^{\circ}(\rho, v \pi / 3) \approx \frac{5}{\kappa_{y}^{2}} n_{\Omega}^{\circ}(\rho=0) .
\end{gather*}
$$

Here and in the analogous integration of the remaining two terms in the square brackets in Eq. (8), one should keep in mind that, in our case, $n_{\Omega} \propto\left(\mathbf{E}_{\omega} \times \tilde{\mathbf{E}}_{\omega}\right)$ (see above), and the magnitude $\left|\mathbf{E}_{\omega}\right|$ is maximal in the beam center $(\rho=0)$ (see Eq. (6)). At the same time, the amplification of the reflected-wave field $\tilde{\mathbf{E}}_{\omega}$ reduces on rows with distance from the center (with increasing $\rho$ ).

Similar to Eq. (9), the integration of the third term in the square brackets in Eq. (8) gives a value that is much smaller than Eq. (9). The second term in these brackets should be integrated more accurately, because the function $C(\zeta / 8)$ increases rather rapidly at small $\zeta$. Up to the point $\zeta_{1} / 8 \sim 1$, one can put $C(\zeta / 8) \approx(1 / 2) \sqrt{\zeta / \pi}$ and consider $\zeta \cos \zeta$ as a rapidly oscillating function in the resulting integral; as before, only $\cos \zeta$ can be considered rapidly oscillating in the remaining domain (to minimize error in the integration by parts, the integral containing derivatives of slowly varying functions should also be taken into account). One can then easily find that the value of the corresponding integral is half as large as in Eq. (9) and is opposite in sign.

The integral with the imaginary part of the exponential in Eq. (7), i.e., $\int_{0}^{2 \pi} d \varphi n_{\Omega}^{\circ} \sin (\zeta \sin \varphi)$, is calculated in a similar way. The resulting expression differs from Eq. (8) by the replacement $\sin \zeta \longleftrightarrow \cos \zeta$ of the rapidly oscillating functions in it and also by a change in signs of some terms in $\sum_{v=1, v \neq 3}^{5}$. The subsequent

[^5]integration with respect to $\rho$ (see Eq. (7)) yields a value that is much smaller than the value given by Eq. (9).

Thus, Eq. (7) takes the following form:

$$
\begin{gather*}
\mathbf{B}_{2 \omega} \approx i e^{i\left(2 k_{0} r-2 \omega t\right)} \frac{V_{\omega}^{\circ}}{c} \frac{e^{2} n_{\Omega}^{\circ}(\rho=0)}{m \omega^{2}}  \tag{10}\\
\times \frac{k_{0} \kappa_{x} \Delta z}{\kappa_{y}^{2}} \frac{z z}{r} E_{\omega}^{\circ} \mathbf{y}_{0} .
\end{gather*}
$$

Therefore, the value $n_{\Omega}^{\circ}(\rho=0)$ can be determined from the solution describing the linear stage of a modified wave decay in a layer [25]. Setting the wave interaction length equal to $a / \sqrt{2}$ and assuming that the "average" separation between the pump modes is on the order of the pump spectrum width $\Delta \omega \sim 2 \pi \times 2 \mathrm{MHz} \simeq 2 \sqrt{2} \kappa v_{s}$ ( $v_{s}$ is the ion sound velocity), one obtains at the pulse length

$$
\begin{equation*}
\left|n_{\Omega}^{\circ}(\rho=0, t)\right| \sim\left|\frac{V_{\omega}^{\circ}{ }^{\circ} \tilde{\mathscr{C}}_{0}^{\circ}}{V_{T_{e}}^{2}} \frac{E_{\omega}^{\circ}}{E_{\omega}^{\circ}}\right| 0.5 \kappa^{2} v_{s}^{2} t^{2} N_{0}, \tag{11}
\end{equation*}
$$

where $V_{T_{e}}=\left(2 T_{e} / m\right)^{1 / 2}$ is the electron thermal velocity and $\tilde{\mathscr{E}}_{\omega}^{0}$ is the initial (before amplification) amplitude of the scattered wave entering the pump caustic region. ${ }^{8}$ Since, as is mentioned above, the initial level of the scattered waves was nearly isotropic, the value of $\tilde{\mathscr{E}}_{\omega}^{\circ}$ can be considered as corresponding to the experimentally observed strong stimulated Brillouin backscattering. Then, by taking maximal amplification over the entire caustic length $l_{0}$, one gets, according to [25], $\left|\tilde{\mathscr{E}}_{\omega}^{\circ} / E_{\omega}^{\circ}\right| \sim 1 / 60$. The radiation intensity at a doubled frequency reached its maximum value by the time $t_{*} \sim$ $0.3 \mu$ (see figure), when the SBS process was already at the nonlinear stage. In this case, the strong-field region $\Delta z$ can be estimated both on the basis of the above-mentioned solutions and directly from the reduced equations for high-frequency waves using the experimentally measured relative plasma-density perturbations, which comprised $\sim 5 \%$ at the pump pulse end $\left(t>t_{*}\right)$ [23-25]. The value $\Delta z \sim 30 \mathrm{~cm}$ seems to be quite reasonable. Considering the aforesaid and that $V_{\omega}^{\circ} \approx V_{T_{e}} \approx 2.5 \times 10^{8} \mathrm{~cm} / \mathrm{s}, \omega_{p_{e}}^{2} / \omega^{2} \simeq 0.5, k_{0} \simeq 2 \mathrm{~cm}^{-1}$, $\kappa_{x} \simeq 0.7 \mathrm{~cm}^{-1}, \kappa_{y} \simeq 1.2 \mathrm{~cm}^{-1}$, and $r \approx 120 \mathrm{~cm}$, one finds,

[^6]according to Eqs. (10) and (11), that $\left|\mathbf{B}_{2 \omega}^{\circ}\right| \sim 2 \times 10^{-6} \times$ $\left|\mathbf{E}_{\omega}^{\circ}\right|$ at $t=t_{*}$. From these data and Eq. (2), one can easily see that
\[

$$
\begin{equation*}
\left|\mathbf{E}_{2 \omega}^{\circ}\right| \sim 2 \times 10^{-6}\left|E_{\omega}^{\circ}\right|, \quad \mathbf{E}_{2 \omega}^{\circ} \| \mathbf{E}_{\omega}^{\circ} . \tag{12}
\end{equation*}
$$

\]

This value coincides, by the order of magnitude, with the experimentally observed $\left|E_{2 \omega(\exp )}^{\circ}\right| \sim 3 \times 10^{-6}\left|E_{\omega}^{\circ}\right|$. The inclusion of the low-frequency perturbations $n_{\Omega}$ with different $\kappa_{x}$ and $\kappa_{y}$ (see above) would, likely, increase the value given by Eq. (12). Note also that the fact that the intensity of frequency-doubled radiation decreases slightly slower than the pump intensity at the pulse end (figure) is likely due to the growth of plasmadensity perturbations with time (see Eq. (11)).

As the plasma density $N_{0}$ decreases, a structure resonant with the frequency-doubled wave can arise in the nonlinear current density $\mathbf{j}_{2 \omega}$ under the action of the low-frequency perturbations with $\kappa_{z}<k$. They are produced by the scattered high-frequency waves propagating at acute angles to the $z$ axis. From Eqs. (7) and (10) and considering that, in this case, $n_{\Omega}^{\circ} \propto \kappa^{2} N_{0}$, one can readily find that $B_{2 \omega} \propto N_{0}$. For an appreciable supercriticality $\omega^{2} \gtrdot \omega_{p_{e}}^{2}\left(\kappa \ll k_{0}\right)$, one has $B_{2 \omega} \propto \kappa^{3} N_{0}$; however, the $2 \omega$ wave in this region is radiated owing to the resonance with $n_{\Omega}$ generated with the participation of a pump-counterrunning backscattered wave. They make the greatest contribution to the radiation, and the corresponding component is $\mathbf{j}_{2 \omega} \propto \mathbf{V}_{\omega}\left(\tilde{\mathbf{V}}_{\omega} \times \nabla n_{\Omega}\right)$; in this case, $B_{2 \omega} \propto N_{0}$.

I am grateful to V.A. Isaev for interest in the work and helpful discussions.
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#### Abstract

A thermodynamic approach to the sputtering of materials by slow multicharged ions is developed based on the cavitation mechanism of fracture of the surface layer of a target. It is shown that a strong electric field of a slow multicharge ion approaching the surface of a dielectric target leads to the formation of an extended metastable subsurface region. Cavities spontaneously appearing in this region form a percolation cluster leading to the fracture (cavitational electroexplosive erosion) of the target material. Universal relationships established between the volume of the region of fracture, on the one hand, and the ion charge and the target surface properties, on the other hand, qualitatively agree with experimental data on the sputtering of LiF and $\mathrm{SiO}_{2}$ by slow argon and xenon ions. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 79.20.Rf, 81.15.Cd

Sputtering of the surface of metals and dielectrics plays an important role in the interaction of plasma with such solids. In particular, this is an important factor involved in the interaction of plasma with walls and divertor plates in setups with magnetic confinement. A traditional approach to the description of sputtering is based on an analysis of the kinetics of interactions between impinging ions and surface atoms leading to escape of the latter from the target material exposed to the beam of projectiles. In recent years, much attention has been devoted to an analysis of the action of relatively slow multicharge ions on the solid surface.

In the last decade, experiments with the beams of slow multicharge ions acting upon the surface of some dielectrics revealed a sharp increase in the amount of sputtered material with increasing ion charge $Z$ [1-3]. Figure 1 shows plots of the total yield of sputtered atoms versus $Z$ for polycrystalline LiF and $\mathrm{SiO}_{2}$ targets under the action of slow $\mathrm{Ar}^{q+}$ and $\mathrm{Xe}^{q+}$ ions. These curves were constructed by extrapolating the data of [1-3] to the region of ultimately low kinetic energies of ions. As can be seen, the number of sputtered particles weakly depends on the ion mass and increases with the ion charge as $Z^{2}$. The surface of LiF is sputtered more effectively than that of $\mathrm{SiO}_{2}$. The number of sputtered atoms per incident ion reaches up to about one hundred for sufficiently high ion charges. This result indicates that the potential energy stored in the form of a high ionization potential of the multicharge ion is quite effectively distributed between many atoms of the target, so that the region of fracture has macroscopic
dimensions. This circumstance suggests that the phenomenon under consideration can be described using a thermodynamic approach.

The aforementioned experimental results were interpreted in [1-3] using the models of "Coulomb explosion" [4] and defect mediated sputtering [1]. Both models are formulated in terms of ion recharge, Auger effect, and other processes taking place at sufficiently small distances from the sample surface that are more applicable in the case of fast incident ions. However,


Fig. 1. Plots of the number of sputtered atoms for LiF and $\mathrm{SiO}_{2}$ targets versus ion charge. Symbols represent the experimental data $[1-3]$ extrapolated to small kinetic energies for $(1,4) \mathrm{Ar}^{q+}$ and $(2,3) \mathrm{Xe}^{q+}$ ions. Solid curves show the results of calculations according to the proposed model.
slow multicharge ions begin to act upon the target surface already at large (on the scale of models [1-3]) distances, creating regions of tensile stressed state in a surface layer of the material. Provided a sufficiently high strength of the electric field, this stress can produce local fracture of the surface layer by mechanism of cavitational electroerosion.

Below we will estimate the sputtering yields within the framework of a thermofluctuational mechanism of cavity formation in the surface layer of a target. According to this model, the physical pattern of sputtering consists in an extended subsurface region of the material passing into a metastable state under the action of a strong electric field of a multicharge ion approaching the target. Thermal fluctuations lead to the appearance of critical cavities, which form a percolation cluster leading eventually to the material fracture within a certain volume of the surface layer. The probability of critical cavity formation can be determined by the general expressions for the fluctuations of physical quantities, including the efficiency of the ion action upon the surface as a function of the ion charge and the material temperature. Estimates of the volume of the region of fracture and the time required for the cavity formation in the above pattern are consistent with the known experimental data [1-3].

The time of interaction of a multicharge ion with the target surface is sufficiently short, which leads to certain features previously observed in investigations of the shock wave fracture [5, 6]. In particular, the results of investigations of the breakage of a rear surface of Al and Cu foils under the action of nanosecond highpower laser radiation pulses showed that, for these very short times of action, the buildup of tensile stresses at the rear surface of the target is so rapid that the cleavage is determined by the appearance and coalescence of newly formed cavities, rather than by the growth and merge of the flaws initially existing in the material. Such cavities appear in a tensile stressed metastable solid as a result of thermal fluctuations, by analogy with the cavities formed in a liquid during cavitation. The merge of cavities leads to the formation of a cleavage surface and, eventually, to the fracture of a certain region of the surface layer. An analogous cavitation mechanism was proposed for the explosion of microscopic cusps on a cathode surface under the action of a strong electric field (explosion-like emission) [7].

A multicharge ion approaching the target surface also induces the formation of an extended metastable subsurface region where similar effects can take place. The general and simple thermodynamic approach developed below allows certain laws of the sputtering process under these conditions to be established.

Consider a slowly moving ion possessing a mass $M$ and bearing a charge $Z$, occurring at a distance $x$ from the surface of a dielectric target (to the first approximation, the surface is assumed to be flat). In the general case, the ion charge exhibits a change near the surface
as a result of recharge and, hence, depends on the distance to the surface. Calculations show that this change is rather significant for metals and much less pronounced for dielectrics. In the case of LiF and $\mathrm{SiO}_{2}$ targets, the charge variations at a distance significant from the standpoint of sputtering are close to unity for the ion charges exceeding ten. Therefore, these changes can be ignored. As for metals, the estimates obtained below can be extended to such targets by substituting data on the dependence of charge on the distance [3] into the formulas presented below.

According to [8, 9], the permittivity of LiF is $\varepsilon=9$ and that of $\mathrm{SiO}_{2}$ varies within 3.8-5.4. Let the ion to possess an initial kinetic energy of $K$ be determined by the ion source. Beginning with a certain distance, the kinetic energy $K$ will be small as compared to a potential energy determined by the interaction between the ion and the image. As can be readily shown, this takes place at a distance $x_{0}$ meeting the condition

$$
\begin{equation*}
x_{0} \leq 2(e Z)^{2} / K(1+\varepsilon) \tag{1}
\end{equation*}
$$

If the initial kinetic energy of an ion is large, the $x_{0}$ value is so small that the potential energy of this ion is insignificant. On the contrary, when $K$ is small, the ion motion beginning with distances on the order of $x_{0}$ acquires a potential character. For an ion with $Z=10$ and a kinetic energy of $\sim 10 \mathrm{eV}$, this distance from a LiF surface is $x_{0} \leq 2 \times 10^{-7} \mathrm{~cm}$.

The image force acting upon an ion occurring at a distance $x$ from a flat surface is

$$
\begin{equation*}
F=\frac{(e Z)^{2}(1-\varepsilon)}{4 x^{2}(1+\varepsilon)} \tag{2}
\end{equation*}
$$

The ion, acquiring an instantaneous velocity of

$$
\begin{equation*}
V(x)=\sqrt{\frac{(e Z)^{2}(\varepsilon-1)}{2 M x(1+\varepsilon)}} \tag{3}
\end{equation*}
$$

travels the distance $x$ for a time of

$$
\begin{equation*}
t(x)=\frac{2 x^{3 / 2}}{3 e Z} \sqrt{2 M \frac{\varepsilon+1}{\varepsilon-1}} \tag{4}
\end{equation*}
$$

For the numerical estimates, this formula is conve-
niently rewritten as $t=5.7 \times 10^{-14} \sqrt{\mu x^{3} / Z^{2}}$, where $\mu$ is the molecular weight and all distances are expressed in units of $10^{-7} \mathrm{~cm}$. For an argon ion with $Z=10$ and $\mu \approx$ 40 at $x_{0}=10^{-6} \mathrm{~cm}$, we obtain $t \sim 10^{-12} \mathrm{~s}$.

As is known, the strength characteristics (in particular, the cleavage stress) of solids significantly increase even in a nanosecond range of the interaction times [5, 6]. In the case under consideration, these times are much shorter. This gives ground to suggest that the elastic limit (for LiF, $p_{e}=112$ bar [8]) for such short interaction times also exhibits a considerable increase. This implies that the surface layer of a solid cannot turn
to a yield state and occurs during this interaction in an extended metastable state.

Now it will be demonstrated that, even within short times under consideration, the electrostatic equilibrium is established in the dielectric and the electric field penetrates into the material to a sufficiently large depth. A characteristic time of the charge relaxation is $\tau_{Q}=$ $\varepsilon / 4 \pi \zeta$, where $\zeta$ is the electric conductivity. For metals, this time is rather short $\left(\sim 10^{-18} \mathrm{~s}\right.$ [10]). The thermal conductivity of LiF is about $4 \mathrm{~W} / \mathrm{mK}$ [9]. Estimating the corresponding electric conductivity by the Wiede-mann-Franz formula, we obtain $\tau_{Q} \sim 10^{-16} \mathrm{~s}$. At the same time, the conductivity of NaCl (a substance possessing otherwise close properties) is $\sim 10^{-9} \Omega^{-1} \mathrm{~cm}^{-1}$ [9], which yields a consistently close estimate of $\tau_{Q} \leq 10^{-16} \mathrm{~s}$.

The field penetration depth can be estimated as $\delta \sim$ $c_{0} \sqrt{t / \zeta}$, where $c_{0}$ is the velocity of light. Substituting $t \sim 10^{-12} \mathrm{~s}$ and $\zeta \sim 10^{16} \mathrm{~s}^{-1}$, we obtain $\delta \sim 3 \times 10^{-4} \mathrm{~cm}$. This value is significantly greater than the characteristic distances at which the ion motion acquires a potential character. Therefore, the distribution of the electric field is the same as in the stationary case.

In the electrostatic equilibrium, the force acting upon a dielectric surface is directed toward a medium possessing lower permittivity. At a point of the flat surface occurring at a distance of $r=\left(x^{2}+y^{2}\right)^{0.5}$ from the ion, this force produces a tensile stress (negative pressure) [11]

$$
\begin{equation*}
\Delta p(x, z)=\frac{(e Z)^{2}}{2 \pi x^{4}} \frac{1-\varepsilon}{(1+\varepsilon)^{2}} \frac{\left(\varepsilon+z^{2}\right)}{\left(1+z^{2}\right)^{3}}, \tag{5}
\end{equation*}
$$

where $z=y / x$ and $y$ is the coordinate measured along the surface from the ion projection point. For the sake of simplicity, let us replace the nonuniformly distributed pressure by the effective uniform pressure acting upon a certain effective area determined from the relation

$$
\begin{equation*}
2 \pi \int_{0}^{\infty} \Delta p(x, z) z d z=\Delta p(x, 0) \pi z_{e}^{2} \tag{6}
\end{equation*}
$$

For $\varepsilon \gg 1$, this yields $z_{e}=x / \sqrt{2}$ and the effective area is $\pi x^{2} / 2$.

Experiencing a negative pressure, a certain subsurface layer of the dielectric occurs in an extended metastable state. At a certain electric field strength and the depth of penetration into the metastable region (and the corresponding tensile stresses), cavities of a critical size can form in this region. In other words, cavitation can take place in a small region of the dielectric subjected to a strong action of the field of a multicharge ion approaching the target.

The size of a critical cavity and the work required for its formation are determined by the formulas

$$
\begin{equation*}
a_{c}=\frac{2 \sigma}{\Delta p}, \quad A_{c}=\frac{16 \pi \sigma^{3}}{3(\Delta p)^{2}} \tag{7}
\end{equation*}
$$

where $\sigma$ is the surface tension of the target material. Substituting the expression for $\Delta p$ (5) with $y=0$ into formulas (7), we obtain

$$
\begin{equation*}
a_{c}=\frac{4 \pi \sigma x^{4}}{(e Z)^{2} f(\varepsilon)} ; \quad A_{c}=\frac{64 \pi^{3} \sigma^{3} x^{8}}{3(e Z)^{4} f(\varepsilon)^{2}}, \tag{8}
\end{equation*}
$$

where $f(\varepsilon)=(\varepsilon-1) \varepsilon /(1+\varepsilon)^{2}$ is a parameter depending on the material properties.

It should be noted that particular values of the permittivity in formulas (8) may differ from the above static estimates. In the case of alternating electric fields, including the fields generated by moving ions, the permittivity can vary from the static value up to a limit determined by the optical properties of the medium. In practice, the permittivity is assigned a certain fre-quency-averaged value lying between the aforementioned limits. Taking into account that the thermodynamic characteristics are rather rapidly varying functions, the particular choice of permittivity rather weakly influences the results. For this reason, the simple estimates below are obtained for the static values of the permittivity.

The fracture of a material usually depends on the rate of growth of the existing and newly formed cavities in the extended material, as determined by the diffusion of dislocations. In the case under consideration, the characteristic times of such growth are significantly greater as compared to the time of the ion-surface interaction. Therefore, the surface layer fracture is determined by breakage of the solid phase connectivity in the subsurface layer upon reaching the percolation threshold for the newly formed critical cavities, rather than by the merge of growing cavities: the fracture has an explosion character [12].

The explosion takes place when the expanded region volume per cavity reaches a level of

$$
\begin{equation*}
W^{*}=4 \pi a_{c}^{3} / 3(1-\beta), \tag{9}
\end{equation*}
$$

where $\beta$ is the percolation threshold ( $\beta \sim 0.2$ for a crystal with the simple cubic lattice). Assuming that, during the ion-surface interaction time, the negative pressure wave propagates to a depth on the order of $2 a_{c} \sim c t$, where $c$ is the velocity of sound (the validity of this assumption will be assessed below), we obtain an estimate for the volume of the fractured region: $W \sim \pi x^{2} a_{c}$. The ratio $W / W^{*}$ gives the number of critical cavities necessary for the fracture. This ratio strongly varies with $x$ : $W / W^{*} \sim 1 / x^{4}$. For this reason, the values of $x$ corresponding to the appearance of a single critical cavity are virtually the same as those providing for the fracture of a subsurface region. Substituting expression (7) for


Fig. 2. Plots of the characteristic distances for (1) microvolume fracture and (2) critical cavity formation versus ion charge for argon ions interacting with a LiF surface.
$a_{c}$ into formula (9) and equating this to $2 \pi x^{2} a_{c}$, we determine a characteristic distance $x_{c}$ from the ion to the surface at which the cavitational fracture of the surface region will take place:

$$
\begin{equation*}
x_{c}=\left(\frac{3(1-\beta)}{2}\right)^{1 / 6}\left[\frac{(e Z)^{2} f}{4 \pi \sigma}\right]^{1 / 3} \tag{10}
\end{equation*}
$$

The volume of the fractured material is

$$
\begin{equation*}
W=3(1-\beta) \frac{(e Z)^{2} f}{4 \sigma} \tag{11}
\end{equation*}
$$

Formula (11), multiplied by the number density of atoms, determines the number of sputtered atoms. This number depends only on the ion charge $e Z$ and the prosperities of a target material $(\varepsilon, \sigma)$. According to formula (11) the volume of sputtered material is a function of the combination of these quantities. Including the ion mass $M$, we can find the combinations of parameters corresponding to the energy of formation of a critical cavity, the ion velocity, and the interaction time. These combinations (to within the numerical factors and the functions of $\varepsilon$ that are on the order of unity) are, respectively, as follows:

$$
\begin{gather*}
A_{c} \sim(e Z)^{4 / 3} \sigma^{1 / 3}, \\
V_{c} \sim \sqrt{\frac{(e Z)^{4 / 3} \sigma^{1 / 3}}{M}}, \quad t_{c} \sim \sqrt{\frac{M}{\sigma}} . \tag{12}
\end{gather*}
$$

An important condition for realization of the cavitational fracture is that the volume $W$ must occur within the expanded metastable subsurface region. To provide for this, a perturbation produced by the tensile stress on the surface has to penetrate inside the material to a depth of $\sim 2 a_{c}$ during the interaction time. This implies the condition $V \leq c$, where $c$ is the sound velocity in the dielectric (for $\mathrm{LiF}, c \sim 5 \times 10^{5} \mathrm{~cm} / \mathrm{s}$ [9]). Under the experimental conditions [1-3], the maximum velocity for argon ions with a maximum charge of $Z=14$ and for
xenon ions with $Z=37$ was $V \sim 8 \times 10^{5} \mathrm{~cm} / \mathrm{s}$, which is close to the velocity of sound. For lower values of the ion charge, the velocity according to formula (12) decreases. Thus, we may conclude that, in the experiments described in [1-3], the condition $V \leq c$ was satisfied (in the order of magnitude).

The second, but not less important condition is that a cavity of the critical size has to be formed in the volume $W^{*}$ during the ion-surface interaction time $t$. A necessary condition for this is that

$$
\begin{equation*}
t W^{*} J=1 \tag{13}
\end{equation*}
$$

where $J$ is the cavity nucleation rate. The latter quantity can be written for a nondissipative system as [12]

$$
\begin{equation*}
J=\frac{k T}{h} \frac{3}{4 \pi a_{c}^{2}} \exp \left(-\frac{A_{c}}{k T}\right) \tag{14}
\end{equation*}
$$

where $h$ is the Planck constant and $T$ is the absolute temperature. Substituting $t$ and $a_{c}$ according to Eqs. (4) and (8) into formulas (13) and (14), we arrive at an equation determining the values of $x$ for which the formation of a critical cavity is possible. Figure 2 shows the solutions $x$ (curve 2) of this equation as a function of $Z$ for argon ions and a LiF surface. In the same figure, curve 1 shows the values of $x_{c}$ determining the region of fracture according to formula (10). As can be seen, curves 1 and 2 are situated close to each other, which implies that a critical cavity will form by the moment when the ion will approach the surface to a distance of $x_{c}$. This situation also takes place for the other combinations of ions and target materials.

Figure 1 (solid curves) shows the plots of fracture volumes (or the numbers of sputtered atoms) versus $Z$ for LiF and $\mathrm{SiO}_{2}$. For this calculation, the values of the surface tension of LiF and $\mathrm{SiO}_{2}$ were taken to be equal to $\sigma \approx 250$ and $500 \mathrm{erg} / \mathrm{cm}^{2}$, respectively [10]. In accordance with formula (11), the character of sputtering is determined by the properties of a target material and the ion charge, while being independent of the ion mass. In our model calculations, the volume of fracture was determined to within a constant factor. In order to provide for a better agreement with the experiment, we introduced a fitting parameter on the order of unity into formula (11), which was the same for both materials. It is interesting to note that the value of this parameter for the best fit to experiment was on the order of unity $(\sim 1.4)$ even for the static values of permittivity used in formula (11). As can be seen, this provides for a good agreement with the experimental data for both LiF and $\mathrm{SiO}_{2}$.
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#### Abstract

An analytic model of a one-dimensional self-consistent anisotropic thin current sheet is proposed. This model describes the sheet with a split (or bifurcated) structure, where the current density is minimal at the center and maximal at the edges. The model is specified by the set of Vlasov-Maxwell equations that reduces to the GradShafranov equation. Under the assumption that particles move quasi-adiabatically, i.e., that the approximate integral of motion $I_{z}$ is conserved, the slow evolution of the system in the course of diffusion of the distribution function in $I_{z}$ is analyzed. Scattering processes can give rise to the partial capture of flying ions near the current sheet. Since the current of such quasi-trapped particles is directed oppositely to the current of flying particles, the local current at the center of the sheet is fully or partially compensated. As a result, the ordinary single-peak shape of the current density profile changes to the bifurcated shape. Such a structure is characteristic of the thin current sheet before the total destruction, when the tension of the magnetic field is unbalanced. Numerical calculations are corroborated by the observations of split current sheets in the magnetotail by the Cluster and Geotail satellites. The obtained results indicate that a possible mechanism of the destruction of the thin current sheet is not necessarily associated with the development of plasma instabilities but can be evolutionary. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 94.30.Fk

Very thin current sheets with a thickness in the area of the ion gyroradius are quite often observed by satellites in a hot collisionless plasma in the Earth's magnetosphere [1-3]. In terms of the MHD theory, they are discontinuities serving as energy "reservoirs" for the transformation of the electromagnetic energy of solar wind to the kinetic energy of plasma fluxes. It is interesting that, as early as the 1970 s, Syrovatskiĭ $[4,5]$ predicted the formation of such singular structures for certain plasma motions.

Satellite observations show that thin current sheets have a number of properties that are different from the properties of ordinary Harris-type sheets [6]. In particular, it was shown that thin current sheets could be embedded into a thicker plasma sheet [3]. Ions are usually primary current carriers in thin current sheets because of a significant temperature difference $T_{i} / T_{e} \geq 5$ [7]. Recent measurements by Cluster satellites [8, 9] in the near magnetotail ( $\sim 15-20 R_{\mathrm{E}}$ ) show that the current density profile during substorms can have a split current structure (Runov et al. [8] called it bifurcated structure) such that current is concentrated at the sheet edges, whereas the local dip of the current density is observed at the center.

It is necessary to develop models of the formation and internal structure of split current sheets. Since thin current sheets can accumulate a considerable energy $\left(\sim 10^{14}-10^{15} \mathrm{~J}\right)$, calculations of their evolution regimes
are necessary for a deep insight into the global dynamics of the magnetosphere.

In this paper, we present a self-consistent onedimensional model of an anisotropic thin current sheet. In this model, the development of the split current sheet structure is caused by the evolution of a current density profile as a result of the nonadiabatic scattering of particles in a strongly curved magnetic field of the thin current sheet.

This model of self-consistent anisotropic thin current sheet shows how the sheet evolves naturally from the ordinary Harris-type configuration [6] to the bifurcated configuration. This evolution is caused by the nonadiabatic scattering typical for the interaction of a particle with strong magnetic inhomogeneities. In this case, the maximal Larmor radius $\rho_{\mathrm{L}}$ of ions (basic current carriers) is much larger than the radius of curvature $R_{\mathrm{c}}$ of the magnetic field lines, so that the so-called adiabaticity parameter $\kappa=\sqrt{R_{\mathrm{c}} / \rho_{\mathrm{L}}}$ lies in the range $0.1-$ 0.3. In this regime, called quasi-adiabatic regime [10], the action invariant for fast motion of particles across the sheet is approximately conserved; i.e.,

$$
\begin{equation*}
I_{z}=\frac{1}{2 \pi} \oint m v_{z} d z \approx \text { const. } \tag{1}
\end{equation*}
$$

However, when the particle crosses the plane of the thin current sheet, $\Delta I_{z}$ jumps depend only linearly on the
small parameter $\kappa$; i.e., $\Delta I_{z} / I_{z} \sim \kappa[10]$. For this reason, this regime is called quasi-adiabatic. Figure 1 shows the characteristic ion orbits in the projection onto the current sheet.

The basic current forming the sheet is supported by flying particles on the open, so-called Speiser, orbits [11] (Fig. 1a) characterized by small $I_{z}$ values. Orbits with large $I_{z}$ are closed and called "cucumber" orbits due to their oval shape [10]. Jumps in the $I_{z}$ invariant lead to the transition of particles from open trajectories to closed ones and vise versa (see Fig. 1b). As will be shown below, this process is quite slow, as compared to the characteristic time of motion of particles through the sheet, and can be described by the diffusion equation (see below). Since the diffusion process is slow, one can assume that the sheet is in a quasi-equilibrium state at each stage of the process. Therefore, the evolution of the sheet can be considered as a sequence of quasi-static equilibria.

Figure 2 shows the scheme of the proposed model. Impinging anisotropic ion fluxes arrive at the sheet from the distant plasma sources located on both sides of the sheet. The ratio $\varepsilon=v_{T} / v_{D}$ of the thermal velocity $v_{T}$ of these fluxes to their average flux velocity $v_{D}$ is an important anisotropy parameter. Near the neutral plane, ions are "demagnetized" and move along the nonlinear loop orbits near the $X Y$ plane in the thin current sheet (Fig. 3). Some flying particles drift from open orbits to quasi-trapped (cucumber) orbits as a result of nonadiabatic scattering (see Figs. 1b, 2).

Under the above assumptions, the set of VlasovMaxwell equations curlB $=(4 \pi / c) \mathbf{J}, d f / d t=0$ reduces to the one-dimensional scalar equation

$$
\begin{equation*}
d B / d z=(4 \pi e / c) \int v_{y} f(z, \mathbf{v}) d \mathbf{v} \tag{2}
\end{equation*}
$$

for the tangential component of the magnetic field. The quasi-adiabatic condition makes it possible to solve the problem with the use of two integrals of motion: total energy $W=m v_{0}^{2} / 2$ of particles and quasi-adiabatic invariant $I_{z}$ of the fast $z$ motion. We introduce the dimensionless variables $\zeta=z \epsilon^{-4 / 3} \omega_{0} / v_{D}, \mathbf{w} \equiv \varepsilon^{-2 / 3} \mathbf{v} / v_{D}$, $I=\varepsilon^{2 / 3} I_{z} \omega_{0} / m v_{T}, b=B / B_{0}$, and $\omega_{0}=e B_{0} / m c$. After integration with respect to $\zeta$, Eq. (2) reduces to the Grad-Shafranov-type equation [12]

$$
\begin{equation*}
b^{2}(\eta)=\frac{8 \varepsilon^{1 / 3}}{\pi^{3 / 2}}\left(\frac{v_{D}}{v_{A}}\right)^{2} \frac{F_{(+)}(\eta)+F_{(-)}(\eta)}{1+\operatorname{erf}\left(\varepsilon^{-1}\right)} \tag{3}
\end{equation*}
$$

where $\eta=\varepsilon^{2 / 3} \int B\left(\zeta^{\prime}\right) d \zeta^{\prime}$ is the vector potential, $v_{A}$ is the Alfvén velocity, and

$$
\begin{equation*}
F_{( \pm)}(\eta)= \pm \int_{0}^{\eta} d \eta^{\prime} \int_{0}^{\infty} d w_{x} \int_{0}^{\infty} w_{y} d w_{y} \int_{0}^{\infty} f d w_{\zeta} \tag{4}
\end{equation*}
$$



Fig. 1. Two types of quasi-adiabatic trajectories of particles in a curved magnetic field $\mathbf{B}=\left\{B_{x}, 0, B_{z}\right\}$ : (a) characteristic transient (Speiser) orbit and (b) quasi-trapped (cucumber) orbit.


Fig. 2. Model scheme: particles fly from sources, and one particle is trapped by the sheet.

Quasi-trapped ("cucumber") orbits


Fig. 3. (Left panel) Solid and dashed lines are elements of a quasi-adiabatic cucumber orbit and Speiser orbit, respectively, at the center of the current sheet; (right panel) the plot of the corresponding local current densities $J_{y}(z)$.
are the partial densities of positive and negative currents. The detailed derivation of Eq. (3) was given in $[13,14]$. The function $f \equiv f\left(W\left(w_{x}, w_{y}, w_{\zeta}\right), I\left(w_{x}, w_{y}, w_{\zeta}\right.\right.$, $\left.\eta^{\prime}\right)$ ) describing the ion distribution over the invariants of


Fig. 4. Profiles of the plasma distribution function $\psi$ in the thin current sheet at different times $\tau$ vs. the adiabatic invariant $I$.


Fig. 5. (a) Profile of the dimensionless current density $j_{y}=$ $J_{y}(z) / e n_{0} v_{D} \varepsilon^{2 / 3}$ calculated as a function of the dimensionless coordinate $\zeta$ for $\tau=\omega_{n} t=$ (solid line) 0 , (long dashes) 40 , and (short dashes) 104 min , and (b) the statistically averaged current profile measured in [16].
motion depends implicitly on the velocities of particles and the $z$ coordinate. Thus, the distribution function of plasma particles in the thin current sheet can be defined as follows (see Fig. 4). For small invariant values in interval $l\left(0, I_{1}\right]$, where $I_{1}=w_{0}^{2}, w_{0}^{2}=w_{x}^{2}+w_{y}^{2}+w_{\zeta}^{2}$ [15], current carriers move along Speiser orbits, and the initial distribution function can be specified in the form

$$
\begin{equation*}
f=\frac{n_{0} \exp \left\{-\varepsilon^{2 / 3}\left[\left(\sqrt{w_{0}^{2}-I}-\varepsilon^{-2 / 3}\right)^{2}+I\right]\right\}}{\pi^{3 / 2} v_{T}^{2}\left[1+\operatorname{erf}\left(\varepsilon^{-1}\right)\right]} \tag{5}
\end{equation*}
$$

of the Maxwell distribution shifted by $v_{D}$ and having thermal spread $V_{T}$.

Quasi-trapped particles correspond to interval 2 $\left(I_{1}, I_{2}\right]\left(I_{2}=\sigma I_{1}, \sigma=\left(L / \rho_{0}\right)^{1 / 2}>1\right)$. The distribution function $\psi \equiv \psi(I, \tau)\left(\tau=\omega_{n} t, \omega_{n}=e B_{n} / m c\right)$ of scattered particles can be determined by solving the diffusion equation

$$
\begin{equation*}
\frac{\partial \psi}{\partial \tau}=\frac{\partial}{\partial I} D(I, \tau) \frac{\partial \psi}{\partial I} \tag{6}
\end{equation*}
$$

Here, the variable coefficient [10]

$$
\begin{equation*}
D=\frac{3 \pi^{2}}{16 T_{a b}} \kappa^{2}\left(1-I^{4 / 3}\right) \tag{7}
\end{equation*}
$$

where $T_{a b}$ is the dimensionless period of motion of particles in closed orbits, corresponds to the linear jumps $\Delta I_{z}$ in the small parameter $\kappa$. The distribution function of the scattered plasma depends on time. However, the condition of fast relaxation of the system makes it possible to use distribution function profiles at different times as instantaneous quasi-equilibrium configurations. Thus, an "instantaneous pattern" of the distribution function of the quasi-trapped plasma is always used on the right-hand side of Eq. (3). Figure 4 shows profiles of the function $\psi$ for different times $\tau$. It is seen that the initially empty region of quasi-trapped cucumber orbits is gradually filled. Region 3 , where $I>I_{2}$, corresponds to the trapped plasma on completely integrable orbits. These orbits are ignored in this problem, because they are dynamically inaccessible from regions 1 and 2 ; i.e., one can set $f=0$.

Figure 5a shows the evolution of the current density profile as a result of the accumulation of the quasitrapped plasma inside the thin current sheet at different times $\tau$. Calculations were performed with the source anisotropy parameter $\varepsilon=1$, which is in a good agreement with the actual $\varepsilon$ value for the magnetotail plasma. These results are compared with the measurements in the magnetotail that are averaged over a large data sample [16].

Since the thin current sheet contains the trapped population during the main period of its life, the $J_{y}(z)$ profile must have a "statistical dip" at the center of the sheet. The theoretical and experimental results are in good qualitative agreement with each other (Fig. 5).

Although there is back diffusion from region 2 to region 1 , the accumulation of the quasi-trapped population in the thin current sheet continues up to the complete splitting of the sheet $\left(\left.J_{y}\right|_{z=0}=0\right)$. In this case, the equilibrium self-consistent solutions are absent in the model. We treat this fact as the loss of equilibrium of the real thin current sheet with its further decomposition that occurs immediately after $\tau^{*}=104 \mathrm{~min}$. The characteristic regular time $t^{*}$ of such a destruction under the magnetotail conditions ( $B_{n} \sim 0.5-1.5 \mathrm{nT}$ ) can be estimated at $30-$ 90 min in agreement with the characteristic time of the so-called phase of energy accumulation (growth phase) in the magnetotail.

The model results both agree well with the Geotail measurements [16] in the magnetotail at a distance of about $100 R_{\mathrm{E}}$ (which is traditionally considered as the site of localization of the distant neutral line) and with certain measurements of split sheets in the near magnetotail [8, 9]. The model describes the natural internal evolution of the current sheet until its destruction without inclusion of various current instabilities. The problem of instabilities in the thin current sheet has not yet been solved. All models, both analytic and numerical, indicate that one instability (e.g., tearing, kink, or bottle) cannot be responsible for the sheet destruction [1719]. However, to understand the adequacy of the proposed model for the description of the processes responsible for the formation of split sheets, additional magnetospheric experiments are necessary.

The model can explain the characteristic properties of the thin current sheet such as small thickness ( $L \sim$ $\rho_{\mathrm{L}}$ ), "overshoot" in the magnetic field structure, characteristic anisotropic pressure tensor, dominance of ions in the current, and some specific forms of the plasma velocity distribution functions $f\left(v_{x}, v_{y}, v_{z}\right)$ [15] inside the thin current sheet. These distribution functions describe how the quasi-trapped plasma fills with time a certain phase-space region adjoining the phase-space region of flying particles.
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#### Abstract

The influence of negative ions on the state of an rf gas-discharge dusty (complex) plasma containing electronegative gaseous impurities was investigated. A simple one-dimensional argon-discharge model allowing for the impurity-induced plasmachemical reactions was taken as an example to show that the addition of even a minor amount of molecular oxygen changes appreciably the plasma composition and plasma transport properties, as well as the microparticle charges. In turn, these changes have a strong effect on the microparticle force balance and on the formation of various dusty structures in the discharge. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 52.27.Lw; 52.80.-s

In recent years, the processes occurring in weakly ionized plasmas containing microparticles (so-called "dusty particles") have been intensively studied. Such media are customarily referred to as dusty or complex plasmas [1-7]. Plasma recombination at the surface of dusty particles results in their fast charging. As a rule, a microparticle charge is negative ${ }^{1}$ and is on the order of $10^{3}-10^{4}$ electron charges. The presence of charged microparticles renders plasma behavior much more complicated, because new spatial and time scales appear, leading, in particular, to new types of waves and instabilities [8]. The dusty component of a complex plasma can occur in various phase states, from gaseous to crystalline [1-3]. ${ }^{2}$ The observation of the behavior of individual microparticles allows their behavior to be described at the kinetic level. This property is exceedingly important in the detailed study of the processes occurring in the phase transformations in complex plasmas, in the initiation of hydrodynamic instabilities, etc. The understanding of these processes at the kinetic level can be helpful in the construction of the general theory of phase transitions and can clarify many questions associated with the turbulence initiation.

A low-pressure rf inert-gas (as a rule, argon and, more rarely, helium, neon, and krypton are used) discharge, into which microparticles with the diameter $2 a \simeq 1-10 \mu \mathrm{~m}$ are injected, is traditional in studying the properties of a laboratory complex plasma. The concentration of dusty particles in the discharge is ordinarily varied within $n_{d} \sim 10^{3}-10^{6} \mathrm{~cm}^{-3}$. In this work, we

[^7]consider the argon discharge. The typical parameters of this discharge are as follows: the interelectrode distance is $L \simeq 3-5 \mathrm{~cm}$, the concentration of neutral atoms (argon) is $n_{n} \sim 10^{15}-10^{16} \mathrm{~cm}^{-3}$, the electron and ion concentrations (in the absence of microparticles) are $n_{e} \simeq$ $n_{i} \sim 10^{8}-10^{10} \mathrm{~cm}^{-3}$, and the electron temperature is $T_{e} \simeq$ $1-3 \mathrm{eV}$. The ion temperature is close to the temperature of neutrals: $T_{i} \simeq T_{n} \approx 300 \mathrm{~K}$. Note that plasma is weakly ionized with a very low degree of ionization, $n_{e} / n_{n} \simeq$ $10^{-6}-10^{-7}$.

A dusty particle in plasma rapidly acquires negative charge $Z_{d}$, which can be estimated by equating the electron and ion flows onto a microparticle. To determine these flows, one ordinarily uses the probe approximation of the orbital motion limited (OML) theory (see, e.g., [4]), in which the cross-sections for electron and ion interactions with an isolated charged microparticle are determined from the energy and momentum conservation laws. According to the OML theory, the charge increases proportionally to the microparticle size and electron temperature: $Z_{d} \propto a T_{e}$. For example, for a particle with a radius of $1 \mu \mathrm{~m}$ in an argon-discharge plasma with the above-mentioned parameters one has $Z_{d} \sim 3 \times 10^{3} e$ (see, e.g., [9]).

Due to the fast electron diffusion onto the walls of a discharge chamber, the central zone of the discharge is charged positively and represents a potential well for the negatively charged microparticles. Under these conditions, the formation of dusty structures is governed by the balance of forces acting on the microparticles; these are the gravity force $F_{g}$, the electrostatic force $F_{E}$ (directed to the discharge center), the ion-drag force $F_{\text {id }}{ }^{3}$ associated with the momentum transfer from the

[^8]ion flow to the microparticles (this force is directed to the walls of a gas-discharge chamber), the neutral gas friction $F_{n}$ caused by the interaction of a dusty particle with neutral gas, and the thermophoretic force $F_{T}$ caused by the inhomogeneous heating of a neutral gas in the discharge (the direction of this force is determined by the temperature gradient of the neutral gas and, in general, can be arbitrary). In the ground-based experiments, the gravity force dominates; it is compensated by the electrostatic force only in the electrode sheath, leading, in particular, to microparticle levitation. Under microgravitation conditions, the ion-drag and electrostatic forces (though much weaker than the gravity force) play the main roles and often have the same order of magnitude. The balance of these forces determines the equilibrium configurations of the dusty component in the space experiments. ${ }^{4}$ Although the contribution of the thermophoretic force is, as a rule, insignificant, it can play a key role in certain situations. It is worthwhile to present the power-law dependences of the indicated forces on the microparticle size: $F_{g} \propto$ $a^{3}, F_{\text {id }} \propto a^{2}$ (for sufficiently small particles [11]), $F_{E} \propto$ $a$, and $F_{T} \propto a^{2}$.

The addition of an electronegative gas leads to the appearance of negative ions in the discharge. This can strongly affect the plasma parameters and microparticle charges and, hence, the phase state of the dusty component [12]. ${ }^{5}$ The presence of negative ions also affects the microparticle force balance, which, in turn, can affect the configuration of dusty structures. Therefore, the influence of negative ions on the state of complex plasma can be quite substantial. Nevertheless, these problems have practically not been studied experimentally so far.

In this work, we study a change in the state of complex plasma upon the addition of molecular oxygen $\mathrm{O}_{2}$ to the rf argon discharge. To begin with, we estimate the influence of molecular oxygen on the plasma composition. For this purpose, we will use the plasmachemical model of discharge in the $\mathrm{Ar} / \mathrm{O}_{2}$ mixture (all plasma parameters are averaged over the discharge volume). For a quasineutral complex plasma, the corresponding set of equations has the form

$$
\begin{gather*}
\frac{\partial n_{j}(t)}{\partial t}=R_{j}^{\text {prod }}-R_{j}^{\text {loss }}-R_{j}^{d}-n_{j} / \tau_{j}  \tag{1}\\
\frac{\partial Z_{d}}{\partial t}=v_{i^{+}}-v_{i^{-}}-v_{e} \tag{2}
\end{gather*}
$$

[^9]\[

$$
\begin{equation*}
n_{i^{+}}=n_{e}+n_{i^{-}}+Z_{d} n_{d} \tag{3}
\end{equation*}
$$

\]

Here, $n_{j}$ stands for the concentrations of electrons and all sorts of ions (positive and negative) in the discharge and also the concentrations of metastable argon and oxygen atoms and molecules which influence the charged component; ${ }^{6} R_{j}^{\text {prod }}$ and $R_{j}^{\text {loss }}$ account for the photochemical sources and sinks of the $j$ th component (given, e.g., in [13]); $R_{j}^{d}$ describes the $j$ th-component decay at the surface of dusty particles; and $\tau_{j} \simeq L^{2} / D_{j}$ is the characteristic diffusional lifetime of the $j$ th component in the discharge, where $D_{j}$ is the corresponding diffusion coefficient. Note that the diffusion coefficient strongly depends on the plasma composition; e.g., for the positive ions $D_{j}$ ranges from the ambipolar (at low concentrations of negative ions) to unipolar (for ionion plasma) type. In Eq. (2) for microparticle charging, the terms $v_{e}, v_{i^{-}}$, and $v_{i^{+}}$describe, in the OML approximation, the electron, negative-ion, and positive-ion flows onto a microparticle, respectively (see, e.g., [14]):

$$
\begin{gathered}
v_{e, i} \approx-\pi a^{2}\left(8 T_{e, i} / \pi m_{e, i}\right)^{1 / 2} n_{e, i}-\exp \left(e^{2} Z_{d} / a T_{e, i}\right), \\
v_{i^{+}} \approx \pi a^{2}\left(8 T_{i^{+}} / \pi m_{i^{+}}\right)^{1 / 2} n_{i^{+}}\left(1-e^{2} Z_{d} / a T_{i^{+}}\right) .
\end{gathered}
$$

Since $T_{i^{+}} \approx T_{i^{-}} \ll T_{e}$, the contribution from the negative ions to the microparticle charging can be ignored (note that $R_{j}^{d}=v_{j} n_{d}$ ). The set of Eqs. (1)-(3) describes the processes having substantially different characteristic times. Such sets of equations are ordinarily solved by the Gear method [15]. The equilibrium concentrations of the charged component and the charge of a micronsized particle in the indicated discharge are presented in Fig. 1 as functions of the partial concentration ( $\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]$ ) of molecular oxygen in the mixture. One can see that, starting with even negligible concentrations of molecular oxygen $\left(\mathrm{O}_{2} / \mathrm{Ar} \geq 10^{-6}\right)$, the plasma composition changes materially to transform from the electron-ion plasma ( $e$ and $\mathrm{Ar}^{+}$) to the ion-ion plasma, in which $\mathrm{O}_{2}^{+}$and $\mathrm{O}^{-}$are the major ions while the electronic component is strongly suppressed. Such a drastic transformation of the plasma composition is caused by the fast charge-exchange reaction $\mathrm{Ar}^{+}+\mathrm{O}_{2} \longrightarrow \mathrm{Ar}+\mathrm{O}_{2}^{+}$ of argon ions on oxygen molecules (the back reaction is almost fully inhibited at room temperature because of a large difference in the ionization potentials of argon ( 15.75 eV ) and molecular oxygen ( 12.2 eV )) and by the electron dissociative attachment to the oxygen molecule: $\mathrm{O}_{2}+e \longrightarrow \mathrm{O}^{-}+\mathrm{O}+e$. The latter reaction gives

[^10]

Fig. 1. The composition of an rf discharge plasma in $\mathrm{O}_{2} / \mathrm{Ar}$ mixture and the charge $Z_{d}$ of an individual microparticle as functions of the partial concentration $\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]$ of molecular oxygen.
negative ions, which are accumulated in the discharge owing to the above-mentioned electric field configuration. This results in a noticeable decrease in the absolute value of microparticle charge, as compared with plasma in pure argon.

It should be emphasized that such a change in plasma composition can have an appreciable effect on the processes of ion transport in the discharge, because the resonance charge-exchange cross section (scattering of $\mathrm{Ar}^{+}$ion by argon atoms) exceeds, by approximately one order of magnitude, the polarization scattering cross section of the $\mathrm{O}_{2}^{+}$ion in argon. This effect can also be of great importance in estimating the momentum transfer from ions to a microparticle for the determination of the ion-drag force. The dimensionless charge (potential) $e^{2}\left|Z_{d}\right| / a T_{e}$ of a dusty particle is presented in Fig. 2 as a function of microparticle concentration $n_{d}$ and partial concentration $\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]$ of molecular oxygen. One can see that, for $n_{d} \sim 10^{3}-10^{5} \mathrm{~cm}^{-3}$, i.e., for the experimental conditions typical of dusty plasmas, a sizable decrease in the microparticle charge can be caused by the $\mathrm{O}_{2}$ impurity. Note that the effects considered, likely, show little dependence on the type of electronegative gas M . This is so because the main processes inducing these effects-the formation and accumulation of negative ions in plasma and the fast charge exchange of an argon ions on impurity species ( $\mathrm{Ar}^{+}+\mathrm{M} \longrightarrow \mathrm{Ar}+\mathrm{M}^{+}$; the back reaction is inhibited because the ionization potential of argon atom is greater than the ionization potential of M )-are efficient for any electronegative gas.

These results qualitatively describe a change in the charge composition of complex plasma in the presence of the $\mathrm{O}_{2}$ admixture. However, to determine the forces


Fig. 2. The charge of a microparticle of size $1 \mu \mathrm{~m}$ in an rf discharge in $\mathrm{Ar} / \mathrm{O}_{2}$ mixture vs. the partial concentration ( $\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]$ ) of molecular oxygen and the microparticle concentration in units of $\mathrm{cm}^{-3}$.
acting on microparticles, it is necessary to know the spatial distribution of complex plasma in the discharge. To this end, we consider a one-dimensional discharge geometry (the coordinate $x=\mp L / 2$ corresponds to electrodes, and $x=0$ corresponds to the discharge center). The ion and electron spatiotemporal distributions can be determined from the set of balance equations after adding to Eq. (1) the term describing the $j$ th-component transport in the diffusional approximation:

$$
\begin{gather*}
\frac{\partial n_{j}(x, t)}{\partial t}+\nabla J_{j}(x, t)  \tag{4}\\
=R_{j}^{\mathrm{prod}}(x, t)-R_{j}^{\mathrm{loss}}(x, t)-R_{j}^{d}(x, t), \\
J_{j}(x, t)=\mu_{j} n_{j}(x, t) E(x, t)-D_{j} \nabla n_{j}(x, t),  \tag{5}\\
\nabla Z_{d} / \partial t=v_{p}-v_{n}-v_{e} . \tag{6}
\end{gather*}
$$

Here, $J_{j}$ is the $j$ th charged-component flow, $\mu_{j}$ is the mobility coefficient, and $E$ is the electric field. Inasmuch as the mean free path of ions (both positive and negative) is much smaller than $L$, the diffusional approximation is quite justified for ions. To determine the electron spatial distribution, the Boltzmann distribution is used, $D_{e} \nabla n_{e}(x, t)+\mu_{e} n_{e} E(x, t) \approx 0$. For the metastable species, only the diffusional term is taken into account in the transport equation. The boundary conditions for the set of Eqs. (3)-(5) are the following: from the symmetry considerations, $J_{j}=0$ and $E=0$ in the discharge center, and $n_{j}=0$ in the electrode sheath.

The ion-concentration, electron-concentration, and electric-field profiles in the discharge are shown in Fig. 3 for various partial concentrations of $\mathrm{O}_{2}$. As in the case described by the set of Eqs. (1)-(3), the plasma composition strongly changes and the $\mathrm{O}_{2}^{+}$and $\mathrm{O}^{-}$ions
become dominant. One can see that the presence of negative ions can markedly reduce the electric field. This brings about the breaking of the force balance for a dusty particle. Let us ignore the gravity and thermophoretic forces and consider how the addition of $\mathrm{O}_{2}$ changes the ratio $\tilde{F} \equiv F_{\mathrm{id}} / F_{E}$ of ion-drag and electrostatic forces, which act in opposite directions and determine the equilibrium configurations of dusty structures. To estimate the ion-drag forces at low ( $u \ll v_{T_{i}}$ ) iondrift velocities, we use the expression [11]

$$
F_{i} \approx \frac{4 \sqrt{2 \pi}}{3} \rho_{C} n_{i} m_{i} v_{T_{i}} u \Lambda .
$$

Here, $\rho_{C}=Z_{d} e^{2} / T_{i}$ is the Coulomb radius; $\Lambda=$ $\int_{0}^{\infty} e^{-x} \ln (1+2 x / \beta) d x$ is the modified coulombic logarithm ( $\beta=\rho_{C} / \lambda_{D}$, where $\lambda_{D}$ is the Debye ionic radius); and $v_{T_{i}}$ and $u$ are the ion thermal and drift velocities, respectively. Figure 4 shows the spatial dependence of $\tilde{F}$ for the discharges in pure argon and in argon with an admixture of molecular oxygen $\left.\left(\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]\right)=0.01\right)$. The coordinate $x_{v}$ corresponding to $\tilde{F}=1$ divides the plasma into two parts: the region $|x| \leq x_{v}$, from which the microparticles are driven out (so-called void), ${ }^{7}$ and the region $|x| \geq x_{v}$ filled with dusty particles. One can see that even a small addition of an electronegative gas to the discharge considerably increases the void size. This is caused by the strong suppression of electrostatic field in the discharge in the presence of negative ions. This result is in excellent agreement with the experimental observations [16].

The thermophoretic force can also make a contribution to the microparticle force balance [17]. One can easily show that the pure argon discharge does not induce any noticeable thermophoretic force, because the temperature inhomogeneity of neutrals is very small for the typical discharge parameters. ${ }^{8}$ Indeed, in pure argon, the quenching $\mathrm{Ar}+\mathrm{Ar}^{*} \longrightarrow 2 \mathrm{Ar}$ of metastable argon atoms with the rate constant $k_{q}^{\mathrm{Ar}}$ is the main source of heating neutrals. In this case, the neutral gas is heated to $\Delta T_{n} \simeq k_{q}^{\mathrm{Ar}} n^{*} \epsilon^{*} \tau^{*} \leq 0.01 \mathrm{~K}$, where $\epsilon^{*} \sim$ 10 eV is the energy released in quenching and $\tau^{*}$ is the diffusional lifetime of a metastable atom in the discharge. Due to the resonance character of this reaction, its rate constant is exceedingly small, $k_{q}^{\mathrm{Ar}} \leq 10^{-14} \mathrm{~cm}^{3} \mathrm{~s}^{-1}$, so that this process cannot lead to a noticeable heating. One can easily show that the charge exchange of the $\mathrm{Ar}^{+}$

[^11]

Fig. 3. Spatial dependences of the electric field and the ion and electron densities in an rf discharge in $\mathrm{Ar} / \mathrm{O}_{2}$ mixture. (a) Pure argon discharge and (b) $\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]=0.01$.


Fig. 4. Spatial dependence of the ratio of forces acting on a microparticle with a diameter of $1 \mu \mathrm{~m}$ in an rf discharge; the ratio of the ion-drag force $F_{\text {id }}$ to the electrostatic force $F_{E}$ as a function of the coordinate) $x$ ( $x=0$ corresponds to the center of the discharge zone). The solid line is for the pure argon discharge and the dashed line is for $\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]=0.01$.
ions accelerated by the near-electrode electric field also makes no contribution to the heating of neutral gas in the discharge. For this reason, the thermophoretic force induced in a pure argon discharge is considerably smaller than the ion-drag and electrostatic forces.

As for the discharge in the $\mathrm{Ar} / \mathrm{O}_{2}$ mixture, the situation with heating the neutral gas becomes cardinally different, because the metastable argon atoms can be efficiently quenched in the reaction $\mathrm{O}_{2}+\mathrm{Ar}^{*} \longrightarrow 2 \mathrm{O}+$ Ar with rate constant $k_{q}^{\mathrm{O}_{2}} \sim 10^{-10} \mathrm{~cm}^{3} \mathrm{~s}^{-1}$, resulting in
heating of the neutral gases by $\Delta T_{n} \simeq 1 \mathrm{~K}$. Even more efficient heating is induced by the metastable oxygen ion $\mathrm{O}\left({ }^{1} \mathrm{D}\right)$. This effect is caused by a high concentration of $\mathrm{O}\left({ }^{1} \mathrm{D}\right)$ in the discharge (because of the low excitation energy) and controlled by the rate of the quenching reaction $\mathrm{Ar}+\mathrm{O}\left({ }^{1} \mathrm{D}\right) \longrightarrow \mathrm{Ar}+\mathrm{O}$. In the general case, a change $\Delta T_{n}$ in the temperature of neutrals in their reactions of quenching metastable oxygen species is estimated by the formula

$$
\begin{equation*}
\Delta T_{n} \simeq \sum_{i} k_{e}^{i} n_{e} \frac{\left[\mathrm{O}_{2}\right]}{[\mathrm{Ar}]} \tau_{D} \boldsymbol{\epsilon}_{i}, \quad \tau_{D}=L^{2} / D_{n} \tag{7}
\end{equation*}
$$

where $k_{e}^{i}$ is the constant for the formation of the $i$ th metastable species (state) by electron impact and $\epsilon_{i}$ is the corresponding transition energy. For $\left[\mathrm{O}_{2}\right] /[\mathrm{Ar}]=$ 0.01 , the heating is mainly due to $\mathrm{O}\left({ }^{1} \mathrm{D}\right)$ and is equal to a few degrees, giving rise to the thermophoretic force $F_{T} \simeq-a^{2} / v_{T_{n}} k_{T} \nabla T$ ( $k_{T}$ is the thermal conductivity coefficient) that can be comparable to the ion-drag forces for particles with size $a \geq 3 \mu \mathrm{~m}$. Note that the central zone of the discharge is heated stronger than its periphery, so that the thermophoretic force expels particles from the discharge. It is worth noting that the neutrals in argon plasma are heated by practically any impurity gas M . This heating is caused by the quenching reaction $\mathrm{Ar}^{*}+\mathrm{M} \longrightarrow \mathrm{Ar}+\mathrm{M}$ of metastable argon atoms in their collisions with the impurity gas (as a rule, the rate constant $k_{q}^{\mathrm{M}}$ for this reaction markedly exceeds $k_{q}^{\mathrm{Ar}}$ ). The efficiency of this process depends on the impurity concentration in the discharge, on the rate constant $k_{q}^{\mathrm{M}}$, and on the fraction of the excited metastable-state energy expanded for heating the neutrals (a portion of this energy is expanded for the inelastic processes: ionization, dissociation, and excitation of the radiating M levels).

The heating of neutrals by dusty particles can also play a certain role if the concentration of the latter in the discharge is high enough. This is due to the fact that the plasma recombination at the particle surface releases energy that is comparable with the ionization energy. This heats the microparticle surface [18], which is cooled in collisions with neutrals. Assuming that this energy is fully transferred to the neutrals, one can estimate their heating as

$$
\begin{equation*}
\Delta T_{n}^{d} \approx \pi a \rho_{C} n_{i} V_{T_{i}} \epsilon_{\mathrm{ion}} \tau_{D}\left(n_{d} / n_{n}\right) \sim\left(10^{-2}-3\right) K \tag{8}
\end{equation*}
$$

This heating is proportional to $n_{d}$ and, hence, gives rise to the thermophoretic force that pushes apart the microparticle segregates.

Thus, the addition of molecular oxygen to argon plasma induces a number of important effects. The composition and transport properties of plasma change substantially: electron-ion plasma transforms to the
ion-ion plasma. The appreciable decrease in the microparticle charge can also change the phase state (e.g., melt plasma crystal) and the configuration of dusty structures. The electric field also decreases in the discharge, thereby changing the force balance for the dusty particle; in particular, the void size markedly increases. In addition, the metastable argon and oxygen states initiate heating of the neutral gas, and the corresponding induced thermophoretic force makes a considerable contribution to the force balance for dusty particles.
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#### Abstract

The temperature dependences of the amplitude and velocity of ultrasonic waves at a frequency of 770 MHz were measured in a $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{MnO}_{3}(x=0.175)$ manganite single crystal. Magnetoelastic wave generation was observed near the magnetic phase transition. The temperature dependences of the magnetization and magnetostriction correlated with the temperature behavior of the amplitude and velocity of the magnetoelastic wave, which suggests that the coherent magnetoelastic oscillations were generated on microscopic inhomogeneities (magnetoelastic domains) typical for a manganite of the given composition. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 75.80.+q

Unusual physical characteristics of lanthanumstrontium manganites with a Sr content of 0.15-0.18 have long attracted considerable attention of researchers. In this range of $x$, structural transition from a rhombohedral to an orthorhombic structure occurs. In addition, one or possibly several structural transitions occur with changing temperature at a constant concentration of Sr ions. The magnetic structure also changes; there is a considerable jump in the curve for paramagnetic-ferromagnetic phase-transition temperature $T_{c}$ (from $T_{c}=$ 240 K at $x=0.155$ to $T_{c}=291 \mathrm{~K}$ at $x=0.185$ ) [1, 2]. The type of electrical conduction also changes from dielectric ( $x \leq 0.17$ ) to metal conduction ( $x \geq 0.175$ ). The transition parameters can be changed considerably by exposure to a magnetic field; for example, colossal magnetoresistance (CMR) is observed. Thus, it can be concluded from the data presented above that manganites of the given compositions have a soft crystal lattice susceptible to structural changes under the action of temperature, magnetic field, and the cooperative YahnTeller effect for $\mathrm{Mn}^{3+}$ ions.

In recent years, considerable attention has been given to various types of nano- and microsized inhomogeneous states caused by the spin, charge, or orbital ordering. Presumably, the maximal diversity of such inhomogeneities (especially of microscopic size) can be observed in the manganites of the above-mentioned composition because of the competition between different magnetic and structural states. The possibility of microstructures existing within the indicated range of Sr concentration was pointed out by Darling et al. [3],
who assumed that the microstructures appear in the rhombohedral phase, where small regions with identical rhombohedral distortions, different from the original cubic structure, were formed. Elastic stresses occurring at the boundaries of the structural inhomogeneities indicate that these inhomogeneities can be classified as structural elastic domains. According to the calculations made in [3], the energy difference between the rhombohedral and more distorted orthorhombic lattices is small, so that exposure to a magnetic field of several Tesla can cause the transition from one structure to the other.

The possibility of microscopic structural inhomogeneities appearing due to the coexistence of the orthorhombic and rhombohedral phases was also pointed out in [4]. Inhomogeneous states were experimentally detected in manganites using ${ }^{55} \mathrm{Mn}$ NMR spectroscopy [5], ferromagnetic resonance [6], and neutron diffraction [7]. At present, the majority of scientists accept a model explaining the inhomogeneity by the phase layering caused by the appearance of a region of coexistence of different magnetic or structural phases in certain concentration or temperature ranges.

Ultrasonic studies provide certain additional possibilities for the examination of the specific features of structural and magnetic phase transitions and various inhomogeneities in the spin and charge ordering. First, the ultrasound velocity depends on the type of elastic and magnetoelastic interactions, which change considerably upon phase transition. Second, the interaction with ultrasound is especially strong if the inhomogene-


Fig. 1. Temperature dependences of the amplitude of (a) longitudinal and (b) transverse ultrasound modes: ( $\mathbf{\square}$ zero-field results and ( $\square$ ) results obtained in $H=1 \mathrm{~T}$. The insert in Fig. 1b shows the temperature dependence of magnetostriction in a $\mathrm{La}_{0.83} \mathrm{Sr}_{0.17} \mathrm{MnO}_{3}$ sample in ( $\bullet$ ) zero magnetic field and $(\mathrm{O})$ in the field $H=1 \mathrm{~T}$ (data taken from [8]).
ity size corresponds to the ultrasound wavelength, so that the use of such high-frequency oscillations makes it possible to study inhomogeneous or multiphase formations in manganites. Third, the high frequency of ultrasound makes it possible to overcome the gap in the spin-wave spectrum and thus use the dynamic interaction between the spin and elastic waves occurring in magnetically ordered manganites [8]. It was not surprising that the conclusions about the structural inhomogeneities made in [3, 4] were based on the results of experiments with ultrasound in a frequency range from 1 to 3 MHz . However, the ultrasound wavelength corresponding to this megahertz range ( $\sim 5-10 \mathrm{~mm}$ ) was many orders of magnitude greater than the size of the assumed inhomogeneities.

Taking into account the aforesaid, we used ultrasound at a frequency of 700 MHz for studying the specific features of phase transitions and possible microscopic inhomogeneities [9]. $\mathrm{A} \mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{MnO}_{3}(x=$ 0.175 ) single-crystal sample was chosen for the study, because at this concentration of Sr ions, the temperatures of structural and magnetic phase transitions were most close to each other and the maximal value of CMR was observed. The sample had the shape of a rectangular $4.85 \times 8.2 \times 7.9-\mathrm{mm}$ parallelepiped with faces parallel to an accuracy of several seconds. The sample faces were perpendicular to the cubic axes [100], [010],
and [001]. Ultrasound pulses ( $\tau \cong 0.5-0.8 \mu \mathrm{~s}$ ) were excited and received using piezoelectric rod transducers. The pulses propagated along the [100] axis. The temperature dependences of the velocity and attenuation of ultrasound were measured in the range from 260 to 340 K in a magnetic field $H=1 \mathrm{~T}$ using the trans-ducer-sample-transducer scheme. The pulse duration was comparable to the time of its propagation through the sample. As a consequence, several oscillation modes could be simultaneously generated in the sample because of elastic or magnetic nonlinearity. These oscillations became coherent due to a high acoustic $Q$ factor $\left(\geq 10^{3}\right)$.

Long piezoelectric transducers used in the experiment made it possible to separate in time the ultrasound pulses corresponding to different oscillation modes and, therefore, propagating with different velocities. A broad-band receiver detected the pulses at the output of the receiving piezoelectric transducer. The single crystal used in the experiment was grown in the laboratory of A.M. Balbashov (Moscow Power Institute). X-ray spectral analysis showed that the crystal was phase- and chemically homogeneous.

Study of the propagation of a quasi-longitudinal wave gave the most interesting results. The wave velocity and attenuation changed little in the temperature range from 310 to 340 K (Figs. 1, 2a). The constancy of the ultrasound velocity also indicated that it continued to propagate in the quasi-longitudinal mode. The magnetic field applied to the sample had virtually no effect on the parameters of the acoustic wave.

The first anomaly in the velocity and attenuation of the quasi-longitudinal wave was observed at $T=305 \mathrm{~K}$. Taking into account the temperature hysteresis, this anomaly was explained by a first-order transition (partial transition from the rhombohedral to the orthorhombic phase). This conclusion was based on the fact that the second hysteretic change in the parameters of ultrasonic wave was observed at $T=220 \mathrm{~K}[10]$ and indicated the complete transition to the orthorhombic structure.

The second anomaly was observed at $T=283 \mathrm{~K}$. It was caused by the magnetic phase transition to the ferromagnetic phase (this conclusion was substantiated by magnetic measurements [10]). Considerable changes in the amplitude and the velocity of the quasi-longitudinal mode were observed below $T=300 \mathrm{~K}$, excluding the temperature intervals where the changes in the ultrasound parameters were caused by the structural and magnetic phase transitions. Within this temperature range, the application of the magnetic field led to an even sharper decrease in the amplitude and an increase in the velocity of the wave.

Beginning at $T=305 \mathrm{~K}$ and below, a new ultrasonic pulse was detected simultaneously with the quasi-longitudinal wave pulse. The phase velocity $V_{t}$ of the new pulse was determined from the time of its propagation through the sample. It varied in a range $(2.5-2.9) \times$
$10^{5} \mathrm{~cm} / \mathrm{s}$ and depended on the temperature of the sample (Fig. 2b). The amplitude of the new pulse increased as the temperature decreased to $T=270 \mathrm{~K}$; further decrease in temperature had almost no effect on the pulse amplitude. The character of an increase in amplitude coincided with the temperature behavior of the sample magnetization. Exposure to the magnetic field led to an increase in the amplitude of the oscillation mode under consideration; thus, the effect of the magnetic field on this mode was opposite to the field effect on the quasi-longitudinal mode and also terminated at $T \leq 270 \mathrm{~K}$. The velocity of the mode under consideration decreased near the magnetic phase transition and increased as the sample was exposed to the magnetic field (Fig. 2b). Thus, taking into account the phase velocity and the effects of the magnetic field and temperature on the amplitude and $V_{t}$, the mode under consideration can be classified as a magnetoelastic mode.

The problem of transformation of the quasi-longitudinal wave to the quasi-transverse magnetoelastic wave is of particular importance. It is well known that a purely longitudinal wave and two degenerate transverse waves propagate in crystals only in high-symmetry directions. Therefore, in the absence of magnetoelastic coupling, the dispersion relations for the velocities of elastic waves with an arbitrary direction of wave vectors are rather complicated. The pattern of propagation of elastic waves becomes even more complicated if the magnetoelastic interaction is taken into account. In the case of wave propagation along high-symmetry directions, only transverse waves are coupled to magnons; but if the wave propagates in an arbitrary direction, the longitudinal elastic mode is also coupled to the magnon spectrum. This is precisely the case that occurs for a quasi-longitudinal ultrasonic wave propagating in a rhombohedral manganite sample of given composition (Figs. 1a and 2a). As follows from [11], the mode transformation observed in the experiment could be most effectively induced by the displacement of the boundaries of magnetoelastic domains or by changes in their size (magnetostriction). The coupled magnetoelastic waves are amplified under conditions of dimensional acoustic resonance, i.e., when the size of the sample or the magnetoelastic inhomogeneities $(L)$ is a multiple of the acoustic wavelength. The acoustic nonlinearity induced in a sample with strong magnetoelastic interaction gives rise to a spectrum of higher harmonics:

$$
f_{n}=V(2 n+1) / 2 L ; \quad n=0,1,2, \ldots
$$

Although the harmonic amplitudes decrease with increasing $n$, effective oscillations can be expected for the first harmonics. At a frequency $f=7 \times 10^{8} \mathrm{~Hz}$, the acoustic wavelength falls within the range of several micrometers. Therefore, in principle, the acoustic waves with different polarization propagating along different directions of the crystal can be effectively transformed into magnetoelastic waves on the nanostructures of hundreds or thousands of angstroms in


Fig. 2. Temperature dependences of the velocity of (a) longitudinal and (b) transverse ultrasound modes: (■) zerofield results and ( $\square$ ) $H=1 \mathrm{~T}$.
size. Assuming that, under certain concentration and temperature conditions, the size of the microscopic inhomogeneities generated in the sample corresponds to the spectrum of magnetoacoustic oscillations, we can expect to observe two types of output acoustic waves transformed due to magnetoelastic interaction. It should be noted that the magnetoelastic oscillations are induced on virtually all magnetic inhomogeneities, but the coherent mode is generated only by the multiple reflection of oscillations from the plane-parallel faces of a sample with a high $Q$ factor (principle of coherence generation in an acoustical resonator). Theoretical calculations and experimental results show that the generation efficiency for the magnetoelastic oscillations in a homogeneous sample is an order of magnitude lower than in a sample containing microscopic inhomogeneities, which act as microscopic magnetoelastic domains. The temperature behavior of magnetostriction provides an additional corroboration of the model suggested, because the magnetoelastic interaction is proportional to magnetostriction, whose temperature behavior was studied in [8]. Thus, there are reasons to believe that an increase in magnetostriction from zero at $T \geq 300 \mathrm{~K}$ to $5 \times 10^{-4}$ at $T \leq 260 \mathrm{~K}$ observed in a sample with similar composition ( $x=0.17$ ) and caused by an increase in the ferromagnetic phase volume can lead to effective magnetoelastic wave generation on the inhomogeneities. Such an increase in magnetostriction correlates with a change in the ultrasound velocity,
which is also proportional to the magnetoelastic interaction.

The temperature dependence of the amplitude of magnetoelastic oscillations in magnetic field correlates with the temperature behavior of the sample magnetization and magnetostriction (Fig. 1b). The intensity of magnetoelastic oscillations in the applied magnetic field $(H=1 \mathrm{~T})$ increases at $T_{c}$, which correlates with a similar jump in magnetostriction and a sharp decrease in the longitudinal wave intensity at the same temperature. The latter can be caused only by a decrease in the nonmagnetic phase volume. As the temperature decreases to 260 K and the magnetization and striction cease to increase, the amplitude of magnetoelastic oscillations in the magnetic field slightly decreases. This decrease corresponds to a field-induced decrease in magnetostriction with magnetic field in the same temperature range. The maximal change in magnetostriction occurs at $0.8 \leq H \leq 1.5 \mathrm{~T}$. Thus, the nature of the detected microscopic inhomogeneities remains open for discussion. In our opinion, their formation is originally caused by a two-phase structural state (rhombohedral and orthorhombic phases) over a broad temperature range. It is the onset of the revealed structural phase transition that correlates with the second ultrasonic mode generation. The internal energy of the orthorhombic phase is somewhat greater than that of the rhombohedral phase, so that the magnetization processes are different for the two phases. Magnetization of the orthorhombic phase competes with the structural scatter of the unit-cell axes. Therefore, it is safe to assume that the compound under consideration contains randomly distributed magnetoelastic domains formed by structural inhomogeneities.

Thus, this work has demonstrated the possibility of generating magnetoelastic domains with elastic stresses at their boundaries. Oscillations of these
domains in the ultrasonic wave field lead to magnetoelastic wave generation. If the duration of a quasilongitudinal ultrasound pulse is comparable to the time of its propagation through a sample with a high acoustic $Q$ factor, a quasi-coherent magnetoelastic wave is generated in the sample.

This work was supported by the Russian Foundation for Basic Research, project no. 02-04-16440.
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#### Abstract

Local electron-phonon interaction in deep-level states of defects in semiconductors was studied by induced absorption spectroscopy. Using $\mathrm{ZnS}: \mathrm{Cu}$ single crystals as an example, it was shown that the laser modulation of two-step impurity absorption is an efficient technique for direct investigations of phonon relaxation effects in deep-level states. It was shown that the localized states in ZnS are prone to extremely strong electron-phonon coupling. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 71.38.-k; 71.55.Gs

The relaxation of carriers in semiconductors is primarily determined by the electron-phonon interaction (EPI). With an increasing degree of carrier localization, the electron-phonon coupling strength sharply increases, because the area of the overlap between the carrier and phonon states in the $k$ space of wave vectors increases. It is known that the spectra and efficiency of radiative recombination essentially depend on the presence and properties of deep local centers (DCs). Correspondingly, the phenomenon of local EPI in the states of DCs are of special interest in the formation of radiationless recombination processes.

In this paper, we report a direct investigation of local EPI by the nonlinear spectroscopy of DCs in wide-band-gap $\mathrm{ZnS}: \mathrm{Cu}$ single crystals. It was shown experimentally that laser modulation of two-step absorption (LM TSA) is an exceptionally efficient technique for directly studying phonon relaxation processes in the localized states of deep defects. The basic parameters were obtained, and a model of configuration coordinates was constructed for DCs in $\mathrm{ZnS}: \mathrm{Cu}$.

The full spectrum of the DCs observed was theoretically reconstructed using the minimum set of their parameters. As a result, it has become possible to correctly describe not only the energies of the edge of optical transitions, which are affected by the Stokes losses due to the Franck-Condon shift, but also the shape of their long-wavelength absorption broadened by elec-tron-phonon interaction.

Earlier, the effect of the local EPI was usually investigated indirectly from the temperature dependence of the broadening of the long-wavelength edge of absorption spectra [1, 2]. A different method of directly studying the scattering of free electrons by phonons is based on the use of subpicosecond Raman spectroscopy [3].

As to the selection of $\mathrm{ZnS}: \mathrm{Cu}$ as the subject of investigations, these are the crystals that gave rise to studying the phenomena of impurity luminescence (1866, [4]). Two-step processes of anti-Stokes excitation of PL were first observed in these systems. The newest nanotechnologies have also not disregarded this material [5, 6]. This classical phosphor turns out to be in demand for newly designed field-emission displays [7] and optical fiber sensors [8].

DCs are manifested in absorption spectroscopy by transitions to only one of the bands, which is characteristic of DCs. This is either the valence or the conduction band (Fig. 1). The type of the transitions (ionization or neutralization) is determined by the steady-state occupation of DCs or by the degree of compensation of the crystal, that is, the position of the Fermi level with respect to the energy levels of the defects (Fig. 1). Consequently, the same centers can differently manifest themselves in different samples of crystals, never revealing their full spectra. As is evident in Fig. 1, the spectral response will be formed by the photoionization of DCs in uncompensated samples (a) and, on the contrary, by the photoneutralization of DCs in compensated samples (b).

Thus, it is hardly possible to investigate the full absorption spectrum by traditional methods of steadystate spectroscopy. By the word "full" is meant the possibility of simultaneously detecting both neutralization $" v \longrightarrow D$ " (Fig. 1b) and ionization " $D \longrightarrow c$ " (Fig. 1a) transitions, because they both participate in the response of centers to their optical charge exchange.

During the optical charge exchange of local centers, lattice relaxation in the vicinity of the defect proceeds simultaneously. In other words, localized carriers generate phonons. This is described by the Franck-Condon rule of Stokes losses, which is illustrated by the model


Fig. 1. Schematic diagram of the formation of spectra of steady-state absorption by deep centers (DCs) with differing degrees of occupation, that is, for crystals with differing positions of the Fermi level with respect to the DC states. (a), (b) The formation of the photoionization spectra $\sigma_{D c}(\omega)$ of an uncompensated sample; (c), (d) the formation of the photoneutralization spectra $\sigma_{v D}(\omega)$ of a compensated crystal.
of diagrams of configuration coordinates (Fig. 2b). The energy losses $\Delta E_{S}$ (expenditures for the formation of phonons) at an interband transition through a localized state are $\Delta E_{S}=2 \Delta_{F C}$, because phonons are generated at both the stage of carrier localization and the stage of carrier liberation (Fig. 2b).

Thus, I wanted to show that the shape of the full absorption spectrum of DCs is modified by electronphonon interaction not only as the broadening of the long-wavelength absorption edge but also as a shortwavelength shift of thresholds. In this case, the sum of the threshold energies $E_{v D}+E_{D c}$ will be larger than the band gap width $E_{g}$ by the value of the Stokes losses $\Delta E_{S}=2 \Delta_{F C}$.

Determination of the Stokes losses from measurements of the full absorption spectrum of deep centers is a direct method of studying the local EPI.

The full spectrum of DCs should be measured by transient spectroscopy techniques, using additional pulsed illumination. This creates nonequilibrium partial occupation of the states of the defect. Figure 3 illustrates the formation of the photoinduced spectrum $\Delta \alpha(\omega)$ in the presence of compensated DCs. Here, Figs. 3a and 3b demonstrate the appearance of two-step transitions, and Fig. 3c, their laser modulation. The initial part of the photoneutralization spectrum (Fig. 3d) and the full TSA spectrum (Fig. 3e) are given here. The reaction of two-step transitions (Fig. 3b) and their spectrum (Fig. 3e) to additional modulation by a laser pulse $\hbar \omega_{L}$ is shown (Fig. 3f) as the change of the absorption spectrum $\alpha(\omega)$ and (Fig. 3g) as the induced absorption spectrum $\Delta \alpha(\omega)$.

The experiments were carried out with the use of the so-called two-beam method of two-photon spectroscopy [9]. A xenon lamp ( $\Delta t \approx 200 \mu \mathrm{~s}$ ) with a continuous spectrum, which was monochromatized after passing through the sample, was used as a probe source. The absorption of the probe light was modulated by pulses of a ruby laser ( $\left.\hbar \omega_{L}=1.78 \mathrm{eV}, \Delta t_{L}=40 \mathrm{~ns}\right)$. The experimental results are displayed in Figs. 4 and 5. The idea of the method is defined as LM TSA [9, 10] though deep levels. This method provides a possibility of separating out spectral contributions from different DCs using the difference in their effects of saturation with increasing modulation even in the case of the full energy overlap of their spectra $[9,10]$. The basic set of phenomenological parameters and the composition of DCs can also be evaluated.

This method was used previously in studying and determining the properties of DCs in ZnTe [11], ZnSe [12], CdS [13], and ZnO [14] crystals. However, the studies [11-14] (modulation by a $\mathrm{Nd}^{3+}$ laser with $\hbar \omega_{L}=$ 1.17 eV ) were restricted by the fact that there were no possibility of detecting the induced signals with $\hbar \omega<$ $\hbar \omega_{L}$, that is, in the spectral region in which the photo-


Fig. 2. Two-step optical transitions through deep centers subjected to local lattice relaxation presented within the models of (a) real space, (b) coordination coordinates, and (c) dispersion curves or "reciprocal space." $\Delta_{F C}$ designates the Franck-Condon losses due to the emission of $S$ phonons of energy $\hbar \Omega$.


Fig. 3. Schematic diagram of the formation of the photoinduced absorption spectrum $\Delta \alpha(\omega)$ for compensated DCs. (a), (b) Manifestation of two-step transitions and (c) their laser modulation. (d) Photoneutralization spectrum and (e) full TSA spectrum. The reaction of two-step transitions (b) and their spectra (e) to additional modulation by a laser pulse $\hbar \omega_{L}$ is shown (f) as the change of absorption spectra $\alpha(\omega)$ and $(\mathrm{g})$ as the induced absorption spectrum $\Delta \alpha(\omega)$.
ionization thresholds of DCs can be observed. When the ruby laser was used, two-photon excitation of the crystal and, correspondingly, the modulation of DC occupation by the capture of free carriers [11, 13] dominated in these materials. As a result, it was not possible to study directly the EPI effect in practice.

For ZnS crystals with a wider band gap, two-photon excitation is absent because $2 \hbar \omega_{L}<E_{g}$. Therefore, this material is suitable for measurements of the full LM TSA spectra and, correspondingly, for studies of local lattice relaxation upon optical charge exchange of DCs.

The experimental results shown in Figs. 4 and 5 confirm that the induced bleaching on the long-wavelength side of the absorption spectra (Fig. 4) along with the extended kinetics of the signals and the saturated intensity dependences (Fig. 5) are typical manifestations of LM TSA $[9,10]$.

As usual, the spectra (Fig. 4) are complex, being formed by the overlap of the signals of induced bleaching and absorption from each kind of center [6-9]. The spectral dependences correspond to a combination of the spectra of photoionization and photoneutralization


Fig. 4. Comparison of the experimental photoinduced absorption spectrum in $\mathrm{ZnS}: \mathrm{Cu}$ at 300 K (points) formed by LM TSA processes with the calculated spectra in the form of a combination $\sigma_{A c}(\omega)-\sigma_{V A}(\omega)$ of photoionization spec$\operatorname{tra} \sigma_{V A}(\omega)$ and photoneutralization spectra $\sigma_{A c}(\omega)$ for two deep acceptors with $E_{c A}=2.67 \mathrm{eV}$ and 2.83 eV . The spectra are presented for (a) transitions subjected to phonon relaxation according to Eqs. (1)-(3), (b), (c) the same DCs in a hard lattice within the Lucowsky model according to Eq. (4) for the states with the Stokes shift (b), when $E_{v A}+E_{A c}+$ $\Delta_{F C}=E_{g}$, and for the case of unrelaxed states (c) with $E_{v A}+$ $E_{A c}=E_{g}$. The components forming the spectrum by optical transitions ( 1 and 3 ) $v \longrightarrow A$ and (2 and 4) $A \longrightarrow c$ are shown separately and also in the form of their natural combination. Curve 5 corresponds to the calculated spectra of the resulting LM TSA.
cross-sections in the form $\left[\sigma_{c A}(\omega)-\sigma_{v A}(\omega)\right]$ (see Fig. 3g). The modulation of TSA occurs as a result of the change of the occupation of DCs due to the direct absorption of laser radiation with $\hbar \omega_{L}>E_{i}$ by the impurity center, as is shown in Fig. 3c.


Fig. 5. Dependences of the amplitude of the signals of induced impurity absorption in $\mathrm{ZnS}: \mathrm{Cu}$ on the optical modulation intensity measured at $\hbar \omega=2.1$ and 2.5 eV . Curves 1 and 2 are the calculated dependences. Curve 2 was obtained under the assumption that the dependence at 2.5 eV is due to the overlap of the signals from both DCs $(1+2)$.

An analysis of the saturating dependences $\Delta \alpha\left(I_{L}\right)$ of the induced signals on the intensity of the modulating laser radiation allows one to determine the absolute values of the photoionization cross-section due to the absorption of laser quanta $\sigma_{v A}$ (see table). Figure 5 demonstrates experimental dependences $\Delta \alpha\left(I_{L}\right)$ for two spectral regions of photoinduced absorption and the corresponding theoretical curves calculated according to [6-9]. It is evident that the signals with the quantum energies above 2.1 eV are formed by both centers and those below 2 eV by only the deeper DC, which allows

## Table

| Parameters of centers | 1 | 2 |
| :---: | :---: | :---: |
| Photoionization cross-section $\sigma_{v A}\left(\omega_{L}\right), \mathrm{cm}^{2}$ | $0.63 \times 10^{-17}$ | $0.475 \times 10^{-18}$ |
| Lifetimes of localized holes $\tau$, $\mu \mathrm{s}$ | 1.2 | 0.5 |
| Hole binding energy, $E_{\mathrm{vA}}, \mathrm{eV}$ | 1.415 | 1.65 |
| Photoneutralization edge, $E_{c A}, \mathrm{eV}$ | 2.83 | 2.67 |
| Stokes losses due to the Franck-Condon shift, $\Delta_{F C}, \mathrm{eV}$ | 0.515 | 0.59 |
| Electron-phonon coupling constant $a_{A}$ | 6.55 | 7.0 |

their contributions to the full spectrum to be separated with certainty.

The figure shows that both spectra as well as their intensity dependences are formed mainly under the effect of two DC levels. The energy levels of these centers lie in the lower part of the band gap and act as compensated deep acceptors. This follows from special measurements of excitation spectra (are not presented here), which describe the dependence of the bleaching effects on the spectral composition of the probe source maintaining the initial occupation of DCs [12-14].

In our case, the spectrum edge is substantially smeared; hence, it is possible that phonons make an effect on the formation of the spectra $[2,15]$. The LM TSA spectra can be described reasonably in the framework of the $\delta$-potential model with regard to electronphonon interaction [2]. The theoretical spectrum of the photoneutralization cross-section and its temperature variations can be obtained in the following way [2]:
$\sigma_{c A}(T, \omega)=\frac{\sigma_{0}}{\hbar \omega \sqrt{\pi \Theta_{A}}} \int_{1}^{\infty} \frac{\sqrt{x-1}}{x^{2}} \exp \left[-\frac{(x-\Re)^{2}}{\Theta_{A}}\right] d x$.
Here, $\Theta_{A}$ has the meaning of the spectrum smoothing parameter due to EPI

$$
\begin{equation*}
\Theta_{A}(T)=\left(\frac{a_{A} \hbar \Omega}{\aleph}\right)^{2}\left[\operatorname{coth}\left(\frac{\hbar \Omega}{2 k T}\right)-1\right] \tag{2}
\end{equation*}
$$

$a_{A}$ is the dimensionless electron-phonon coupling constant, $\hbar \Omega$ is the energy of local lattice oscillations, and $\hbar \omega$ is the photon energy;

$$
\begin{equation*}
\aleph=\frac{m_{v}^{*}}{m_{c}^{*}} E_{c A} ; \quad \Re=\frac{\hbar \omega-E_{\mathrm{VA}}+\aleph}{\aleph} . \tag{3}
\end{equation*}
$$

An expression similar to expression (1) but with different $\mathcal{N}=E_{V A}$ and $\mathfrak{R}=\hbar \omega E_{v A}^{-1}$ can be obtained for photoionization spectra. Expression (1) can be compared with the spectrum in the simple $\delta$-potential approximation by Lucowsky [16] for deep centers in a "hard" lattice

$$
\begin{equation*}
\sigma_{L u c}(\omega) \propto \frac{E_{I}^{1 / 2}\left(\hbar \omega-E_{I}\right)^{N / 2}}{(\hbar \omega)^{3}} \tag{4}
\end{equation*}
$$

Here, $N=1$ for the allowed transitions and $N=3$ for the forbidden transitions. $E_{I}$ is the ionization energy of the DCs.

A comparison of the experimental spectrum (points) and theoretical calculations is given in Fig. 4. Curve 5 in Fig. 4 a is the spectrum with the complete consideration of electron-phonon interaction (1) for two centers with $E_{c A}=2.67$ and 2.83 eV . On the other hand, curves in Figs. 4 b and 4 c are shown for comparison and correspond to the case of the same centers for the hypothetical "hard" lattice by Lucowsky (4). The components


Fig. 6. Model of configuration coordinates for the deep centers studied in the linear approximation.
that form the spectrum by means of optical transitions $v \longrightarrow A$ ( 1 and 3 ) and $A \longrightarrow c(2$ and 4$)$ are shown separately and also in the form of their natural combinations $1+2$ and $3+4$. Curves 5 are the resulting LM TSA spectra according to expressions (1)-(3).

The spectra of the Lucowsky type (4) presented in Figs. 4 b and 4 c are characterized by the inclusion of the effect of Stokes losses (b), when $E_{v A}+E_{A c}+\Delta_{F C}=E_{g}$. The curves in Fig. 4c correspond to simple unrelaxed states with $E_{V A}+E_{A c}=E_{g}$. The differences in the calculated spectra in Fig. 4 demonstrate how strong the EPI effect can be on the formation of the DC spectra in wide-band-gap semiconductors. Thus, without regard for EPI, the error in the estimate of the center binding energy is about $\Delta_{F C} \approx 0.5-0.6 \mathrm{eV}$, and the error for the description by the Lucowsky equation (4) is up to 1 eV and more.

In studying deep centers by this method, one can obtain the same parameter of the electron-phonon coupling strength $a_{A}$ twice: (1) in describing the broadening of the long-wavelength absorption edge and (2) in describing the Stokes losses due to EPI. The coincidence of these parameters in both cases confirms that the identification of the spectra justifies the approximations used.

These calculations form the basis for the model of DC configuration coordinates (Fig. 6), which can be used for determining the energy of the unperturbed states $E_{m}$ and the corresponding Stokes losses $\Delta_{F C}$ due to lattice relaxation upon optical charge exchange. These parameters and the electron-phonon coupling constant $a_{A}$ were obtained (see table) under the assumption that the energy of local oscillations $\hbar \Omega_{L O}$ equals 33 meV .

Thus, the advantages of nonlinear spectroscopy allows one to observe the full spectra of deep local centers in crystals, that is, to detect simultaneously the interrelated spectra of both photoionization and photoneutralization.

The most important result is that the local electronphonon interaction in crystals has been studied directly. The data obtained allowed the full experimental spectrum to be theoretically reconstructed with the use of only a minimum set of parameters. Furthermore, with the use of the same parameters of DC binding energies and electron-phonon coupling strengths, it was possible to describe not only the edges of optical transitions shifted by Stokes losses but also the shape of the longwavelength absorption edge broadened by electronphonon interaction. The results show that deep localized states in wide-band-gap crystals of the ZnS type are characterized by extremely strong effects of elec-tron-phonon coupling.
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#### Abstract

Recent measurements of photoconductivity for $2 D$ electrons at the helium surface in the presence of a magnetic field orthogonal to the $2 D$ plane require a qualitative explanation, because of the very fact of its existence. Various scenarios of the effect are discussed, and arguments in favor of one of these-that which is associated with the emergence of thermoelectric power along a $2 D$ charged system in a magnetic field under the effect of a spatially nonuniform external pumping-are presented. The corresponding nonuniform electron distribution $\delta n_{s}$ (against the background of the uniform distribution) leads to the effect that is observed with the aid of Corbino disks and which consists in a change in the conductivity of the $2 D$ system. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 73.20.-r; 73.50.Pz

Information about the high-frequency-pumpinginduced photoconductivity $\delta \tilde{\sigma}$ of $2 D$ electron systems in an orthogonal magnetic field appeared in the literature as far back as the 1970s (see the experiments reported in [1, 2] and performed with inversion layers in silicon). These experiments did not reveal anything remarkable, with the exception of the expected photopeak $\delta \tilde{\sigma}$ in the resonance region around $\omega=\omega_{c}$, where $\omega$ and $\omega_{c}$ are, respectively, the external and the cyclotron frequency. In treating data from these experiments, the sensitivity of the current-carrier mobility to the electron temperature $T_{e}$ was assumed to be obvious, although the fact of this dependence itself was not verified.

Later on, there appeared new photosensitive experiments for low-dimensional systems in a magnetic field. First of all, the experiments performed by Penning et al. $[3,4]$ with $2 D$ electrons on helium are worthy of note. Among other things, these experiments revealed that the sign of the photoconductivity $\delta \tilde{\sigma}$ may be different, depending on experimental conditions, and that, on the magnetic axis, the positions of the peaks of cyclotron absorption and of the photoconductivity induced by this absorption do not coincide.

The studies reported in [5-11] and devoted to the details of the photoconductivity in well-conducting degenerate $2 D$ electron systems based on GaAs are no less interesting. In the region of weak magnetic fields where $\omega \geq \omega_{c}$, these experiments reveal oscillations of the photoconductivity $\delta \tilde{\sigma}_{x x}(H)$ whose period is primarily dependent on a parameter $\gamma$ that has nothing in common with the combination of quantities responsible for Shubnikov-de Haas oscillations, $\gamma=\omega / \omega_{c}$. The number of such resonances, corresponding to integral values of $\gamma$, depends greatly on the quality of the sam-
ples used, reaching two-digit numbers for the best of them [8] (which are characterized by an effective mobility in excess of $10^{6} \mathrm{~cm}^{2}(\mathrm{~V} \mathrm{~s})$.

The results obtained in [3-11] suggest that there are a few reasons for the photoexcitation of $2 D$ electron systems. Of primary importance is the behavior of the cross section in the scattering of $2 D$ electrons by medium defects (impurities, phonons, etc.). If this cross section is energy-dependent, an increase in the electron temperature would inevitably affect the mobility of electrons and, hence, the $2 D$ conductivity. An independent source of photosensitivity is associated with the discreteness of the electron spectrum in a magnetic field. Finally, the spatial nonuniformity of the problem due to a nonuniformity of irradiation is also operative. This channel of photosensitivity is less obvious than the preceding two and does not look very fundamental. However, there are some cases (including the case discussed below) in which only upon taking into account the nonuniformity of the problem does there arise the possibility of explaining the existence of photoconductivity and its sign.

Returning to electrons on helium, we note that the authors of [3, 4], as well as the authors of [1, 2], assumed the mobility of electrons on helium to be sensitive to the electron temperature and attributed the deviation of $\tilde{\sigma}$ from the reference level $\sigma_{0}$ predominantly to this. However, the calculation presented below reveals that the $2 D$ gas-limited mobility $\mu_{G}$ of electrons, which is of greatest importance for the experiments reported in [3, 4], is independent of $T_{e}$ in the range explored experimentally:

$$
\begin{equation*}
\mu_{G}=\frac{e \tau_{G}}{m}, \quad \tau_{G}=\frac{8 m e b}{3 \pi \hbar a_{o}^{2} N_{G}(T)} \tag{1}
\end{equation*}
$$

Here, $b$ is the electron-localization length in the vertical direction; $a_{0}$ is the amplitude for zero-angle electron scattering by an individual gas atom; and $N_{G}(I)$ is the volume density of gas atoms, which is dependent on the heat-bath temperature $T$. According to (1), the effective heating of the electrons, which is inevitably caused by the irradiation of the $2 D$ system, does not affect their mobility.

Thus, even the original reasons that could be responsible for the effect of cyclotron-resonance-induced conductivity (CRIC) for electrons on helium remain uncertain.

The CRIC scenario proposed in the present study explains, at a qualitative level, the existence of the effect and a correct sign for the experiments reported in [3], which were performed under "unsaturated" conditions (in the case of saturation, the proper field of the electrons compensates the electric field confining the electrons near the surface of helium). It is shown that spatially nonuniform high-frequency radiation heats the $2 D$ electron system selectively. The thermoelectric power that arises in this case, as usual (see [12]), between the middle and the periphery of the $2 D$ system, is accompanied by a nonuniform (against the background of the mean uniform density $n_{s}$ ) rearrangement of the electron density, $\delta n_{s}$. It is this perturbation that leads to the effect that was observed in [3] with the aid of a system of Corbino disks ( $a, b, c$ in the figure) and which consists in a change in the conductivity of the $2 D$ system:

$$
\begin{equation*}
\delta \tilde{\sigma} \simeq \sigma_{o} \delta n_{s} / n_{s} \tag{2}
\end{equation*}
$$

Here, $\sigma_{o}$ is the conductivity of the $2 D$ system in the absence of a high-frequency perturbation.

The thermal scenario of the CRIC effect in the gas region and in the absence of saturation is reasonably matched with more complicated manifestations of the effect [4] under the conditions of saturation.

1. Proceeding to implement the program outlined above, we will first specify, with the aid of the figure, various fields present in the problem. A lower electrode that is formed by a cylindrically symmetric system of Corbino disks $a, b$, and $c$ is statically grounded. A static potential $V$, which confines $2 D$ electrons to the surface of helium, is applied between an upper electrode (1) partly filled with a mesh, a protecting ring (2), and the Corbino disks. The equipotential lines of the static field in a resonator are represented by solid lines in the figure. The static features used in the main body of the present article are the radius $S$ of the electron mirror at the surface of helium and the mean electron density $n_{s}$ in it.

A weak measuring potential difference $\tilde{U}$ oscillating with a frequency $\Omega$ is applied between the Corbino electrodes $a, b$, and $c$.

An exciting waveguide of radius $L<S$ is connected to the resonator through the permeable mesh. The orig-



#### Abstract

Scheme of the cell in [3] for implementing CRIC experiments: (1) upper electrode of the resonator with a "window" of radius $L$ closed by a metallic mesh for the penetration of a high-frequency signal to the volume of the resonator, (2) protecting ring, and ( $a, b, c$ ) electrodes in the base of the resonator that form a system of Corbino disks for measuring the effective conductivity of the electron layer at the surface of helium. The geometric parameters indicated in the figure are the following: $S$ is the approximate radius of the electron disk; $d$ is the thickness of the helium film; and $h$ is the height of the resonator. The solid lines within the resonator give an idea of the shape of static equipotential lines between the upper and the lower plate of the resonator; $R$ indicates the direction of the reflected high-frequency signal.


inal high-frequency field of frequency $\omega$ has an amplitude $E_{o}$. The field $E_{\|}$actually experienced by the $2 D$ electron system must be determined self-consistently from a calculation of the coefficient $R$ of reflection of a high-frequency signal from a flat resonator having a semitransparent upper electrode and an ideal lower electrode and containing a $2 D$ charged system at the surface of helium.
2. Let us now show that the gas-limited mobility $\mu_{G}$ of the electrons and their ripplon-limited mobility $\mu_{\perp}$ do not possess properties that are required for explaining the photoeffect observed in [3]. With an eye to the case of low electron densities, where single-electron approximation is valid in electron kinetics, we first present, following the traditional line of reasoning [13], the hierarchy of kinetic equations for an electron in an orthogonal magnetic field in the presence of a linearly polarized high-frequency electric field $E_{\|}$directed along the $2 D$ system. We have

$$
\begin{gather*}
f(\mathbf{p})=f_{o}(p)+\mathbf{p} \mathbf{f}_{1}(p) / p+0\left(f_{2}\right),  \tag{3}\\
\frac{\partial f_{o}}{\partial t}-\frac{e}{2 p} \frac{\partial}{\partial p}\left(p \mathbf{E}_{\|} \mathbf{f}_{1}\right) \\
-\frac{1}{p} \frac{\partial}{\partial p}\left[p A\left(\frac{\partial f_{o}}{\partial p}+\frac{p}{m T} f_{o}\right)\right]=0  \tag{4}\\
\frac{\partial \mathbf{f}_{1}}{\partial t}-e \mathbf{E}_{\|} \frac{\partial f_{o}}{\partial p}-\frac{e}{m c}\left[\mathbf{H f _ { 1 }}\right]+v \mathbf{f}_{1}=0 \tag{5}
\end{gather*}
$$

The kinetic coefficients $A$ and $v$ for various types of collisions are defined below. In analyzing the properties of the mobilities $\mu_{G}$ and $\mu_{\perp}$, the field $E_{\|}$is assumed to be uniform.

Equations (4) and (5) enter into an infinite hierarchy of coupled relations between distribution functions $f_{i}$. According to [13], the possibility of truncating this hierarchy at the level of Eqs. (4) and (5) is determined by the requirement

$$
\begin{equation*}
\delta\left(T_{e}\right) \frac{T_{e}-T}{T} \ll 1 \tag{6}
\end{equation*}
$$

where $\delta\left(T_{e}\right)$ is the mean energy fraction lost per collision with a gas atom or a ripplon. Under the condition $\delta\left(T_{e}\right) \ll 1$, which is well satisfied in the case being considered, the inequality in (6) and, hence, formulas (7), (9), and (10) below remain meaningful even at sizable deviations of $T_{e}$ from $T$.

Solving Eq. (5) for the case where the field $E_{\|}$oscillates with a frequency $\omega$, we obtain

$$
\begin{gather*}
\mathbf{f}_{1}(p)=-\mathbf{u}_{G} \partial f_{o} \partial p,  \tag{7}\\
\mathbf{u}_{G}=-e \mathbf{E}_{\|}\left[\tau^{\prime}\left(\omega, \omega_{c}\right)+i \tau^{\prime \prime}\left(\omega, \omega_{c}\right)\right] / m,  \tag{8}\\
\tau^{\prime}\left(\omega, \omega_{c}\right)=\frac{1+\omega^{2} \tau_{G}^{2}+\omega_{c}^{2} \tau_{G}^{2}}{\left(1-\omega^{2} \tau_{G}^{2}+\omega_{c}^{2} \tau_{G}^{2}\right)^{2}+4 \omega^{2} \tau_{G}^{2}},  \tag{8a}\\
\tau^{\prime \prime}\left(\omega, \omega_{c}\right)=\frac{1+\omega^{2} \tau_{G}^{2}-\omega_{c}^{2} \tau_{G}^{2}}{\left(1-\omega^{2} \tau_{G}^{2}+\omega_{c}^{2} \tau_{G}^{2}\right)^{2}+4 \omega^{2} \tau_{G}^{2}},  \tag{8b}\\
v_{G}^{-1}=\tau_{G}=\frac{8 m e b}{3 \pi \hbar a_{o}^{2} N_{G}(T)}, \tag{8c}
\end{gather*}
$$

where $\tau_{G}$ is the relaxation time for electron collisions with gas atoms.

Taking into consideration formulas (7) and (8), we can easily write a time-independent solution to Eq. (4) [14, 15]

$$
\begin{gather*}
\frac{\partial f_{o}}{\partial t} \simeq 0, \quad f_{o}(p)=\text { const } \\
\times \exp \left\{-\frac{1}{m T} \int p d p\left[1+\frac{\left(e \mathbf{u}_{G}(p) \mathbf{E}_{\|}\right)}{2 A_{G}(p)}\right]^{-1}\right\},  \tag{9}\\
A_{G}(p)=\frac{\pi \hbar a_{o}^{2} N_{G}\left(\epsilon_{b}+3 \epsilon / 2\right)}{2 m b},  \tag{9a}\\
\epsilon_{b}=\hbar^{2} / 2 m b^{2}, \quad \epsilon=p^{2} / 2 m
\end{gather*}
$$

According to (8c) and (9a), the properties of $\tau_{G}$ and $A_{G}$ for electron collisions with helium atoms are independent of $p$ (for $A_{G}$, this statement is valid as long as the inequality $\epsilon_{b} \geqslant T$ is satisfied). As a result, the distri-
bution $f_{o}(p)(9)$ has a Maxwellian form, with the electron temperature $T_{e}$ being

$$
\begin{gather*}
T_{e}=T\left[1+\left(e \mathbf{u}_{G} \mathbf{E}_{\|}\right) / 2 A_{G}^{o}\right]  \tag{10}\\
A_{G}^{o}=\pi \hbar a_{o}^{2} \epsilon_{b} N_{G} / 2 m b
\end{gather*}
$$

where $\mathbf{u}_{G}$ is given by (8).
The quasistatic mobility $\mu_{g}$ of electrons for the CRIC effect arises from a calculation of the impedance of the Corbino disks ( $a, b$, and $c$ in the figure) upon applying, between them, a small potential difference $\tilde{U}$ oscillating with a frequency $\Omega$, this impedance being sensitive to the state of the $2 D$ electron system in question. An analytic solution to this problem has not yet been obtained. In performing absolute measurements of the mobility, one has to employ, for the impedance, the numerical results obtained in [16]. As to the relative measurements reported in [3], it is sufficient in that case to calculate the ohmic quasi-static electron mobility by using the Maxwellian symmetric part of the distribution function in (9) and (10). This mobility is given by formula (1), which is independent of $T_{e}$.

In the case of the electron-ripplon interaction (which can also affect CRIC)

$$
\begin{equation*}
V_{\perp}=e \mathbf{E}_{\perp} \xi(r) \tag{11}
\end{equation*}
$$

with $\xi(r)$ having the meaning of the ripplon amplitude, the required solution to the kinetic equation is given by (3), (7), and (9), with the functions involved being

$$
\begin{gather*}
\tau_{\perp}^{-1}=\frac{m}{2 \pi \hbar} \int_{0}^{2 \pi} d \varphi\left|V_{q}\right|^{2}\left(2 N_{q}+1\right)(1-\cos \varphi)  \tag{12}\\
\simeq \frac{m T}{2 \alpha \hbar p^{2}} e^{2} E_{\perp}^{2} \\
\begin{array}{c}
A_{\perp}(p)=\frac{m}{4 \pi \hbar} \int_{0}^{2 \pi} d \varphi\left(\frac{m \hbar \omega_{q}}{p}\right)\left|V_{q}\right|^{2}\left(2 N_{q}+1\right) \\
\simeq \frac{2 m^{3} T e^{2} E_{\perp}^{2}}{\pi \hbar^{2} \rho p} \\
q=2 \frac{p}{\hbar} \sin (\varphi / 2), \quad V_{q}=\int_{0}^{\infty} d z_{1} \Psi_{1}^{2}(z) V_{q}(z) \\
V_{q}(z)=Q_{q} e E_{\perp}, \quad Q_{q}=\left(\hbar q t h(q d) / 2 \rho \omega_{q}\right)^{1 / 2} \\
N_{q} \simeq T / \hbar \omega_{q}, \quad \omega_{q}^{2} \simeq \alpha q^{3} / \rho
\end{array} \tag{13}
\end{gather*}
$$

Here, $T$ is the temperature of helium; $\alpha$ and $\rho$ are its surface tension and density, respectively; $\psi(z)$ is the $z$ component of the electron wave function; and $\omega_{q}$ is the ripplon spectrum.

Obviously, the function $f_{o}(p)(9)$, with $\tau_{\perp}$ and $A_{\perp}(p)$ being given by (12) and (13), respectively, is not Max-
wellian; therefore, it is impossible here to introduce an effective electron temperature. If one nevertheless adopts this qualitative simplification, the quasi-static electron mobility corresponding to the interaction in (11) in the region $T_{e}>T$ proves to be [15]

$$
\begin{equation*}
\mu_{\perp}=\frac{8 \alpha \hbar}{m e E_{\perp}^{2}}\left(T_{e} / T\right) \tag{14}
\end{equation*}
$$

The magnetomobility of electrons characterized by $\mu_{\perp}$ from (14) decreases with increasing $T_{e}$; that is, its behavior is inverse to that which was observed experimentally in [3].
3. Having exhausted the possibilities for explaining the photosensitivity of a $2 D$ electron system on helium in terms of relaxation mechanisms (we mean here the electron-temperature dependence of the electron mobility), we now consider alternative scenarios. As was indicated above, one of these may be associated with a nonuniformity of the distribution of the exciting high-frequency field along the $2 D$ system being considered. In the scheme of the cell, the high-frequency field of amplitude $E_{\| \|}$penetrates to the charged surface of helium in a region of radius $L<S$ and heats it to the temperature $T_{e}(10)$ (for the sake of simplicity, the heat flux along the surface of helium is disregarded, in which case the electron temperature (10) becomes a local function of $E_{\|}$). Under steady-state conditions, a nonuniform heating of a conductor is accompanied by the emergence of a thermoelectric power and, hence, by a redistribution of the electron density, $\delta n_{s}$, between the central part of the $2 D$ system with a radius $L$ and its periphery (up to a radius of $S>R$ ). It only remains to note that the measuring part of the cell (electrodes $a, b$, and $c$ in the figure) is localized in the central region and is therefore sensitive to local changes in the electron density.

A formal estimate of $\delta n_{s}$ follows from the requirement that the nonuniform excited state of the $2 D$ system be stationary. For the problem where the electron density $n_{s}$ is low and where the electron temperature $T_{e}$ has the value given by (10), this condition reduces to the requirement that the quasi-electrochemical potential be constant along the conductor (see [12, 17]). In the case being considered, this is the condition

$$
\begin{gather*}
\mu=e \varphi+\zeta=\text { const }, \quad \zeta=-T_{e} \ln (1 / v), \\
v=\pi l_{H}^{2} n_{s} \ll 1, \tag{15}
\end{gather*}
$$

where $l_{H}$ is the magnetic length.
The growth of the electron temperature reduces the potential $\zeta$ (15); therefore, the general requirement that the electrochemical potential remain constant along the charged surface of helium will be accompanied by a growth of the electron density in the region of an elevated electron temperature, and this is what was necessary to prove from the point of view of the sign of the effect observed in [3] (see comments to formula (2)).

Assuming that the electrostatic problem of the perturbation $\delta n(x)$ is time-independent and one-dimensional (rather than cylindrically symmetric, as is the case in the figure), we can easily find the explicit form of $\delta n(x)$. The result is

$$
\begin{align*}
\frac{e \delta n(x) d}{\left|\delta \xi_{o}\right|} & =\frac{1}{4 \pi}+\frac{1}{2 \pi}\left[\frac{\exp (-\pi x / d)}{\exp (+\pi w / d)-\exp (-\pi x / d)}\right. \\
& \left.+\frac{\exp (+\pi x / d)}{\exp (+\pi w / d)-\exp (+\pi x / d)}\right] \\
\left|\delta \zeta_{o}\right| & \left.=\left(T_{e}-T\right) \ln 1 / v_{o}\right), \quad v_{o}=\pi l_{H}^{2} n_{s}^{o}, \tag{16}
\end{align*}
$$

where $d$ is the helium-film thickness, $L \longrightarrow 2 w$, and $S \longrightarrow \infty$.

For $d / w \gg 1$, expression (16) reduces to

$$
\begin{equation*}
\delta n(x) \propto \frac{w}{w^{2}-x^{2}} . \tag{16a}
\end{equation*}
$$

In the opposite limiting case of $d \ll w$, the contribution of the second term on the right-hand side of (16) far off the points $x= \pm w$ is exponentially small against the first term, and we have the distribution $\delta n(x)$ typical of the flat-capacitor problem.

It is instructive to note that, in the case of a Maxwellian structure of the symmetric part $f_{o}(p)$ of the distribution function, the requirements $\partial f_{0} / \partial t=0$ and $\partial f_{0} / \partial r=0$ on the nonhomogeneous equation (4) are equivalent to the condition in (15) (see, for example, [17]). In this sense, the kinetic formalism described above makes it possible to validate the introduction of the nonequilibrium quasi-electrochemical potential (15). But if there is no separate electron temperature, as is the case when Eqs. (12) and (13) are valid, the requirement that Eq. (4) be time-independent takes the place of the condition in (15).

Yet another interesting comment concerns the amplitude dependence of the CRIC effect. According to (16), we have $\delta n(x) \propto\left(T_{e}-T\right) \propto E_{\|}^{2}$. It follows that, within the scenario specified by Eq. (2), the photoconductivity must be a linear function of $E_{\|}^{2}$. At the same time, experimental data reported in [3] are indicative of a nonlinear relationship between $\delta \tilde{\sigma}$ and the power of pumping, the latter being proportional to the square $E_{o}^{2}$ of the exciting field (according to Fig. 2b from [3], $\delta \tilde{\sigma} \propto \ln E_{o}^{2}$ ). The last two statements are compatible if the quantities $E_{\|}^{2}$ and $E_{o}^{2}$ are not identical, and this is indeed so. Since the main objective here is to draw only qualitative conclusions, the geometric details of the problem are simplified, at this stage, to the maximum possible degree. Omitting intermediate calculations aimed at determining the coefficient $R$ of reflection of a high-frequency signal from the resonator in the figure in the presence of $2 D$ electrons, we only quote the even-
tual result for the field $E_{\|}$in terms of $R$ and $E_{o}$. Its specific form is

$$
\begin{gather*}
E_{\|}=E_{o}(1-R) \sin (k d) / f(k h, k d, \sigma)  \tag{17}\\
R=\frac{\gamma-i}{\gamma+i}  \tag{18}\\
\gamma=\sigma_{m}+\frac{\cos (k h)+\sigma \sin (k d) \cos k(h-d)}{f(k h, k d, \sigma)} \\
f(k h, k d, \sigma)=\sin (k h)-i \sigma \sin (k d) \\
\times[\sin (k d) \cos (k h)-\cos (k d) \sin (k h)] \\
\sigma=4 \pi \sigma_{x x} / c, \quad k=\omega / c
\end{gather*}
$$

where $\sigma_{m}$ is the effective conductivity of the mesh covering the inlet of the waveguide in the figure and the function $f(k h, k d, \sigma)$ determines the resonance properties of the cell in the figure for the case where this cell contains electrons. The vanishing of this function,

$$
\begin{equation*}
f(k h, k d, \sigma)=0 \tag{19}
\end{equation*}
$$

determines the eigenfrequencies of the resonator containing electrons. It is obvious that, for $\sigma_{m} \longrightarrow \infty$, the reflection factor in (18) tends to unity. At finite values of $\sigma_{m}$, the quantity $R$ begins to feel the properties of the resonator. In particular, we have

$$
\begin{equation*}
R_{o}=\frac{\gamma_{o}-i}{\gamma_{o}+i}, \quad \gamma_{o}=\sigma_{m}+\cot (k h) \tag{20}
\end{equation*}
$$

for an empty resonator, in which case $\sigma_{x x} \longrightarrow 0$. If, in addition, the external frequency satisfies the requirement

$$
\begin{equation*}
\sin \left(k_{o} h\right) \longrightarrow 0 \tag{21}
\end{equation*}
$$

then

$$
\begin{equation*}
R_{o} \longrightarrow 1 \tag{22}
\end{equation*}
$$

even in the case of a limited conductivity of the mesh (the total reflection of the external signal occurs at the lower plate of the resonator).

Returning to the relationship in (17), we recall the conditions prevalent in the experiment reported in [3]. Fixing the frequency $\omega$ and varying the magnetic-field strength, one can find an extremum of $R$ at a minimum level of pumping (the function $f(k h, k d, \sigma)$ is resonantly small here). After that, this tuning is preserved, with only the level of pumping being changed. It is clear that, as $T_{e}$ is increased, which is naturally accompanied by an increase in the scale of the thermoelectric power between the center and the periphery of the electron disk, the conductivity of the central part of the disk grows. This entails a sharp change in the function $f(k h$, $k d, \sigma$ ) toward greater values (shift to an off-resonance
region). It follows that, with an increased level of pumping, the amplitude $E_{\|}$from (17) grows more slowly than $E_{o}$, and this is what one observes experimentally.

In summary, various scenarios of the emergence of the classical CRIC effect have been discussed in the present study for electrons on helium. A CRIC mechanism has been proposed that takes into account the presence of a thermoelectric power in a nonuniformly heated $2 D$ electron disk. This thermal scenario provides a qualitatively correct explanation of the sign and scale of the photoconductivity observed experimentally in [3].

This work was supported in part by the Russian Foundation for Basic Research (project no. 030216121).
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#### Abstract

A comparison of the theoretical calculations with the results of experiments on high-resolution laser spectroscopy made it possible to reveal the fine structure that arises in the supersensitive ${ }^{4} I_{9 / 2} \longleftrightarrow{ }^{4} G_{5 / 2}$ transition as a result of a strong coherent interaction in the $\mathrm{Nd}^{3+}$ ion pair in the $\mathrm{CaF}_{2}$ crystal and construct the level splitting diagram for the ground and excited states of impurity Nd-Nd nanoclusters. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 73.21.-b; 61.72.Ss

It is well known that some electronic transitions of trivalent rare-earth (RE) ions are supersensitive to the surrounding ligand field [1]. Two mechanisms were proposed to explain the supersensitivity of these transitions. (1) The inhomogeneity of dielectric environment of the RE ions can sizably increase the transition intensity ("inhomogeneous" dielectric mechanism) [2]; (2) the dynamic interaction of $4 f$ electrons with ligands [15] polarizes the latter, which then interact with the radiation field. Later on, it was shown $[6,7]$ that both these mechanisms are identical.

In this work, we examine the supersensitive $\mathrm{Nd}^{3+}$ ${ }^{4} I_{9 / 2} \longleftrightarrow{ }^{4} G_{5 / 2}$ transition. We first consider the theoretical aspects of the problem and estimate the most important parameters of the transition in $\mathrm{CaF}_{2}$, where the $\mathrm{Nd}^{3+}$ ions are clustering into two- and four-particle aggregates with subnanometer distances between the trivalent impurity ions [8]. Due to the strong coherent interaction between the $\mathrm{Nd}^{3+}$ ions, the ground and excited states of the indicated transition are split into sublevels with gaps between them ranging from hundredths to several $\mathrm{cm}^{-1}$ [9-11]. We will compare the theoretical estimates with the results of high-resolution laser spectroscopy to reveal the fine-splitting structure and construct the level-splitting diagram for the ground and excited states of the $\mathrm{Nd}-\mathrm{Nd}$ dimer. These studies are of importance from both fundamental and applied points of view and, in particular, for the discussion of the prospects of using inorganic crystals containing impurity RE ions as optical memory cells and elements of quantum computational devices.

Theoretical. Following the model [6], we consider the contribution of dynamic interaction to the intensity of the supersensitive $\mathrm{Nd}^{3+4} I_{9 / 2} \longleftrightarrow{ }^{4} G_{5 / 2}$ transition. The electric vector $\mathbf{E}$ of the radiation field induces dipole
moment $\alpha \mathbf{E}$ in a ligand situated at the distance $R$ from the RE nucleus ( $\alpha$ is assumed to be the polarizability of a spherically symmetric ligand). The dipole moment $\alpha \mathbf{E}$ produces the potential

$$
\begin{equation*}
V=-\alpha \mathbf{E}(\mathbf{r}-\xi)|R-\xi|^{-3} \tag{1}
\end{equation*}
$$

at the position $\xi$ of the $4 f$ electron. It follows from [6] that the potential $V$ increases the electronic dipole moment by

$$
\begin{equation*}
\mathbf{D}=\sum_{s} \sum_{a} \alpha_{s}\left(R_{s}-\xi_{a}\right)\left|R_{s}-\xi_{a}\right|^{-3} . \tag{2}
\end{equation*}
$$

Following Judd, we write the Judd-Ofelt parameter $\Omega_{2}$ for the dipolar interaction as

$$
\begin{equation*}
\Omega_{2}=\frac{28}{15} \sum_{s, s^{\prime}} \alpha_{s} \alpha_{s^{\prime}} \frac{\left\langle\xi^{2}\right\rangle^{2}}{R_{s}^{4} R_{s^{\prime}}^{4}} P_{3}\left(\mathbf{n}_{s} \mathbf{n}_{s^{\prime}}\right) \tag{3}
\end{equation*}
$$

Here, $\left\langle\xi^{2}\right\rangle$ is the mean square $4 f$-electron radius averaged over the $4 f$ wave function, $R_{s}$ is the equilibrium distance between the RE ion and the $s$ th ligand, $n_{s}=$ $R_{s} / R_{s}$, and $P_{k}(z)$ is the Legendre polynomial.

Let us estimate the parameter $\Omega_{2}$ for a $\mathrm{CaF}_{2}: \mathrm{M}$ center composed of a pair of $\mathrm{Nd}^{3+}$ ions that substitute for a pair of $\mathrm{Ca}^{2+}$ ions situated in two neighboring sites of the cationic sublattice and arranged in the crystallographic $\langle 110\rangle$ direction. The separation $R\left(\mathrm{Nd}^{3+}-\mathrm{Nd}^{3+}\right)$ between the ions in the pair is 0.385 nm . The excess positive charges arising upon substituting $\mathrm{Nd}^{3+}$ for $\mathrm{Ca}^{2+}$ are compensated by a pair of negatively charged fluorine ions situated in the neighboring interstitial sites. The crystal field of the resulting M cluster has orthorhombic symmetry [8]. Assume that the polarizability $\alpha$ of the interstitial $\mathrm{F}^{-}$ions coincides with the polarizability of
the ions in the lattice sites. Due to the inversion symmetry, eight lattice $\mathrm{F}^{-}$ions make no contribution to $\Omega_{2}$, while the contribution from the two neighboring interstitial $\mathrm{F}^{-}$ions is

$$
\begin{equation*}
\Omega_{2}=\frac{56}{5} \frac{\left\langle\xi^{2}\right\rangle^{2}}{(a / 2)^{8}} \alpha_{F}^{2} \tag{4}
\end{equation*}
$$

Here, $a$ is the lattice constant and $\alpha_{F}$ is the polarizability of the $\mathrm{F}^{-}$ion. Note that Eq. (4) has the same form for any $\mathrm{MeF}_{2}(\mathrm{Me}=\mathrm{Ca}, \mathrm{Sr}$, etc.) crystal. Using the values $\left\langle\xi^{2}\right\rangle=1.001$ a.u. [12], $a=0.546 \mathrm{~nm}$ [13], and $\alpha_{F}=$ $0.87 \AA^{3}=0.87 \times 10^{-30} \mathrm{~m}^{3}$ [14], one gets $\Omega_{2}=2.19 \times$ $10^{-20} \mathrm{~cm}^{2}$.

Let us now use the matrix element $\left|\left({ }^{4} I_{9 / 2}\left\|U^{(2)}\right\|^{4} G_{5 / 2}\right)\right|^{2}=$ 0.8779 [15] to calculate the transition line strength caused by the dynamic interaction mechanism:

$$
\begin{gathered}
S_{t h}\left({ }^{4} I_{9 / 2},{ }^{4} G_{5 / 2}\right)=\Omega_{2}\left|\left(4 I_{9 / 2}\left\|U^{(2)}\right\|^{4} G_{5 / 2}\right)\right|^{2} \\
=1.92 \times 10^{-20} \mathrm{~cm}^{2} .
\end{gathered}
$$

Using the expression

$$
\begin{equation*}
\sigma_{a b s}\left(J \longrightarrow J^{\prime}\right)=\frac{4 \pi^{2}}{3} \frac{e^{2}}{\hbar c} \frac{\left(n^{2}+2\right)^{2}}{9 n} E \frac{S\left(J, J^{\prime}\right)}{2 J+1} \tag{5}
\end{equation*}
$$

where $e$ is the electron charge, $c$ is the velocity of light in vacuum, $n=1.43$ is the refractive index, $E=$ $17255 \mathrm{~cm}^{-1}$ is the energy of the excited ${ }^{4} G_{5 / 2}$ state, and $J=9 / 2$, the above theoretical estimate of the line strength can be compared with the value obtained from the experimentally measured integrated cross section for the ${ }^{4} I_{9 / 2} \longleftrightarrow{ }^{4} G_{5 / 2}$ transition. This cross section was determined from the absorption spectrum of the $\mathrm{CaF}_{2}: \mathrm{Nd}^{3+}(0.3 \mathrm{wt} \%)$ crystal obtained at 9 K [9] for the transition between the lowest sublevels of the ground $\left({ }^{4} I_{9 / 2}\right)$ and excited $\left({ }^{4} G_{5 / 2}\right)$ Stark manifolds. With allowance for the EPR-based concentration of M centers $N=$ $1.44 \times 10^{18} \mathrm{~cm}^{-3}[16]$, we find that $\sigma_{a b s}\left(J-J^{\prime}\right)=1.32 \times$ $10^{-18} \mathrm{~cm}$. As a result, the value obtained from Eq. (5) coincides, to a good accuracy, with the experimentally measured line strength $S_{\text {exp }}\left({ }^{4} I_{9 / 2},{ }^{4} G_{5 / 2}\right)=1.87 \times$ $10^{-20} \mathrm{~cm}^{2}$. However, it was pointed out in [6] that one should, generally, introduce the factor $\left(1-\sigma_{2}\right)^{2}$ into Eq. (3) to correct for a quadrupole field that is screened by the outer electronic shells. At present, the corresponding data are not available. Moreover, it follows from the discussion in $[6,7]$ that it is even unclear how this parameter changes upon the transition from the static to the dynamic field.

To construct the level-splitting diagram, one should take into account the character of splitting and the selection rules for the dynamic interaction model of intraconfiguration transitions of the M center. The lowest sublevel of the ${ }^{4} I_{9 / 2} \times{ }^{4} I_{9 / 2}$ Stark manifold of a noninteracting pair of Kramers' Nd ions is fourfold degen-
erate. Due to the spin-spin magnetic dipole-dipole and exchange interactions, this level splits into the triplet $\left(\chi\left(T_{+}\right), \chi\left(T_{-}\right)\right.$, and $\left.\chi\left(T_{0}\right)\right)$ and singlet $(\chi(S))$ states [10]. The electrostatic (mainly quadrupole-quadrupole) interaction of the supersensitive optical transition in the ion pair generally removes the eightfold degeneracy of the excited ${ }^{4} I_{9 / 2} \times{ }^{4} G_{5 / 2}$ level, resulting in the splitting of this transition into the maximum possible number of lines $4 \times 8=32$ [10]. The expressions for the zero-order wave functions $\Psi_{i}(i=1,2, \ldots, 8)$ and the corresponding eigenvalues $E_{i}=E_{0}+\Delta_{i}$ of the excited ${ }^{4} I_{9 / 2} \times{ }^{4} G_{5 / 2}$ level are given in [10]. This level splits in such a way that the energy distances $\Delta_{i}$ from the center-of-gravity of the resulting manifold are related by $\Delta_{5}=-\Delta_{1}, \Delta_{6}=$ $-\Delta_{2}, \Delta_{7}=-\Delta_{3}$, and $\Delta_{8}=-\Delta_{4}$. In the dynamical coupling model, the interaction of $f$ electrons with the radiation field can be written for the M center as

$$
\begin{equation*}
H=-\mathbf{E}\left(D_{a}+D_{b}\right) \tag{6}
\end{equation*}
$$

where $D_{a}$ and $D_{b}$ are given by Eq. (2) for ions $a$ and $b$. The ground-level triplet states of the ${ }^{4} I_{9 / 2} \times{ }^{4} I_{9 / 2}$ pair are symmetric, while the singlet state is antisymmetric with respect to the permutation of ions $a \Leftrightarrow b$. For the interaction (6), the transitions between the symmetric triplet and excited symmetric $\Psi_{1}, \Psi_{2}, \Psi_{3}$, and $\Psi_{4}$ states of the $\mathrm{Nd}-\mathrm{Nd}$ pair are forbidden. Likewise, the transitions between the antisymmetric singlet and the antisymmetric $\Psi_{5}, \Psi_{6}, \Psi_{7}$, and $\Psi_{8}$ states are also forbidden. These selection rules are analogous to the rules considered in our work [10] for the induced electric dipole transitions in the model of $\mathrm{Nd}^{3+}-\mathrm{Nd}^{3+}$-pair interaction in $\mathrm{CaF}_{2}$. Note that the selection rules for the magnetic dipole and electric quadrupole transitions are quite the reverse. The transitions between the symmetric states, as also the transitions between the antisymmetric states, are allowed, whereas the transitions between the symmetric and antisymmetric states are forbidden.

For the transitions caused by the dynamic coupling mechanism (DCM), additional selection rules appear (the $S \longrightarrow \Psi_{4}$ and $T_{0} \longrightarrow \Psi_{5}$ transitions are forbidden). However, these rules are strict if one takes into account only the contribution from the compensating interstitial $\mathrm{F}^{-}$ions. If the $\mathrm{F}^{-}$ions in the nearest surrounding of the $\mathrm{Nd}^{3+}$ ions of M center are shifted from their equilibrium positions, the selection rules become the same as for the electric dipole transitions (see [10]).

Energy level diagram. The $\mathrm{CaF}_{2}: \mathrm{NdF}_{3}(0.04$ wt \%) ${ }^{4} I_{9 / 2} \longrightarrow{ }^{4} G_{5 / 2}$ excitation spectrum recorded at 10 K (luminescence was recorded for the ${ }^{4} F_{3 / 2} \longrightarrow{ }^{4} I_{9 / 2}$ transition) by a laser spectrometer based on a tunable nanosecond LiF : $\mathrm{F}_{2}^{-}$laser is shown in the figure. The laser cavity with a diffraction grating set at the grazing incidence regime allowed tunable oscillation in the ranges 1090-1230 and 545-615 nm with a spectral width of $\sim 0.03 \mathrm{~cm}^{-1}$. The linewidths of $0.1-0.2 \mathrm{~cm}^{-1}$ in the excitation spectrum correspond to the inhomogeneous


Luminescence excitation spectrum of the $\mathrm{CaF}_{2}: \mathrm{NaF}_{3}$ ( $0.04 \mathrm{wt} \%$ ) crystal at 10 K and the energy level scheme of $\mathrm{Nd}^{3+}$ ion pairs for the supersensitive ${ }^{4} I_{9 / 2} \longrightarrow{ }^{4} G_{5 / 2}$ transition. Arrows indicate the spectral lines corresponding to the allowed transitions between the singlet $(S)$ and triplet $(T)$ ground- and excited-state $(\Psi)$ levels split due to the strong coherent interaction in the ion pair.
broadening, while the homogeneous width of these lines, as obtained by the method of picosecond accumulated photon echo (APE) [9], was much smaller at $10 \mathrm{~K}\left(0.0017 \mathrm{~cm}^{-1}\right)$. The analysis of the spectrum and the above considerations made it possible to construct an energy level diagram for the Nd-ion pair with strong coherent interaction (figure). When constructing the diagram, the APE results [9] were taken into account. In the APE experiments, the interference of the transitions between the split ground-state singlet-triplet sublevels and the excited-state $\Psi$ sublevels brings about temporal echo-signal beats with a period of tens and hundreds of picoseconds. The splittings of the excited $\Psi_{i}\left(1-2.3 \mathrm{~cm}^{-1}\right)$ and singlet-triplet $\left(0.05-0.2 \mathrm{~cm}^{-1}\right)$ levels are shown in the figure and correlate well with the experimentally observed APE beats.

Note that the ground-level splitting into triplet sublevels with energies $E\left(T_{-}\right)=0, E\left(T_{+}\right)=0.05 \mathrm{~cm}^{-1}$, and $E\left(T_{0}\right)=0.2 \mathrm{~cm}^{-1}$ (figure) is in agreement with the EPR data [17]. The EPR technique is incapable of determining the position of singlet level because of the forbiddenness of the singlet-triplet spin-spin transitions,
whereas the same transitions are observed in the APE temporal beats $[9,10]$. The position of the singlet level $\mathrm{E}(S)$ (figure) was determined by using the excitation spectrum and the APE data. We failed to determine the splitting of the excited $\Psi_{1}, \Psi_{2}, \Psi_{5}$, and $\Psi_{6}$ levels with accuracy better than the spectrometer resolution $\left(0.03 \mathrm{~cm}^{-1}\right)$, probably, because of spectrum inhomogeneous broadening or level degeneracy.

Note in conclusion that the theoretical analysis presented above and high-resolution laser spectroscopy, in conjunction with photon echo and EPR spectroscopies, allowed us to construct a splitting diagram for the supersensitive transition of the $\mathrm{Nd}^{3+}-\mathrm{Nd}^{3+}$ pair in $\mathrm{CaF}_{2}$ crystal.
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#### Abstract

The spectrum of spin waves propagating in layered conductors with a quasi-bidimensional law of charge carrier dispersion was determined for the case of an arbitrary correlation function and an external magnetic field perpendicular to the conducting layers. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 75.30.Ds; 75.40.Gb

A wide class of layered structures with metallic conduction and strong anisotropy of the kinetic coefficients are currently known. This class includes organic conductors belonging to the family of tetrathiafulvalene salts, transition-metal dichalcogenides, graphite intercalated with various elements, etc. Experimental studies of the galvanomagnetic properties of such substances (in particular, observation of the Shubnikov-de Haas oscillations [1,2]) showed that their kinetic and electrodynamic properties at low temperatures could be described using the concept of a system of quasiparticles similar to the conduction electrons in normal metals, but having a strongly anisotropic energy spectrum. In layered conductors, the charge carrier-energy depends only slightly on the momentum projection $p_{z}=$ pn onto the normal $\mathbf{n}$ to the layers. The carrier energy can be described with a rapidly converging power series in the quasi-bidimensionality parameter $\eta$ :

$$
\begin{equation*}
\varepsilon(\mathbf{p})=\varepsilon_{0}\left(p_{x}, p_{y}\right)+\sum_{n=1}^{\infty} \varepsilon_{n}\left(p_{x}, p_{y}, \eta\right) \cos \left(\frac{n p_{z}}{p_{0}}\right) \tag{1}
\end{equation*}
$$

where $\varepsilon_{n}\left(p_{x}, p_{y}, \eta\right) \sim O\left(\eta \varepsilon_{F}\right), \varepsilon_{n+1}\left(p_{x}, p_{y}, \eta\right) \ll \varepsilon_{n}\left(p_{x}, p_{y}\right.$, $\eta), \varepsilon_{F}$ is the Fermi energy, $p_{0}=\hbar / a, \hbar$ is the Planck's constant, and $a$ is the interlayer distance. The parameter $\eta$ is a measure of the energy spectrum anisotropy. Its square is equal to the ratio of the electrical conductions along and across the layers to a factor of the order of unity. The numerical value of the parameter $\eta$ squared ranges from $10^{3}$ to $10^{5}$.

Different underdamped collective Bose modes, such as magnetohydrodynamic and cyclotron waves, can be generated in normal metals exposed to a strong magnetic field and a low temperature. The majority of these modes have their analogues in gas plasma. However, spin waves, which were predicted by Silin [3] and experimentally discovered by Schultz and Dunifer [4], are typical only for the conduction-electron plasma. There is a considerable literature on the subject of spin
waves in quasi-isotropic metals without any magnetic order (see, for example, [5] and references therein for a review). In this work, we measured the spin wave spectrum in layered conductors exposed to a constant magnetic field perpendicular to the conducting layers (xy plane). The interaction between the charge carriers in a conducting layer is considerably stronger than the interaction between the quasiparticles belonging to different layers. Therefore, not only the energy in the sin-gle-electron approximation (1), but also the Landau correlation function can be expanded in an asymptotic power series of $\eta$, with the first asymptotic term independent of $p_{z}$. This assumption considerably simplifies the equations involved in the problem and makes it possible to solve them for a quite general form of correlation function.

The kinetic properties of a fermion system exposed to an electromagnetic field are described by an equation for the density matrix and a set of Maxwell equations. Let us consider the case of $\hbar \omega_{B} \lesssim T \ll \varepsilon_{F}$ ( $\omega_{B}$ is the cyclotron frequency of the conduction electrons and $T$ is the temperature), when the quantization of the charge-carrier energy levels has only slight effect on the magnetization $M$. Under these conditions, the density matrix can be considered as an operator in the space of spin variables and as a quasi-classical coordinate- and momentum-dependent function. The additional energy of a quasiparticle caused by the electron-electron interaction effects

$$
\begin{gather*}
\delta \hat{\varepsilon}(\mathbf{p}, \mathbf{r}, t) \\
=\operatorname{Sp}_{\sigma^{\prime}} \int \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} L\left(\mathbf{p}, \hat{\boldsymbol{\sigma}}, \mathbf{p}^{\prime}, \hat{\boldsymbol{\sigma}}^{\prime}\right) \delta \hat{\rho}\left(\mathbf{p}^{\prime}, \mathbf{r}, \hat{\boldsymbol{\sigma}}^{\prime}, t\right) \tag{2}
\end{gather*}
$$

is determined, in the framework of the Landau-Silin theory of Fermi liquid [6, 7], by the correlation function

$$
L\left(\mathbf{p}, \hat{\boldsymbol{\sigma}}, \mathbf{p}^{\prime}, \hat{\boldsymbol{\sigma}}^{\prime}\right)=N\left(\mathbf{p}, \mathbf{p}^{\prime}\right)+S\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \hat{\boldsymbol{\sigma}} \hat{\boldsymbol{\sigma}}^{\prime}
$$

where $\delta \hat{\rho}$ is the non-equilibrium addition to the density matrix and $\hat{\boldsymbol{\sigma}}$ are the Pauli matrices. To a zero approximation in the small parameter $\eta$, the functions $N\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ and $S\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ do not depend on $p_{z}$ and can be represented as the series

$$
\begin{align*}
& N\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\sum_{n=-\infty}^{\infty} N_{n}\left(\varepsilon_{F}\right) e^{i n\left(\varphi-\varphi^{\prime}\right)},  \tag{3}\\
& S\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\sum_{n=-\infty}^{\infty} S_{n}\left(\varepsilon_{F}\right) e^{i n\left(\varphi-\varphi^{\prime}\right)}
\end{align*}
$$

The integrals $\varepsilon$ and $p_{z}$ of the charge-carrier motion in a magnetic field and the electron velocity phase $\varphi=\omega_{B} t_{1}$ ( $t_{1}$ is the time of motion along the trajectory $\varepsilon=\varepsilon_{F}, p_{z}=$ const) were selected as the variables in the $\mathbf{p}$ space.
Because $L\left(\mathbf{p}, \hat{\boldsymbol{\sigma}}, \mathbf{p}^{\prime}, \hat{\boldsymbol{\sigma}}^{\prime}\right)$ is symmetric with respect to the permutation of its argument, the coefficients in Eqs. (3) are related to one another as $N_{-n}=N_{n}$ and $S_{-n}=$ $S_{n}$. Only minor corrections to the kinetic coefficients can be obtained by taking into account the next terms of expansion of the correlation function in terms of $\eta$.

The distribution function $f(\mathbf{r}, \mathbf{p}, t)=\mathrm{Sp}_{\sigma} \hat{\rho}$ and the spin density $\mathbf{g}(\mathbf{r}, \mathbf{p}, t)=\operatorname{Sp}_{\sigma}(\hat{\boldsymbol{\sigma}} \hat{\boldsymbol{\rho}})$ can conveniently be used instead of the density matrix $\hat{\rho}$. For small deviations from the equilibrium state, the function $\mathbf{g}$ can be represented as the sum of the equilibrium component $\mathbf{g}_{0}(\varepsilon)=-\mu \mathbf{B}_{0}\left(\partial f_{0} / \partial \varepsilon\right)$ and a minor non-equilibrium addition $-\boldsymbol{\xi}(\mathbf{r}, \mathbf{p}, t)\left(\partial f_{0} / \partial \varepsilon\right)$, where $f_{0}(\varepsilon)$ is the Fermi function, $\mu=\mu_{0} /\left(1+S_{0}^{\sim}\right), \mu_{0}$ is the magnetic moment of a conduction electron, $S_{0}^{\sim}=v\left(\varepsilon_{F}\right) S_{0}$, and $v\left(\varepsilon_{F}\right)$ is the density of states at the Fermi level. The integral of $\mu_{0} \mathbf{g}_{0}(\varepsilon)$ over a unit cell of the $\mathbf{p}$ space is equal to the magnetization $\mathbf{M}_{0}=\chi_{0} \mathbf{B}_{0}$ in a uniform magnetic field with induction $\mathbf{B}_{0}=\left(0,0, B_{0}\right) ; \chi_{0}=\mu_{0} \mu v\left(\varepsilon_{F}\right)$ is the static paramagnetic susceptibility.

According to [3], if the spin density disturbance $\boldsymbol{\xi}$ is perpendicular to $\mathbf{B}_{0}$, the linearized kinetic equation takes the form

$$
\begin{gather*}
\frac{\partial \boldsymbol{\xi}}{\partial t}+\left(\mathbf{v} \frac{\partial}{\partial \mathbf{r}}+\frac{e}{c}\left(\mathbf{v} \times \mathbf{B}_{0}\right) \frac{\partial}{\partial \mathbf{p}}\right) \\
\times(\boldsymbol{\xi}+\langle S \boldsymbol{\xi}\rangle)-\frac{2 \mu}{\hbar}\left[\mathbf{B}_{0} \times(\boldsymbol{\xi}+\langle S \boldsymbol{\xi}\rangle)\right]  \tag{4}\\
-\mu_{0} \mathbf{v} \frac{\partial \mathbf{B}^{\sim}}{\partial \mathbf{r}}+\frac{2 \mu \mu_{0}}{\hbar}\left[\mathbf{B}_{0} \times \mathbf{B}^{\sim}\right]=\hat{I}_{\text {coll }},
\end{gather*}
$$

where

$$
\langle S \boldsymbol{\xi}\rangle=\int \frac{2 d^{3} p^{\prime}}{(2 \pi \hbar)^{3}}\left(-\frac{\partial f_{0}\left(\varepsilon^{\prime}\right)}{\partial \varepsilon^{\prime}}\right) S\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \boldsymbol{\xi}\left(\mathbf{r}, \mathbf{p}^{\prime}, t\right),
$$

$e$ is the electron charge, $\mathbf{v}=\partial \varepsilon(\mathbf{p}) / \partial \mathbf{p}$ is the electron velocity, $c$ is the velocity of light, and $\mathbf{B}=\mathbf{B}_{0}+\mathbf{B}^{\sim}(r, t)$, where $\mathbf{B}^{\sim}(r, t)$ is the high-frequency field. The collision integral $\hat{I}_{\text {coll }}$ determines two characteristic relaxation times: momentum randomization time $\tau_{1}$ and spin-density relaxation time $\tau_{2}$. In the subsequent discussion, we consider the processes in a frequency range

$$
k c \gtrdot \omega \gg \tau^{-1}=\tau_{1}^{-1}+\tau_{2}^{-1}
$$

where the asymptotic behavior of the spectrum of collective modes is independent of the specific form of collision integral; $\mathbf{k}=\left(k_{x}, 0, k_{z}\right)$ is the wave vector. Under these conditions, the Fourier component of the variable magnetic field produced by the spin oscillations is determined by the equation

$$
\begin{equation*}
\mathbf{B}^{\sim}(\omega, \mathbf{k})=4 \pi\left(\mathbf{M}^{\sim}(\omega, \mathbf{k})-\frac{\mathbf{k}}{k^{2}}\left(\mathbf{k} \mathbf{M}^{\sim}(\omega, \mathbf{k})\right)\right), \tag{5}
\end{equation*}
$$

where $\mathbf{M}^{\sim}(\omega, \mathbf{k})=\mu_{0}\langle\boldsymbol{\xi}(\mathbf{p}, \omega, \mathbf{k})\rangle$ is the Fourier component of the high-frequency magnetization.

Expanding the functions $\boldsymbol{\Phi}=\boldsymbol{\xi}+\langle S \boldsymbol{\xi}\rangle$ and $\boldsymbol{\xi}$ into Fourier series in terms of the variable $\varphi$ and using Eqs. (3), we obtain:

$$
\begin{gather*}
\boldsymbol{\xi}=\boldsymbol{\Phi}-\sum_{m=-\infty}^{\infty} \lambda_{m} \overline{\boldsymbol{\Phi}}_{m} e^{i m \varphi}, \\
\lambda_{m}=\frac{S_{m}^{\sim}}{1+S_{m}^{\sim}} \\
\overline{\boldsymbol{\Phi}}_{m}=\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi} d \varphi \int_{-\pi}^{\pi} d \theta e^{-i m \varphi} \boldsymbol{\Phi}\left(\varepsilon_{F}, \theta, \varphi\right)  \tag{6}\\
\equiv\left\langle e^{i m \varphi} \Phi\right\rangle_{\theta, \varphi}, \quad \theta=\frac{p_{z}}{p_{0}} .
\end{gather*}
$$

Substituting Eq. (6) into Eq. (4) we find that the components of the renormalized spin density $\Phi^{( \pm)}=\Phi_{x} \pm$ $i \Phi_{y} \sim \exp (-i \omega t+i \mathbf{k r})$ of conduction electrons satisfy the integral equations

$$
\begin{align*}
& \Phi^{( \pm)}=\int_{-\infty}^{\varphi} d \varphi^{\prime} \exp \left(-\frac{i}{\omega_{B}} \int_{\varphi^{\prime}}^{\varphi} d \varphi^{\prime \prime}\left(\tilde{\omega} \mp \Omega-\mathbf{k} \mathbf{v}\left(\varphi^{\prime \prime}, \theta\right)\right)\right)  \tag{7}\\
& \quad \times\left(i \frac{\mu_{0}}{\omega_{B}}(\mathbf{k v} \pm \Omega) B_{ \pm}^{\sim}-i \frac{\omega}{\omega_{B}} \sum_{p=-\infty}^{\infty} \lambda_{p} \bar{\Phi}_{p}^{( \pm)} e^{i p \varphi^{\prime}}\right),
\end{align*}
$$

where $\tilde{\omega}=\omega+i 0, \tilde{B_{ \pm}}=B_{x} \pm i B_{y}, \Omega=\omega_{s} /\left(1+S_{0}^{\sim}\right)$, and $\omega_{s}=-2 \mu_{0} B_{0} / \hbar$ is the spin paramagnetic resonance frequency. Multiplying this equation by $e^{-i n \varphi}$ and integrating with respect to $d \theta$ and $d \varphi$, we obtain an infinite set
of linear equations for the coefficients $\bar{\Phi}_{n}^{( \pm)}$in the Fou- rier series expansion of the function $\left\langle\Phi^{ \pm}\left(\varepsilon_{F}, p_{z}, \varphi\right)\right\rangle_{\theta}$ :

$$
\begin{gather*}
\sum_{p=-\infty}^{\infty}\left(\delta_{n p}-\lambda_{p} \frac{\omega}{\omega_{B}}\left\langle f_{n p}(\theta)\right\rangle_{\theta}\right) \overline{\mathbf{\Phi}}_{p}^{( \pm)}=\mu_{0} B_{ \pm} F_{n} \\
\equiv-\mu_{0} B_{ \pm}^{-}  \tag{8}\\
\left.\frac{1}{2 \pi i} \frac{\int_{0}^{2 \pi 2 \pi} \int \varphi d \varphi_{1}\left(\mathbf{k v}\left(\theta, \varphi-\varphi_{1}\right) \mp \Omega\right) \exp \left(i(p-n) \varphi-i p \varphi_{1}+i S\left(\varphi, \varphi_{1}\right)\right)}{1-\exp \left(2 \pi i \frac{\left(\tilde{\omega}-\langle\mathbf{k v}\rangle_{\varphi} \mp \Omega\right)}{\omega_{B}}\right)}\right)_{\theta},
\end{gather*}
$$

where

$$
\begin{gather*}
f_{n p}(\theta)=\frac{1}{2 \pi i} \frac{\int_{0}^{2 \pi 2 \pi} \iint_{0} d \varphi d \varphi_{1} \exp \left(i(p-n) \varphi-i p \varphi_{1}+i S\left(\varphi, \varphi_{1}\right)\right)}{1-\exp \left(2 \pi i \frac{\tilde{\omega}-\langle\mathbf{k v}\rangle_{\varphi} \mp \Omega}{\omega_{B}}\right)},  \tag{9}\\
\left\langle f_{n p}(\theta)\right\rangle_{\theta}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \theta f_{n p}(\theta) \equiv \bar{f}_{n p}, S\left(\varphi, \varphi_{1}\right) \equiv \frac{1}{\omega_{B}} \int_{\varphi-\varphi_{1}}^{\varphi} d \varphi^{\prime}\left(\tilde{\omega} \mp \Omega-\mathbf{k v}\left(\theta, \varphi^{\prime}\right)\right),
\end{gather*}
$$

and $\delta_{n p}$ is the Kronecker delta. This equation makes it possible to determine the magnetic susceptibility

$$
\chi_{ \pm}(\omega, \mathbf{k}) \equiv \frac{\partial \tilde{M_{ \pm}}(\omega, \mathbf{k})}{\partial B_{ \pm}^{\sim}}=\mu \nu\left(\varepsilon_{F}\right) \frac{\overline{\boldsymbol{\Phi}}_{0}^{( \pm)}(\omega, k)}{B_{ \pm}^{\sim}}
$$

which takes into account the spatial and time dispersion:

$$
=\chi_{0} \frac{\chi_{ \pm}(\omega, k)}{\operatorname{det}\left[\delta_{0 p} F_{n}+\left(\delta_{n p}-\lambda_{p} \frac{\omega}{\omega_{B}}\left\langle f_{n p}(\theta)\right\rangle_{\theta}\right)\left(1-\delta_{0 p}\right)\right]} \text { det[ }\left[\delta_{n p}-\lambda_{p} \frac{\omega}{\omega_{B}}\left\langle f_{n p}(\theta)\right\rangle_{\theta}\right] .
$$

The set of equations (5) and (10) describes the natural oscillations of the electromagnetic field caused by the spin-density oscillations in layered conductors with an arbitrary energy spectrum and correlation function. The Fourier coefficients of the smooth function $v\left(\varepsilon_{F}\right) S\left(\mathbf{p}, \quad \mathbf{p}^{\prime}\right)$ decrease rapidly as their number increases. Therefore, the series in Eq. (8) can be truncated to a finite number of terms.

Let us omit the small inhomogeneous term proportional to $\mu_{0} B_{ \pm}^{\sim}$ in Eq. (8) and designate the solution of the obtained homogeneous equation as $\phi$. The dispersion equation for the free oscillations of spin density $\phi$ is written as

$$
\begin{equation*}
D\left(\omega^{(0)}, \mathbf{k}\right) \equiv \operatorname{det}\left[\delta_{n p}-\lambda_{p} \frac{\omega^{(0)}}{\omega_{B}}\left\langle f_{n p}(\theta)\right\rangle_{\theta}\right]=0 . \tag{11}
\end{equation*}
$$

The frequency $\omega$ of the natural oscillations of magnetization coincides to the terms proportional to $\chi_{0} \sim$ $\mu_{0}^{2} v\left(\varepsilon_{F}\right)$, with the frequency $\omega^{(0)}$ of spin-density free oscillations. At this frequency, the magnetic susceptibility has a sharp maximum $D(\omega, \mathbf{k})=O\left(\chi_{0}\right)$.

The condition for the absence of collisionless damping of spin waves, as well as other Bose excitations, is reduced to the following inequality:

$$
\begin{equation*}
\left|\omega-n \omega_{B} \mp \Omega\right|>\max \left|k_{z} v_{z}\right| . \tag{12}
\end{equation*}
$$

Outside the region of $\omega$ and $\mathbf{k}$ values meeting the condition (12), the functions $f_{n, p}(\theta)$ have a pole. Upon integration with respect to $p_{z}$, the dispersion equation acquires an imaginary part responsible for strong wave absorption.

Equations (8) describe spin waves of different polarizations. These equations are symmetric in frequency $\Omega$, so that we can restrict our consideration to the first of them. The second equation can be obtained by the following substitutions: $\Omega \longrightarrow-\Omega, \Phi^{(+)} \longrightarrow \Phi^{(-)}$, and $B_{+} \longrightarrow B_{-}$.

In the case of strong spatial dispersion, Eqs. (9) can be simplified. If $\mathbf{k v}_{\mathbf{m}} \gg \omega_{B}$ and $\omega-\Omega>\mathbf{k v}_{\mathbf{m}}$ (where $\mathbf{v}_{\mathbf{m}}$ is the maximal electron velocity in the $\mathbf{k}$ direction), the phase of the rapidly oscillating component does not have stationary points, and the asymptotic behavior of
(9) is calculated by the integration by parts. Let us consider the scalar product $\mathbf{k v}$ as $\mathbf{k v}(\theta, \varphi)=\mathbf{k v}_{\mathbf{m}} u(\theta, \varphi)$, where $u(\theta, \varphi)$ is a dimensionless function smaller than unity in absolute value. In this case, the spin-density oscillation frequencies are

$$
\begin{equation*}
\omega=\gamma_{i}\left(\lambda_{0}, \lambda_{1}, \ldots\right) \mathbf{k} \mathbf{v}_{\mathbf{m}} \tag{13}
\end{equation*}
$$

where the constants $\gamma_{i}$ are the roots of the equation

$$
\operatorname{det}\left[\delta_{n p}-\lambda_{p}\left(\frac{e^{i(n-p) \varphi}}{1-\gamma^{-1} u(\theta, \varphi)}\right)_{\theta, \varphi}\right]=0 .
$$

Real constants $\gamma_{i}$ greater than unity in absolute value correspond to the wave processes. The asymptotic formula (13) describes spin oscillations in the absence of an external magnetic field.

In the region of $\omega$ and $\mathbf{k}$ values meeting the inequalities $\mathbf{k v}_{\mathbf{m}}>\omega_{B}$ and $\omega-\Omega>\mathbf{k v}_{\mathbf{m}}$, the asymptotic expressions for the integral in the numerator of Eq. (9) can be obtained by the stationary phase method. If the additional conditions $k_{z} v_{z} \ll \omega_{B}$ and $\omega \ll k_{x} v_{x}$ are met, the spin-wave frequencies are determined by the following expressions:

$$
\begin{gather*}
\omega^{( \pm)}=m \omega_{B}+\Omega+\Delta \omega,  \tag{14}\\
\Delta \omega \ll \omega_{B}, \quad m=0,1,2, \ldots
\end{gather*}
$$

Taking into account only the first two terms of the dispersion law in Eq. (1) and neglecting the in-plane anisotropy of the layers, we can write the components of the conduction-electron velocity along the axes $x$ and $z$ as follows:

$$
\begin{gather*}
v_{x}=v_{0}\left(\varepsilon_{F}\right)\left(1+\beta \eta \cos \left(p_{z} / p_{0}\right)\right) \cos \varphi,  \tag{15}\\
v_{z}=\eta v_{1}\left(\varepsilon_{F}\right) \sin \left(p_{z} / p_{0}\right),
\end{gather*}
$$

where the constants $v_{1}$ and $v_{0}$ are on the order of the minimal electron velocity along the layers and $\beta$ is a dimensionless factor on the order of unity depending on the specific form of functions $\varepsilon_{0}$ and $\varepsilon_{1}$. Using Eqs. (15), we find for not-too-high values of $n$ and $p$ that

$$
\begin{align*}
& \bar{f}_{n, p}=\frac{1}{k_{x} r_{0}}\left(\cot \frac{\pi(\tilde{\omega}-\Omega)}{\omega_{B}} \cos \frac{\pi}{2}(n-p)\right. \\
& \left.\quad+J_{0}\left(\epsilon k_{x} r_{0}\right) \frac{\sin \left(2 k_{x} r_{0}+\frac{\pi}{2}(n+p)\right)}{\sin \frac{\pi(\tilde{\omega}-\Omega)}{\omega_{B}}}\right), \tag{16}
\end{align*}
$$

where $\epsilon=2 \beta \eta\left(v_{0} p_{0} / \varepsilon_{F}\right), J_{0}(x)$ is the Bessel function and $r_{0}=v_{0} / \omega_{B}$. Substituting expressions (16) and (14) into the dispersion equation (11), we obtain:

$$
\begin{equation*}
\Delta \omega=\frac{m \omega_{B}+\Omega}{\pi k_{x} r_{0}} \gamma_{i}\left(1+O\left(\frac{1}{k_{x} r_{0}}\right)\right) \tag{17}
\end{equation*}
$$

where $\gamma_{i}$ satisfies the equation

$$
\begin{gather*}
\operatorname{det}\left[\delta_{n p}-\lambda_{p} \gamma^{-1}\left\{\cos \frac{\pi}{2}(n-p)\right.\right.  \tag{18}\\
\left.\left.+(-1)^{m} J_{0}\left(\epsilon k_{x} r_{0}\right) \sin \left(2 k_{x} r_{0}+\frac{\pi}{2}(n+p)\right)\right\}\right]=0 .
\end{gather*}
$$

In the model determining the correlation function by the zero and first Fourier harmonics

$$
S\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=S_{0}+2 S_{1} \cos \left(\varphi-\varphi^{\prime}\right)
$$

for $\epsilon k_{x} r_{0} \ll 1$, the asymptotic form of Eq. (18) has a single root

$$
\begin{equation*}
\gamma=\left(\lambda_{0}+2 \lambda_{1}+(-1)^{m}\left(\lambda_{0}-2 \lambda_{1}\right) \sin \left(2 k_{x} r_{0}\right)\right) . \tag{19}
\end{equation*}
$$

As is seen from Eqs. (17) and (19), in the vicinity of the resonance (14) the frequency is a rapidly oscillating function of $k_{x}$. It should be noted that even if the magnetic field is not strong, the inequality $k_{z} v_{z} \sim \eta k_{z} v_{1} \ll \Omega$ is met over a wide range of values of $k_{z}$ because of the smallness of the parameter $\eta$.

If the condition $k_{x} v_{0} \ll \omega_{B}$ is met, the dispersion equation is considerably simplified, and simple analytic expressions for the frequencies at arbitrary values of $\eta k_{z} v_{1}$ can be obtained. Expanding the exponential function in Eq. (9) in powers of $k_{x} v_{0} / \omega_{B}$, we obtain, after simple manipulations, that the matrix $\bar{f}_{n p}$ is diagonal:

$$
\begin{gather*}
\bar{f}_{n p} \equiv f_{n}\left(\omega, k_{x}, k_{z}\right) \delta_{n p} \\
=\delta_{n p}\left(f_{n}\left(\omega, 0, k_{z}\right)-\left(k_{x} r_{0}\right)^{2}\right.  \tag{20}\\
\left.\times \sum_{m=-1,0,1}(-1)^{m} \frac{\left(1+\delta_{m 0}\right)}{4} f_{n+m}\left(\omega, 0, k_{z}\right)\right),
\end{gather*}
$$

where

$$
f_{n}\left(\omega, 0, k_{z}\right)=\frac{\omega_{B} \operatorname{sgn}\left(\omega-n \omega_{B}-\Omega\right)}{\sqrt{\left(\omega-n \omega_{B}-\Omega\right)^{2}-\left(\eta k v_{1}\right)^{2}}}
$$

and the set of Eqs. (8) splits into a set of independent equations. The homogeneous integral equation for the free spin-density oscillations has solutions of the form
$\phi_{n}(\theta, \varphi)=\tilde{\phi}_{n}(\theta) e^{i n \varphi}$. The frequencies $\phi_{n}$ corresponding to $\omega_{n}$ are determined by the following relationship:

$$
\begin{equation*}
1-\lambda_{n} \frac{\omega_{n}}{\omega_{B}} f_{n}\left(\omega_{n}, \mathbf{k}\right)=0 . \tag{21}
\end{equation*}
$$

If the wave propagates in a longitudinal direction, it is more convenient to proceed directly from Eq. (7), which takes the following form for $\mathbf{k}=\left(0,0, k_{z}\right)$ :

$$
\begin{align*}
& \boldsymbol{\Phi}^{(+)}=-\frac{\mu_{0} B_{+}^{\sim}\left(k_{z} v_{z}+\Omega\right)}{\tilde{\omega}-k_{z} v_{z}-\Omega} \\
& +\omega \sum_{m=-\infty}^{\infty} \lambda_{m} \frac{\overline{\boldsymbol{\Phi}}_{m}^{(+)} e^{i m \varphi}}{\tilde{\omega}-k_{z} v_{z}-m \omega_{B}-\Omega} . \tag{22}
\end{align*}
$$

Using this equation to determine $\left\langle\boldsymbol{\Phi}^{(+)}\right\rangle_{\theta, \varphi}$, we obtain the high-frequency magnetic susceptibility:

$$
\begin{equation*}
=\chi_{0} \frac{\chi_{+}(\omega, \mathbf{k})}{\sqrt{(\omega-\Omega)^{2}-\left(\eta k_{z} V_{1}\right)^{2}}-\omega \operatorname{sgn}(\omega-\Omega)} \sqrt{(\omega-\Omega)^{2}-\left(\eta k_{z} v_{1}\right)^{2}}-\lambda_{0} \omega \operatorname{sgn}(\omega-\Omega) . \tag{23}
\end{equation*}
$$

The spectrum of the transverse electromagnetic waves propagating along the magnetic field and due to the spin-density oscillations is determined from Eqs. (5) and (23):

$$
\begin{equation*}
\omega=\frac{\Omega+\sqrt{\lambda_{0}^{2} \Omega^{2}+\left(\eta k_{z} v_{1}\right)^{2}\left(1-\lambda_{0}^{2}\right)}}{\left(1-\lambda_{0}^{2}\right)}+O\left(\chi_{0} \omega\right) . \tag{24}
\end{equation*}
$$

It can easily be seen that the frequency of natural oscillations of the electromagnetic field coincides, to terms proportional to $\chi_{0}$, with the frequency $\phi_{0}$ of the free spin-density oscillations.

If $\eta k_{z} V_{1} \gg \Omega$ (i.e., spin waves propagate in the absence of an external magnetic field), it follows from Eq. (24) that

$$
\begin{equation*}
\omega=\eta k_{z} v_{1} / \sqrt{1-\lambda_{0}^{2}} \tag{25}
\end{equation*}
$$

According to Eq. (25), the frequency at $\mathbf{B}_{0}=0$ is real if $S_{0}^{\sim}>-1 / 2$, whereas the phase velocity should exceed
the maximal velocity $\eta v_{1}$ of electron drift in the $\mathbf{k}$ direction. In the long-wavelength limit $\eta k_{z} v_{1} \ll \Omega$, the frequency (24) coincides with the spin-resonance frequency $\omega_{s}$ for free quasiparticles.

Under the conditions of weak spatial dispersion in the $\mathbf{x}$ direction, the shift in the frequency (24), proportional to $\left(k_{x} v_{0} / \omega_{B}\right)^{2}$, can easily be found from Eq. (21):

$$
\begin{equation*}
\Delta \omega=\frac{\lambda_{0}^{3} \omega^{3}}{\omega_{B} \sqrt{\lambda_{0}^{2} \Omega^{2}+\left(\eta k_{z} v_{1}\right)^{2}\left(1-\lambda_{0}^{2}\right)}} \Delta f(\omega, \mathbf{k}), \tag{26}
\end{equation*}
$$

where $\omega$ is determined by Eq. (24) and $\Delta f(\omega, \mathbf{k})=$ $f_{0}\left(\omega, k_{x}, k_{z}\right)-f_{0}\left(\omega, 0, k_{z}\right)$.

Spin waves can be detected experimentally by monitoring the selective transparency of thin films in the vicinity of the frequencies of magnetic susceptibility resonance. Comparison of the values of $\omega(\mathbf{k})$ for different $\mathbf{k}$ would make it possible to determine the constant $S_{0}^{\sim}$ which characterizes the exchange interaction between the charge carriers.
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#### Abstract

The coalescence of branches in the Y junctions of single-wall carbon nanotubes ( 10 nm long) is predicted to occur when the branches approach each other under the action of a $\operatorname{load}(\sim 10 \mathrm{nN})$ applied to their ends. A transition to the new state with parallel branches bound by molecular interactions was simulated and the energy characteristics were calculated by the molecular dynamics method. The Y junctions with parallel branches are stable at temperatures up to 2000 K . It is established that there is a threshold distance between the branch ends, below which the branches exhibit spontaneous sticking under the action of molecular attraction forces. If the branches are unloaded before this threshold distance is reached, they oscillate (acting as a nanodimensional "tuning fork") at a frequency of $\sim 100 \mathrm{GHz}$. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 61.46.+w; 81.07.De

The Y junctions of carbon nanotubes have drawn the interest of researchers due to the unusual geometry and unique electronic properties [1-3]. In these junctions, three nanotubes are matched at the expense of topological defects (pentagons, heptagons and/or octagons) introduced into the perfect hexagonal lattice of carbon atoms, so that the $s p^{2}$ electron configuration of each atom is retained [4-7]. The interest in these structures was stimulated primarily by the possibility of macroscopic synthesis of carbon nanotubes with Y junctions and by observations of the nonlinear current-voltage characteristics of such junctions [7-9]. However, mechanical characteristics of the Y junctions of carbon nanotubes were studied neither theoretically nor experimentally.

We have simulated by the molecular dynamics method the $Y$ junctions of single-wall carbon nanotubes (SWCNs) with a length of up to a few tens of nanometers and an acute angle between the branches and their behavior under the action of an external load. When a load is applied to the Y junction branch ends, the distance between the branches decreases to $3.4 \AA$. It was found that weak van der Waals forces between the branches are sufficient to keep them parallel upon unloading. This effect indirectly confirms the prediction made by R. Feynman in 1960 [10], according to which nanomaterials will encounter the problem of coalescence as a result of intermolecular interactions, which may lead to effects that are impossible on a macroscopic scale.

Formulation of the problem. Molecular dynamics (MD) simulation was carried out using the Brenner potential [11] for covalent bonds between carbon atoms and the Lennard-Jones potential for long-range interactions. It should be noted that the Brenner potential was used for the description of dynamics [12] and mechan-
ical properties [13, 14] of carbon nanotubes, because this potential allows simulation a systems with large numbers of atoms ( $\sim 10^{4}$ ) and gives reliable results when compared to those obtained by more precise quantum-mechanical calculations [15-18].

We have considered two types of Y junctions of the armchair SWCNs [19], both comprising $(20,20)$ SWCN stems branched into $(13,13)$ branches. Both structures possessed the same configuration of topological defects, representing six heptagons situated in the


Fig. 1. (a) Mutual arrangement of the graphite planes and the long-branch $Y$ junction at the beginning of simulation; (b) defect structure of the branching region of the Y junction (arrows indicate the positions of heptagons).


Fig. 2. Time variation of the main characteristics determined in the course of MD simulation: (a) the force with which a GPs acts upon the SBJ branch (arrows indicate the peaks used for averaging); (b) the distance between SBJ branches; (c) total energy of the system.
branching region (see Fig. 1b), but had different branch lengths of 100 and 210 A. The former structure will be referred to as the short-branch junction (SBJ) and the latter as the long-branch junction (LBJ). Optimization of the system geometry by MD simulation showed that this topology corresponds to an angle of $23^{\circ}$ between the branches, in good agreement with the experimentally observed geometry of Y junctions [7, 8].

Prior to MD simulation, each Y junction was placed between two graphite planes (GPs) parallel to the stem axis (Fig. 1a) so that the initial distance from each plane to the nearest carbon atom of the nanotube branch was $8 \AA$. The applied load was simulated by moving the GPs toward each other with a preset velocity. In each MD simulation step ( $5 \times 10^{-4} \mathrm{ps}$ ), the coordinates of the GPs were fixed, so as to model the interaction of the Y junction with large planes. The motion of GPs with a preset velocity was modeled by changing their coordinates prior to each MD simulation step.

In order to determine the optimum GP velocity, we carried out a series of preliminary simulations using various velocities. It was found that moving GPs with a velocity above $2 \AA / \mathrm{ps}$ leads to the fracture of nanotube structure, while velocities too small allow the Y junction to rotate and slip off the GPs. Note that, in experiments, Y junctions usually lie on a substrate surface and no such slippage takes place. However, simulation of a system with substrate would significantly increase the number of atoms in the system and, hence, the computational time, but not lead to any qualitative changes in the simulated process. Therefore, the above value should be considered as a GP velocity effective for a numerical experiment.

As a result of loading in the chosen regime, the Y-junction branches approach each other without any significant shape deformation. The velocity of mutual approach is close to the relative velocity of GP motion. It was found that the prolonged action of load gave rise to a new geometric configuration of the Y junction, namely, to a junction with parallel branches. This configuration is stable at temperatures up to 2000 K .

Short-branch Y junctions. At the beginning of simulation, the distance between GPs was $92 \AA$. The total simulation time was 27.5 ps . Time variation of the force acting upon one branch of a SBJ under load is shown in Fig. 2a. Here, a negative value of the force corresponds to the branch attraction to the GP. As can be seen from this graph, the force initially exhibits (within 3 ps ) a smooth decrease from 0 to -1.7 nN . Then, the character of the force shows a sharp change, as manifested by the appearance of numerous "repulsion" peaks. In order to explain these features, let us consider the interaction between the SBJ branches and GPs in the course of simulation.

Note that the minimal force $(-1.7 \mathrm{nN})$ is observed when the branch-GP distance corresponds to an interlayer spacing in the graphite structure ( $3.4 \AA$ ). At the same time, the distance $h$ between the SBJ branches (Fig. 2b) somewhat increases (indicated by the arrow), which is evidence of the attraction between the GP and the branch. Here, by the distance $h$ between branches we imply the minimum distance between the atoms belonging to different branches and situated near the branching region. Figure 2 b shows a projection of this distance onto the direction of GP motion. At a time of 3.4 ps after the beginning of simulation, the force changes sign (to become repulsive) and, after 0.4 ps ( 800 simulation steps), the branches start to approach each other and the force starts to oscillate. The distance between branches decreases almost linearly (Fig. 2b), and the rate of mutual approach $(2.08 \AA / \mathrm{ps})$ is close to the relative velocity of GP motion (2.00 A/ps). Starting from this moment, the distance between SBJ branches and GPs exhibits oscillations within the graphite interlayer spacing ( $3.3-3.5 \AA$ ), thus providing the van der Waals interaction. A decrease in the branch-GP distance below $3.4 \AA$ leads to the appearance of a repulsive force, while an increase above this value gives rise to attraction.

Thus, the van der Waals interaction serves as a mediator of the motion transfer from the GPs to the branches of the $Y$ junction. This mutual motion of the junction branches and GPs will be called the stable interaction regime. The two main assumptions about the behavior of the interaction force in this regime are as follows: (i) the force oscillations in the stable interaction regime are caused by simulation: discrete GP motions lead to a discrete change in the distance between the GP and the Y junction branches and, hence, to a discrete variation in the interaction force; (ii) under real conditions, the force with which the GP acts upon the junction
branches must be constant and directed along the GP motion direction. In order to check for the validity of both assumptions, the total energy of the system was plotted against the simulation time, as depicted in Fig. 2c. As can be seen from this plot, the energy of the system also oscillates, confirming the artificial nature of these oscillations (the first assumption). Behavior of the average energy (thick solid curve in Fig. 2c) shows that the process is barrierless and, hence, the force acting on the Y junction must be constant (the second assumption).

Based on the second assumption, we averaged over the main repulsion peaks (indicated by arrows in Fig. 2a) to estimate the force required for changing the Y junction shape. Note that the repulsion peaks are responsible for the resistance of the Y junctions to deformation. Averaging gives an upper estimate of 10 nN for the force, which corresponds to a pressure of 1 GPa acting on the interaction area of $10 \mathrm{~nm}^{2}$.

After 27.5 ps , the distance between SBJ branches decreases to $3.4 \AA$, which corresponds to a $Y$ junction with parallel branches. Then, the GPs were removed and the MD simulation of this system was continued for 25 ps at 300 K . Figure 3a shows the SBJ shape after this procedure. The energy of this parallel configuration is 5.5 eV lower than that of the initial configuration with an angle of $23^{\circ}$ between branches. In order to characterize the transition between these states, we (i) constructed the potential energy curve of the Y junction versus the distance between branches (see inset in Fig. 4) and (ii) studied the behavior of the $Y$ junction in the states corresponding to the vicinity of the expected extremum on this curve. For this purpose, the entire SBJ loading process ( 0 to 27.5 ps ) was divided into four sequential intervals. At the end of each interval, the GP was removed (to exclude the GP-SBJ interaction) and the potential energy of the Y junction was calculated. As can be seen from the inset in Fig. 4, the transition is likely barrierless. A plateau on the potential energy curve indicates that the transition requires applying a constant external force (in our case, this action was provided by GPs). As the distance between SBJ branches further decreases, the energy plateau changes to a monotonic decrease in energy, which implies a transition to the local energy minimum in the absence of an external force. Thus, the energy extremum point lies in the interval from 14.5 to $23 \AA$.

In order to check for this assumption, we performed additional simulation. At the time moment when the distance between branches reached $23 \AA$ (right boundary of the above interval), the GP motion direction changed to the opposite (i.e., the GPs began to move apart), thus gradually decreasing to zero the force acting on the Y junction. After a $20-\mathrm{ps}$ simulation, the distance between SBJ branches increased to $50 \AA$ A. In the course of the subsequent 60 ps , the SBJ branches exhibit oscillations about an equilibrium distance of $42 \AA$ (estimated from the average distance between the


Fig. 3. The $Y$ junctions with (a) short and (b) long branches spaced by $3.4 \AA$ upon unloading.


Fig. 4. A plot of the potential energy of LBJ versus distance between branches. The inset shows an analogous curve for SBJ.
first maximum and first minimum). This value is very close to the distance between branches at the beginning of simulation (see inset in Fig. 4), suggesting that the system will return to the initial state (with an acute angle between branches) after termination of oscillations. However, investigation of the entire oscillation process would be computationally exhaustive.

In the next run of the simulation, we reversed the GP motion direction at the moment when the distance between the SBJ branches reached $14.5 \AA$ (left boundary of the interval containing the expected point of extremum). Within the subsequent 5 ps , the Y junction passed to the state with parallel branches, irrespective of the direction of GP motion.

Thus, the results of these simulations confirmed that there exists a critical distance between SBJ branches (14.5-23 $\AA$ ), below which the branches spontaneously approach each other even in the absence of the external force. The possibility of such process is caused by a decrease in the potential energy of the deformed junction (see inset in Fig. 4).


Fig. 5. LBJ configurations at various steps of simulation (arrows indicate the direction of GP motion): (a) the distance between branches is $25.3 \AA$ and only about quarter of the branch length is involved in the van der Waals interaction; (b) the distance between branches is $14 \AA$ and more than half of the branch length is involved in the van der Waals interaction (the junction behaves as a zipper, the branches approach each other irrespective of the direction of GP motion).

In order to check for the stability of the Y junction with parallel branches, we performed MD simulations at temperatures of $600,800,1000$, and 2000 K . It was established that the SBJ branches did not move apart under these conditions.

Long-branch $\mathbf{Y}$ junctions. All calculations described above were repeated for the Y junction with long branches (Fig. 1) confined between GPs moving with a velocity of $2 \AA / \mathrm{ps}$. The total simulation time was 45 ps. Similar to the case of SBJ, the force with which the GP acted on the LBJ exhibited an irregular oscillation character. After 5.05 ps , the distance between the LBJ branches began to decrease linearly with time and reached $3.4 \AA$ (as in SBJ) at the end of simulation. Here, the Y junction with parallel branches (Fig. 3b) provides a 12.2 eV energy gain, as compared to the initial configuration with an acute angle between branches.

A potential energy curve for the LBJ is depicted in Fig. 4, where the extreme right point corresponds to the initial junction with an angle of $23^{\circ}$ between branches and the extreme left point, to the Y junction with coalesced branches. As can be seen in this curve, the energy plateau changes to an $0.5-\mathrm{eV}$ barrier, which is followed by a gradual decrease in energy. Because of the presence of a barrier, the simulations with GPs moving apart were performed for three initial configurations corresponding to $h=38,25$, and $14 \AA$.

For $h=38$ and $25 \AA$ (Fig. 5a), the LBJ branches diverge when the direction of GP motion changes to opposite. Since the system comprising the LBJ and the GPs contains 13274 atoms, the continuation of the simulation for studying the stage of oscillations would be an extremely cumbersome procedure. For this reason, the possible equilibrium distance between the LBJ branches was not estimated after the termination of oscillations, as it was done in the case of SBJ. The main conclusion drawn from the results of this MD simulation is that the distance between the Y-junction
branches increases upon unloading. This implies that the spontaneous attraction of branches is impossible and they approach each other only in the presence of a constant external force.

The subsequent MD simulation showed that the initial LBJ configuration with $h=14 \AA$ (Fig. 5b) ensured spontaneous mutual approach irrespective of the direction of GP motion. Thus, this junction, as also with the SBJ, is characterized by a certain critical distance between the branches ( $14-25 \AA$ ), below which the branches may spontaneously approach each other even without applying an external force. Energetically, this process is driven by lowering of the potential energy after traversing the energy plateau (Fig. 4). In order to explain the existence of this critical distance, let us consider Figs. 5a and 5 b . As can be seen, the region between branches involved in the van der Waals interaction accounts for only about quarter of the branch length in Fig. 5a and for more than half of the branch length in Fig. 5b.

Based on the above analysis, we may conclude that the van der Waals forces play a key role in the process of spontaneous attraction of the LBJ branches: as soon as more than half of the branch length is covered by this interaction, the branches coalesce (like a zipper), whereby the intermolecular forces acting between nanotubes drive them to spontaneously approach each other. The stabilizing role of the van der Waals forces is confirmed by the fact that the energy difference between the state with an acute angle between branches and the state with parallel branches increases with the branch length ( 5.5 and 12.2 eV for SBJ and LBJ, respectively).

It was established that the Y junctions unloaded before the distance between their branches ( $\sim 10 \mathrm{~nm}$ long) approach the threshold value execute oscillations (like a tuning fork) at a frequency of $\sim 100 \mathrm{GHz}$.

Thus, in contrast to the macroscopic systems where the Y-shaped configuration can behave as a spring with the ends always diverging upon unloading, whereby the system returns to the initial state, the molecular interaction between closely spaced nanotubes is an important factor in the analogous nanosystem. The examples considered above show that the intermolecular attraction between the branches of a Y junction can prevail over the restoring elastic force caused by the deformation of the system. This accounts for the effect of coalescence that is impossible on the macroscopic level. The new state with parallel branches bonded by a weak intermolecular interaction is stable up to a temperature of 2000 K and is energetically more favorable than the state of Y junction with diverging branches. These results show that the van der Waals interaction plays a key role in nanotube Y junctions with closely spaced branches.
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#### Abstract

We propose an explanation for the experimentally observed [1] giant temperature hysteresis of the ultrasound velocity and internal friction in single crystals of lanthanum manganite $\left(\mathrm{La}_{0.8} \mathrm{Sr}_{0.2} \mathrm{MnO}_{3}\right)$. The effect is interpreted within the framework of a phenomenological model based on the notion of two coexisting sublattices of the oxygen octahedra performing cooperative tilting-rotational oscillations in bistable potential fields. © 2003 MAIK "Nauka/Interperiodica".


PACS numbers: 43.35.Cg; 62.65.+k

Manganese perovskites $\mathrm{R}_{1-x} \mathrm{~A}_{x} \mathrm{MnO}_{3}$ ( $R=\mathrm{La}$ or another rare earth element; $\mathrm{A}=\mathrm{Ca}, \mathrm{Sr}, \mathrm{Ba}, \ldots$ ) have recently drawn much attention due to the phenomenon of colossal magnetoresistance (CMR) that makes these compounds promising materials for magnetic sensors and data-reading devices. Now it is commonly accepted that an important role in the formation of a CMR response in manganites is played by the interaction of a crystalline lattice with the electron and spin degrees of freedom. However, despite a very large body of experimental data, there are still many open questions related to the quantitative description of the metal-dielectric transition, phase coexistence, and some features in the elastic properties of these compounds.

Recently [1], temperature hysteresis of a giant width (extending over a temperature interval from 80 to 350 K ) of the longitudinal ultrasonic wave velocity and the internal friction was observed in a single crystal of lanthanum manganite $\mathrm{La}_{0.8} \mathrm{Sr}_{0.2} \mathrm{MnO}_{3}$ possessing CMR properties. According to this, the sound velocity in a sample on heating from 80 to 105 K is significantly lower than that on cooling in the same temperature interval, while in the $105-350 \mathrm{~K}$ range, a difference in sound velocities is several times smaller. The curve of the internal friction exhibits a sharp peak at 105 K (on heating) and less pronounced peaks at 350 K (on heating) and 80 K (on cooling).

The presence of a giant temperature hysteresis in the elastic properties of lanthanum manganite can be explained within the framework of the phenomenological model of a correlated bistable sublattice [2].

Consider a crystal lattice with a polyatomic basis, in which atoms (ar atomic groups) of one sort perform optical oscillations in an asymmetric double-well potential formed in the core (matrix lattice) field. If the
motion of such atoms is strongly correlated and possesses a cooperative character (e.g., due to a long-range order), this will suppress the fluctuational over-barrier transitions between the potential wells. For this reason, and because of the potential asymmetry, the atomic ensemble under consideration may occur in metastable states forming a bistable sublattice. On heating, the sublattice exhibits evolution from oscillations in the global minimum to overbarrier oscillations with almost excluded slower movement (transitions from the global minimum of the seeding potential to the local minimum and vice versa).

It is suggested that octahedra of the perovskite structure of lanthanum manganite, with oxygen ions at the vertices and manganese ions at the center, perform tilt-ing-rotational motions in the double-well asymmetric potential. These oscillations of the octahedra are strongly correlated because of the strong interaction between the charge, spin, and lattice degrees of freedom characteristic of this compound. A transition from the global to metastable minimum of the free energy on heating corresponds to the appearance of rhombohedral distortions in the initially orthorhombic low-temperature structure. There are two types of bistable sublattices of the oxygen octahedra with different positions of metastable minima of the seeding potentials (Fig. 2), which is evidenced by (i) the appearance of experimentally observed rhombohedral component in the orthorhombic phase in a sample heated from zero temperature and (ii) the absence of orthorhombic inclusions on cooling from $T>350 \mathrm{~K}$ down to 105 K (the two types of bistable sublattices can be related to the presence of two kinds of positive ions, $\mathrm{La}^{3+}$ and $\mathrm{Sr}^{2+}$ ). Bistable oscillations of the oxygen octahedra modulate frequencies of the vibrational spectrum of the matrix lattice,


Fig. 1. Double-well seeding potentials for the two sublattices of oxygen octahedra: $u^{(1)}=0.045 \mathrm{eV}$ (potential barrier height); $q_{1}^{(1)}=0.073 \AA$ and $q_{2}^{(1)}=0.144 \AA$ (coordinates of the maximum and metastable minimum of the seeding potential for the first sublattice); the corresponding values for the second sublattice are $u^{(2)}=0.014 \mathrm{eV}, q_{1}^{(2)}=0.073 \AA$,
$q_{2}^{(2)}=0.132 \AA$.
which is manifested by anomalies in the elastic properties.

The theory of a temperature hysteresis of the elastic properties of lanthanum manganite can be constructed based on the following phenomenological model using a spin Hamiltonian (reduced to a single octahedron) of the type

$$
\begin{equation*}
H=H_{h}+H_{a n h}+H_{\mathrm{int}} . \tag{1}
\end{equation*}
$$

Here, the first term, $H_{h}$, represents the matrix lattice Hamiltonian and is selected in the form of a Hamiltonian of the set of harmonic oscillators with the parameters normalized to the empirical values of lattice constants of the compound under consideration. The second term, $H_{a n h}$, is an effective Hamiltonian of the oxygen octahedra performing tilting-rotational oscillations in the asymmetric double-well potentials of the two types (Fig. 1):

$$
\begin{equation*}
V^{(i)}=\frac{\alpha^{(i)}}{2}\left(q^{(i)}\right)^{2}-\frac{\beta^{(i)}}{3}\left(q^{(i)}\right)^{3}+\frac{\gamma^{(i)}}{4}\left(q^{(i)}\right)^{4} \tag{2}
\end{equation*}
$$

where $q^{(i)}$ are the generalized coordinates describing the vibrational motion of the octahedra in a potential with the higher (lower) barrier and the deep (shallow) metastable minimum, $i=1(i=2) ; \alpha^{(i)}, \beta^{(i)}$, and $\gamma^{(i)}(>0)$ are the parameters.

Interaction between the lattice oscillators and the nonlinear oscillations of the oxygen octahedra is


Fig. 2. Temperature dependence of the ultrasonic wave velocity: (a) calculated using formula (4) for a crystal with two bistable sublattices coupled by a quartet interaction (5); formula (4) was corrected by adding a contribution from the matrix sublattice, $A-B T$, where $A=2996 \mathrm{~ms}^{-1}, B=$ $1.58 \mathrm{~ms}^{-1} \mathrm{~K}^{-1}$, and (determined from experimental data [1]) $\lambda_{k k}^{(1)} / \mu_{k} \omega_{k}^{2}=2 \AA^{-2}$ and $\lambda_{k k}^{(2)} / \mu_{k} \omega_{k}^{2}=30 \AA^{-2} ; u^{(1)}=$ $0.045 \mathrm{eV}, q_{1}^{(1)}=0.073 \AA, q_{2}^{(1)}=0.144 \AA, u^{(2)}=0.014 \mathrm{eV}$, $q_{1}^{(2)}=0.073 \AA, q_{2}^{(2)}=0.132 \AA$; (b) experimental velocity of ultrasound measured for $\mathrm{La}_{0.8} \mathrm{Sr}_{0.2} \mathrm{MnO}_{3}$ [1].
described by the third term in Eq. (1), which is selected in the following form:

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{i}\left(q^{(i)}\right)^{2} \sum_{k, k^{\prime}}\left(\lambda_{k k^{\prime}}^{(i)}\right)^{2} x_{k} x_{k^{\prime}} \tag{3}
\end{equation*}
$$

where $x_{k}$ is the displacement of the $k t$ oscillator (mode) and $\lambda_{k k^{\prime}}^{(i)}$ are the force constants of the bonds. An analysis shows that the effective frequency $\varepsilon_{k}$ of the longwave phonons (or the sound velocity) in this model significantly depends on the temperature and exhibits temperature hysteresis. This is related to a temperaturedependent distortion of the asymmetric potentials (2) and the occupation of metastable states of the oxygen octahedra.


Fig. 3. Temperature dependence of the internal friction: (a) calculated for a crystal with two bistable sublattices using formula (7) with $u^{(1)}=0.045 \mathrm{eV}, q_{1}^{(1)}=0.073 \AA$, $q_{2}^{(1)}=0.144 \AA, u^{(2)}=0.014 \mathrm{eV}, q_{1}^{(2)}=0.073 \AA, q_{2}^{(2)}=$ $0.132 \AA$ (the contribution of the matrix sublattice is subtracted as background); (b) experimental internal friction curve measured for $\mathrm{La}_{0.8} \mathrm{Sr}_{0.2} \mathrm{MnO}_{3}$ [1].

The velocity v of an ultrasonic wave is determined from the temperature-dependent frequency $\varepsilon_{k}$ renormalized by the interaction $H_{\mathrm{in}}$ :

$$
\begin{equation*}
v(T) \sim \varepsilon_{k}(T)=\omega_{k}\left[1+\sum_{i} \frac{\lambda_{k k}^{(i)}}{\mu_{k} \omega_{k}^{2}}\left(\sigma^{(i)}+\left\langle q^{(i)}\right\rangle^{2}\right)\right], \tag{4}
\end{equation*}
$$

where $k$ is the wavevector of the mode for which the ultrasonic measurements are performed; $\omega_{k}$ and $\mu_{k}$ are the seeding frequency and the mass of the $k$ th oscillator in the matrix lattice, respectively; $\left\langle q^{(i)}\right\rangle$ and $\sigma^{(i)}=\left\langle\left(q^{(i)}-\right.\right.$ $\left.\left.\left\langle q^{(i)}\right\rangle\right)^{2}\right\rangle$ are the statistical mean values of the generalized coordinates and the corresponding dispersions, determined from a system of self-consistent equations,

$$
\begin{gather*}
\left(\beta^{(i)}-3 \gamma^{(i)}\left\langle q^{(i)}\right\rangle\right) \sigma^{(i)} \\
=\alpha^{(i)}\left\langle q^{(i)}\right\rangle-\beta^{(i)}\left\langle q^{(i)}\right\rangle^{2}+\gamma^{(i)}\left\langle q^{(i)}\right\rangle^{3}, \\
\sigma^{(i)}=\frac{1}{2 m \Omega^{(i)}} \operatorname{coth} \frac{\Omega^{(i)}}{2 \theta}, \tag{5}
\end{gather*}
$$

where

$$
\left(\Omega^{(i)}\right)^{2}=\frac{1}{m}\left[\alpha^{(i)}-2 \beta^{(i)}\left\langle q^{(i)}\right\rangle+3 \gamma^{(i)}\left(\sigma^{(i)}+\left\langle q^{(i)}\right\rangle^{2}\right)\right]
$$

are the frequencies of oscillations of the octahedra (the temperature dependences of these frequencies and the $\left\langle q^{(i)}\right\rangle$ and $\sigma^{(i)}$ values exhibit hysteresis) and $\theta=k_{B} T$. The quantum-statistical expressions for $\sigma^{(i)}(5)$ in the regime of strong correlations can be replaced by the corresponding classical limits, $\sigma^{(i)}=\theta / m\left(\Omega^{(i)}\right)^{2}$, since the cooperative behavior of the oxygen octahedra extends over several unit cells and, hence, the quantum fluctuations can be ignored in the calculation of means.

Apparently, the temperature hysteresis of the elastic constants of the matrix lattice in the temperature interval from 105 to 350 K will be provided by the cooperative oscillations of octahedra in the anharmonic potential with a higher barrier, while the behavior in the 80105 K interval will be determined by the cooperative oscillations of octahedra in the potential with a lower barrier. The relative number of octahedra performing oscillations in the anharmonic potential of the first type can be estimated from the experimental data as a fraction of the orthorhombic phase in the rhombohedral phase at $T>105 \mathrm{~K}$ (this fraction amounts to about $6 \%$ [1]). Some other experimental data, such as the relative difference between the elastic characteristics observed on heating and cooling in the temperature interval of bistability and the temperature range of hysteresis, allow the obtaining of realistic estimates for the parameters of bistable potentials modeling the correlated motions of the oxygen octahedra: $u^{(1)}=0.045 \mathrm{eV}$ (potential barrier height); $q_{1}^{(1)}=0.073 \AA$ and $q_{2}^{(1)}=$ $0.144 \AA$ (coordinates of the maximum and metastable minimum of the seeding potential for the first sublattice); the corresponding values for the second sublattice are $u^{(2)}=0.014 \mathrm{eV}, q_{1}^{(2)}=0.073 \AA$, and $q_{2}^{(2)}=0.132 \AA$; $\lambda_{k k}^{(1)} / \mu_{k} \omega_{k}^{2}=2 \AA^{-2}$ and $\lambda_{k k}^{(2)} / \mu_{k} \omega_{k}^{2}=30 \AA^{-2}$ (normalized constants of coupling of the first and second sublattices to the matrix lattice).

Figure 2a shows a plot of the ultrasonic wave velocity calculated using formula (4). As can be seen, the theoretical temperature dependence well describes the experimental behavior depicted in Fig. 2b. Indeed, in the region of hysteresis, the higher velocities are observed on cooling and the lower, on heating. In the heating mode, there is a sharp increase in $v$ in the region of 105 K , which is related to the appearance of rhombohedral distortions during the tilting-rotational oscillations of correlated octahedra in the bistable potential with a lower barrier $u^{(2)}$. A lower magnitude of the hysteresis in the interval from 105 to 350 K is related to a smaller contribution to the renormalized phonon frequencies from the oxygen octahedra moving in the bistable potential with a higher barrier $u^{(1)}$ (see the legend to Fig. 2). Thus, for reasonable values of the


Fig. 4. Temperature dependence of the total heat capacity calculated for two bistable sublattices with the parameters
(1) $u^{(1)}=0.045 \mathrm{eV}, q_{1}^{(1)}=0.073 \AA, q_{2}^{(1)}=0.144 \AA$ and
(2) $u^{(2)}=0.014 \mathrm{eV}, q_{1}^{(2)}=0.073 \AA, q_{2}^{(2)}=0.132 \AA$. The weight contribution of the first sublattice is $10 \%$ relative total of the second sublattice.
model parameters, both the magnitude and the characteristic temperature intervals (80-105 K and 105350 K ) of the hysteresis, and the direction of traversing this loop in the heating-cooling cycle agree with the experiment.

For an ultrasonic wave with a frequency of $\omega_{k}=$ 80 kHz , we have $\omega_{k} \tau_{p h} \ll 1\left(\tau_{p h}\right.$ is the lifetime of thermal phonons). For this reason, a comparison of the theoretical temperature dependence of the viscous friction (ultrasound damping) $Q^{-1}$ with the experimental curve (Fig. 3) was performed using a relation [3]

$$
\begin{equation*}
Q^{-1} \sim T C_{a n h} \tag{6}
\end{equation*}
$$

Here, $C_{\text {anh }}$ is the heat capacity related to the excitation of anharmonic oscillations in the oxygen octahedra (in Fig. 3a, the Debye contribution of the matrix sublattice is subtracted as background), which is calculated using the average energy of these oscillations:

$$
\begin{gather*}
\left\langle H_{a n h}\right\rangle=\sum_{i=1.2}\left[\alpha^{(i)}\left\langle q^{(i)}\right\rangle^{2} / 2-\beta^{(i)}\left\langle q^{(i)}\right\rangle^{3} / 3\right.  \tag{7}\\
\left.+\gamma^{(i)}\left\langle q^{(i)}\right\rangle^{4} / 4+m\left(\Omega^{(i)}\right)^{2} \sigma^{(i)}-3 \gamma^{(i)}\left(\sigma^{(i)}\right)^{2} / 4\right]
\end{gather*}
$$

Figure 4 shows the heat capacity $C_{a n h}$ calculated (in the classical limit) for the two sublattices of oxygen octahedra. The peaks on the $Q^{-1}(T)$ curve are obviously correlated with the behavior of $C_{a n h}(T)$ (cf. Figs. 3 and 4). A more pronounced increase in the internal friction with the temperature in the interval from 105 to 350 K on the calculated dependence as compared to the experimental curve can be related to the temperature-dependent coefficients [3] entering into the formula for $Q^{-1}$, which are difficult to calculate exactly.

Thus, the temperature hysteresis of a giant width in the ultrasound velocity and the internal friction observed in a single crystal of lanthanum manganite $\mathrm{La}_{0.8} \mathrm{Sr}_{0.2} \mathrm{MnO}_{3}$ can be explained by the cooperative tilt-ing-rotational motions of oxygen octahedra in the bistable potentials of two types (differing by the barrier heights). Interaction of the metastable states of the octahedra with the longwave phonons leads to a tem-perature-dependent bistable renormalization of the phonon frequencies and, hence, of the ultrasonic wave velocity. The anharmonic contribution from the two oxygen sublattices to the heat capacity, which has a hysteresis character with peaks at the boundaries of the temperature intervals of bistability, accounts for the corresponding temperature behavior of the viscous friction. The calculated and experimental dependences show a good semiquantitative agreement for realistic values of the model parameters.
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#### Abstract

The conductivity of molecular DNA-based conductors has been calculated. Charge motion is described by quantum-mechanical equations, and macromolecular vibrations are described by classical equations of motion with dissipation and a source of temperature fluctuations. In a homogeneous sequence of $\mathrm{G}-\mathrm{C}$ nucleotide pairs, the calculated hole mobility at $T=300 \mathrm{~K}$ equals $\approx 2 \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$. © 2003 MAIK "Nauka/Interperiodica".
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In a number of experiments carried out in recent years, it has been found that the DNA molecule can conduct a charge [1-4]. Hence, this opens the possibility of using DNA as a molecular wire in nanoelectronics [5]. In this connection, it seems important to understand the magnitude of the mobility of charge carriers in the "DNA conductor" and to estimate the molecular chain length at which charge transport is efficient.

At present, no experimental data is available on the magnitude of electron and hole mobility in DNA. The reported experiments on charge transfer in DNA provide information on the relative transfer reaction rates rather than mobilities [2-4].

In this paper, we report the results of calculations of hole mobilities at room temperature in a synthetic DNA molecule composed of only guanine (G)-cytosine (C) nucleotide pairs. In such chains, a hole moves over guanine bases, which possess a lower oxidation potential than cytosine bases [6]. The regular arrangement of similar nucleotides in the chain under consideration allows us to estimate the maximum mobility value, which is a limiting one for irregular sequences. In modeling the transfer process, we consider nucleotide sequences as a system of sites in which each site corresponds to a pair of bases. The Hamiltonian $H$ of charge transfer along a chain of sites has the form [7-9]

$$
\begin{gather*}
H=H_{e}+T_{K}+U_{P},  \tag{1}\\
H_{e}=\sum_{i} \alpha_{i} a_{i}^{+} a_{i}+\sum_{i, j} v_{i, j}\left(a_{i}^{+} a_{j}+a_{j}^{+} a_{i}\right), \\
\alpha_{i}=\alpha_{i}^{0}+\alpha_{i}^{\prime} u_{i}, \\
T_{K}=\sum_{i} M_{i} \dot{u}_{i}^{2} / 2, \quad U_{P}=\sum_{i} K_{i} u_{i}^{2} / 2,
\end{gather*}
$$

where $H_{e}$ is the Hamiltonian of a hole, $a_{i}^{+}$and $a_{i}$ are the operators of hole creation and annihilation at the $i$ th
site, $\alpha_{i}$ is the energy of a hole at the $i$ th site, $v_{i, j}$ are the matrix elements of the transition from the $i$ th to the $j$ th site, $T_{K}$ is the kinetic energy of the sites, $M_{i}$ is the mass of the $i$ th site, $u_{i}$ is the displacement of the $i$ th site from its equilibrium position, $U_{P}$ is the potential energy of the sites, $K_{i}$ are elastic constants. We assume that the energy of a hole at the sites is a linear function of displacements of the sites $u_{i}$ from their equilibrium positions, and $\alpha_{i}^{\prime}$ is the hole-site displacement coupling constant; $i=1, \ldots, N$; and $N$ is the number of sites in the chain.

Choosing the hole wave function $|\Psi\rangle$ in the form

$$
\begin{equation*}
|\Psi\rangle=\sum_{n=1}^{N} b_{n}|n\rangle, \tag{2}
\end{equation*}
$$

where $b_{n}$ is the probability amplitude of finding a hole at the $n$th site, from Hamiltonian (1) in the nearest neighbor approximation, we obtain the following equations of motion [8, 9]:
$i \hbar \frac{d b_{n}}{d t}=\left(\alpha_{n}+\alpha_{n}^{\prime} u_{n}\right) b_{n}+v_{n, n+1} b_{n+1}+v_{n-1, n} b_{n-1}$,

$$
\begin{equation*}
M_{n} \frac{d^{2} u_{n}}{d t^{2}}=-K_{n} u_{n}-\gamma_{n} \frac{d u_{n}}{d t}-\alpha_{n}^{\prime}\left|b_{n}\right|^{2}+A_{n}(t) . \tag{3}
\end{equation*}
$$

Equations (3) are the Schrödinger equations for the probability amplitudes. To take into account dissipation processes in the classical equations of motion for site displacements (4), we added the term $-\gamma_{n} \dot{u}_{n}$, where $\gamma_{n}$ is the friction coefficient, and the random force $A_{n}(t)$ with the following statistical properties:

$$
\begin{gather*}
\left\langle A_{n}(t)\right\rangle=0, \\
\left\langle A_{n}(t) A_{m}\left(t+t^{\prime}\right)\right\rangle=2 k_{B} T \gamma_{n} \delta_{n m} \delta\left(t^{\prime}\right), \tag{5}
\end{gather*}
$$

where $T[\mathrm{~K}]$ is temperature; that is the motion of the sites described by the Langevin equation.

When modeling the motion of holes in a GG...G sequence, we assumed the same values of the parameters as in [9]: $\alpha_{n}^{0}=0, \omega_{n}^{2} \tau^{2}=0.0001$, where $\omega_{n}^{2}=$ $K_{n} / M_{n}, \alpha_{n}^{\prime}=0.02 \sqrt{M_{n} \hbar / \tau^{3}}$ (for $M_{n}=10^{-21} \mathrm{~g}$, respectively, $\left.\alpha_{n}^{\prime} \approx 1.3 \times 10^{-4} \mathrm{eV} / \AA\right)$ ), $\tau=10^{-1} \mathrm{~s}$. The matrix elements were taken from [10], $v_{n, n \pm 1}=0.084 \mathrm{eV}$.

The scheme from [11] was used for the numerical integration of the Cauchy system reduced to a dimensionless form. In the calculations, the normalization condition was accurate to three significant figures: $\left.\left|\sum\right| b_{n}\right|^{2}-1 \mid<0.001$. The initial conditions for the site displacements and velocities were taken according to the equilibrium distribution for the specified temperature; at the initial instant of time, the charge was considered to be localized at the middle of the chain consisting of 99 sites (at the 50th site). Various values of the friction coefficient $\omega_{n}^{\prime}=\tau \gamma_{n} / M_{n}$ were considered. The results given below were obtained for $\omega_{n}^{\prime}=0.03, \omega_{n}^{\prime}=$ 0.006 (as in [9]), and $\omega_{n}^{\prime}=0.001$.

For each value, the calculation was performed for 1000 realizations at the specified temperature $T=$ 300 K for a time of 2 ps .

The coefficients $b_{n}(t)$ found in this way were used for the calculation of the mean-square hole displacement $X^{2}(t)$

$$
\begin{equation*}
X^{2}(t)=\langle\Psi(t)| n^{2} a^{2}|\Psi(t)\rangle=\sum_{n}\left|b_{n}(t)\right|^{2} n^{2} a^{2} \tag{6}
\end{equation*}
$$

where $a$ is the distance between neighboring sites $(a \approx$ $3.4 \AA$ ).

The time dependence of the mean-square hole displacement (averaged over 1000 realizations) is shown in Fig. 1 for the case of $\omega_{n}^{\prime}=0.006$ on the interval of 2 ps . In the initial part of this interval ( $<0.02 \mathrm{ps}$ ), the ballistic regime of hole motion is observed, at which $X^{2}(t) \approx t^{2}$ (Fig. 2). After $\sim 0.2 \mathrm{ps}$, the time dependence of the mean-square displacement can be considered linear. At $t \geq 2 \mathrm{ps}$, the effects associated with the finiteness of the chain under consideration become notable.

For the homogeneous chain considered in this work, the hole mobility can be found by the Kubo equation [12]

$$
\begin{equation*}
\mu(\Omega)=-\frac{e \Omega^{2} a^{2}}{2 k_{B} T}, \operatorname{Re}\left[\int_{0}^{\infty}\left\langle X^{2}(t)\right\rangle \exp (-i \Omega t) d t\right] \tag{7}
\end{equation*}
$$

where $e$ is the electron charge, $\Omega$ is the angular frequency of the alternating electric field, $T$ is temperature $(\mathrm{K}) .\left\langle X^{2}\right\rangle$ designates ensemble averaging (in our case, over 1000 realizations). In the steady-state case, the fol-


Fig. 1. Plot of the time dependence of the mean-square hole displacement on the interval of 2 ps .


Fig. 2. Plot of the time dependence of $\left\langle X^{2}\right\rangle / a^{2}$ at small values of $t$.
lowing expression follows for the mobility from Eq. (7): $\mu=e D / k_{B} T$, where $D=\left\langle X^{2}(t)\right\rangle / 2 t$ is the diffusion coefficient determined by the slope of the straight line approximating the dependence $\left\langle X^{2}(t)\right\rangle$ in the interval [0.2, 2] ps (Fig. 1). At the selected values of parameters, the hole mobility equals $\mu \cong 2.4 \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ for $\omega_{n}^{\prime}=$ $0.001, \mu \cong 2.3 \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ for $\omega_{n}^{\prime}=0.006$, and $\mu \cong$ $2 \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ for $\omega_{n}^{\prime}=0.03$. Note that the hole mobility in a homogeneous $\mathrm{G}-\mathrm{C}$ chain was found to be equal to $\mu \cong 10 \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ in [13] (on the time interval of the same order). The higher mobility value is apparently associated with the fact that dissipation was not included in the model system considered in [13].

Despite the not-too-high mobility value, the holes in DNA can be transferred for long distances, because the main mechanism of their capture in the process of transfer along the nucleotide sequence is the chemical reaction of a hole with water, whose rate is $K_{\text {reac }} \approx 10^{6} \mathrm{~s}^{-1}$ [14]. This leads to the following estimate for the distance at which a hole can be transferred before it is cap-
tured by water: $l=\sqrt{2 D / K_{\text {reac }}}$. With the use of the results obtained, we find $l \approx 5 \times 10^{4} \AA$.
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#### Abstract

A qualitative model describing the surface of rare earth metals with an uncompleted $4 f$ electron shell $(\mathrm{Ce}-\mathrm{Yb})$ and the process of thermal evaporation from this surface is proposed. The model is based on a correlation established between the energies of the lowest-lying levels of the $4 f^{N-1} 5 d 6 s^{2}$ configuration and the temperatures of equal saturated-vapor pressures of these metals. © 2003 MAIK "Nauka/Interperiodica".
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Investigation of the surface properties of metals, including the electronic structure of the surface layer, is an important field in solid state physics. A number of methods used for the investigation of solid surfaces are based on probing the surface with a particle beam or radiation. One of these techniques is associated with the photoevaporation effect that was originally reported in [1], where exposure of a sodium film to optical radiation led to an emission of neutral metal atoms that was not related to thermal evaporation. The photoevaporation phenomenon was further studied (including other metals) in [2, 3], where a similar effect was observed for a cesium film.

The photoevaporation phenomenon was characterized by the following experimental facts:
(i) The photodetachment process is associated with the presence of certain structural defects on the metal surface. These defects represent separate atoms (adatoms) that are less strongly bound to the metal surface than the surface atoms are with each other. The number $n$ of such defects, determining the photoevaporation process, depends exponentially on the temperature: $n=$ $N \exp (-E / k T)$, where $N$ is the total number of surface atoms and $E$ is the energy of formation of such defects with allowance for the entropy factor ( $200 \mathrm{~cm}^{-1}$ ).
(ii) The photoevaporation rate ( $w$ ), defined as the reciprocal time it takes for reducing the Na film thickness by half, grows with decreasing radiation wavelength (i.e., with increasing excitation energy) under isothermal conditions, linearly increases with the radiation power, and exponentially depends on the temperature as $w \sim \alpha \exp (-\Delta E / k T)$, where $\Delta E=1000 \pm$ $200 \mathrm{~cm}^{-1}$.

Based on these results, Bonch-Bruevich et al. [3] developed a qualitative model of the surface layer and proposed a mechanism explaining the photodetachment of intrinsic sodium atoms.

Matthew et al. [4] showed that electron emission from the surface of metallic calcium bombarded by inert gas ions is caused by the decay of neutral excited atoms occurring in the $3 p^{5} 3 d 4 s^{2}$ state. This result suggests that neutral calcium atoms in this excited state are present on the sample surface.

As is known, the subgroup of rare earth metals (REMs), which represent chemically identical elements, exhibits a significant scatter in the energy required for atom detachment from the surface, even for the neighbors in the Periodic Table (e.g., gadolinium vs. europium). Taking into account the results described above, we suggested that the REM surface, similar to calcium, contains neutral atoms in the excited state and that these atoms account for the evaporation process. The detachment energy of an REM atom from the surface is related to the excitation energy of these atoms $[2,3]$.

In order to check for this hypothesis, we attempted to establish correlation between the temperatures of equal saturated-vapor pressures of REMs (i.e., the energies of atom detachment from the surface) and the level excitation energies of various electronic configurations. There are many papers devoted to the search for correlations between various properties of metals and their atomic numbers (see, e.g., [5]). In REMs, such correlations were established between thermodynamic and spectroscopic properties [6, 7]. These data facilitated the search for the aforementioned correlation.

We have analyzed the data for a large number of levels belonging to various electronic configurations for both atoms and ions. The analysis was based on the data presented in [8-11]. As a result, we established that the only configuration correlated to the characteristic behavior of the temperatures of equal saturated-vapor pressures of REMs is $4 f^{N-1} 5 d 6 s^{2}$.

A plot of the temperature of equal saturated-vapor pressures ( $P_{\text {sat }}=1.0$ Torr) of REMs is given in Fig. 1.


Fig. 1. Plot of the temperature of equal saturated-vapor pressures versus atomic number in the REM subgroup ( $P_{\text {sat }}=1.0$ Torr).


Fig. 2. The energies of the lowest-lying levels of the $4 f^{N-1} 5 d 6 s^{2}$ configuration relative to the energies (taken as zero) of the $4 f^{N} 6 s^{2}$ configuration.


Fig. 3. The inverted and normalized graph of energies presented in Fig. 2, in comparison to the normalized temperatures of equal saturated-vapor pressures versus element number for four values of the saturated-vapor pressure.

Figure 2 gives the energies of the lowest-lying levels of the $4 f^{N-1} 5 d 6 s^{2}$ electronic configuration relative to the energies (taken as zero) of the $4 f^{N} 6 s^{2}$ configuration. Figure 3 presents the inverted and normalized graph of the corresponding energies, $E^{\text {norm }}=1-\left(E-E_{\min }\right) /\left(E_{\max }-\right.$ $E_{\text {min }}$ ), in comparison with the curves for the normalized
temperature of equal saturated-vapor pressures, $T_{p}^{\text {norm }}=$ $\left(T_{p}-T_{p^{\text {min }}}\right) /\left(T_{p^{\text {max }}}-T_{p}^{\text {min }}\right)$, versus element number for four values of the saturated-vapor pressure. The curves in Fig. 3 were normalized using the values of $E, E_{\max }$, and $E_{\text {min }}$ representing the level energies of an arbitrary element and the highest and lowest energies in the subgroup under consideration, respectively. The values of $T_{p}, T_{p^{\text {max }}}$, and $T_{p^{\text {min }}}$ are the temperatures of equal satu-rated-vapor pressures of an arbitrary element and the maximum and minimum temperatures among all elements of the subgroup, respectively.

The observed correlation implies that the $T_{p}$ value for any element of the REM subgroup is determined by $E_{\min }^{k}$, the energy of the lowest-lying level of the $4 f^{N-1} 5 d 6 s^{2}$ configuration of this element:

$$
T_{p}=f\left[E_{\min }^{k}\left(4^{N-1} 5 d 6 s^{2}\right)\right] .
$$

The higher the level energy, the lower the $T_{p}$ (and the energy of atom detachment from the surface). Note that Ce and Gd , for which this configuration corresponds to the ground state, are characterized by the maximum values of $T_{p}$.

Summarizing the above results, we have drawn the following conclusions:
(i) The intrinsic neutral REM atoms in the indicated states occur on the ionic surface and determine the thermal evaporation process, similar to the structural defects (adatoms) determining photoevaporation from the sodium surface $[2,3]$.
(ii) The mechanisms of the formation of structural defects in sodium and neutral atoms in the $4 f^{N-1} 5 d 6 s^{2}$ electronic state on the REM surface are identical and show thermal character.
(iii) Evaporation from the REM surface is a twostage process, involving the formation of a neutral atom in the $4 f^{N-1} 5 d 6 s^{2}$ state on the surface followed by the thermal detachment.

It should be noted that, at a saturated-vapor pressure of $P_{\text {sat }}=0.001$ Torr, most REMs (except for Gd, Nd, Pr, Tb , and Ce ) occur in the solid state, while at $P_{\text {sat }}=$ 1.0 torr only three elements ( $\mathrm{Yb}, \mathrm{Sm}$, and Tm ) remain solids. However, this circumstance does not influence the correlation presented in Fig. 3. This fact is indicative of the identical character of processes involved in the formation of atoms in the states determining evaporation from both liquid and solid phases.

An experimental verification of the model may consist in the observation that in thullium, for example, of the atomic transition line at a wavelength of 762.0 nm on the background of the continuous spectrum of the vacuum-heated sample. This line corresponds to the transition from the lowest level of the $P_{\text {sat }}$ configuration with an energy of $13119 \mathrm{~cm}^{-1}$ to the ground state. Note that this transition is allowed by the selection rules.
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[^3]:    ${ }^{2}$ The integration surface is chosen so that the sources (currents) at it can be taken to be zero.
    ${ }^{3}$ In Eq. (4), the analogous terms involving electron velocity in the field of a strong backscattered Stokes wave are omitted, because their contribution to the frequency-doubled radiation is insignificant (see below). Note also that the relatively small difference between the frequency of these terms and the pump frequency $\omega$ is hereafter ignored in the notation of the corresponding high-frequency quantities, because this difference is equal, by the order of magnitude, to the reciprocal characteristic time of the low-frequency plasma-density perturbations $n_{\Omega}(z, \rho, \varphi, t)$ that are, in fact, responsible for the SBS of the pump wave. The multipliers $1 / 2$ in Eqs. (4) and (5) appear upon the transition to the complex representation of physical quantities.
    ${ }^{4}$ As the focus is approached, the analogous condition becomes more restrictive, so that the length of this interval becomes smaller.

[^4]:    ${ }^{5}$ In the experiment of interest, the SBS process evolved starting with some initial level that appeared as a result of the pump reflection inside the chamber from the microwave absorbers covering its end wall and the adjacent surface portions of the side walls, from the walls themselves, and from various structural members inside the chamber. The angular spectrum of spurious reflection in [23-25] was rather isotropic.
    ${ }^{6}$ More specifically, it is precisely the beam central portion which is "eaten out" along the path at the nonlinear SBS stage [25]. However, one can easily verify from further calculations that this fact is immaterial for the analysis of various properties of the phenomena under discussion. Note also that, for the sake of convenience, the Cartesian coordinates with the vertical axis $x$ are also introduced in Eq. (6) and in what follows. They are related to the cylindrical coordinates by the simple expressions $x=\rho \cos \varphi$ and $y=-\rho \sin \varphi$.

[^5]:    ${ }^{7}$ The upper limit in the integral in Eq. (9) is not too significant and denoted, by convention, as $\infty$.

[^6]:    ${ }^{8}$ Up to $\kappa_{s} t \approx 1$, one can write the sign " $\approx$ " between the left- and right-hand sides of Eq. (11), while, at larger $t, n_{\Omega}^{\circ}$ increases somewhat faster than $\propto t^{2}$. Note that, at a constant amplitude $\tilde{E}_{\omega}^{\circ}=\tilde{\mathscr{E}}_{\omega}^{\circ}$ and the same $\Delta \omega,\left|n_{\Omega}^{\circ}\right|$ varies following the law $\left|n_{\Omega}^{\circ}(\rho=0, t)\right|=0.5\left|\left(V_{\omega}^{\circ}{ }_{\omega}^{2} \tilde{\mathscr{E}}_{\omega}^{\circ}\right) /\left(V_{T_{e}}^{2} E_{\omega}^{\circ}\right)\right| N_{0} \sin ^{2}\left(\kappa v_{s} t\right)$.

[^7]:    ${ }^{1}$ A positive microparticle charge can arise under rather exotic conditions, when the photoelectric effect, thermionic emission, or secondary electron emission play the decisive role in the particle charging. These processes are not considered in this work.
    ${ }^{2}$ Sometimes, complex plasmas also mean nonideal plasmas with strong Coulomb interaction (strong coupling) between microparticles, where the dusty component is in a liquid or crystalline state.

[^8]:    ${ }^{3}$ This force is often called ion-entrainment force. The latter term seems to be not perfectly correct, because this force can be directed opposite to the ion flow [10].

[^9]:    ${ }^{4}$ In the absence of gravitation, it is possible to increase materially the sizes of dusty structures and make them more homogeneous. This stipulates the exceeding importance of space experiments.
    ${ }^{5}$ Negative ions can appear in the discharge in a natural way, e.g., as a result of the erosion of polymeric microparticles that are often used in laboratory experiments and incorporate electronegative compounds in their composition. The electronegative compounds (such as water vapor, molecular oxygen, and carbon dioxide) can penetrate into the discharge from the ambient air if the air tightness of the gas-discharge chamber is broken.

[^10]:    ${ }^{6}$ One can show that only the following metastable argon and oxygen atoms and molecules make a contribution to the photochemical properties of the $\mathrm{Ar} / \mathrm{O}_{2}$ mixture: $\operatorname{Ar}\left({ }^{3} \mathrm{P}_{0}\right), \operatorname{Ar}\left({ }^{3} \mathrm{P}_{2}\right), \mathrm{O}_{2}\left(\mathrm{a}^{1} \Delta_{g}\right)$, and $O\left({ }^{1} \mathrm{D}\right)$.

[^11]:    ${ }^{7}$ Void is a cavity in the discharge central zone, where the dusty particles are absent. Void is often observed in gas-discharge dusty plasmas.
    8 It can easily be shown that the thermophoretic force comparable to the ion-drag and electrostatic forces requires the temperature gradients on the order of $10 \mathrm{~K} / \mathrm{cm}$ for a microparticle of size $1 \mu \mathrm{~m}$.

