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A general theory of dynamic similarity, which includes processes with strong disequilibrium and
considers the generalized similarity of processes, is discussed. The basic laws of the theory,
viz., the measures of action and dynamic correspondence, are formulated. A basic tool for dynamic
correspondence, viz., the object–process classifier, is proposed. An initial description of the
principal parts of the theory is given. Possible effects and the relations describing them are
indicated. © 1999 American Institute of Physics.@S1063-7842~99!00110-5#
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The theory of dynamic similarity is an irreplaceable fir
step in the analysis of processes. The existing theory1 covers
the region of moderate disequilibrium, but does not exte
directly to processes far from equilibrium, since, genera
speaking, there is no similarity between processes in
region. A generalized theory is needed wherein the fun
mental relations would be given in the form of quite gene
and simple semiphenomenological expressions that c
satisfactorily describe the processes in diverse systems.

This paper is devoted to the important problem of dev
ing a theory of dynamic correspondence covering the reg
of strong disequilibrium. Dynamic correspondence signifi
the establishment of an analogy between processes with
spect to specific characteristics: an analogy between dyn
cal equations, regimes, mechanisms, and the analytical fo
of fundamental relations. Although regularities~conformi-
ties! can serve as the most general indicators, one needs
lytical expressions in order for them to be constructive.

In this paper we combine fragmentary results: the la
principles, and methods which we derived in Refs. 2–
Laws governing measures of action and dynamic corresp
dence are formulated, and their consequences and app
tions are given. A novel tool, viz., the object–process cl
sifier, is employed to determine dynamic correspondence
to predict new effects and regularities. The general form
fundamental regularities is presented as a part of a theor
dynamic correspondence for regimes with different degr
of disequilibrium ~regular, resonant, and structural tran
tions!.

1. INITIAL POSTULATES

Processes with a broad range of disequilibrium cau
by various disturbances in diverse systems are conside
The system changes its structure during these processe
that we must treat a system/process~a dynamic system!.

a! The structure of a system is formed by structural
netic elements~SKEs! and bonds, i.e., the interactions b
tween them.

As we know, a structure has a hierarchical compositi
a first-level SKE consists of second-level SKEs, etc. A str
1121063-7842/99/44(10)/6/$15.00
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ture generally has stochastic properties, and the mean c
acteristics of the SKEs are then used. We assume th
structure hassm levels and is described by a set of para
eters

$ns ,ms ,ls ,ts ,vs ,«s ,qs%, s51,2,...,sm , ~1!

wherens is the density,ms is the mass,ls and ts are the
characteristic dimension and time of the SKEs,vs is the
root-mean-square velocity,«s is the interaction~bond! en-
ergy, andqs is the charge, as well as additional character
tics of the SKEs of the levels; theses characteristics depen
on the external conditions and intensity of the disturbanc

In the case under consideration, a structure wh
matches the scales and energetics of the process is ch
from the complete existing hierarchy as the fundamen
structure. Depending on the ranges of their values in phys
systems, the original SKEs can be elementary particles
oms, molecules, quasiparticles, fluctons of various kinds,
various macroscopic formations.

The structure determines the basic properties of a
namic system and is reflected in the dynamic equations
the case of the classical, weakly nonequilibrium theory,
structure is represented by kinetic coefficients. For a stron
nonequilibrium theory, or superhydrodynamics,7–9 as a con-
sequence of the structural conditionality the equatio
contain nonlinear functional relations with delay an
nonlocality.

b! To study and compare processes in different syste
we must have a set of suitable, fairly universal action m
sures, which define the dynamic state of the system. Su
set is obtained on the basis of the set of macroscopic qu
tities appearing in the general dynamic equations$an(x,t)%
~Refs. 7 and 8! using reliable structural characteristics of th
dynamic system. In this case suitable complexes are form
with consideration of the natural conditions: positivity, a te
dency to rise as the action factor increases, and ‘‘normal
tion to the transition.’’

The action measures are the ratios between the ac
factors g(x,t) and the corresponding characteristics of t
system, i.e., the structure factorss@g#,
9 © 1999 American Institute of Physics
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G5
g

s@g#
: An5Uan2an0

ans
U:

C5Urn2rn0

rns
U, V5Uun2un0

uns
U,

E5Uen2en0

«s
U, N5Uėn2ėn0

«̇s
U,

J5U j n2 j n0

j ns
U, F5U f n

f s
U,..., ~2.1!

H5tsu] t ln uani , L5lsu]x ln uani ,..., ~2.2!

wherean0(x,t) are the defining parameters of the compa
son process;ans(x,t) are the corresponding structural cha
acteristics;rn are the densities;un are the velocities;en , ėn ,
and f n are the energies, powers, and forces of the disturba
acting on the SKEs;j n are the fluxes ofan ; «̇s/ts ; j ns

;vnsans ; and f s;msvs /ts .
The special disturbance regimes, i.e., resonances

structural transitions, are taken into account by employ
action measures of the form

RG5(
m

bm

F11km
6S G2Gmc

Gmc
D gm

6G , ~3!

where Gmc are the threshold values ofGm and the super-
scripts 6 indicate values to the right and the left of th
threshold~for resonances without a qualitative change in
structurekm

25km
1 andgm

652!.
The quantities defined by~2! and ~3! should be used

together with the action and structure factors calculated r
tive to the original structure

G0~x,t !5
g

s0
, S5

s@g#2s0

s0
, s05s@0#. ~4!

The quantities defined by~1!–~4! make up the complete
set of action measures.

The active action measures~2.1!, to which the arrival or
escape of resource quantities~mass, momentum, and energ!
are related, and the scaling action measures~2.2!, which
specify the relations between internal and external temp
and spatial scales, can be separated according to the natu
the action factors.

It should be pointed out that the use of an action meas
permits consideration of a more extensive list of refere
systems and processes than within the degree of disequ
rium, which measures the deviation from quasiequilibriu
This circumstance is of great significance for processe
chemistry and biology, as well as for disturbances acting
structural transitions. For example, according to a basic
of living systems,10 external disturbances diminish the di
equilibrium inherent to them~the action measure increase
and the disequilibrium decreases!. Determination of the dis-
equilibrium for complete transfer through a membrane
instructive.11

The meaning of this part of the theory can be sta
concisely as the action measure law: ‘‘the result of a dis
-
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bance acting on a system reflects a set of universal ac
measures; each action measure reveals a mutual conditi
ity between structure and action.’’

A variant of the action measure law for biological sy
tems is the initial level law.12

c! The complete, universal set of action measures
the system of laws in Refs. 2–7 serves as the fundame
law of dynamic correspondence: ‘‘processes in diverse s
tem have something in common, whose composition and
tent are determined by the system of action measures.’’

With consideration of the dependence of action m
sures on structure, this law can be regarded as a dyna
generalization of the familiar equilibrium law of the simila
ity of structure and properties~Mendeleev’s periodic law,
Vavilov’s law of homologous series, etc.!.

The dynamic correspondence principle, which points
characteristics and methods for comparing processes, sh
be used to constructively compare processes. The basic c
acteristics are: the similarities of equations, regimes, fu
tional relations of the defining parameters, mechanisms,
effects. The basic method for revealing dynamic corresp
dence is object–process classification.

d! This method is implemented by an object–proce
classifier, which is an ordered system of concentrated in
mation on classes of objects, possible processes cause
disturbances of various kinds, and their regularities. For
jects in physics with one disturbance and three action m
sures~the amplitudeA and the scalesH andL! the object–
process classifier has the form of a table with an axis
object classes~..., molecules, fields, gases, etc.! and two axes
for the action measures, viz.,A andH.L.

The dynamic density of the object–process classi
contains fundamental information from the following area
the equilibrium structure and properties of each class of
jects (G50), thermodynamics (A,1,H50), classical hy-
drothermoelectrodynamics (A,1,H,0.2), synergetics (A
<1,H,0.2), superhydrodynamics (A<1,H,10), reso-
nance regimes (A,0.2,H51), structural transitions (A
51), anomalous regimes (A0*1), hydrodynamics-2,
synergetics-2, etc. The areas with the number 2 contain
namic systems obtained from the systems indicated as a
sult of an above-threshold disturbance; for examp
‘‘hydrodynamics-2’’ refers to the theory of turbulized o
boiling liquids.

The concentrated information on the processes inclu
the fundamental effects controlling the laws and regulariti
as well as the form of the equations.

An object–process classifier, being a kind of dynami
analog of the periodic table, has some significant propert
We first note the universal classification property, which
tablishes the correspondence between classes of proc
and orders the regimes of processes. An instructive exam
is provided by an analysis of the electrospraying of liquids13

The prognostic property, which permits the prediction
new effects and regularities, is important. For example, i
possible to predict the variety of effects of a structural tra
sition ~in particular, of structural transitions of fields!,
anomalous effects, and ‘‘windows of quasiequilibrium
~Ref. 14!.
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It can be stated on the basis of the prognostic prop
that the phenomenon of anomalous relaxation discovere
gases15 also occurs in liquids and solids.

Using the principle of dynamic correspondence a
object–process classification, we can characterize the sy
getics and superhydrodynamics of a multinucleon nucleu
macromolecule, and a field.

2. PROPERTIES AND EFFECTS OF STRUCTURAL
CONDITIONALITY

Let us consider some significant properties of dynam
correspondence and effects which are determined by
structure.

a! The form of the action measures~2! leads to severa
useful conclusions. An equality between the action meas
for processes with the same action factor in two systems~or
modifications of a single system! signifies their complete
correspondence, i.e., similarity:

G15G2 , ~5!

g1

g2
5

s1@g1#

s2@g2#
;

s101s11g1

s201s21g2
. ~6!

The latter correspondence goes over to an equality w
g1;g2→0. It follows from ~5! and ~6! that a small distur-
bance can produce an identical result in a system havin
proportionally smaller structure factor. Smaller values of
structure factors~velocities of sound, binding energies, reci
rocal relaxation times, and structural dimensions! correspond
to dynamic states in which the system has a large numbe
degrees of freedom.

According to ~2!, for equal values ofg, dynamic sys-
tems with a larger number of degrees of freedom are far
from equilibrium. This conclusion accounts for the increas
disequilibrium of a gas of excited particles, a turbulent l
uid, and polymer systems.

In the limit of smallG it is expedient to compare differ
ent systems using the ‘‘potential disequilibrium’’ measu
s125s20/s10 ~5!, which has an obvious relationship to th
number of degrees of freedom and complexity of the syst
Essentially this measure was used to classify liquid medi
Ref. 8.

b! The condition that the action measures be ‘‘norm
ized to the transition’’ means that the equality ofG to unity
reflects the law of the quality boundary and defines it:

gc's@gc#: Dr'rc , Du'vs ,

De'«s , D j ' j s ,...; ~7!

u] t ln Dau'1/ts , u]x ln Dau'1/ls ,... . ~8!

The first condition in~7! defines a concentration qualit
boundary—a phase transition, an ignition boundary. The s
ond condition, involving the sound velocityvs , corresponds,
as we know, to the appearance of shock waves. The t
condition signifies disintegration of the SKEs of levels:
fragmentation, dissociation, and anomalous relaxation.2 The
fourth condition indicates the critical flux, the attainment
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which is accompanied by the formation of a new structu
particularly, a dissipative structure, which can be treated
synergetics.

The first condition in~8! corresponds to frequency reso
nance; with consideration of Le Chatelier’s principle, it al
gives the simple relaxation equationdtDa52Da/ts . The
second condition indicates the wavelength with the grea
relative absorption. These conditions can be regarded as
timates of parameters of the structures formed as function
the rate or gradient of the disturbance. For example, whe
melt is cooled at the rate

U] t lnU T2Tc

Tc
UU,

whereTc is the solidification point, the first condition give
an estimate ofls for the SKEs formed:

ls.vs /u] t ln DTu, ~9!

wherevs is the velocity of the solidification boundary.
The gradient analogs of the velocity and power act

measures were not listed among the action measures~2!;
they are obtained by multiplying the action measure~2.1! by
the gradient action measure~2.2!. For example, the condition
for the appearance of turbulence has the form16

Vy /Ly5
y
*
2

n

dvx~y!

dy
'1, ~10!

where y* is the distance from the wall in the transver
direction to the flow toward the region where turbons a
generated.

c! The structural characteristics determining the act
measures are adequately represented in the expression
nonequilibrium kinetic coefficients. When included in th
theory of dynamic correspondence, the general express
for the nonequilibrium kinetic coefficients8,9 make it possible
to reveal the correspondence of nonequilibrium kinetic co
ficients, to determine structural characteristics, and to p
out numerous structural kinetic effects.

We use the general expressions for the nonequilibri
viscosity and conductivity9 and obtain the corresponding ap
proximate relations

h;
mevT

se~12g!FZ111
t2

t1
1F G ,

s;
nqq2

nmqvTse@ ...#
, ~11!

where

t15~nevTse!
21, g.pl2

3ne ,

Z[z1 ikV, F5 t1f /m1vT ,

andse(T,F);T2r is the collision cross section of the SKE
As is clear from~11!, the features of the behavior o

these coefficients are stipulated by the features of the st
tural characteristics. These features can be significa
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smaller or greater values~in comparison to the mean valu
for a given class of systems!, as well as abrupt change
~jumps! in the characteristics.

For example, the tendency of the collision frequency
approach zero at high energies leads to a decrease in
relaxation rate in proportion to exp(2t/ts)

a, where a,1
~Ref. 17!. Such a ‘‘protracted’’ exponential function de
scribes relaxation in disordered systems~glasses!.18

In the case of shock waves there are data indicating
abrupt increase in the relaxation time~during an overall de-
crease! as the shock-wave velocity rises.19 According to this
feature, the corresponding regime foru'9 km/s in air
should be considered anomalous. It is close to the instab
regime of shock waves indicated in Ref. 20.

Abrupt variation of the mass of the SKEs causes vari
nonequilibrium effects. For example, rapid dissociation o
gas leads to a decrease in viscosity according to~11!: h
;m1/3. The Gunn effect is known to be caused by an abr
increase in the effective massm(E) at E.Ec .

3. GENERAL SIMILARITY OF NONEQUILIBRIUM RELATIONS

The principle of dynamic correspondence and the g
eral expressions of the defining relations8,9 can be used to
discuss the similarity of the form of fundamental nonequil
rium relations over a broad range of variation of the act
measures. We shall consider fundamental relations which
flect the reaction of a system to disturbances: the respons
the system and the relaxation, transport, and resistance
tions ~laws!:

Ra5Fa@G#, G5~A,H,L,F !, ~12!

whereFa@ .# are nonlinear operators of the functional typ
whose general expressions were given in Ref. 8.

a! For small action measures (G,0.2) relations~12!
take the form of the linear relations

DRa5Fa@G#2Fa@0#.(
b

KabG0b . ~13!

These relations are suitable for any systems and desc
the linear response, Ohm’s law, Fourier’s law, Stokes’ la
etc. The susceptibility coefficients in~13! are determined by
the structural characteristics of the systems at equilibrium

In the case of small disturbances (G0!1) acting on
strongly nonequilibrium states, for example, on a structu
transition, relations~12! take the~scaling! form

DRa.(
b

KabG0b
r b , r b,1. ~14!

b! for regimes withGA,0.2 andH, L.0.3 the relations
~12! reduce to linear functionals, i.e., convolutions in tim
and space, which take the following form in the Laplac
Fourier representation

DRa.( Kab~z,k,P!Gb~z,k!, ~15!

wherez→ts] t5H and ik→ls¹5L.
Expressions for the nonequilibrium susceptibiliti

Kab(z,k) have been obtained in a form suitable for co
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structing a semiphenomenological theory for a gas and az
and k ~Refs. 8 and 9!. We note that the derivation of th
asymptotic relations foruz,ku@1, which are needed for con
structing effective broad-range interpolation expressio
was the main result of that work.

c! We point out the asymptotic nature of nonequilibriu
kinetic coefficients. As follows from an analysis of a seri
of problems, we have

K~z,ik !.
c11 ic2

c3z11a1uku11g , ~16!

whereua,gu,0.5 ~as a rule!.
In the case of a linear theory without structural tran

tions,a5b50 ~Refs. 8 and 9!. For type-II superconductors
g50 in the stationary case~failure to take the modulus ofk
in Ref. 21 leads to an incorrect form of the field penetrati
constant!.

d! Using the correspondencek→L, we can apply the
result ~16! to the nonlinear case. In the problem of simp
shear22 the shear viscosity has the form

h5cUl1

v1
]yuxU2 4/3

, i.e. g5
1

3
.

In the theory of turbulence constructed on a rational basi
Ref. 23, where Re;106, the turbulent viscosity decrease
with increasing values of the gradient action measure~whose
form was obtained! with an exponent equal to 2/3, i.e
g52(1/3). The familiar Ka´rmán phenomenological theory
givesg50 for Re.108.

e! Fairly universal expressions for action measures of
active type can be obtained only with confinement to
stability limit of the structure. In particular, for the condu
tivity in a constant electric field, the following relation i
obtained from the general expression whense

;(vT /v0)22s andne5const~Ref. 24!:

s~F !.cF2(11g). ~17!

If the structural-transition boundaries are separated c
siderably (G01!G02!G03,...), on ageneral basis we obtain

K~G!;cnG0
2(11gn) , ~18!

whereugn<1u.
The converse of this result is also true, i.e., a conclus

that a structural transition exists can be drawn on the b
of a significant change in the power over a small range
values ofG0 .

f! It would be of interest to describe regimes correspo
ing to GA0,1.3, GA&1, and H, L,0.2. Fairly universal
relations were given for this region in Ref. 5, and a series
concrete problems was treated on their basis.

Within the theory of dynamic correspondence it is exp
dient to use the following more general and fairly simp
interpolation expression, which has been reconciled with
the laws of disequilibrium, the reactions of systems, and
regularities of structural transitions:2–6

F~x!5
b3x31b2x21b1x1b0

c3x31c2x21c1x1c0
[

B~x!

C~x!
, x5G0 . ~19!
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This single-factor expression with seven parameters
scribes the principal regimes: linear variation, nonline
~monotonic! variation, resonance, and second- and first-or
structural transitions. It is suitable for diverse systems~from
atomic to cosmic! and has been tested on tens of problem

Relation~19! can be simplified for each of the regime
by setting the appropriate coefficients equal to zero and
signing specialized forms to others. For example, for re
nance we haveb35b25b15c350, c1522xcc2 , and c0

5c2xc
21«2, wherexc and« are parameters of the Lorentz

ian.
The features of the behavior of the functions reflect

ros of the derivative, which are determined for~19! by the
numerator:

F8~x!5
(n50

4 dnxn

C2~x!
[

D~x!

C2~x!
,

d45b3c22b2c3 , d352~b3c12b1c3!,

d253~b3c02b0c3!1b2c12b1c2 ,

d152~b2c02b0c2!, d05b1c02b0c1 . ~20!

In the general caseF(x) is nonmonotonic, and the equa
tion D(x)50 has two or four real roots. If there are fou
positive roots,D(x) is represented in the form

D~x!5d4 )
n51

4

~x2xn!, xn.0.

In the case where the roots are fairly separated, they
approximately equal to

xn'2
dn21

dn
, ~21!

wherexn are the boundaries of two consecutive first-ord
structural transitions.

It follows from the positivity ofF(x) that

d0,2,4.0, d1,3,0→b3c2.b2c3 , b3c1,b1c3 . ~22!

Such constraints simplify selection of the parameters
If two roots coincide, we have a second-order structu

transition or a critical point~and the corresponding con
straints on the parameters!. In the case ofc35b050, for two
linear regimes withx!1 andx.xm , wherexm is the maxi-
mum root, under the conditionb1 /c0.b3 /c2 the suscepti-
bility of the system increases as a result of the structu
transition ~or decreases under the reverse condition!, and it
can be stated that we have an activating~or deactivating!
structural transition. The foregoing partial analysis dem
strates the favorable possibilities of using~19!.

g! The overall functional form of the defining relation
obtained on the basis of operator expressions8 in accordance
with the principle of dynamic correspondence has the fo
e-
r
r

.

s-
-

-

re
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Jn@G#5 (
l ,s,m

E
0

t

dt8E dx8wnm
ls ~Dt,Dx;G,G8!

3expF2Hnm
s S uDtu

tnm
s ~G8! D 2Lnm

l S uDxu
xnm

l ~G8! D GGm8 ,

~23!

whereDt5t2t8, Dx5x2x8, G8[G(t8,x8), andw, H, and
L are functions, whose behavior can be indicated for sm
and large values of the arguments.

The principle of dynamic correspondence in~23! means
that the specialized forms of this expression should co
spond to all existing theoretical and experimental data. S
correspondence can be demonstrated for all the regimes
sidered above. However, a large amount of experime
data, particularly on the dynamics~rheology! of polymers,
must be compared and described using the functional r
tion ~23!.

4. DISCUSSION OF RESULTS

The results of the present work and our preced
studies2–8 permits expansion of the theory of dynamic sim
larity presented in the notable monograph by S.
Kutateladze1 and inclusion of processes far from equilibriu
in the analysis. We shall briefly discuss the principal theor
of dynamic correspondence, comparing the results of
work and the material in Ref. 1. Such a comparison is v
instructive and fruitful. As we know, a theory is made up
four parts: regularities, models, methods, and demonstra
problems. The main problem in the theory of dynamic c
respondence is to find some common ground in the diver
of processes and to reflect that common ground by mean
functional relations.

1! The conventional foundation of the theory of dynam
correspondence consists of the postulate of the unity of
ture, a system of laws and regularities,2–7 other known laws,
and the principle of invariance of the form of the fundame
tal relations with respect to the system of measure. The
ditional foundation of dynamic similarity in the form of th
familiar equations of hydrothermoelectrodynamics, whi
describe moderately nonequilibrium processes, was use
Ref. 1.

2! The models of the theory of dynamic corresponden
cover very general mechanisms of processes, as well as
lytical models for describing processes. The general mec
nisms of processes with moderate disequilibrium are p
vided by synergetics. Analytical models are obtained from
dimensionality analysis, asymptotic relations of the p
cesses, and fairly general expressions like those in Se
which have been reconciled with the system of laws. T
forms of analytical models of various kinds were given
Ref. 1. In particular, the relation for the thermal conductiv
of metals given by~13! and~17! is consistent with~19! when
b35b25b050, b153, c25c150, c352, and c051. We
note that the occurrence of a structural transition atl̄max,
T̄'1 can be concluded from the correspondence betwee
structural transition and an extremum on a defining relati
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3! The methods of the theory of dynamic correspo
dence were partially described in Ref. 1. The principal t
for defining the general nature of processes is the obje
process classifier presented in Sec. 1 d. A suitable metho
analytical description is to obtain an increasingly more g
eral form of the fundamental relations, which is reconcil
with the laws. Examples of such an approach are provided
Eqs.~19! and ~23!.

4! A comparison of the general model of structure us
in Refs. 2–7 and the arguments for choosing a structure
well as the examples of such choices in Ref. 1, attests to
closeness of understanding this question and the expedi
of applying a general model to the theory of dynamic cor
spondence.

5! Numerous, very interesting demonstration models
the theory of dynamic correspondence were given in Ref
They have been supplemented by the problems consider
Refs. 2–9. The fruitfulness of the two approaches beco
clearly evident in the example of the problem of a boili
liquid1 considered from the standpoint of describing a str
tural transition.5
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Features of the bremsstrahlung accompanying collisions with a hydrogen atom
in an excited state
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The features of the bremsstrahlung appearing during a collision of a fast charged particle with a
hydrogen atom~or hydrogenic ion! in an excited state are investigated. It is shown that the
emission spectrum of photons with energies greater than the ionization potential of a given excited
state~except the 2s state! displays narrow lines, which are caused by de-excitation of the
atom in an intermediate state. It is demonstrated that the scattering of a charged particle on an
excited hydrogen atom produces a feature which is not observed in the case of scattering
on a ground-state hydrogen atom. Expressions are obtained for the generalized dynamic
polarizability of the hydrogen atom and hydrogenic ions in the 1s, 2s, and 3s states. A
method is developed for deriving expressions for the generalized dynamic polarizabilities of other
excited states through the use of the Coulomb Green’s function and representation of the
electronic wave function in terms of the differentiation of the generating functions of Laguerre
polynomials. The bremsstrahlung cross sections for electrons and positrons colliding with
hydrogen atoms in the 1s, 2s, and 3s states are calculated. ©1999 American Institute of
Physics.@S1063-7842~99!00210-X#
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INTRODUCTION

In this paper the bremsstrahlung cross sections for
charged particles, i.e., electrons and positrons, colliding w
a hydrogen atom in the ground state and in an excited s
are calculated and compared with one another. The de
dences of the cross sections of the process on the frequ
of the photon emitted and the projectile velocity are inve
gated. Allowance is made for two principal mechanisms
photon emission, viz., ordinary1,2 and polarization brems
strahlung, which appears as a result of dynamic polariza
of the target atom by the electric field of the projectile.3–5

The important role of the interference of the two bremsstr
lung mechanisms is demonstrated.

The polarization bremsstrahlung accompanying the c
lisions of electrons, positrons, and protons with hydrog
atoms in the ground state was considered in Ref. 6–8. T
paper examines the role of the polarization bremsstrahl
mechanism during collisions of charged particles with hyd
gen atoms in excited states in detail. It is shown here
there are significant differences in the behavior of the bre
strahlung following the transition from the ground state
the target to excited states.

The contribution of the polarization bremsstrahlung,
well as the interference term in the cross section, are ca
lated using the Coulomb Green’s function. The wave fu
tions of the initial and final states are obtained by differe
tiation with respect to a parameter of a simple genera
function.9 This procedure yields closed expressions for
dynamic response of a target atom for an arbitrary princ
quantum number. The atomic system of units (ueu5\5me

51) is employed in this work.
1131063-7842/99/44(10)/6/$15.00
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BREMSSTRAHLUNG CROSS SECTION DURING THE
COLLISION OF A CHARGED PARTICLE WITH A
HYDROGEN ATOM OR A HYDROGENIC ION

Let us consider a collision of a charged particle havin
momentump and an energy«1 with a hydrogen atom in the
ground or excited stateu j &. The collision results in the emis
sion of a photon with a frequencyv, and the energy and
momentum of the projectile become equal to«2 and p8,
while the state of the target atom remains unchanged.
differential bremsstrahlung cross section fors states in the
Born dipole approximation with consideration of the cont
butions of the ordinary and polarization mechanisms is
scribed by the formula3

d4s

dvdqdVk
5

4

3

v3

pc3v2q UZ2Wj~q!

mv2 1ea j~v,q!U2

3$12P2~cosuq!P2~cosuk!%. ~1!

Herev is the frequency of the photon emitted,v is the pro-
jectile velocity,c'137 is the speed of light,q5up2p8u is
the momentum transferred during the collision,Z is the
atomic number the target atom,e is the projectile charge~for
an electrone521!, m is the reduced mass of the projecti
and the target atom,uk5kp̂ is the angle between the photo
escape direction and the direction of motion of the project
cosuq5cosqp̂5(2v1q2)/2vq, P2(x) is a Legendre poly-
nomial,Wj (q) is the form factor of the state of the atom wit
the set of quantum numbersj , Wj (q)5*dVeiq•ruF j (r )u2,
anda j (v,q) is the generalized dynamic dipole polarizabili
of the atom:
5 © 1999 American Institute of Physics
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a j~v,q!52
i

q (
f

F ^ j ue2 iq•ru f &^ f ur•nqu j &
v2v f j1 i0

2
^ f ur•nqu f &^ j ue2 iq•ru j &

v1v f j1 i0 G , ~2!

wherev f j5Ef2Ej are the frequencies of the transitions b
tween states with the energies« f and« j .

Integrating~1!, we obtain the spectral dependence of t
cross section

ds

dv
5

16

3

v3

c3v2 E
qmin

qmax dq

d UZ2Wj~q!

mv2 1ea j~v,q!U2

, ~3!

where

qmin5mvS 12A12
2v

mv2D , qmax5mvS 11A12
2v

mv2D .

~4!

In the cross sections~1! and~3! the term proportional to
(Z2Wj (q))/mv2 describes ordinary bremsstrahlung, a
the term proportional toea j (v,q) describes polarization
bremsstrahlung. Since the numerator in the ordinary bre
strahlung amplitude contains the reduced massm, the ordi-
nary bremsstrahlung mechanism is suppressed in the ca
a heavy projectile, such as a proton. In the case of a collis
of an electron or a positron, the two bremsstrahlung mec
nisms make contributions of the same order of magnitude
this case the recoil of the electron~positron! following the
collision has a significant influence on the limits of the ran
of momentum transfersqmin andqmax at v;v2/2, while the
recoil can be neglected for a heavy particle in this freque
range.

CALCULATION OF THE GENERALIZED DYNAMIC DIPOLE
POLARIZABILITY OF THE HYDROGEN ATOM IN AN
EXCITED STATE USING THE COULOMB GREEN’S
FUNCTION

The formulas presented above show that the behavio
the total bremsstrahlung cross section is determined by
generalized dynamic polarizability. For many-electron ato
obtaining the generalized polarizability is a complex probl
requiring a numerical calculation.5,10 An analytical solution
of this problem is possible for hydrogenic systems. In
present work we use one of the representations of the C
lomb Green’s function to calculate the generalized dyna
polarizability. The use of Coulomb units enables us to ea
extend the results obtained to the case of hydrogenic i
Other methods, such as the Sternheimer method,11 can be
used to obtain the generalized polarizability. We used
Coulomb Green’s function in the coordinate representat
but similar calculations can be performed using other rep
sentations of the Green’s function, for example, the mom
tum representation.12

The proposed method for calculating the generalized
namic polarizability of hydrogen can, in principle, yie
closed analytic expressions for the generalized polarizab
of a state with any principal quantum number. The idea
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the method is to represent the radial wave functions of
hydrogen atomRnl by differentiating a generating functio
of Laguerre polynomials:9

Rnl~r !5
2l 11

nl 12AG~n2 l !G~n1 l 11!

3
dn2 l 21

dtn2 l 21 F r le2lr

~12t !2l 12GU
t50

, ~5!

wherel51/n3(11t)/(12t).
Such a representation of wave functions is conveni

for calculating matrix elements and, thus, the polarizabi
~2!, since it permits performing the differentiation operatio
after calculating the radial integral in the matrix elemen
and thereby significantly simplifies the entire calculatio
Actually, matrix elements which containr le2lr instead of
the radial wave functions of the hydrogen atom must be c
culated. The final result for various states is then obtained
differentiating the expression obtained different numbers
times.

This method is especially convenient if the differenti
tion with respect to a parameter is carried out by a p
grammed procedure~we used theMATHEMATICA software
from Wolfram Research!.

We now show that the sum of the matrix elements sh
ing the polarizability can be expressed in terms of a se
hypergeometric functions. Using the dispersion represe
tion of a Green’s function, we write the polarizability in th
form of a sum of two terms

a j~v,q!5X~Ej1v,q!1X~Ej2v,q!, ~6!

where

X~E,q!52
i

q
^ j ue2 iq•r1G~r1 ,r2 ;E!r2•nqu j &.

We next utilize the expansion of the Green’s function
spherical waves:

G~r1 ,r2 ;E!5(
lm

Gl~r 1 ,r 2 ;E!Ylm~n1!Ylm* ~n2!, ~7!

where for the Green’s function of the radial Sternheim
equation we use the representation13

Gl~r 1 ,r 2 ;E!5
2i

Ar 1r 2

~21! l 11E
1

` dj

Aj221
S j11

j21D in

3J2l 11~2kAr 1r 2Aj221!eikj(r 11r 2),

k5A2E, n5
1

k
. ~8!

This representation is formally valid forE.0. However,
it can be continued analytically into the regionE,0. We
perform analytical continuation in the final expressions af
expressingX(E,q) in terms of hypergeometric functions.

Let us consider the case ofl 50, which corresponds to
the selection ofs states of the hydrogen atom in the initi
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and final states of the process, in greater detail. In this c
after integration over the angles, the matrix elementX(E,q)
can be written in the following form:

X~E,q!5
4

n5G2~n!
D̂1D̂2M . ~9!

Here the differentiation operators are defined by the exp
sion

D̂mf ~ tm!5
dn21

dtm
n21 F f ~ tm!

~12tm!2GU
tm50

, m51,2, ~10!

and the radial integral can be represented in the follow
form after integration overr 1 andr 2 and replacement of the
variable:

M529ik3E
0

1

dt ~12t!t12 in
by2axt

@~by2axt!21q2~y2xt!2#3

229ik5E
0

1

dtt22 in
5~by2axt!22q2~y2xt!2

@~by2axt!21q2~y2xt!2#4 , ~11!

wherea5l11 ik, b5l12 ik, x5l21 ik, andy5l22 ik.
If q50, the integral~11! reduces to the definition of a

hypergeometric function. This case corresponds to the lim
ing transition of the generalized polarizability to the dynam
analog. As a result, we obtain a fairly simple expression
X(E,0) in terms of two hypergeometric functions

X~E,0!5
211

n5G2~n!
D̂1D̂2F ik3

b5y5~22 in!~32 in!2

3F1S 5,22 in;42 in;
ax

byD2
5ik5

b6y6~32 in! 2

3F1S 6,22 in;42 in;
ax

byD G . ~12!

The dynamic dipole polarizability is obtained by subs
tuting ~12! into ~6!.

If qÞ0, the integral~11! can also be represented in term
of hypergeometric functions by expanding the integrands
partial fractions. However, the expression obtained is fa
cumbersome; therefore, its explicit form is presented in
Appendix.

FEATURES OF THE GENERALIZED DYNAMIC DIPOLE
POLARIZABILITY OF EXCITED STATES OF HYDROGEN
ATOMS

Let us analyze formula~2!, calling the first term in the
square brackets termA and the second termB. We first
consider the frequency dependencea j (v,q). For the inter-
mediate statesu f & in the discrete spectrum we haveEf,0. If
Ef is greater than the energy of the initial and final statesEj ,
i.e., if v f j.0, term B behaves monotonically as the fre
quencyv increases, while termA exhibits a resonance in
crease near the polev→Ef2Ej . Polarizability poles corre-
spond to a real process, in which, as the hydrogen a
interacts with the projectile, it is excited to the intermedia
state u f & and then returns to the initial stateu j & with the
emission of a photon. The divergence of the polarizability
e,
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t-
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y
e

m

s

eliminated by introducing the imaginary additioniG i , where
G i is the width of the level, into the energy denominator.
this paper we shall consider only values ofv for which the
condition v2(Ef2Ej )@G i holds. Because the radiatio
width G i is small, this condition holds up to frequencies ve
close to the polarizability poles.

If the initial stateu j & of the hydrogen atom is the groun
state, some intermediate statesu f & satisfy the inequality 0
.Ej.Ef , i.e., v f j,0. When this condition holds, termA
behaves monotonically asv increases. Conversely, termB
undergoes a resonance increase atv→Ej2Ef . This diver-
gence also corresponds to a real process, in which a hy
gen atom initially in an excited stateu j & is de-excited with
the emission of a photon and then returns to the origi
excited state when it interacts with a projectile. In this ca
the excited state of the hydrogen atom satisfies the cond
I[2Ej,Ej2Ef , i.e., the polarizability polev5Ej2Ef is
above the ionization thresholdI of the respective excited
stateu j &.

Thus, the frequency dependence of the polarizability
poles, which correspond to real excitation and de-excitat
processes of an atom in an intermediate state. Also, the p
corresponding to de-excitation processes lie above the
ization potentials of the corresponding excited states. Th
fore, the polarization bremsstrahlung spectrum genera
during a collision with an excited hydrogen atom should d
play narrow lines not only below, but also above the ioniz
tion potential of the excited state under consideration. T
only exception is the 2s state, since dipole transitions wit
de-excitation are forbidden for this state by the select
rules.

Figure 1~a! shows the polarizability of the 3s state of the
hydrogen atom near the frequency corresponding to thes
→2p transition. It is seen that the real part of the polar
ability has a clearly expressed pole character. The imagin
part is described only by termA and decreases monoton
cally with increasingv.

Let us move on to an analysis of the contribution
intermediate states with an energyEf.0 to a(v,q). Ac-
cording to the asymptotic form of the wave functions of t
intermediate state, the product of two rapidly oscillati
functions of the typese2 iqr and eikr , wherek is the wave
vector of the electron in the intermediate state, appears in
matrix element̂ j ue2 iq•ru f & at fairly large values ofEf and
q. Whenq5k, i.e., whenEf5q2/2, the oscillations of the
functions in the integrand are mutually compensated, and
a result, the matrix element has a maximum as a function
q in the vicinity of the pointq5k. Whena(v,q) is calcu-
lated and the integration over the energy of the intermed
stateEf is carried out, the states withEf;q2/2 make the
main contribution. Due to the small value of the energy d
nominator, this leads to the appearance of a feature in
generalized dynamic polarizability at

v'
q2

2
1I . ~13!

The region of mutual compensation of the exponen
functionse2 iqr and eikr is determined by the radius of th
initial state. As the radius of the state increases, the fea
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~13! becomes more pronounced. This conclusion is c
firmed by our calculations. The feature~13! is scarcely no-
ticeable in the case of the 1s state and intensifies upon tran
sition to the 2s and 3s states.

Let us now consider the dependence of the general
polarizability on the momentum transferq. An important
feature of the excited states of the hydrogen atom is
considerable inhomogeneity of the spatial distribution of
electron charge. This leads to the appearance of zeros in
Fourier transform of the charge density, i.e., in the form f
tor. It can be shown that the form factor of thes states of the
hydrogen atom is described by a rational function ofq2 and
that this function does not have zeros only in the case of
1s state. In the limit of large photon frequencies,v@I , the
polarizability of an atom is proportional to its form facto
a j (v,q)}2Wj (q)/v2. Therefore, the nonmonotonic beha
ior of the form factor as a function ofq also leads to non-
monotonic behavior of the generalized polarizability as
function of q.

Figure 2 illustrates the dependence of the polarizabi
of the 2s state on the momentum transferq. The solid heavy
line shows the dependence of the real part of the genera
dynamic polarizability on the momentum transferq at a fixed
frequencyv52.14. The real part of the polarizability ha
two maxima in the intervalqP@0.5,3.5#. The first appears

FIG. 1. a—Dependence of the generalized dynamic polarizability of thes
state of the hydrogen atom on the photon frequencyv near the polarizability
pole at v5E3s2E2p55/72 for a fixed momentum transferq50.001:
1—real part of the polarizability,2— imaginary part of the polarizability,
vertical line—position of the pole of the real part of the polarizabilit
b—Spectral dependence of the bremsstrahlung cross section for elec
and positrons impinging on hydrogen atoms in the 3s state and a projectile
velocity v54: 1 ~heavy line!—total bremsstrahlung cross section for ele
trons, 2—total bremsstrahlung cross section for positrons,3—polarization
bremsstrahlung cross section,4—ordinary bremsstrahlung cross section.
-

d

e
e
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e
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because of the nonmonotonic behavior of the form fac
The form factor of the 2s state divided by minus the squar
of the frequency is represented by the dashed curve.
second maximum is a manifestation of the feature descri
above, which appears atv'q2/21I . Curve2 shows the be-
havior of the imaginary part of the dynamic polarizabilit
The feature at the point~13! is also manifested in the irregu
lar behavior of the imaginary part of the polarizability as
function of q.

RESULTS OF A NUMERICAL CALCULATION OF
BREMSSTRAHLUNG CROSS SECTIONS

The results of a numerical calculation of the total cro
sections of the bremsstrahlung appearing when light char
particles~electrons and positrons! are scattered on an excite
hydrogen atom are shown in Figs. 1, 3, and 4.

Figure 1~b! presents the spectral dependence of the cr
section of the bremsstrahlung formed during collisions
electrons and positrons with a hydrogen atom in the 3s state.
The range of photon frequencies contains the polarizab
pole corresponding to the 3s→2p transition. The energy of
this transition is greater than the ionization potential of t
3s subshell. Thus, the fact that the generalized polarizab
has a pole above the ionization potential leads to the app
ance of a narrow line in the bremsstrahlung spectrum.
note that the interference term in the total cross section of
process is proportional to the real part of the polarizabili
which changes sign as it passes the pole. The change in
sign of the interference between the ordinary and polar
tion bremsstrahlung mechanisms is manifested by the
that below the polarizability pole the bremsstrahlung cro
section for positrons is greater than the cross section for e
trons, and, conversely, above the pole the bremsstrah
cross section for electrons is greater than the cross sectio
positrons.

Figure 3 presents the spectral dependences of the br
strahlung cross section for the 1s, 2s, and 3s states of the
hydrogen atom when the projectile velocityv54 a.u. A
comparison of these plots reveals that at a fixed collis
velocity the contribution of the polarization bremsstrahlu
mechanism to the total cross section of the process falls

ons

FIG. 2. Dependence of the generalized dynamic polarizability of thes
state of the hydrogen atom on the momentum transferq at a fixed photon
frequencyv52.14. 1—real part of the polarizability,2—imaginary part of
the polarizability, dashed curve—asymptotic form of the real part of
polarizability a(v,q)}2W(q)/v2.
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as the principal quantum number rises. While the polari
tion bremsstrahlung mechanism is more efficient near
threshold in the 1s state, the ordinary bremsstrahlung cro
section exceeds the polarization bremsstrahlung cross se
in the 2s and 3s states. This is associated with the increa
in the orbital radius as the principal quantum number
creases. In fact, small values of the impact parameter
which the projectile travels near the nucleus of the tar
atom, are important for the formation of bremsstrahlung
the ordinary mechanism. Therefore, an increase in the ra

FIG. 3. Spectral dependence of the bremsstrahlung cross sections for
trons and positrons colliding with hydrogen atoms in the 1s ~c!, 2s ~b!, and
3s ~a! states and a projectile velocityv54: 1—total bremsstrahlung cros
section for electrons,2—total bremsstrahlung cross section for positron
3—polarization bremsstrahlung cross section,4—ordinary bremsstrahlung
cross section.

FIG. 4. Dependence of the bremsstrahlung cross sections for electron
positrons on projectile velocity for hydrogen atoms in the 2s state and a
photon frequencyv50.25: 1—total bremsstrahlung cross section for ele
trons, 2—total bremsstrahlung cross section for positrons,3—polarization
bremsstrahlung cross section,4—ordinary bremsstrahlung cross section.
-
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of the target atom leads to an increase in the ordinary bre
strahlung cross section. Conversely, bremsstrahlung
formed most efficiently according to the polarization mech
nism at large values of the impact parameter, where the
jectile strongly polarizes the target atom.

Figure 4 shows the dependence of the cross sectio
the process on the projectile velocity atv50.25 a.u., which
amounts to twice the ionization potential of the 2s subshell.
This dependence has a characteristic maximum, and con
eration of the interference between the ordinary and po
ization bremsstrahlung mechanisms leads to different p
tions for the maxima of the cross section of the process
electrons and positrons. It is also noteworthy that the in
ference between the two bremsstrahlung mechanisms h
constructive character for electrons and a destructive cha
ter for positrons atv.1.1, while electrons and positron
change roles atv,1.1. Such behavior of the cross section
a result of the sign-alternating character ofa(v,q) as a func-
tion of q @see Eq.~3!#, which, in turn, is a result of the
diffraction of electrons on the inhomogeneous charge dis
bution in the 2s state of the hydrogen atom.

CONCLUSION

Thus, a method for obtaining closed analytic expressi
for the generalized dynamic dipole polarizability of the h
drogen atom and hydrogenic ions in both the ground a
excited states has been proposed in this paper. The meth
based on the use of the Coulomb Green’s function and
simultaneous representation of the wave functions of the
tial and final states of an electron in terms of a generat
function of Laguerre polynomials.

The proposed method has been used to calculate the
eralized polarizability of the 1s, 2s, and 3s states. An analy-
sis of the expressions obtained showed that the polarizab
of the excited state has features not observed for the po
izability of the ground state.

Virtual transitions with de-excitation in an intermedia
state are possible for excited states. The energies of s
transitions are greater than the ionization potential of
initial excited state. This leads to the appearance of nar
lines in the continuous emission spectrum with energ
above the ionization potential of the atom.

Another important feature of the excited states is
nonmonotonic dependence of the differential bremsstrahl
cross sections on the momentum transferq. This feature has
been associated with the inhomogeneity of the elect
charge distribution in the excited states.

Our calculation shows that the local maximum in t
differential bremsstrahlung cross section atv;q2/2 is more
pronounced for the excited 2s and 3s states than for the 1s
state. This maximum is a manifestation of the familiar Bet
feature~the Bethe ridge! in the differential inelastic scatter
ing of electrons on atoms.

This work was made possible by the financial support
the Russian Fund for Fundamental Research~Project No.
96-02-17922-a! and the International Scientific-Technic
Center~Project No. 076-95!.
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APPENDIX

The explicit form of the expression for calculating th
generalized dynamic polarizability of a hydrogen atom in
state with a principal quantum number equal ton and an
angular momentum quantum numberl 50 is presented be
low.

The polarizability is expressed in terms of the sum
two terms containing differentiation of the hypergeomet
functions2F1 . We note that the resultant expression can
transformed into a more compact form by reducing the nu
ber of hypergeometric functions. However, in our opinio
the representation given is more convenient from the sta
point of performing numerical calculations

ans~v,q!5X~En1v,q!1X~En2v,q!, ~A1!

where

X~E,q!5
26

n5G2~n!
D̂1D̂2M . ~A2!

The differential operatorsD̂ are defined by~10!, andM
has the following form:

M523
x2a

y5gq3k~22 in!~32 in! 2F1~1,22 in,42 in,z1!

13
xa2

y5bq3k~22 in!~32 in! 2F1~1,22 in,42 in,z2!

16i
x2a

y6gq3~32 in! 2F1~1,32 in,42 in,z1!

26i
xa2

y6bq3~32 in! 2F1~1,32 in,42 in,z2!

12i
x2~a12iq !

y5g2q3k~22 in!~32 in! 2F1~2,22 in,42 in,z1!

22i
a2~x22iq !

y5b2q3~22 in!~32 in! 2F1~2,22 in,42 in,z2!

16
x2k~a1 iq !

y6g2q3~32 in! 2F1~2,32 in,42 in,z1!

26
a2~x2 iq !

y6b2q3~32 in! 2F1~2,32 in,42 in,z2!

18i
x2k

y5g3q2~22 in!~32 in! 2F1~3,22 in,42 in,z1!

18i
a2k

y5b3q2~22 in!~32 in! 2F1~3,22 in,42 in,z2!
f

e
-

,
d-

24i
x2k2~a14iq !

y6g3q3~32 in! 2F1~3,32 in,42 in,z1!

14i
a2k2~x24iq !

y6b3q3~32 in! 2F1~3,32 in,42 in,z2!

224i
x2k3

y6g4q2~32 in! 2F1~4,32 in,42 in,z1!

224i
a2k3

y6b4q2~32 in! 2F1~4,32 in,42 in,z2!. ~A3!

The following notation was used in Eq.~A3!:

k5A2E, n5
1

k
,

z15
xx

gy
, z25

ax

by
,

a5l11 ik1 iq, b5l12 ik1 iq,

x5l21 ik2 iq, g5l22 ik2 iq,

x5l21 ik, y5l22 ik,

l15
1

n

11t1

12t1
, l25

1

n

11t2

12t2
. ~A4!
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Instability and breakup of a thick layer of a viscous magnetic fluid in a tilted magnetic
field

V. M. Korovin
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A linear partial differential equation describing the evolution of an initial disturbance of a flat
free surface of a thin layer of a viscous magnetic fluid covering a horizontal plate in the
presence of a uniform magnetic field, is derived within a system of ferrohydrodynamic and
magnetostatic equations. The effect of magnetizing the plate on the stability of the flat
free surface is investigated. An estimate is obtained for the minimum value of the tangential
component of the magnetization vector of the fluid sufficient to radically alter the pattern of the
final breakup of the continuous layer. ©1999 American Institute of Physics.
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INTRODUCTION

It is known from theoretical studies and experiments1–4

that a fairly strong uniform magnetic field perpendicular to
flat free surface of a motionless magnetic fluid~or a flat
interface between immiscible fluids with different magne
permeabilities! causes instability. As a result, the fluid pass
from a hydrostatic state with a flat free surface to anot
hydrostatic state. In the case of thick layers, a periodic s
face structure consisting of hexagonal cells forms, where
thin layer on a solid substrate breaks up into sepa
drops.3,4

The theoretical analysis in Ref. 4 of the behavior o
stable stratified~in the absence of a field! configuration con-
sisting of two layers of magnetic fluids lying one on top
the other and immersed in a tilted magnetic fieldH, whose
normal component exceeds the critical value, showed
the tangential componentHt stabilizes a certain range o
harmonic disturbances propagating alongHt . On the other
hand, the tangential component does not have any influe
on disturbances propagating transversely toHt . It was con-
cluded on this basis in Ref. 4 that a corrugated interface w
corrugation axes parallel toHt forms, but an estimate of th
magnitude ofHt needed for the actual realization of such
scenario for the development of instability of a flat interfa
was not obtained in Ref. 4.

In the previous studies the instability of a flat free su
face of a magnetic fluid caused by an orthogonal magn
field was investigated within the theory of plane-parallel p
tential motions of an inviscid fluid. It should be noted in th
context that in the closely related hydrodynamic problem
the damping of small-amplitude gravity waves5 ~as well as
capillary gravity waves6! on a free surface of a nonmagnet
Newtonian fluid of infinite depth~for kd→`, wherek is the
wave number andd is the depth! the model of an ideal fluid
is applicable only in the case ofl2uvu@n, wherel52p/k
is the wave number,v is the frequency, andn is the kine-
matic viscosity of the fluid under consideration. Ifd/l;1
1141063-7842/99/44(10)/9/$15.00
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and uvutd;1, wheretd5d2/n is the characteristic time fo
the diffusion of vorticity across the fluid layer, the dampin
of the waves due to the viscosity of the fluid is significant.
course, the motion is turbulent.

In the general case the frequencyv(k) is a complex-
valued function of the real wave number; however, for a
n.0 there is a limiting layer thicknessdm , which is such
that if d<dm the frequency becomes purely imaginary,
that if d<dm no sinusoidal progressive waves exist.6 In ad-
dition, the value ofdm increases with increasingn.

Unlike the previous studies, the present work explo
the instability and breakup of a thin (d/l!1) layer of a
Newtonian magnetic fluid caused by a tilted magnetic field
the case oftd /t i!1, wheret i is the characteristic time fo
the development of instability.

INITIAL EQUATIONS AND FORMULATION OF THE
PROBLEM

A layer of a motionless magnetic fluid with a flat fre
surface on a horizontal nonmagnetic plate immersed i
uniform tilted magnetic field is considered~Fig. 1!. We as-
sume that the fluid is homogeneous in composition and
its permeabilitym depends only on the amplitude of the fiel

We introduce the Cartesian coordinate systemx1 , x2 ,
x3 , whosex1 axis is directed along the horizontal compone
of the field, while thex3 axis points vertically upward and
the x350 plane coincides with the free surface of the flu
Let f 0 be the potential of the field in the region with fla
boundaries occupied by the magnetic fluid, and letf 01 and
f 02 be the potentials of the fields in the regions lying abo
and below that layer, respectively. We used to denote the
thickness of the layer. In the coordinate system under c
sideration we have

f 05H0~x1 sinq1x3 cosq!,

f 015Ha0~x1 sinqa1x3 cosqa!,

f 025 f 012d~H0 cosq2Ha0 cosqa!, ~1!
1 © 1999 American Institute of Physics
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where the field amplitudesH0 and Ha0 within the layer of
magnetic fluid and outside it, respectively, are shown in F
1, the tilt anglesq andqa of H0 andHa0 relative to thex3

axis are related by the conditions known from magnetosta
on an interface between media with different magnetic pr
erties

Ha0 sinqa5H0 sinq,

m0Ha0 cosqa5m~H0!H0 cosq, ~2!

andm054p31027 H/m is the permeability of free space.
In addition, Ha0 and qa in ~1! are assumed to be as

signed, and the equalities~2! are used to calculateH0 andq.
The induction within the flat layerB05m(H0)H0 and

the magnetization of the fluidM05B0 /m02H0 are homoge-
neous, and the pressure increases linearly with increa
distance from the free surface according to the lawP05pa

2rgx32m0M03
2 /2, wherepa is the air pressure near the fre

surface,r is the density of the fluid, andg is the acceleration
of gravity. The last term in the expression forP0 represents
the magnetic pressure jump.4

Let us formulate the linear problem of the stability of th
hydrostatic stateP0 , M0 of a fluid layer with a flat free
surface. Letx35z(x1 ,x2 ,t) represent the equation of th
free surface in the presence of small-amplitude waves, wh
t denotes the time. Introducing the potentials of small dist
bances of the magnetic fields within@f (x1 ,x2 ,x3 ,t)# and
outside@f 1(x1 ,x2 ,x3 ,t)# the fluid andj 51,2, we write the
magnetic fields, as well as the induction and magnetiza
of the fluid, disturbed by the wave-induced deformation
the free surface in the form

H5¹~ f 01 f !, H j5¹~ f 0 j1 f j !, j 51,2,

B5B01b, M5M01m.

We can similarly represent the distribution of the pre
sure P in the fluid in the presence of waves:P5P0

1p(x1 ,x2 ,x3 ,t). To within small first-order quantities we
have

H2H05
] f

]x1
sinq1

] f

]x3
cosq,

FIG. 1. Geometry of the problem.
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M2M05m1 sinq1m3 cosq,

m5a1F ] f

]x1
~x0 cos2 q1x t

0 sin2 q!1
1

2

] f

]x3

3~x t
02x0!sin 2qG1a2x0

] f

]x2
1a3F1

2

] f

]x1

3~x t
02x0!sin 2q1

] f

]x3
~x0 sin2 q1x t

0 cos2 q!G ,
b5m0~m1¹ f !, x05

M0

H0
, x t

05
dM

dH U
H5H0

,

m r
0511x0 , m rt

0 511x t
0 , ~3!

wherea1 , a2 , anda3 are unit vectors along the correspon
ing coordinate axes.

We confine ourselves to an investigation of the instab
ity of a thin layer, where«5d/l!1. In this case, neglecting
the terms in orders of« ~which appear because of the no
linearity of the magnetization law! and higher terms in the
equation divb50 written relative tof , we have

]2f

]x3
2 50, D f j50, j 51,2,

D5
]2

]x1
2 1

]2

]x2
2 1

]2

]x3
2 . ~4!

With consideration of the first expression in~3!, the lin-
earized equation of motion of a Newtonian magnetic flu
takes the form

r
]v

]t
52¹r1hDv1m0M0¹S ] f

]x1
sinq1

] f

]x3
cosq D ,

~5!

wherev5(v1 ,v2 ,v3) is the velocity andh is the dynamic
viscosity.

We note that if the fluid forming the thin layer undergo
wave motion, the condition for linearization of the equati
of motion isz* /d!1, wherez* is the characteristic ampli
tude of the waves. This condition is assumed to be satis
below.

Equation~5! can be simplified in the case under cons
eration: to the accuracy adopted in writing the first equa
in ~4!, the replacement ofDv by ]2v/]x3

2 is permissible in
the equation of motion~5!. Then, in estimating the ratio o
the inertial term in Eq.~5! to the viscous term to an order o
magnitude, we have

r
]v j

]t S h
]2v j

]x3
2 D 21

;
td

t i
, j 51,2,3;

td5
d2

n
; n5

h

r
. ~6!

In the case of the appearance of instability,t i is the
characteristic time for the development of the most rapi
growing harmonic@see the corresponding formula~21!#. If
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the flat free surface of the magnetic fluid is stable for
assignedHa0 , t i is the characteristic damping time of th
disturbances.

We shall henceforth consider the case oftd /t i!1. Since
the characteristic time for the diffusion of vorticity across t
layertd ~6! falls off with increasingn, it is natural to expect
that the conditiontd /t i!1 holds for not excessively thick
layers of fairly viscous fluids. The motion of the magne
fluid can then be described by a system consisting of
equations

div v50,

h
]2v

]x3
2 5¹Fp2m0M0S ] f

]x1
sinq1

] f

]x3
cosq D G ~7!

and Eq.~4!. The condition for applicability of the equation o
motion in the form~7! is written out below in the form of Eq
~22!.

The kinetic and dynamic conditions, as well as the co
dition of continuity of the tangential component of the ma
netic field and the normal component of the induction on
free surface, are written in the approximation under cons
eration in the following manner:

x350:
]z

]t
5v3 ,

]v1

]x3
50,

]v2

]x3
50,

p5rgz12h
]v3

]x3
2aS ]2z

]x1
2 1

]2z

]x2
2D

1m0M0 cosqFM0 sinq
]z

]x1
2g

] f

]x3
G ,

f 2 f 15M0z cosq,

~11g!
] f

]x3
2

] f 1

]x3
5M0 sinq

]z

]x1
, ~8!

whereg5x0 sin2 q1xt
0 cos2 q.

The boundary conditions on the surface of the nonm
netic plate have the form

x352d: v150, v250, v350,

f 5 f 2 , ~11g!
] f

]x3
5

] f 2

]x3
. ~9!

The disturbances of the magnetic field, of course, van
as the distance between the point of observation and the
surface of the fluid increases:

¹ f 1→0 as x3→`, ¹ f 2→0 as x3→2`. ~10!

The formulation of the problem of the instability of th
hydrostatic state of a fluid layer with a flat free surface@Eqs.
~4! and~7!–~10!# also includes assignment of an initial co
dition for the function soughtz(x1 ,x2 ,t).

EVOLUTION OF AN INITIAL DISTURBANCE OF THE FREE
SURFACE SHAPE AND CALCULATION OF THE
VELOCITY FIELD AND THE PRESSURE DISTURBANCE

To simplify the ensuing mathematical manipulations,
reduce the system of hydrodynamic equations~7! with the
n

e

-
-
e
-

-

h
ee

corresponding boundary conditions~8! and ~9! to a single
equation in partial derivatives, which relatesz(x1 ,x2 ,t) to
f (x1 ,x2 ,x3 ,t). For this purpose, as a first step we integra
the projection of the simplified pressure equation~7! onto the
x3 axis. With consideration of the first equality in~4!, from
which it follows that ] f /]x3 does not depend onx3 , we
obtain

p5h
]v3

]x3
1m0M0 sinq

] f

]x1
1C~x1 ,x2 ,t !.

The unknown functionC(x1 ,x2 ,t) is determined from
the boundary condition~8! for the pressure disturbance o
the free surface

C~x1 ,x2 ,t !5S~x1 ,x2 ,t !1h
]v3

]x3
U

x350

,

S~x1 ,x2 ,t !5rgz2aS ]2z

]x1
2 1

]2z

]x2
2D 1

m0

2
M0

2 sin 2q
]z

]x1

2m0M0S ] f

]x1
U

x350

sinq1g
] f

]x3
cosq D .

~11!

As a result, we have

p5S1m0M0 sinq
] f

]x1
1hS ]v3

]x3
1

]v3

]x3
U

x350
D . ~12!

After plugging the solution~12! into the projection of
the equation of motion~7! onto thex1 andx2 axes and dis-
carding the quantities of order«2, we obtain

h
]2v j

]x3
2 5

]s

]xj
, j 51,2, s5S2m0M0 cosq

] f

]x3
.

~13!

Solutions of these equations which satisfy the conditio
for the absence of tangential stresses on the free surfac~8!
and the conditions for the attachment of fluid particles to
wall surface~9! have the simple form

v j5
x3

22d2

2h

]s

]xj
, j 51,2. ~14!

In writing ~14! we omitted the quantities of order«2.
Allowing for ~14!, from the continuity equation~7! we find
the distribution of the vertical velocity which satisfies th
condition of zero flow~9! at the wall

v35
1

6h
~2d313d2x32x3

3!S ]2s

]x1
2 1

]2s

]x2
2 D . ~15!

Taking into account this expression, we can easily see
the last term on the right-hand side of~12! should be omit-
ted, since it is of order«2 in comparison to the first term.

Substituting the solution~15! into the kinematic condi-
tion on the free surface, i.e., the first expression in~8!, with
allowance for~11! and ~13! we obtain
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]z

]t
5

d3

3h S ]2

]x1
2 1

]2

]x2
2D H rgz2S ]2z

]x1
2 1

]2z

]x2
2D

1
m0

2
M0

2 sin 2q
]z

]x1
2m0M0F ] f

]x1
U

x350

3sinq1~11g!
] f

]x3
cosqG J . ~16!

Thus, the temporal evolution of an initially assigne
small disturbance of the shape of an originally flat free s
face of a fluid is determined by the system of equations~4!
and ~16! together with the conditions for conjugation of th
magnetic fields on the interfaces between media with dif
ent magnetic properties~8! and ~9! and the conditions a
infinity ~10!. After solving this problem, the pressure distu
bance in the fluid layer and the velocity field are calcula
using ~12!, ~14!, and~15!.

ANALYSIS OF INSTABILITY

A disturbancez(x1 ,x2,0) of the shape of a free surfac
appearing in the initial moment in time and decaying fai
rapidly asx1 ,x2→6` can be represented in the form of
Fourier integral. In the linear formulation, the subsequ
temporal evolution of each Fourier component is indep
dent of the evolution of the other Fourier components, so
the solution of the problem formulated above can be c
structed in the form of a superposition of partial solutions
the form

~z, f , f j !5exp@ i ~k1x11k2x22vt !#@a,F~x3!,F j~x3!#;

i 5A21; j 51, 2. ~17!

The complex amplitude functionsa, F, andF j depend
not only onx3 , but also on the real parametersk1 and k2 ,
i.e., the components of the wave vectork5(k1 ,k2,0).

After substituting the expressions~17! into the simplified
system of magnetostatic equations~4! with the correspond-
ing boundary conditions~8! and ~9!, we obtain

F950, F j92k2F j50, j 51,2, k5Ak1
21k2

2,

x350: F2F15M0a cosq,

~11g!F82F185 ik1aM0 sinq,

x352d: F5F2 , ~11g!F85F28 .

In the approximation under consideration, the solution
this problem has the form

F5
a

2
M0~ ik1 sinq1k cosq!S x3

11g
1

1

kD ,

F15
a

2k
M0~ ik1 sinq2k cosq!exp~2kx3!,

F25
a

2k
M0~ ik1 sinq1k cosq!exp~kx3!. ~18!
-

r-

d

t
-

at
-
f

f

Substituting the solution consisting of~17! and~18! into
Eq. ~16!, we obtain the dispersion relation

v5 is,

s5
d3

3h H 2rg~k1
21k2

2!1
m0

2
@M03

2 ~k1
21k2

2!3/2

2M01
2 k1

2~k1
21k2

2!1/2#2a~k1
21k2

2!2J , ~19!

where M015M0 sinq and M035M0 cosq are the compo-
nents of the vector of the undisturbed magnetization of
fluid layer M0 .

With consideration of~19! and the initial condition
z(x1 ,x2,0)5z0(x1 ,x2) the disturbance of the shape of th
free surface of the fluid att.0 is written in the following
manner:

z~x1 ,x2 ,t !5E
2`

` E
2`

`

A~k1 ,k2!exp@ i ~k1x11k2x2!

1s~k1 ,k2!t#dk1dk2 ,

A~k1 ,k2!5
1

4p2 E
2`

` E
2`

`

z0~x1 ,x2!

3exp@2 i ~k1x11k2x2!#dx1dx2 . ~20!

Hence it follows that fors(k1 ,k2),0 the initial distur-
bance damps with the passage of time, while fors(k1 ,k2)
.0 it grows, and this growth, as can be seen from~19!, is
induced by the normal componentM0n5M03a3 of the mag-
netization of the fluid layer.

It also follows from~19! that in the case where the ang
w between the tangential componentM0t5M01a1 of the
magnetization and the wave vectork differs from p/2 and
3p/2, M0t weakens the destabilizing effect ofM0n on the
harmonic with the wave vectork under consideration for a
fixed H0t and a quasistatic increase in the vertical comp
nent of the undisturbed fieldH0n from an initial zero value.
BecauseH0tÞ0, the most favorable conditions for the a
pearance of instability include the harmonics for whi
w5p/2 and w53p/2. Thus, asH0n is increased, the har
monics withk'H0t begin to grow first.

An analysis of the dispersion relation~19! shows that
instability arises whenM03 exceeds the critical value
Mc52A4 rga/m0

2. For comparison, we present th
critical value of the magnetization of a magnetic flu
with a flat free surface which is immersed in a vertic
field and occupies the entire lower half-space3,4

Mc`5A2/m0A4 rgaA11(m r
0m rt

0 )21/2, wherem r
0 andm rt

0 are
defined by~3!. It follows from the formulas presented tha
Mc /Mc`5A2/@11(m r

0m rt
0 )21/2#.1, i.e., a thin layer of a

viscous magnetic fluid is more stable than a thick layer of
same fluid.

In the case ofM03/Mc.1, using the dispersion relatio
~19! it is not difficult to find the characteristic time for th
development of instability
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t i5F max
2`,k1,`
2`,k2,`

Im v~k1 ,k2!G21

and the wave vectorskm of the most rapidly growing har
monics

km56kma2 , km5Arg

a
K~Pn!, t i5s21~0,6km!,

s~0,6km!5
r2g2d3

ah
S~Pn!, Pn5

M03

Mc
,

K~Pn!5
3

4
Pn

21A 9

16
Pn

42
1

2
,

S~Pn!5
1

6
K2~Pn!@Pn

2K~Pn!21#. ~21!

Plots of the functionsK(Pn) andS(Pn) are presented in
Fig. 2.

With consideration of~21! the condition for applicability
of the simplified equation of motion~7! is written in the
following manner:

TS~Pn!!1, T5
r3g2d5

ah2 . ~22!

As an example of commercial magnetic fluids, let
consider a perfluorocarbon fluid, for which we hav3

r52050 kg/m3, h52.5 N•s/m2, anda50.018 N/m. On the
basis of these values we findMc57.78 kA/m, which is
smaller than the table value of the saturation magnetiza
Ms57.96 kA/m for a fluid of this type. Thus, in the cas
under considerationPn<1.023, andS(1.023)50.034. Be-
cause this quantity is small, the layer thickness at which
constraint~22! is satisfied, can be found to an order of ma
nitude from the conditionT;1. As a result, we obtain
d;1 mm. Whend51 mm, we havetd50.007 s, and in the
case of M035Ms , formulas ~21! give km512 cm21 and
t i52.7 s.

BREAKUP OF A LAYER IN A TILTED MAGNETIC FIELD

Turning to the case ofM03.Mc , let us consider the
development of an initial small disturbance of the shape
the free surface of a magnetic fluid in a tilted magnetic fie
Going over to the dimensionless variables

FIG. 2. Plots ofK(Pn) ~1! andS(Pn) ~2!.
n

e
-

f
.

k* 5kA a

rg
, v* 5

3ah

r2g2d3 v,

s* 5
3ah

r2g2d3 s, Pt5
M01

Mc

in the dispersion relation~19!, we obtain

v* 5 is* , s* 52~k1*
2 1k2*

2 !12Ak1*
2 1k2*

2

3@Pn
2~k1*

2 1k2*
2 !2Pt

2k1*
2 #2~k1*

2 1k2*
2 !2. ~23!

The families of s* (0,k2* ) and s* (k1* ,0) curves for
various values ofPn and Pt in the special cases ofk*
5k21a2 andk* 5k1* a1 are shown in Figs. 3 and 4. Each o
the plots presented continues into the left half-plane sy
metrically relative to the vertical axis. We note that curve4
in Fig. 3 and curve1 in Fig. 4 are identical. Curve1 in Fig.
3 and curve3 in Fig. 4, which correspond toPt5APn

221
andPn51.02, are also identical.

In the case of a vertical magnetic field (Pt50), Eq.~23!
takes the forms* 5V(Ak1*

2 1k2*
2 ,Pn). For a fixed value of

Pn this dependence is represented geometrically by the
face formed when the curve in Fig. 3 corresponding to
value of Pn chosen is rotated about the vertical axis.
Pn5const the level lines ofV are naturally a family of
concentric circles with a center at the origin of coordinates
the (k1* ,k2* ) plane of variables. In this case the tempo
evolution of each of the harmonics appearing in the in
grand in~20! is determined only byuku, i.e., does not depend
on the direction ofk. The experiment shows4 that the
breakup of a sufficiently thin layer of a magnetic fluid im
mersed in a vertical magnetic field results in the formation
a system of hexagonal cells consisting of a central con
drop and six similar drops surrounding it. We note tha

FIG. 3. Plots ofs* (0,k2* ). Pn : 1—1, 2—1.01,3—1.015,4—1.02.

FIG. 4. Plots of s* (k1* ,0) for the fixed valuePn51.02. Pt : 1—0,
2—0.15,3—0.201,4—0.25,5—0.312,6—0.5, 7—1.02.
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FIG. 5. Plot of thes* 5s* (k1* ,k2* )
surface forPn51.02 andPt50.201.
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similar picture is observed when a thin layer of a visco
fluid breaks up as a consequence of Rayleigh–Ta
instability.7

As an example, Fig. 5 shows thes* 5s* (k1* ,k2* ) sur-
face for Pn51.02 andPt5APn

22150.201, and Fig. 6
shows the level lines ofs* (k1* ,k2* ) corresponding to the
case of instability (s* .0). It is seen from Figs. 5 and
that in the case ofHtÞ0, along with the peaks„the
points C1,25@0,6K(Pn),S(Pn)#, which correspond to the
maxima on curve4 in Fig. 3 continued into the left half-
plane… there are also saddle points atD1,2

5@6K(APn
22Pt

2),0,S(APn
22Pt

2)#. If Pt5APn
221 and

Pn>1, the saddle points correspond to the points (61,0) in

FIG. 6. Level lines ofs* (k1* ,k2* ) for Pn51.02 andPt50.201. s* :
1—0, 2—0.035,3—0.07,4—0.096.
s
r
Fig. 4, at which curve3 is tangent to the horizontal axis. A
a fixed value ofPn , asPt is increased from zero, the sadd
points on thes* 5s* (k1* ,k2* ) surface that correspond t
the most distant critical points from the origin of coordinat
on the curves in Fig. 4 pass from the upper half-space
the lower. WhenPt5APn

222&/3 ~curve5 in Fig. 4!, be-
cause of the merging of the two critical points not at t
origin of coordinates~among the three critical points on eac
curve in Fig. 4 whenPt,APn

222&/3!, the saddle points
on thes* 5s* (k1* ,k2* ) surface cease to exist.

Figure 7, which shows a family ofs* (k1* ,k2* )50
level lines for the fixed valuePn51.02, illustrates the influ-
ence of the tangential component of the magnetization of
layer on the form of the instability region in the (k1* ,k2* )
plane of variables. In the case of a vertical (Pt50) mag-
netic field exceeding the critical value, the instability regi
Pn

22APn
421,k1*

2 1k2*
2 ,Pn

21APn
421 takes the form of

an annular ring bounded by two concentric circles~curves1!.
As Pt is increased, the instability region, which remai
connected forPt in the range 0<Pt<APn

221, deforms in
such a way that the distance between its boundaries
creases for allk1* Þ0. WhenPt5APn

221, the outer and
inner boundaries of the original ring merge at the poi
which are projections of the saddle pointsD1,2 onto the
(k1* ,k2* ) plane. As a result of such merging, the instabil
region takes the form of two crescents bounded by curve3.
Just this case corresponds to thes* 5s* (k1* ,k2* ) surface
plotted in Figure 5, as well as curve3 in Fig. 4. WhenPt is
increased further, the instability region breaks up into t
individually connected components, each of which
bounded by curves4–7.

Figure 8 presents thes* 5s* (k1* ,k2* ) surface forPn

51.02 andPt5APn
222&/350.312. Curves5 in Figs. 4

and 7 correspond to the same values ofPn andPt . It can be
seen from Figs. 8 and 7 that thes* 5s* (k1* ,k2* ) surface



1147Tech. Phys. 44 (10), October 1999 V. M. Korovin
FIG. 7. Family ofs* (k1* ,k2* )50 level lines
for the fixed value Pn51.02. Pt : 1—0,
2—0.15, 3—0.201,4—0.25, 5—0.312,6—0.5,
7—1.02.
d
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for Pn.1 andPt>APn
222&/3 has two clearly expresse

peaks. Consequently, at fairly larget the main contribution
to the integral representation of the shape~20! of the free
surface is made by the harmonics having wave vec
whose tips lie in the vicinity of the points which are th
projections ofC1,2 onto thek1* ,k2* plane, i.e., the harmon
ics having wave vectors which form angles close top/2 and
rs

3p/2 with Ht . ForPn.1 andPt*APn
222&/3 this means

that in the linear stage of the development of instability t

shape of the free surface of the fluid varies considera

more rapidly in the direction transverse toHt than alongHt .

Thus, forM03.Mc andM01*AM03
2 22&Mc

2/3 the lin-
ear theory of the breakup of a thin layer of a viscous m
FIG. 8. Plot of thes* 5s* (k1* ,k2* )
surface forPn51.02 andPt50.312.
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netic fluid in a tilted magnetic field predicts the formation
a system of shafts of fluid extended alongHt , whose crests
are separated by a distance of the order of 2p/km . Unlike
the corrugations on the interface between thick layers
magnetic fluids in a tilted field,4 in the case under conside
ation the final breakup pattern of the layer will consi
roughly speaking, of a system of shafts parallel toHt , in
which the magnetic fluid is localized and which are separa
by stripes representing portions of the plate surface not c
ered by the fluid.

INSTABILITY OF A LAYER OF A FERROFLUID COVERING
A MAGNETIZED PLATE IN THE PRESENCE OF AN
ORTHOGONAL FIELD

Let us explore the effect of magnetizing a thick~in com-
parison to the characteristic wavelengths of the unstable
monics! plate on the instability of a flat thin layer of a vis
cous magnetic fluid immersed in an orthogonal magn
field. We assume that the material of the plate obeys a lin
magnetization law, while the fluid is magnetized nonlinear
In the configuration under consideration with a uniform fie
H015(0,0,H01) far above the fluid, the field in the fluid laye
with a flat free surfaceH05(0,0,H0) and the field within the
plate H025(0,0,H02) are calculated from the condition o
continuity of the normal component of the induction at t
interfaces between media with different magnetic propert

The potentials of the disturbances of the magnetic fie
caused by deformation of the free surface are described
the system of equations~4!, for which the boundary condi
tions have the form

x350: f 2 f 15M0z, m rt
0 ] f

]x3
5

] f 1

]x3
,

x352d: f 5 f 2 , m rt
0 ] f

]x3
5m r2

] f 2

]x3
, ~24!

wherem r25m2 /m0 is the relative permeability of the plat
material.

Taking into account the representations~17!, we can eas-
ily write out a solution of the problem consisting of~4! and
~24! that vanishes asx3→6`. In the approximation unde
consideration we have

f 5
z

m r211
M0Fm r2

m rt
0 k~x31d!11G ,

f 152
m r2z

m r211
M0 exp~2kx3!,

f 25
z

m r211
M0 exp~kx3!. ~25!

It is easily seen from the expressions~17!, ~18!, and~25!
for the same vertical fieldH05(0,0,H0) and the deformation
of flat free surfaces of identical layers that the disturbance
the field in the fluid covering a magnetized plate (m r2.1) is
greater than in the case of an unmagnetized plate (m r2

51). We note that for the flat configurations with a fixe
H015(0,0,H01) compared the fieldsH05(0,0,H0) within the
fluid layers are identical.
f

,

d
v-

r-

ic
ar
.

s.
s
by

of

When the first of the expressions in~25! is substituted
into Eq. ~16! in the case ofq50 andg5x t

0 , with consid-
eration of~17! we obtain the dispersion relation

v5 is,

s5
d3

3h F2rg~k1
21k2

2!1
m0m r2

m r211
M0

2~k1
21k2

2!3/2

2a~k1
21k2

2!2G . ~26!

Using ~26! to calculate the critical valueMcm of the
magnetization of the fluid layer, we obtain

Mcm5A4 rgaA2~m r211!

m0m r2
.

In this case the wave number of the most rapidly gro
ing harmonics and the characteristic time for the devel
ment of instability are specified, as before, by formulas~21!,
in which Pn must be replaced byPm5M0 /Mcm .

Comparing the values ofMcm and Mc related to the
cases of m r2.1 and m r251, we have Mcm /Mc

5A(m r211)/(2m r2),1. Thus, in the case of a plate mat
rial with a high permeability (m r2@1) the threshold for the
appearance of the instability and breakup of a thin layer o
viscous magnetic fluid is roughly 30% lower than in the ca
of a nonmagnetizable plate.

CONCLUSION

Order-of-magnitude estimates have been made in a
earized system of ferrohydrodynamic and magnetost
equations with boundary conditions describing thre
dimensional wave motions in a thin layer of a nonlinea
magnetized viscous fluid on a horizontal nonmagnetic p
in the presence of a uniform tilted magnetic field which
fixed far from the fluid layer. The condition for realization o
a fluid motion regime in which the diffusion of vorticity
across the layer plays a significant role has been written

An equation in partial derivatives relating the distu
bance of the shape of the initially flat, free surface of a m
netic fluid to the disturbance of the magnetic-field poten
caused by bending of the free surface, which is an interf
between media with different magnetic properties, has b
derived in reference to such a case. A dispersion relation
been obtained on the basis of this equation within a form
lation of the problem of the instability of a flat layer differin
from the formulation in the approximation of plane-paral
potential motion of an inviscid magnetic fluid,3,4 and this
relation has been analyzed.

The critical value of the vertical component of the ma
netization of the layer has been calculated, and it has b
established that a thin layer of a viscous magnetic fluid
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more stable than a thick layer of the same fluid. The cha
teristic time for the development of instability has bee
found. An estimate of the value of the tangential compon
of the magnetization of the layer has been obtained in
case where the anisotropy of the development of unst
harmonics of the initial disturbance of the shape of the f
surface due to this component causes the breakup of the
tinuous layer of the magnetic fluid to be accompanied by
formation of a system of shafts parallel to the tangen
component of the applied field. An estimate of the charac
istic distance between the shafts has been given. It has
established that magnetizing a thick plate of a material w
a high permeability lowers the critical value of the vertic
component of the magnetization of the fluid layer by roug
30% ~in comparison to the case of a plate composed o
nonmagnetic material!.
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Nonadiabatic excitation of iodine molecules in the translational disequilibrium zone of a
shock wave

V. Yu. Velikodny , A. V. Emel’yanov, and A. V. Eremin

Scientific-Research Center for the Thermal Physics of Pulsed Effects, Joint Institute of High Temperatures,
Russian Academy of Sciences, 127412 Moscow, Russia
~Submitted March 9, 1998!
Zh. Tekh. Fiz.69, 23–33~October 1999!

Short-lived peaks of nonequilibrium emission are detected at 320–350 nm in shock-wave fronts
in He, Ne, Ar, and H2 containing from 0.1 to 3% iodine molecules. The effect is observed
in the range of Mach numbers from 3.2 to 6.3 for initial pressures of the mixtures ranging from
133 to 2660 Pa. The emission observed is assigned to the electronic I2(D

3S→B3P) band,
which is located at excitation energies 5.45→1.8 eV, i.e., significantly above the dissociation
threshold of iodine molecules~1.54 eV!. An analysis of the results shows that the leading
role in the excitation of iodine molecules is played by high-energy collisions in the translational
disequilibrium zone of the shock wave. The best description of the experimental data is
achieved for the value of the effective collision energy in the front calculated on the basis of a
numerical solution of the Boltzmann equation by a modified Tamm–Mott-Smith method.
The absolute values of this energy under the conditions of the experiments performed are roughly
10 times greater than the mean collision energy in the equilibrium zone behind the shock
wave. The probability of nonadiabatic supercollisions of the type I21I2→I2(D3S)1I226.4eV
exceeds the adiabatic values by a factor of 101521020. © 1999 American Institute of
Physics.@S1063-7842~99!00410-9#
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INTRODUCTION

The possibility that the translational disequilibrium in
shock-wave front influences the kinetics of physicochem
processes was first put forward in Ref. 1. The essence o
phenomenon is as follows. As we know, a plane shock w
moving through a gas with a supersonic velocityV and a
density jump fromr1 to r2 sets gas into motion with slightly
smaller velocitiesv5V(12r1 /r2), which significantly ex-
ceed the mean thermal velocities of the molecules in
shock-wave front. As a result, the velocity distribution fun
tion of the molecules transforms from a motionless narr
‘‘cold’’ distribution to a moving ‘‘smeared’’ high-
temperature distribution, and the region where the distri
tion function undergoes this transformation can be regar
as a zone where a dense beam of hot molecules interacts
a less dense, cold gas medium. Under such an approach
qualitatively clear that the mean collision energy in the fro
tal zone will be determined to a large extent by the veloc
of the front, rather than by the thermal velocities of the m
eculesc1 and c2 , and under certain conditions can signi
cantly exceed the mean collision energies of the molecule
the equilibrium zone behind the shock wave.

Of course, real collision energies can be determined o
on the basis of a detailed treatment of the transformation
the distribution function in the shock-wave front. Such
analysis was first performed in Ref. 2, where the Boltzma
equation was solved in the case of a distribution funct
assigned in the form of a superposition of the initial and fi
distributions with weighting factors that vary along the coo
dinate. This problem has subsequently been solved m
1151063-7842/99/44(10)/9/$15.00
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times both by the Monte Carlo method3,4 and on the basis o
a solution of the generalized Boltzmann equation by a mo
fied Tamm–Mott-Smith method.5 The results of all these
studies give qualitatively similar results for the mean flo
characteristics.

However, the investigation of high-threshold physic
chemical processes withE@kT1 requires knowledge of the
distribution functions in the high-energy region, there
complicating the problem. Therefore, the theoretical res
in this area appeared later. The possibilities of using the te
niques of direct Monte Carlo numerical simulation for th
purpose are fairly limited. Calculations have been perform
for two-component mixtures with thresholdsE<30kT1

~Refs. 6 and 7!. In this case the effect is small. The factor b
which the partial contribution of collisions with such ene
gies exceeds the equilibrium contribution behind the sh
wave does not surpass 10. At the same time, a nume
solution of the Boltzmann equation by the modified Mo
Smith method8 revealed that the contribution of collision
with energiesE>1002250kT1 can exceed the equilibrium
value by a factor of 1062107.

The phenomenon just described should be manifes
most strongly in the case of the propagation of shock wa
in a light gas containing a small admixture of heavy m
ecules. In this case the light gas, in which the speed of so
is high, serves as a sort of accelerator of the slowly mov
heavy molecules, and their relative velocities following co
lisions with molecules before the front are so high that
kinetic energies of the colliding particles can exceed sev
electron volts even in weak shock waves. Let us illustr
this by a simple example. If shock waves with a Mach nu
0 © 1999 American Institute of Physics
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berM52 propagate in helium (cHe51050 m/s) containing a
small admixture of iodine molecules (cI2

5100 m/s), the
‘‘partial’’ Mach number for iodine will beM (I2)'20, which
corresponds to mean collision energies behind the sh
wave front of the order of 1.5 eV. In fact, the collision
kinetic energy of iodine molecules colliding with a relativ
velocity v'1200 m/s is of the order of 3.5 eV, so that the
partial ‘‘longitudinal temperature’’ can be still greater.~Of
course, such a treatment is applicable only at distances o
order of several mean free paths, i.e., until the partial dis
bution function of the iodine molecules goes over to t
equilibrium distribution function with the helium atoms.!

It is important, however, to stress that from the practi
standpoint the occurrence of such high-energy collision
of interest only in so far as this energy can be manifeste
inelastic processes, specifically in the excitation of inter
degrees of freedom of the molecules. In this respect the m
significant role can be played by the initiation of proces
having an activation energyE significantly exceeding the
equilibrium values ofkT2 behind the shock-wave front. In
order to estimate the contribution of nonequilibrium col
sions to the inelastic processes, we turn to the most gen
expression for the effective rate constant of such a proce

keff5E E
v i j (min)

`

Peffseluv i j u f ~v i ! f ~v j !dv idv j , ~1!

wheres is the elastic collision cross section,Peff is the ef-
fective probability of a transition with the energy transferE,
v i j is the relative velocity of the colliding particles,v i j (min)

5A2E/m ~m is the reduced mass!, and f (v i) f (v j ) is their
distribution function.

In the equilibrium zone behind the shock wave Eq.~1!
takes on the classical Arrhenius form

keff5Peffsel̂ v&exp~2E/kT2!. ~2!

It is fairly clear at this point that, generally speaking, t
transition probabilityPeff should be a function not only o
the collision velocity, but also of the specific energy-trans
mechanism. In particular, in the zone behind the shock-w
front, where the characteristic time of the inelastic proces
much greater than the time between elastic collisions,
process can have a multiple-step character with the tran
of energy in small portions equal toDE and

Peff5 (
DE50

DE5E

P~DE!, ~3!

where for single high-energy collisions in the frontPeff

5P(E). It should, however, be stressed that in the stud
devoted to the role of translational disequilibrium in a sho
wave front in the initiation of physicochemica
conversions,8,9 the question of the real efficiency of the tran
fer of such large portions of energy (DE>1 eV) to internal
degrees of freedom in a single collision was not conside
in detail, and the only models used were the very sim
model of reacting hard spheres, under the assumption tha
k-
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collision energies>E the transition probabilityP51 ~the
‘‘strong-collision’’ model!, and the adiabatic-transition
model.

In fact, according to the current theories, the ma
mechanism for the activation of high-threshold processe
the ‘‘weak-collision’’ mechanism, under which energy
transferred to internal degrees of freedom in small portio
equal toDE!E, which, as a rule, do not exceed the ener
of a vibrational quantum.10,11 Obviously, such a stepwise
mechanism, which requires a large number of exciting co
sions, is not feasible under the conditions of the problem
hand, and the real probability of the process is determined
the partial probability of the transfer of an anomalously lar
portion of energy in a single collision. In the adiabatic a
proximation, where the transition probability decreases ex
nentially with increasing values of the Massey parame
j5Ea/hv ~a is the impact parameter!,12 the contribution of
such processes is negligibly small even ifE51 eV and
v55000 m/s; therefore, the effective cross section for an
elastic collision with the transfer of several electron volts
determined completely by the probability of ‘‘strong’’ nona
diabatic transitions.

The most highly developed model of nonadiabatic tra
sitions is the Landau–Zener approximation, which is ba
on a treatment of the potential surfaces of the quasimole
formed from the colliding particles, but quantitative calcul
tions of transition probabilities even for very simple atom
diatomic-molecule systems are very complicated a
unreliable.12 In the last few years the discussion of the role
‘‘strong’’ collisions has heated up following the discovery
‘‘supercollisions,’’ which, despite the small transition pro
abilities, play a significant role in the relaxation kinetics
polyatomic molecules.13 However, the mechanism of suc
‘‘supercollisions’’ has scarcely been studied both because
the difficulties in analyzing low-probability processes in tr
jectory calculations, on which all the theoretical treatme
are based, and because of the extremely restricted amou
experimental material available.14,15

For this reason, the proposed experimental appro
should arouse special interest, since it opens up new po
bilities for investigating very different types of inelastic pro
cesses with the transfer of anomalously large portions of
ergy. In particular, such processes with energies equa
1210 eV can include the excitation of high-lying vibration
and electronic levels, dissociation, and ionization.

If we attempt to classify the various types of effects
practical interest which might be caused by nonequilibriu
collisions in a shock-wave front, we can distinguish betwe
1! first-stage pulsed effects of the type

A1A~M !→A* 1A~M !, ~4!

which briefly populate highly excited statesA* of the origi-
nal moleculesA and can thus lead to the appearance of
tense emission peaks in the visible and UV regions of
spectrum; 2! second-stage macroscopic effects of the typ

A* →B1C, ~5!

which are manifested by the appearance of small concen
tions of dissociation and/or ionization products of the ori
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nal molecules, which recombine over the course of a fa
long time; and, finally, 3! third-stage macroscopic effects o
the type

B1A→D* , C1A→E1Q,

D* 1A→B1Q, ...etc. ~6!

which reflect the possible initiation of avalanchelike cha
reactions in exothermic systems~Q is the heat of reaction!,
such as ignition, detonation, and electric discharge, by ac
particles appearing in the front.

It should be noted that the only experimental evidence
the existence of nonequilibrium effects in the translatio
relaxation zone of shock waves has hitherto come from
servations of peaks of nonequilibrium emission from el
tronically excited molecules7,16 and that the interpretations o
the possible mechanisms for populating emitting states
their relationship to the evolution of the distribution functio
have been developed to a clearly insufficient extent in
published studies. Therefore, setting up an experimenta
vestigation aimed at observing and thoroughly analyzing
the aforementioned types of nonequilibrium effects in
shock-wave front would be extremely timely and interestin

In particular, the purposes of the investigation repor
herein include the experimental observation of first-sta
pulsed effects in a shock-wave front, an analysis of the p
sible energy-transfer mechanisms, and an attempt to ex
quantitative data on the probabilities of ‘‘supercollisions’’
high-energy collisions of heavy molecules.

Shock waves in inert gases~He, Ne, and Ar! and hydro-
gen containing a small admixture of iodine molecules w
chosen as the specific object of investigation. The short-li
peaks of nonequilibrium emission in the I2(D

3S→B3P)
transition at 340 nm were recorded in the experiments.
upper level of the emittingD3S state has an energy of th
order of 5 eV, which is significantly higher than the diss
ciation threshold of iodine molecules~1.54 eV!; therefore,
populating it by the successive excitation of vibrational le
els in ‘‘weak’’ collisions is ruled out, and the only mecha
nism responsible for the appearance of nonequilibrium em
sion in the vicinity of 340 nm in the transitiona
disequilibrium zone was provided by nonadiabatic ‘‘sup
collisions.’’

EXPERIMENT

The experiments were performed in a shock tube wit
diameter of 50 mm, which was outfitted with equipment f
emission and absorption spectroscopy having high temp
and spatial resolution. The shock-wave velocity was m
sured using piezoelectric sensors at three points to an a
racy no poorer than 1%. Before each shot, the shock t
was evacuated to a pressure of 231021 Pa and purged by the
gas under investigation. Iodine vapor was admitted by pa
ing the gas under investigation through a vessel contain
crystalline iodine heated to a certain temperature. The in
pressures of the mixtures investigated ranged from 133
2660 Pa, and the concentrations of the iodine vapor w
varied in the range from 0.1% to 3%. The actual iodine c
tent in the mixtures at the time of passage of the shock w
y
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was monitored by measuring the equilibrium temperat
and pressure behind the front. This was possible becaus
effective speed of sound in a mixture of a light gas with
small admixture of iodine and thus the Mach number
shock waves for a certain propagation velocity varied sign
cantly in response to a very slight change in the iodine c
tent. For example, a 0.1% increase in the iodine concen
tion led to a roughly 10% increase in the Mach number in
1% I2199% He mixture.

The intensity of the spontaneous emission of iodine m
ecules was measured using a long-focus optical syst
which provided a spatial resolution in the shock tu
<1 mm. The temporal resolution of the recording equipm
did not exceed 0.1ms. The measurements in the visible a
near-UV regions of the spectrum were performed using
highly sensitive FE´U-171 photomultiplier, whose output sig
nals were fed into an S9-8 digital oscillograph and we
stored by a computer. The required spectral resolution
ensured by employing narrow-band interference filters, a
absolute calibration of the measurements was performed
ing a TRU1300-2350 tungsten ribbon-filament lamp.

In the experiments emission signals were recorded
several spectral regions characteristic of various electro
bands of the iodine molecule, including a band at 9
64.5 nm, which corresponds to theA3P→1Sg

1 transition, a
band at 50162.5 nm, which corresponds to theB3P→1Sg

1

transition, and a band at 3202350 nm, which corresponds t
the high-lyingD3S→B3P transition.

The results of the measurements at 900 and 501 nm
not reveal significant emission peaks in the front, while sh
emission peaks with intensities exceeding the intensity of
equilibrium emission behind the shock-wave front by seve
orders of magnitude in some cases were detected at 340
The characteristic rise time of the signals in the peaks was
greater than 0.220.5 ms, and the decay time of the signa
varied in the range from 0.5 to 2ms. The emission peak
were recorded in argon at Mach numbersM.4.5, in neon at
M.4.2, in helium atM.3.7, and in hydrogen atM.3.2.
Figure 1~a! shows some characteristic examples of the em
sion signals in the band at 340 nm for Mach numbers of
shock wavesM54.424.6 in the inert gases containing abo
1% iodine andM55.12 in hydrogen with the same admix
ture. It is clearly seen that as the speed of sound in the ca
gas increases, the amplitude of the peak increases sha
and the decay time of the signal increases appreciably in
inert gases. It is significant that in all cases the rise time
the signal is comparable to the translational relaxation ti
of iodine, while its decay time is significantly greater. Th
could be associated qualitatively with the stepwise relaxa
of the excitation energy of states which are higher-lying th
the observed energy levels of theD3S state.

Figure 1b compares the signals obtained in mixtures
iodine with neon at various Mach numbers. In this case
creases in the emission intensity and increases in the d
time of the signal with increasing shock-wave velocity a
observed. In the hottest regime~M56.19, T.4000 K! a
quasistationary signal amplitude is observed, which is
sumed to be equal to the equilibrium emission intensity
the I2(D

3S→B3P) band for the particular shock-wave pa
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FIG. 1. a—Oscillograms of the emission signals atl5320– 340 nm in mixtures containing about 1% I2 in various gases for equilibrium temperatures behi
the shock waveT2521006100 K ~Dt is the time between I21M collisions!, M : 1—Ar, 2—Ne, 3—He, 4—H2 ~the signal in hydrogen has been reduced
a factor of 2!. b—Dependence of the emission signals atl5320– 340 nm in 1% I21Ne mixtures on the Mach number of the impinging shock wave,M :
1—4.46, 2—5.95, 3—6.55. c—Example of the absorption signal of iodine molecules at 187.563.5 nm ~J0 is the total signal from the probing source
J02J1 is the absorption of iodine before the shock-wavefront, andJ02J2 is the absorption of iodine behind the shock-wave front! d—Emission pulse of
iodine in a shock-wave front in hydrogen:1—0.8% I2 in H2 , T251770 K, P251.733104 Pa;2—1.2% I2 in H2 , T251955 K, P251.883104 Pa;3—1.9%
I2 in H2 , T252507 K, P252.623104 Pa.
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rameters. Emission oscillograms of similar form were o
tained at 340 nm for all the mixtures of iodine with ine
gases investigated.

In addition to the emission measurements, a special
ries of absorption measurements was performed in the
fuse Cordes bands of the iodine molecules in the vacuum
region at 180–200 nm. These measurements made it pos
to trace the current concentration of iodine molecules an
determine the possible influence of the thermal dissocia
of I2 behind the shock-wave front on the actual level of t
emission signals. A deuterium-neon lamp, which has a c
tinuous emission spectrum in this region, served as the ra
tion source, and a VM-1 monochromator served as the s
troscopic instrument. The spectral region at 187.563.5 nm,
which corresponds to the maximum absorption coefficie
of the Cordes bands, was singled out in the experime
Figure 1c presents an example of the absorption signa
187.563.5 nm in a 2% I2198% He mixture atT252750 K
and P254.553104 Pa. The oscillogram clearly shows
sharp jump in absorption in the shock-wave front and a s
drop in absorption due to the dissociation of iodine m
ecules. The dissociation rate constant determined from
oscillogram iskd51.131011cm3/mol•s, which agrees wel
with the data in the review in Ref. 17. These data on the
-
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of thermal dissociation of iodine show that the loss of iodi
molecules in the mixtures with the inert gases during
period of <2 ms following passage of the front can be n
glected with a high degree of reliability over the entire te
perature range investigated.

The results of the measurements in the 0.222% I21H2

mixtures occupy a special place among the data obtained
all the experiments performed at Mach numbers from 4.5
7, which correspond to equilibrium temperatures behind
shock-wave front in the range from 1300 to 2700 K, e
tremely intense emission peaks were observed in the ban
340 nm. Moreover, the decay time of the signal was
greater than 2ms and decreased with increasing temperat
@Fig. 1d#. This effect could be associated qualitatively wi
the rotational and vibrational relaxation of hydrogen and
effective vibronic exchange process I2* 1H2→I21H2(v).
Another special feature of the mixtures of iodine with hydr
gen was the need to take into account the variation of
composition of the mixture as a consequence of the
chemical reactions in the I21H2 system. Calculations using
an expanded kinetic scheme17 showed that at 2500 K and
53104Pa the initial content of iodine molecules decreas
by 10% in 5 ms and that a corresponding number of H
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FIG. 2. Comparison of the Boltzmann de
pendence of the quasiequilibrium emissio
of iodine with an emission maximum in the
peaks at 340 nm on the equilibrium temper
ture behind the shock wave: a—0.2– 2%2
in helium, o-level of equilibrium
emission,*—emission maximum in the
peaks, b—empirical plots for various carrie
gases:1—Ar, 2—Ne, 3—He, 4—H2 .
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molecules, which are optically active at 340 nm, appear d
ing that time. The features noted, nevertheless, did not h
an appreciable influence on the level of the maximum em
sion of the iodine molecules in the peak, which was achie
in less than 1ms. Therefore, the analysis of the efficiency
high-energy collisions in iodine mixtures with hydrogen w
distinguished from the analysis of mixtures with the in
gases only by the need to take into account the rotatio
relaxation of H2 , whose time can be comparable to the tra
lational relaxation time of iodine molecules under these c
ditions.

DISCUSSION

The first step in the treatment of the experimental d
was the construction of plots of the temperature depende
of the emission intensity in the vicinity of 340 nm. To dete
mine the level of disequilibrium of the emission in the fron
it was useful to compare the values obtained at the max
of the peaks with the equilibrium level of the emission in t
I2(D3S→B3P) band observed behind the most inten
shock waves. The width of the spectral range singled
which extended from 320 to 350 nm, naturally preclud
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al
-
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a
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d

resolving the vibrational structure of the band, and since
optical layer in the range singled out was known to be op
cally thin for all the regimes investigated, it was assum
that the equilibrium emission intensityJeq in the I2(D3S
→B3P) band is proportional to the integral population
the initial state@ I2(D3S)#5neq* , which, in turn, is related by
the Boltzmann dependence

neq* 5n exp~2E/kT2! ~7!

to the total concentration of iodine molecules@ I2#5n and the
excitation energyE of the I2(D3S) state. Figure 2a present
data from emission measurements in mixtures of iodine w
helium, which were determined in the high-temperature
gion from the stationary emission level and in weaker sho
waves from the emission maximum in the peaks. The m
sured values ofJeq were normalized in all cases to a consta
value, viz., the emission intensity of a standard tungs
lampJ0 in the range 3202350 nm atT051600 K. The slope
of the experimental dependence

ln~Jeq/J0•n!}1/T ~8!
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should reflect the effective excitation energy of the up
I2(D3S) emitting state. The straight line drawn according
the least-squares method through the data from the equ
rium measurements ofJeq gave E55.45 eV, which agrees
fairly well with the known geometry of the iodine
molecule.18 At the same time, the data obtained at low
temperatures from the maxima of the frontal peaksJ* reveal
not only a significant upward deviation of the intensity fro
the equilibrium value, but also a significant decrease in
slope of the temperature dependence, whose physical m
ing can be associated with the relative decrease in the
centration of the kinetic energy of the shock wave to
energy of the inelastic collisions in the translational rela
ation zone.

Figure 2b summarizes the experimental data on the
tensities of the frontal peaks of nonequilibrium emissi
from iodine in various gases in the form of empirical plots
~8!. Besides the scale of the reciprocal temperatureT2

21, the
scale of reciprocal equilibrium collision energy behind t
shock waveEeq

215(kT2)21 is presented in the figure. It i
clearly seen that an effect similar to the one noted for heli
in Fig. 2a is observed in all the gases investigated, its gr
est magnitude being achieved in hydrogen. It should
noted that the data obtained in the I21H2 mixtures are re-
garded as the values ofT2 calculated under the assumptio
of translational-rotational equilibrium for the hydrogen mo
ecules, although the rotational relaxation time of H2 in such
a mixture can be commensurate with the translational re
ation time of the iodine molecules. The assumption mad
based on the results of a control calculation ofT2 before
rotational relaxation, which led to the physically implausib
result of an extremely low level of emission~3–4 orders of
magnitude below the equilibrium level! even at temperature
near 4000 K. It can be theorized that the rotational relaxa
rate of hydrogen on iodine molecules increased significa
as a result of vibration-rotation exchange with the iod
molecules, which have appreciable vibrational excitation
ready at room temperatures, according to the scheme I2(v)
1H2→I21H2(r ).

In order to move on to a quantitative analysis of t
nonequilibrium effects on a shock-wave front, some assu
tions must be made regarding the kinetic mechanisms
sponsible for the appearance of the emission observed. I
already been pointed out above that the measured emis
intensity in the band at 320–350 nm reflects the integ
population of the I2(D3S) state, which is determined in th
general case by the balance between the excitation of io
in single supercollisions of the type

I21I2~or1M !→
keff

I2~D3S!1I2~or1M ! ~9!

~whereM denotes the carrier gases He, Ne, Ar, and H2) and
the deactivation of excited molecules, which can occur b
in quenching collisions of the type

I2~D3S!1I2~or1M !→
kq

I21I2~or1M !, ~10!

and as a result of the radiative transition
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I2~D3S!→
g

I2~B3P!1hn. ~11!

Under the traditional kinetic approach these proces
are described by the following equation for the population
excited molecules:

dn* /dt5keffn
2~or keff nM!2kqn* n~orkqn* M !2gn* .

~12!

However, the most important feature of the processe
the translational disequilibrium zone is the fact that the
fective ‘‘rate constant’’ of the excitation process~1! is an
extremely strong function of time and, as will be shown b
low, varies significantly even during the time between elas
collisions Dt. On the other hand, the lifetime of theD3S
state under investigation is 1/g'7 nm ~Ref. 19!, and under
the conditions of the experiments performed it was sign
cantly shorter than the characteristic quenching times. Th
fore, it could be assumed that the observed emission m
mum is caused by the ‘‘production’’ of excited molecules
a single, very high-energy collision:

n* 'keff n
2Dt~or keffnMDt !. ~13!

In order to determine which type of exciting collision
dominates, I21I2 or I1M , a special series of measuremen
of the dependence ofJ* on the concentration of the carrie
gasM was carried out. It was found that the emission inte
sity in the peaks does not depend on the concentration o
light gases H2 and He and increases proportionally to t
concentrations of the heavier carrier gases Ne and Ar. It
concluded on this basis that I21I2 collisions play the leading
role in exciting the iodine molecules in the lighter gase
while the I21Ne and I21Ar collisions are more effective.

The further quantitative analysis was concerned with
elastic I21I2 collisions in media of H2 and He. Under the
assumption that the cross section of the nonadiabatic pro
~9! depends weakly on the collisional kinetic energy,12 keff

~1! can be represented in an approximation in the form

keff'PnaselF~v i j !, ~14!

where sel is the elastic collision cross section,Pna is the
probability of an inelastic transition~the nonadiabaticity fac-
tor!, and

F~v i j !5E E
v i j (min)

`

f ~v i ! f ~v j !dv idv j ~15!

is the collision integral, which transforms in the case
translational equilibrium into the ‘‘Arrhenius factor’’ of the
rate constant~2!

Feq5^v&exp~2E/kT2!. ~16!

Figure 3 shows the evolution of the values ofF(v i j ) for
I21I2 collisions in the translational relaxation zone of
shock wave relative toFeq, which was calculated on the
basis of a numerical solution of the Boltzmann equation b
modified Tamm–Mott-Smith method.8 A comparison of the
calculatedF(v i j ) profiles with the experimental data in Fig
1a reveals qualitative similarity both in the rise times of t



.
a

tu

n
e
e

i
d
ef
to

a
le

e

e.

val-
f

l
ent

ely

lu-
the
e

w
ata

n-
f a
ean

ind

of
-

ade
-
-
lope
xci-
nt.

ix

1156 Tech. Phys. 44 (10), October 1999 Velikodny  et al.
signals and in their dependence on the kind of carrier gas
the same time, the characteristic decay times of the sign
as we have already noted, are roughly an order of magni
longer than the calculated relaxation timesF(v i j ) and prob-
ably characterize the integral relaxation time of the electro
energy of the iodine molecules stored in the front. Anoth
very important conclusion following from an analysis of th
plots in Fig. 3 is thatF(v i j ) and thuskeff vary significantly
even during the time between I21I2 collisions, i.e.,Dt,

Dt5~nsel̂ v&!21. ~17!

Moreover, as was indicated above, the observed em
sion maximum is caused by the ‘‘production’’ of excite
molecules in a single, very high-energy collision, whose
fective energyE* can be estimated by writing, in analogy
Ref. 16,

F* ~v i j !5^v&exp~2E/E* !. ~18!

Here F* (v i j ) is the maximum value of the integral~15!.
These assumptions made it possible to estimate the m
mum values of the concentration of excited molecu
n* 5@ I2(D3S)# ‘‘produced’’ during the timeDt with ne-
glect of the quenching~10! and the radiative processes~11!

n* 'keff* n2Dt. ~19!

Taking into account~14! and ~16!–~18!, we obtain

n* /n5Pnaexp~2E/E* !. ~20!

FIG. 3. Evolution of the functionF(v i j )/Feq @formulas ~15! and ~16!# for
I21I2 collisions in the translational relaxation zone of shock waves in m
tures of 1% I2 with various gases forM54.5 andE55.45 eV.1–4—same
as in Fig. 2b.
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Figure 4 presents the experimental values of ln(n* /n)
measured in He and H2 as a function of the reciprocal of th
effective collision energyEi . Besides the values ofEi5E*
calculated from formulas~15! and ~18!, the figure presents
estimates of the effective collision energyEi5mv2/2 @m
5mimI2

/(mi1mI2
) is the reduced mass# in the approxima-

tion of a molecular beam of light (Ei5El

'mHev
2/2,mH2

v2/2) and heavy (Ei5Eh5mI2
v2/4) mol-

ecules moving with the flow velocity behind the shock wav
It is clearly seen that the use of such values ofEl and Eh

leads both to significant disparity between the absolute
ues ofn* in He andH2 and to obviously incorrect values o
the excitation energyE of the I2(D3S) state. At the same
time, the plots of ln(n* /n)}(E* )21 describe the experimenta
data quite well both from the standpoint of the agreem
between the absolute values ofn* in different gases and with
respect to the slope of the common tangent, which is clos
consistent with the value obtained aboveE55.4 eV. This
result allows us to draw the fundamentally important conc
sion that the model used for an approximate solution of
Boltzmann equation8 leads to correct values of the effectiv
energies of I21I2 collisions in the wave frontE* calculated
from formulas~15! and~18!, and such calculations can no
be used to quantitatively analyze diverse experimental d
on inelastic processes in a shock-wave front.

A comparison of the values ofE* obtained with the
equilibrium collision energies behind the frontEeq5kT2

@Fig. 2~b!# permits determination of the real scale of the no
equilibrium effects in the translational relaxation zone o
shock wave. In particular, it can easily be seen that the m
effective energies of the most high-energy I21I2 collisions
in the shock-wave fronts in He and H2 are roughly 5 – 10
times greater than the equilibrium values in the flow beh
the front.

The more focused view of the experimental plot
ln(n* /n)}(E* )21 shown in Fig. 4b reveals that its slope in
creases slightly with increasingE* . This finding can be in-
terpreted in two ways. If we adhere to the assumption m
above@see formula~13!# that the probability of the nonadia
batic transition~9! Pna'const in the range of collision ener
gies under consideration, the observed change in the s
can be associated with a change in the mean effective e
tation energy of the iodine molecules acquired in the fro
For example, under the weakest regimes withE* '0.5 eV

-

FIG. 4. Comparison of the nonequilibrium
populationsn* of the I2(D3S) state as a
function of the effective collision energy
Ei in shock-wave fronts in helium~* ! and
hydrogen ~h!: a—Ei5El5mH2

•v2/2,
mHe•v2/2; b—Ei5E* ; c—Ei5Eh5mI2
•v2/4.
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FIG. 5. Probabilities of nonadiabatic su
percollisions of the type I21I2

→I2(D3S)1I2 : a—determined from ex-
perimental data using Eq. ~21!;
b—adiabatic transition probability calcu
lated from Eq.~22!.
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the observed value ofE is close to the zero-point energy o
the I2(D3S) state E8>4.8 eV, while in the most intens
shock waves, where the collision energy in the front reac
E* '1 eV, the mean excitation energy amounts toE9
>8.5 eV, which is close to the dissociation barrier of t
I 2(D3S) state. Such a conclusion can serve as indirect c
firmation of the assumption made above that the long de
time of the observed emission peaks reflects the step
relaxation of the higher-lying iodine states populated in
front.

On the other hand, the variation of the slope of the pl
in Fig. 4 can be associated specifically with the variation
the transition probabilities as a function of the collision
kinetic energy. Under such an assumption the current va
of Pna can be extracted directly from experimental measu
ments. In fact, after determining the ratio of the emiss
intensity in the peakJ* to the intensity obtained by extrapo
lating the corresponding equilibrium dependenceJeq @Fig.
2b# and taking into account~7! and ~20!, we obtain

J*

Jeq
>

n*

neq*
5

Pnaexp~2E/E* !

exp~2E/kT2!
. ~21!

Figure 5 compares the experimental values ofPna with
the effective adiabatic transition probability

Pad>~1/F~v i j !!

3E
v i j (min)

` E exp~2j!uv i j u f ~v i ! f ~v j !dv idv j

~22!

calculated with consideration of the Massey parame
j5Ea/hv i j (E55.45 eV, a>2 Å is the impact
parameter20!. Both probabilities depend exponentially on th
collision energy and can be approximated by the simple
lations

Pna51.7531024 exp~22.66/E* !,

Pad54.61310219exp~213.27/E* !.
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It is noteworthy that besides the extremely large diffe
ence between the absolute values ofPna andPad, which can
reach 1029~!!, the calculated values of the adiabatic transiti
probability Pad exhibits an effective energy threshold, whic
is more than twice as great asE55.45 eV and can be asso
ciated with the increase in the contribution of the hig
energy ‘‘tail’’ of the distribution function with increasing
E* . On the other hand, the real transition probabilityPna

depends quite weakly on the collision energy, i.e., it ha
threshold at roughly one-half ofE. Qualitatively, these facts
are evidence that the I21I2 collisions are a certain type o
nonadiabatic supercollisions, which most probably invo
the formation of the intermediate complex I4 . Obviously, a
quantitative analysis of the mechanisms of nonadiabatic t
sitions in I21I2→I41I2(D3S)1I2 collisions based on an
examination of the potential surfaces of I4 is beyond the
scope of the present work and can be the subject of a sp
theoretical treatment.

CONCLUSION

1. Sharp emission peaks have been recorded experim
tally at 320–350 nm in shock-wave fronts in inert gases a
hydrogen with an admixture of 0.1– 3% molecular iodin
This emission has been assigned to the I2(D3S→B3P)
band, which is located at the excitation energies 5
→1.8 eV, i.e., is significantly above the dissociation thres
old of iodine ~1.54 eV!.

2. The emission intensity in the peaks increase sign
cantly with increasing speed of sound in the carrier gas
shock waves with a fixed Mach number. The maximu
emission intensities in the lightest gases~He and H2! exceed
the equilibrium values by a factor of 1032105 at Mach num-
bers in the range 3.2<M<5.5.

3. The emission intensity of the iodine molecules did n
depend on the concentration of He and H2, but it increased
proportionally to the concentrations of Ne and Ar. It w
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concluded on this basis that the leading role in exciting
iodine molecules is played by the I21I2 collisions in the
lightest gases~He and H2!, while the I21Ne and I21Ar
collisions are more effective in the heavier gases.

4. A comparison of the experimental dependences of
intensities of the emission peaks of iodine on the shock-w
velocity in He and H2 showed that the best description of th
data obtained is achieved for the value of the effective
ergyE* of the I21I2 collisions in the front calculated on th
basis of a numerical solution of the Boltzmann equation b
modified Tamm–Mott-Smith method. The absolute values
this energy under the conditions of the experiments p
formed was roughly 10 times greater than the mean collis
energy behind the shock wavekT2 .

5. The probability of theI 2(1Sg
1→D3S) transition ex-

tracted from an analysis of the experimental data excee
the values calculated in the adiabatic approximation
15–20 orders of magnitude. Thus, the exciting I21I2 colli-
sions definitely have a nonadiabatic character and are m
likely a certain type of complex-forming supercollisions.
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Stability of a charged drop of a viscous electrically conducting liquid in a viscous
electrically conducting medium

S. L. Shiryaeva, A. I. Grigor’ev, and D. F. Belonozhko

P. G. Demidov Yaroslavl State University, 150000 Yaroslavl, Russia
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A dispersion relation is derived for capillary oscillations of a charged electrically conducting
viscous drop in an electrically conducting viscous medium. It is shown that aperiodic instability
of the charged interface between the two media can arise in this system, with a growth
rate that depends qualitatively differently on the ratio of their conductivities in different ranges
of values of this ratio. In a certain range of conductivity ratios the drop undergoes
oscillatory instability. © 1999 American Institute of Physics.@S1063-7842~99!00510-3#
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Investigation of the electrostatic instability of a charg
drop of viscous liquid suspended in a different viscous liq
is of great interest in connection with many applications
which this effect appears: in technologies for the unifo
mixing of immiscible liquids, in the practical problem o
mixing fuel and oxidizer for the burning of liquid fuels, an
in geophysical experiments~see, for example, Refs. 1–4 an
the literature cited therein!. Nonetheless, many questions r
lating to this problem have as yet been investigated v
little because of the complicated experimental technique
the difficulty of the theoretical calculations. This refers al
to the effect of the finite rates of charge redistribution in t
two liquids on the mechanisms leading to instability of t
charged surface of a drop.5

1. We shall consider a system consisting of two imm
cible incompressible liquids with densitiesr (1) andr (2) and
kinematic viscositiesn (1) and n (2). Because of surface ten
sion, which we denote bya, the interior liquid, which we
label with an index 1, will assume the form of a spheric
drop with radiusR. We assume further that the liquid in th
drop possesses conductivitys1 and permittivity «1, while
the exterior medium is conducting with the constantss2 and
«2. Let a spherical electrode of radiusR0!R, such that the
effect of the electrode on the flow of the liquid in the drop
negligibly small,6,7 be located at the center of the drop. W
assume the electrode potential to be constant,w0. Let a con-
stant current, giving rise to accumulation of electric chargeQ
at the interface between the media, flow between the cen
spherical electrode and a spherical counterelectrode, loc
at infinity in the exterior medium and maintained at ze
potential. We shall seek the spectrum of capillary oscillatio
of the interface.

In a spherical coordinate system (r ,Q,w) with origin at
the center of the undisturbed drop, the equation for the in
face between the two liquids has the form

r 5R1j~Q,w,t !.

The mathematical formulation of the problem form
lated, linearized around the equilibrium state, consists of
system of equations of electrodynamics8,9
1151063-7842/99/44(10)/9/$15.00
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]u( i )

]t
52

1

r ( i )
“p( i )1n ( i )Du( i ); i 51, 2; ~1!

div u( i )50; div j i50; ~2!

j i5s iEi , Ei52“F i , ~3!

and the boundary conditions for them

r 5R0 : F15w0 ; ~4!

r 5R1j: uQ
(1)5uQ

(2) ; ~5!

uw
(1)5uw

(2) ; ~6!

ur
(1)5ur

(2)5
]j

]t
; ~7!

P1Q1r (1)n (1)F1

r

]ur
(1)

]Q
1

]uQ
(1)

]r
2

1

r
uQ

(1)G5P2Q

1r (2)n (2)F1

r

]ur
(2)

]Q
1

]uQ
(2)

]r
2

1

r
uQ

(2)G ; ~8!

P1w1r (1)n (1)F 1

r sinQ

]ur
(1)

]w
1

]uw
(1)

]r
2

1

r
uw

(1)G5P2w

1r (2)n (2)F 1

r sinQ

]ur
(2)

]w
1

]uw
(2)

]r
2

1

r
uw

(2)G ; ~9!

2p(1)12r (1)n (1)
]ur

(1)

]r
1pa2pE

52p(2)12r (2)n (2)
]ur

(2)

]r
; ~10!

F15F2 ; ~11!

]¸

]t
1n–~s2E22s1E1!1div S~¸ut1¸bEt2Ds“¸!50;

¸5
1

4p
n–~«2E22«1E1!; ~12!
9 © 1999 American Institute of Physics
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r→`: F2→0; ~13!

the condition that the volumes of the liquids are constan

E
V

j~Q,w,t !dV50; ~14!

the condition that the center of mass of the system is stat
ary

E
V

j~Q,w,t !erdV50, ~15!

wherej(Q,w,t), u(r ,t), andp(r ,t) are the perturbations o
the shape of the interface, the velocity field, and the pres
field, respectively;̧ is the surface charge density at the i
terface;b and Ds are the surface mobility and the surfa
diffusion coefficient of charge carriers; divS is the surface
divergence;8 pa(j) is the surface-tension pressure

pa~j!52
a

R2
~21DV!j; ~16!

pE is the perturbation of the electric-field pressurePE , re-
lated with the capillary deformation of the interface;P iQ and
P iw are the electric components of the tangential compon
of the stress tensors due to the currents of the charge r
tributed as a result of deformation of the interface betwe
the media accompanying thermal capillary motion of the l
uid in both media,9,10

PE5
1

8p
@«2E2n

2 2«1E1n
2 #1~«12«2!

E2t
2

8p
;

P i t5
1

4p
EinEi t ; i 51, 2; ~17!

Ein andEi t are, respectively, the normal and tangential co
ponents of the electric field vector;n and t[eQ , ew are
mutually orthogonal unit vectors of the normal and two ta
gent vectors with respect to the surface of the drop;D is the
Laplacian operator, andDV is its angular part in a spherica
coordinate system; and,dV is an element of solid angle.

We shall construct the solution in dimensionless va
ables, in whichR51, a51 andr (1) or r (2)51. We retain
the freedom of choosing the scaling parameter, which has
dimensions of density. In the discussions below we retain
density of both media and decide which densityr (1) or r (2)

should be set equal to 1 after the final expressions have
obtained. All other quantities~for which we retain the old
notation! will be expressed in units of their characteris
values.

2. We shall now scalarize the problem, using the pro
dure developed in detail in Refs. 9 and 10. The desired
locity field u( i )(r ,t) can be decomposed into a sum of thr
orthogonal fields, which we shall enumerate with the indej,
assuming the valuesj 51,2, and 3,

u( i )~r ,t !5“C1~r ,t !1~“3r !C2~r ,t !

1~~r3“ !3“ !C3~r ,t !, i 51,2, ~18!

whereC j are scalar fields.
n-
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Substituting the expansion~18! into the incompressibil-
ity condition ~2!, we obtain

DC1
( i )50. ~19!

Substituting the expansion~18! into the Navier–Stokes
equation~1! gives three independent equations

1

r ( i )
p( i )d1 j1

]C j
( i )

]t
2n ( i )DC j

( i )50. ~20!

Taking condition~19! into account, we obtain the scala
analog of Eqs.~1! and ~2! which consists of independen
equations for the scalar fieldsC j

( i )

DC j
( i )2~12d1 j !

1

n ( i )

]C j
( i )

]t
50 ~21!

and expressions for the pressure fieldp( i )

p( i )52r ( i )
]C1

( i )

]t
. ~22!

We now substitute the expansion~18! into the boundary
conditions~5! and~6!, and after uncomplicated mathematic
transformations we obtain

FC1
(1)1

]

]r
rC3

(1)G2FC1
(2)1

]

]r
rC3

(2)G50, ~23!

C2
(1)2C2

(2)50. ~24!

Similarly, we obtain the scalar analog of the bounda
conditions~8! and ~9!

F 1

sinQ

]

]Q
~sinQ@P1Q2P2Q#!1

1

sinQ

]

]w
~P1w2P2w!G

1r (1)n (1)F2
]

]r

C1
(1)

r
1

]2C3
(1)

]r 2
2

~21DV!

r 2
C3

(1)G
2r (2)n (2)F2

]

]r

C1
(2)

r
1

]2C3
(2)

]r 2
2

~21DV!

r 2
C2

(2)G50;

~25!

F 1

sinQ

]

]w
@P1Q2P2Q#2

1

sinQ

]

]w
~sinQ@P1w2P2w#!G

1r (1)n (1)F r
]

]r

C2
(1)

r G2r (2)n (2)F r
]

]r

C2
(1)

r G50. ~26!

The scalar analogs of the boundary conditions~7! and
~10! are obtained immediately by substituting the expans
~18! into the expression for the pressure field~22!

]C1
(1)

]r
2

1

r
DVC3

(1)5
]C1

(2)

]r
2

1

r
DVC3

(2)5
]j

]t
; ~27!
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F r (1)
]C1

(1)

]t
12r (1)n (1)

]2C1
(1)

]r 2
22r (1)n (1)DV

]

]r

C3
(1)

r G
1pa2pE5F r (2)

]C1
(2)

]t
12r (2)n (2)

]2C1
(2)

]r 2

22r (2)n (2)DV

]

]r

C3
(2)

r G . ~28!

The constant-volume condition~14! remains unchanged
and substituting into the condition~15!, expressing that the
center of mass is stationary, the expansion of the unit ve
of the spherical coordinate systemer in terms of unit vectors
of the Cartesian system we obtain

E
V

jY1ndV50. ~29!

We can see from the system obtained that the fieldC2

has no effect on the change in the shape of the surface, s
the problem of finding it does not depend onC1 , C3 , andj
and it does not appear in the equations forC1 , C2 , andj.

3. We now proceed to the solution of an ordinary sca
boundary-value problem. We seek the solutions of Eqs.~21!
and the functionj in the form of the expansions

C j
( i )5(

m,n
C j

( i )~r !Ymn exp~St!,

j5(
m,n

ZYmn exp~St!, ~30!

where S is a complex frequency,Ymn[Ymn(Q,w) are
spherical harmonics, the indexm in general assumes value
from 0 to`, and the indexn assumes values from2m to m.

To simplify the notation, we omit the indicesn andm in
the quantitiesC j

( i )(r ) and Z. From the conditions~14! and
~29! we obtainmÞ0 andmÞ1. Substituting the expansion
~30! into expression~16! for the surface-tension pressu
gives

pa5(
m,n

~m21!~m12!ZYmnexp~St!. ~31!

We now substitute expressions~30! into Eq. ~21! and
find the equation for the radial functions

d2C j
( i )~r !

dr2
1

2

r

dC j
( i )~r !

dr

2F S

n ( i )
~12d1 j !1

m~m11!

r 2 GC j
( i )~r !50. ~32!

Substituting expressions~30! and ~31! into Eqs. ~23!–
~28!, we obtain the boundary conditions for the functio
C j

( i )(r )

FC1
(1)~r !1

]

]r
rC3

(1)~r !G2FC1
(2)~r !1

]

]r
rC3

(2)~r !G50;
or

ce

r

E
V
F 1

sinQ

]

]Q
~sinQ@P1Q2P2Q#!1

1

sinQ

]

]w
~P1w

2P2w!GYmndV1r (1)n (1)F2
]

]r

C1
(1)~r !

r
1

]2C3
(1)~r !

]r 2

1~m21!~m12!C3
(1)~r !G2r (2)n (2)F2

]

]r

C1
(2)~r !

r

1
]2C3

(2)~r !

]r 2
1~m21!~m12!C3

(2)~r !G50;

F]C1
(1)~r !

]r
1m~m11!C3

(1)~r !G
2F]C1

(2)~r !

]r
1m~m11!C3

(2)~r !G50;

]C1
(1)~r !

]r
1m~m11!C3

(1)~r !2SZ50;

r (1)FSC1
(1)~r !12n (1)

]2C1
(1)~r !

]r 2

12n (1)m~m11!
]

]r

C3
(1)~r !

r G2r (2)FSC1
(2)~r !

12n (2)
]2C1

(2)~r !

]r 2
12n (2)m~m11!

]

]r

C3
(2)~r !

r G
1~m21!~m12!Z2E

V
PEYmndV50;

C2
(1)~r !2C2

(2)~r !50;

E
V
F 1

sinQ

]

]w
~P1Q2P2Q!2

1

sinQ

]

]Q
~sinQ@P1w

2P2w#!GYmndV1r (1)n (1)F ]

]r

C2
(1)~r !

r G
2r (2)n (2)F ]

]r

C2
(2)~r !

r G50. ~33!

The solutions of Eqs.~32! have the form

C1
1~r !5b1r m; C1

2~r !5c1r 2(m11);

C2
1~r !5b2

i m~x1r !

i m~x1!
; C2

2~r !5c2

km~x2r !

km~x2!
;

C3
1~r !5b3

i m~x1r !

i m~x1!
; C3

2~r !5c3

km~x2r !

km~x2!
, ~34!

where x15AS/n1 and x25AS/n2; i m(x) and km(x) are
modified Bessel functions of the first and third kinds; and,bj

andcj are constants.
Solving the electric part of the problem, the equatio

~3! with the boundary conditions~4! and~11!–~13!, we rep-
resent the perturbation of the electric-field pressure and
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electric components of the tangential components of
stress tensor~17!, using the solutions~34!, in the form

pE'2
Q2

4pg2
2 (

m,n

1

Lm
H g4Z2m~m11!g2g5

3Fb11S x1

i m11~x1!

i m~x1!
1~m11! Db3G J Ymnexp~St!;

P1Q2P2Q'
Q2~s22s1!

4pg2
2 (

m,n

1

Lm
H h2Z2m~m11!

3g2~12R0
(2l 11)!Fb11S x1

i m11~x1!

i m~x1!

1~m11! Db3G J ]Ymn

]Q
exp~St!;

P1w2P2w'
Q2~s22s1!

4pg2
2 (

m,n

1

Lm
H h2Z2m~m11!

3g2~12R0
(2l 11)!Fb11S x1

i m11~x1!

i m~x1!

1~m11! Db3G J 1

sinQ

]Ymn

]w
exp~St!;

Q[
w0R0g2

@s1R01s2~12R0!#
; l i[S« i14ps i ;

m i[l i1m~m11!Ds« i ;

Lm~s,«,S![d~m i !1m~m11!Qb~12R0
(2m11)!;

d~m j ![m1m1m2~m11!1~m12m2!~m11!R0
(2m11) ;

d~« j ![«1m1«2~m11!1~«12«2!~m11!R0
(2m11) ;

d~l i ![l1m1l2~m11!1~l22l2!~m11!R0
(2m11) ;

g1[~2l12l2~m11!!s21l2s1~m21!;

g2[«2s12«1s2 ;

g3[s2d~l i !1g1@12R0
(2m11)#;

g4[«2s1$~m11!h32~m21!s1@d~m i !1m~m11!

3Qb~12R0
(2m11)!#%1«1s2$@m1~m11!R0

(2m11)#h1

22s2d~m i !2s2m~m11!Qb@~m12!

1~m21!R0
(2m11)#%;

g5[@~m11!«2s11m«1s2#2~m11!g2R0
(2m11) ;

h1[~2«12~m11!«2!1«2s1~m21!;

h2[h1~12R0
(2m11)!1s2d~« i !;

h1[g11m~m11!Dsh1 ; h2[g31m~m11!Dsh2 ;
~35!

Q is the total charge of the drop–medium interface in
equilibrium state.
e

e

We now substitute the solution for the radial functio
C j

( i )(r ) ~34! into the system of boundary conditions~33!.
Taking Eqs.~35! into account and using the recurrence re
tions for the modified spherical Bessel functions

i m8 ~x!

i m~x!
5

i m11~x!

i m~x!
1

m

x
,

i m9 ~x!

i m~x!
52

2

x

i m11~x!

i m~x!
1F11

m~m21!

x2 G ,

km8 ~x!

km~x!
52

km21~x!

km~x!
2

m11

x
,

km9 ~x!

km~x!
5

2

x

km21~x!

km~x!
1F11

~m11!~m12!

x2 G ,

after transformations we obtain a homogeneous system
linear equations for the coefficientsb1 , c1 , b3 , c3 , andZ

b11b3Fx1

i m11~x1!

i m~x1!
1~m11!G

2c11c3Fx2

km21~x2!

km~x2!
1mG50;

Fr (1)n (1)2~m21!2
Q2

4p

~s22s1!

g2

m~m11!

Lm

3~12R0
(2m11)!Gb11Fr (1)n (1)H 22x1

i m11~x1!

i m~x1!

1x1
212~m21!~m11!J 2

Q2

4p

~s22s1!

g2

m~m11!

Lm

3~12R0
(2m11)!H x1

i m11~x1!

i m~x1!
1~m11!J Gb3

1H Q2

4p

~s22s1!

g2
2

1

Lm
h2J Z

1@r (2)n (2)2~m12!#c12r (2)n (2)

3F2x2

km21~x2!

km~x2!
1x2

212m~m12!Gc350;

mb11m~m11!b31~m11!c12m~m11!c350;

mb11m~m11!b32SZ50;

S r (1)~S12n (1)m~m21!!2
Q2

4p

1

g2

m~m11!

Lm
g5Db1

1S 2r (1)n (1)m~m11!Fx1

i m11~x1!

i m~x1!
1~m21!G

2
Q2

4p

1

g2

m~m11!

Lm
g5H x1

i m11~x1!

i m~x1!
1~m11!J Db3

2r (2)~S12n (2)~m11!~m12!!c112r (2)

3n (2)m~m11!Fx2

km21~x2!

km~x2!
1~m12!Gc3
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1F ~m21!~m12!1
Q2

4p

1

g2
2

g4

Lm
GZ50.

This system possesses a nontrivial solution only if
determinant constructed from the coefficients with unknow
b1 , c1 , b3 , c3, andZ is zero:

detalk50; 1< l, k<5; ~36!

a1151; a12521; a135 f m
(1)~x1!1~m11!;

a145 f m
(2)~x2!1m; a1550;

a2152~m21!r (1)n (1)2
Q2

4p

~s22s1!

g2

~m~m11!!2

Lm

3~12R0
(2m11)!;

a2252~m12!r (2)n (2);

a235r (1)n (1)@22 f m
(1)~x1!1x1

212~m21!~m11!#

2
Q2

4p

~s22s1!

g2

m~m11!

Lm
~12R0

(2m11)!

3$ f m
(1)~x1!1~m11!%;

a2452r (2)n (2)@2 f m
(2)~x2!1x2

212m~m12!#;

a255
Q2

4p

~s22s1!

g2
2

1

Lm
h2 ; a315m;

a325~m11!; a335m~m11!; a345m~m11!;

a3550; a415m; a4250;

a435m~m11!; a4450; a4552S;

a515r (1)@S12m~m21!n (1)#2
Q2

4p

1

g2

m~m11!

Lm
g5 ;

a5252r (2)S22~m11!~m12!r (2)n (2);

a5352r (1)n (1)m~m11!@ f m
(1)~x1!1~m21!#

2
Q2

4p

1

g2

m~m11!

Lm
g5$ f m

(1)~x1!1~m11!%;

a545r (2)n (2)2m~m11!@ f m
(2)~x2!1~m12!#;

a555~m21!~m12!1
Q2

4p

1

g2
2

g4

Lm
;

f m
(1)~x1![x1

i m11~x1!

i m~x1!
; f m

(2)~x2![x2

km21~x2!

km~x2!
.

4. The dispersion relation~36! was analyzed numeri
cally. The parameterW[«2w0

2/4p was used to characteriz
the intensity of the electric field~charge of the drop! at the
interface between the media. Fors250 this is the same a
the definition of the Raleigh parameter6,11,12W[Q2/4p«2 .

The radius of the in-drop spherical electrode was
sumed to be the sameR050.1 in all calculations. According
to Refs. 6 and 7, the presence of a solid spherical core
R0,0.5 inside the drop has virtually no effect on the ch
e
s

-

or
-

acter of the hydrodynamic motions that arise; this ensu
that the model used in the analytic derivation of Eqs.~36! is
acceptable.

Numerical methods were used to investigate the beh
ior of the family of dependences of the real (ReS) and imagi-
nary (ImS) components of the complex frequency on t
conductivitys2 of the exterior medium for various values o
the permittivity of the drop 10<«1<80. The curves pre-
sented in Figs. 1a and 1b were obtained forn52 and «2

52. In Figs. 2a–2d the analogous curves were obtained
«254.

All calculations were performed with a supercritic
~with respect to the Rayleigh value! parameterW: W
51.1W* (W* 5n12; n52,3,4, . . . — mode number).4 The
dimensionless kinematic viscosity of the drop and the ex
rior medium were assumed to be the samen15n25n
50.02; the exterior medium was assumed to be much
dense than the drop mediumr (1)51 andr (2)50.01; in all
calculations the dimensionless electric conductivity of a d
was assumed to be 1,s151; moreover, the charge-carrie
mobility and the surface diffusion coefficient were assum
to beb50.01 andDs51025, respectively.

According to the numerical calculations, the comple
family of branches of the dispersion relation is infinite b
cause the set of poloidal vortex motions which arise
infinite.11 Calculations were performed to investigate the
stability of the capillary motions of the liquid that are n
associated with poloidal vortices.11 However, for complete-
ness, all branches of the dispersion relation which are r
ized in a prescribed range of the characteristic physical
rameters are presented in the dependences.

Two types of aperiodic instability are observed in t
dependences shown in Fig. 1a. A type-I aperiodic instabi
with «1540 is represented by the branch1 and is character-
ized by a growth rate decreasing monotonically with incre
ing s2 from the maximum value fors250, corresponding to
the growth rate of the Rayleigh instability, to zero fors2

50.005. As«1 varies in the range 10<«1<80, the changes
in the behavior of the branch1 fall within the thickness of
the line representing this curve in Fig. 1a.

A type-II instability is illustrated by the branches2 («1

580) and 3 («1540). It is observed in the rang
s2.0.005 and is characterized by the fact that its grow
rate increases withs2, reaches a maximum, and decreases
zero ass2 increases further. There is a one-to-one corresp
dence between each value of«1 in the interval40,80* and a
curve of the one-parameter family, formed by a continuo
mapping of the branch2 into the branch3 as «1 decreases
from 80 to 40. In what follows we shall call this character
the dependences, with«1 varying continuously in the inter-
val bounded by its values for which the diagram of t
branches is presented, intermediate~relative to the branches
2 and3!. It is evident from Fig. 1a that the growth rate of th
instability is determined in some range of values ofs2 that
does not contains250; on this interval it reaches a max
mum and decreases to zero. The magnitude of the maxim
and the width of the interval within which instability is ob
served to decrease substantially as«1 decreases. The positio
of the maximum shifts rightward. For 10<«1,40 the type-II
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FIG. 1. a — Real and imaginary components of the dimensionless complex frequency of capillary motions of a liquid versus the dimensionless coty
of the exterior medium: a branch corresponding to«1580 lies within the thickness of the curve1, for «1580 branch2 of a type-II aperiodic instability and
branch4 of damped oscillatory motions are additionally observed; for«1540 branch3 of a type-II aperiodic instability and branch5 of damped oscillatory
motions are observed. b — The part of Fig. 1a near the origin of the coordinates: the branches2–5 characterize the behavior of the same branches as in
1a; 6 and7, in contrast to Fig. 1a, divide into two individual curves;8 and9 — poloidal vortex motions with«1580 and 40, respectively.
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aperiodic instability is not observed, and the correspond
branch lies on the bottom sheet of the Riemann surface~RS!,
on which the dispersion relation~36! is defined, everywhere
with the exception of the small regions2,@0,0.02# where
for this branch ReS,0. The corresponding curves are n
shown in Fig. 1a so as not to clutter the figure. Thus,
characteristics of a type-II instability depend strongly on
electric properties of the medium.

In all cases studied, the branch1 is accompanied by a
branch of the dispersion relation determined on the bot
sheet of the RS, which coincides with branch1 at least to
within the thickness of the line.Ass2 increases, continua
tions of the branch1 and the accompanying branch of th
bottom sheet into the region ReS,0 are bounded by the
branch point, from which a branch of vibrational motion d
velops — the branches4 and5 in Fig. 1a. The permittivity
«1580 corresponds to the branch4, while «1540 corre-
sponds to the branch5. For «1 taking on values in the rang
40,«1,80, the behavior of the corresponding branches
qualitatively the same, and the branches themselves oc
positions between the curves4 and5. The frequency of the
vibrational motions grows very little with increasing«1 and
increases rapidly with increasings2. The damping decre
ment of the vibrational motion increases with«1 for values
of s2 from a neighborhood of the branch point. Ass2 in-
creases, the damping decrement of the periodic motions
g

e
e

m

-

is
py

e-

creases appreciably with increasing«1 and passes through
minimum ats2'0.1. In the range 10<«1,80 the branch
whose dependence ons2 is similar to the branches4 and5
is essentially identical to the branch5 and is not shown in
Fig. 1a.

The left side of Fig. 1a is constructed in Fig. 1b on
larger scale. The branch1 separates near its right-hand en
into two parts, designated by the numbers6 («1580) and7
(«1540). The calculations showed that variation of«1 in the
range 10,«1,80 does not appreciably influence the grow
rate of the type-I aperiodic instability. It was found that th
motions corresponding to the branches2 («1580) and 3
(«1540) for small values ofs2 are damped oscillations. In
addition, ass2 increases, the damping decrements decre
to '0.02 and switch to the bottom sheet of the RS. Ass2

increases further, each of the branches2 and 3 approaches
the branch point, which is the origin of the same branch
the aperiodic instability~Fig. 1a!, accompanied by an aper
odic branch on the bottom sheet of the RS~this branch co-
incides with the curve on the first sheet to within the thic
ness of the line!. As «1 decreases from 80 to 40, th
frequency and damping decrement of the motions discus
above increase from values determined by the branch2 to
values corresponding to the branch3. Besides the branche
enumerated in Fig. 1b, there are also branches of vibratio
motions 8 ~for «1580) and 9 ~for «1540), describing
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FIG. 2. a — Same as in Fig. 1a fo
«254. b — Behavior of the branches
of Fig. 2a near the origin of coordi-
nates calculated for«1580: 2,3 —
damped oscillatory motion. c — Be
havior of the branches of the disper
sion relation, calculated for«1570
~3,4! and 60~5,6!, near the origin of
the coordinates. d — Behavior of th
branches of Fig. 2a with«1510 near
the origin of coordinates:5 and6 —
damped oscillatory motions.
ar
o
o

F
of

c

re
a
o

in
th

in

tio

e

r
a

d

-

r
h

n

ined
ility
the

ch

nd
ion
-
cal-

-

g it
ed.
poloidal vortex motions. According to Fig. 1b, as«1 de-
creases from 80 to 40, the range of valuess2 for which the
corresponding motions are observable expands rightw
For 10<«1<40 the configuration of the branches of the m
tions being analyzed is essentially identical to the figure c
responding to the value«1540. The values 40<«1<80 cor-
respond to branches with intermediate behavior relative
the branches2 and 3, branches4 and 5, branches6 and 7,
and branches8 and9.

In contrast to Fig. 1a, the dependences presented in
2a were obtained for a different value of the permittivity
the exterior medium«254. The branch1 has the same
meaning and shows the same behavior as the same bran
Fig. 1a. However, there are fundamental differences.
type-II aperiodic instability is not observed, since the cor
sponding branches lie in the bottom sheet of the RS and
not shown in Fig. 2a. At the same time, the vibrational m
tion ~denoted in Fig. 2a by the numbers2 for «1580 and3
for «1510) engendered at the branch point of branch1 be-
comes unstable ass2 increases tos2'0.01. Thus, it is evi-
dent from Fig. 2a that for«254 and 10<«1<80, in some
range of values ofs2 that does not contains250 an oscil-
latory instability with growth rate reaching a maximum
this interval is observed. The value of the maximum and
width of the range of values ofs2 where oscillatory insta-
bility occurs decrease substantially with increasing«1, which
is opposite to the behavior of a type-II aperiodic instability
Fig. 1a. The position of the maximum shifts leftward as«1

increases. The frequency changes very little as a func
of «1.

To describe the behavior of the branches of the disp
d.
-
r-

to

ig.

h in
A
-
re
-

e

n

r-

sion relation for small values ofs2 ~on the left-hand side of
Fig. 2a! in the range 10<«1<80 it is not enough to conside
only the extreme situations«1510 and 80. For this reason,
configuration of branches calculated for«1580 is presented
in Fig. 2b; the configuration for«1570 and 60 is presente
in Fig. 2c; and, the configuration for«1510 is presented in
Fig. 2d. It is evident from Fig. 2b that for the scale em
ployed, besides the unstable branches1 and 2, branches of
two oscillatory motions3 and 4 are present in the uppe
sheet. According to the numerical calculations, the branc3
switches to the bottom sheet of the RS fors2*0.005 and
branch4 for s2>0.005. In Fig. 2c, the previous enumeratio
with «1570 is retained for the curves3 and4 ~the unstable
branches are once again described by the curves1 and 2!.
The same figure shows the computational results obta
with «1560, and the branches associated with the instab
correspond, to within the thickness of the line shown, to
branches1 and2. The branches5 and6 form as the branches
3 and4 reconnect as«1 decreases from 70 to 60. The bran
6 switches to the bottom sheet of the RS fors2*0.08 and
the branch 5 for s2.0.008. Further evolution of the
branches5 and 6 as «1 decreases to«1510 reduces to a
continuous increase in the growth rates of the instability a
the frequencies of the motion 6 and to rightward expans
of the range of values ofs2 where the motion 5 is deter
mined. Figure 2d shows the corresponding dependences
culated for«1510. Fors2*0.005 the frequency of the mo
tions described by the branch5 are much lower than the
value of the corresponding damping decrement, makin
possible to assume the motion to be aperiodically damp
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FIG. 2. ~continued!
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According to the numerical calculations, for«1510 the
branch5 moves off the first sheet of the RS fors2*0.04 and
the branch6 for s2*0.4. The values 10<«1<60 correspond
to branches with intermediate behavior relative to the sa
branches in Figs. 2c and 2d.

Figures 1a and 1b and 2a–2d show that for nonzero c
ductivity of the exterior medium, besides a Rayleigh ins
bility, one other type of instability is also observed. Its ch
acter depends strongly on the dielectric properties of
exterior medium. Thus, as«2 varies from 2 to 4 the instabil
ity changes the aperiodic behavior to oscillatory. The ap
odic behavior is characterized by an increase in the gro
rate of the instability with increasing«1, whereas the growth
rate of the oscillatory instability decreases substantially w
increasing«1. In both cases a non-Rayleigh instability
observed with a supercritical value of the parameterW and
exists in a certain range of values ofs2 not containing
s250. For s2.0.25 instability was not observed in any o
the situations that were analyzed. The calculations show
as«2 increases, the spectrum of the damped poloidal os
lations occurring together with the unstable motions becom
more complicated. In contrast to the case«252, for «254
variation of«1 leads to reconnection of certain branches
the poloidal oscillations.
e
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Dependences similar to those considered above ca
obtained for other modes. Figure 3 shows the unstable pa
the branches associated with the type-II aperiodic instabi
whenn54. The branch2 was constructed for«1580, while

FIG. 3. The parts of the branches associated with a type-II aperiodic in
bility for n54: «1580 ~2! and«2530 ~3!.
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the branch3 was constructed for«1530. The instability un-
der consideration is not observed even for«1520. The cal-
culations show that as the mode number increases,
growth rate of the type-II instability increases and the ran
of s2 and «1 for which this instability exists expands sub
stantially. Comparing Figs. 1a and 3 illustrates this fact
was found that the growth rate of the Rayleigh instability
n54 rapidly decreases to zero ass2 increases to'0.005, it
is virtually independent of«1, and on the scale of Fig. 3 i
merges with the ReS axis. Qualitatively, however, the
branches of the dispersion relation withn54 behave simi-
larly to the branches considered in Figs. 1a and 1b.

CONCLUSIONS

A charged drop of electrically conducting liquid in a
electrically conducting medium is subject to several types
instabilities: two aperiodic, Rayleigh-type12 ~whose growth
rates depend differently on the electric conductivity of t
exterior medium!, and oscillatory. The oscillatory instabilit
arises when the position of the maximum electric-field pr
sure runs ahead in phase~as a result of the finiteness of th
rate of charge redistribution during capillary oscillation!
compared with the maxima of the corresponding capill
he
e

t
r

f

-

y

waves. Only one type of instability can occur for any spec
value ofs2.

*Refs. 40 and 80 are cited in the Russian original, but are not listed in
reference section.
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Physical model for the evolution of the defect system of silicon carbide with allowance
for the internal elastic stress fields during implantation of Al 1 and N1 and
subsequent annealing

D. V. Kulikov, Yu. V. Trushin, P. V. Rybin, and V. S. Kharlamov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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A theoretical analysis is offered for the formation and development of defects in silicon carbide
implanted with nitrogen and aluminum ions and then annealed. The diffusion of defects,
the formation of complexes, and the influence of the internal elastic stress fields produced by the
implanted ions and the created complexes on the migration of interstials are taken into
account. The computed distributions of defects agree satisfactorily with the experimental data.
Certain kinetic parameters of silicon carbide are estimated numerically. ©1999
American Institute of Physics.@S1063-7842~99!00610-8#
-
a

in
t

t.
v

a
be
e
iC
hi

ge

sit

h
e
,
n
l
he

ied

ta
ul
th
ry

le

nc

to
sed

-
ts,

es
oes
elf

m-
nd

and
ith
be

era-
he
on

dia-
sses
th

la-
the
nte
al
en

hat

ing
the

at a
s-
. At
xi-
INTRODUCTION

Silicon carbide~SiC! and materials based on it are prom
ising for high-power, high-frequency electronics. SiC is
wide-gap semiconductor, which could find application
electronic devices operating at high temperatures and in
presence of hard irradiation and a corrosive environmen1–5

The promise of silicon carbide for applications was disco
ered back in the 1950s and 1960s.6 However, scientific and
industrial interest in SiC waned because at that time it w
impossible to produce high-quality SiC crystals and also
cause of the rapid development of silicon electronics. Rec
progress in growing bulk single crystals and thin films of S
has given a new impetus for extensive investigation of t
material.7,8

A characteristic feature of silicon carbide is the lar
number of structural forms, or polytypes, of this material,9,10

which, however, all have approximately the same den
~3.2 g/cm2 or 9.6631023 at./cm3).11 The arrangement of the
nearest-neighbor atoms is identical in all forms, only t
packing sequence of the carbon–silicon double lay
changes.12,13 There are more than 250 different polytypes14

but only two are investigated in connection with applicatio
in electronic devices: the cubic form~3C! and the hexagona
form ~6H!.12 The 3C form is interesting because it has t
highest electron mobility~1000 cm2/V•s! of all the poly-
types, and the 6H structure has the largest band gap
2.9 eV.12

The diffusion of intrinsic defects in SiC has been stud
by many authors, both experimentally15 and
theoretically.16–18 However, there are few quantitative da
on the diffusion parameters of the material, and the res
that have been obtained differ strongly. For example,
migration activation energies of the intrinsic atoms va
from 1.4718 and 3.2615 to 7–8 eV16 for carbon and from 618

to 9 eV16 for silicon. For vacancies, the only result availab
was obtained by molecular-dynamics calculations:18 the mi-
gration activation energies are 6.1 eV for a carbon vaca
and 7.4 eV for a silicon vacancy.
1161063-7842/99/44(10)/7/$15.00
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Controllable and selective doping is required in order
use SiC in semiconductor devices. The most widely u
dopants are N and P forn-type and B, Al, and Ga for
p-type.13 However, diffusion doping of SiC is difficult be
cause of the smallness of the impurity diffusion coefficien
which for most impurities range from 10213 to 1028 cm2/s
for the temperature range 1700–2400 °C.19 The activation
energies for the migration of Al and N atoms are 6.119 and
7.6 eV20, respectively. Therefore, satisfactory diffusion rat
require temperatures above 2000 °C, at which not only d
the oxide mask ordinarily used evaporate, but the SiC its
can decompose chemically. An alternative path is ion i
plantation. Its advantage is that the impurity distributions a
concentrations can be controlled by varying the energy
dose of the implanted ions. Here problems associated w
radiation damage to the material arise. However, they can
solved by annealing the irradiated sample at lower temp
tures and for shorter times than for diffusion doping. T
annealing regime required for the optimum result depends
the types and concentrations of defects generated by irra
tion. For this reason, it is necessary to study the proce
occurring during irradiation and annealing of SiC. Bo
experimental21–35 and theoretical.36–40 investigations of this
kind have been performed for different types of ions.

The theoretical investigations have consisted in simu
tions of the ranges of the ions in irradiated SiC using
TRIM code or other computer codes based on the Mo
Carlo method.40 As a result, it has been found that dynamic
and channeling effects during ion irradiation must be tak
into account to describe the experimental data correctly.36–39

Moreover, it has been found that the particular polytype t
is irradiated plays a large role in implantation processes.40

The main experimental results are as follows. Depend
on the mass of the atom and the irradiation temperature,
defect density increases with increasing ion dose, and
certain critical value of the energy per unit volume tran
ferred to nuclear processes, an amorphized layer forms
room temperature this critical energy density is appro
8 © 1999 American Institute of Physics



p
ial

er
-
Fo
he
ur
g
e
2
m
t
3

a
ze
h
m
ic
.
no
ti

f
m

er
a

u
re

te
gh
s
o

to
t

ri
o

th
ex
iff
rr
m
ria
tio
o

cto
t

y

ali-
is-

d,
l as

f
in
le
h

fter
er-

ially
ob-

at

ter-

res;

he
de-
tures

1169Tech. Phys. 44 (10), October 1999 Kulikov et al.
mately 231021 keV/cm3 ~Refs. 21 and 23!, which corre-
sponds to a defect level of 0.2–0.25 displacements
atom.24 During implantation the properties of the mater
change. At low ion doses the strength increases, while
high doses it decreases with the onset of amorphization.24,26

The chemical activity and the optical and electrical prop
ties of SiC also change.27,28 For use of the material in elec
tronic devices the defect density must be lowered.
weakly damaged unamorphized material virtually all of t
defects generated are annealed at temperat
200–1000 °C.22,25 The behavior of amorphized layers durin
annealing is much more complicated and has not yet b
adequately studied. For example, it is reported in Refs.
and 25 that recrystallization of amorphized SiC starts at te
peratures above 1450 °C, whereas in Ref. 29 the onse
recrystallization was observed at 1000 °C. In Refs. 31–
annealing of SiC samples irradiated with 200-keV Ge1 ions
was investigated at temperatures of 500, 950, and 1500 °C
various methods. It was found that at a dose of 131014

cm22 a large number of defects do not vanish during anne
ing at 1500 °C, although the material does recrystalli
while for 131015 cm22 the material contains regions of hig
defect density after annealing at 1500 °C. However, so
recrystallization of the material is observed. A polytyp
transition 6H→ 3C at temperatures.1300 °C was reported
Since complete annealing of amorphous SiC has still
been achieved, many authors strive to prevent amorphiza
by increasing the irradiation temperature to 1800 °C~see, for
example, Refs. 11, 34, and 35!. For example, the authors o
Ref. 35 showed that implantation of Ga and Sb ions at te
peratures 200–400 °C suppresses amorphization. Howev
has not been reported in any work that amorphization w
completely prevented. It has been shown that the minim
density of defects is observed at temperatu
600–1000 °C.34,35 This is explained by the fact that at low
temperatures the recombination rate of vacancies and in
stitials is too low to prevent their accumulation, while at hi
temperatures radiation-stimulated segregation and clu
formation lead to the appearance of secondary defects. M
over, surface degradation is possible during annealing
temperatures above 1000 °C.35

At present, investigators are directing their efforts
ward developing a technology that would make it possible
produce SiC-based devices by an industrial method.8,13,41

These investigations have made it clear that the mate
properties required for using SiC impede its production. F
example, the high-temperature stability is related with
low mobility of the atoms. Therefore, as we have said,
tremely high temperatures are necessary to stimulate d
sion and annealing processes. However, processes occu
at high temperatures are difficult to monitor and greatly co
plicate the device fabrication technology. Moreover, mate
contamination and degradation problems arise in connec
with high-temperature processes. Therefore it is very imp
tant to develop a low-temperature technology.

Ion implantation is a standard process for semicondu
technology. For example, ion implantation can be used
produce ~SiC!12x~AlN !x — a quasibinary system widel
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studied in the last few years. This is motivated by the qu
ties of the system, such as, first and foremost, the good m
cibility of silicon carbide and aluminum nitride and, secon
the good correspondence of their crystal lattices as wel
the possibility of varying the band gap from 2.9~6H–SiC! to
6.2 eV~2H–AlN!.42–45The use of combined implantation o
Al1 and N1 ions in 6H–SiC at high temperatures to obta
~SiC!12x~AlN !x was first reported in Ref. 46. Each samp
was irradiated with ions in the following order: first wit
65-keV nitrogen ions with dose 531016 cm22, then with
120-keV nitrogen ions with dose 1.331017 cm22, and fi-
nally with 100-keV aluminum ions with dose 531016 cm22

and then with energy 160 keV and dose 1.331017 cm22. The
substrate temperatures were 200, 400, 600, and 800 °C. A
implantation the samples were investigated by the Ruth
ford backscattering method~RBS/C! using a 1.4 meV He1

ion beam. The RBS spectra were analyzed using a spec
developed computer program, which made it possible to
tain the depth distributions of the structural defects47 dis-
played in Fig. 1a. Then the samples were annealed

FIG. 1. a — Comparison of experimental and computed ballistic charac
istics of implanted silicon carbide (D — defect density;r — depth!: experi-
mental RBS depth profiles of defects for various substrate temperatu
1 — computed profile of implanted nitrogen and aluminum ions,2 — com-
puted total profile of defects taking into account only ballistic~cascade!
processes,3 — computed ballistic profile of defects taking into account t
total athermal recombination. b — Experimental RBS depth profiles of
fects after annealing in samples irradiated at various substrate tempera
and then annealed for 1 h at1200 °C.
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FIG. 2. Nitrogen depth profiles for differen
substrate temperatures: solid line — com
puted ~using DYTRIRS program! ballistic
nitrogen depth profile taking into account a
subsequent irradiations; broken lines — e
perimental ERD nitrogen distributions fo
various irradiation temperatures.
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1200 °C for 1 h and once again investigated by RBS~Fig.
1b!. It was found that only irradiation at 200 °C gives a com
pletely amorphized layer, while irradiation at other tempe
tures increases the density of defects but complete am
phization is not observed. The polytypic transformatio
6H–SiC→ 3C–SiC was observed at depths 50–120 nm
the sample irradiated at 800 °C and was identified using
RBS data and the results of transmission elect
microscopy.48–50 In Ref. 47 it is concluded that the soli
solution SiC/AlN forms in the irradiated sample. In the e
perimental part of Ref. 48, the nitrogen ion distributions p
sented in Fig. 2~the experimental conditions are the same
in Refs. 46 and 47! were determined by the ERD method f
silicon carbide implanted with Al1 and N1 ions. In Ref. 51
elastic compression stress fields at depths greater than
nm in nitrogen and aluminum ion implanted SiC samp
~the experimental conditions are the same as in Refs. 46–!
were observed by the PIRR method~polarized infrared spec
troscopy!.

PHYSICAL MODEL

The ballistic distributions of N1 and Al1 ions
~DYTRIRS! obtained in Refs. 48–50 are presented in Fig.
~curve1!. Summation~taking the dose into account and n
glecting recombination! of the depth distributions of defect
calculated with the TRIRS program for a single incide
ion48–50gives curve2 in Fig. 1a. The ballistic distributions o
implanted nitrogen~as a result of all four successive irradi
tions with the doses used in the experiment! are presented in
Fig. 2 ~DYTRIRS!. Comparing the ballistic data~curve2 in
Fig. 1a! and the RBS results for irradiation at 200 °C sho
that this temperature does not lead to annealing of the m
fied ~‘‘amorphous’’! material at the depth of the implante
nitrogen and aluminum ions~curve1!.

If it is assumed, for a rough estimate, that all vacanc
and interstitial atoms separated from one another at spo
neous recombination distances~see, for example, Ref. 52!
-
-
r-

s
n
e
n

-
s

00
s
0

a

t
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s
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recombine athermally, then the remaining intrinsic defe
and implanted ions will give a total profile lying below th
experimental RBS data~curve3 in Fig. 1a!. Substantial dif-
ferences are already seen from the two limiting cases~only
ballistic distributions — curve2, and with the total recombi-
nation taken into account — curve3 in Fig. 1a!, and hence
their comparison with the experimental data~RBS!47–50 re-
veals the role of diffusion processes accompanying hi
temperature implantation in regions of irradiated SiC at d
ferent depths.

In the experiments~ERD! whose results were first pre
sented in Ref. 48, the N1 depth profiles were measured~Fig.
2, ERD! in SiC samples. Comparing them with the ballist
computed nitrogen profile for all irradiation sequences at
corresponding experimental doses~Fig. 2, DYTRIRS! shows
that the implanted nitrogen essentially does not diffuse at
temperatures employed.

In accordance with Fig. 1a~Refs. 46 and 47! and also
Refs. 53 and 54, to simplify the description of the physic
changes occurring, we shall separate in the sample two l
regions according to depth:r ,120 nm andr .120 nm. This
separation was introduced because 1! in the regionr .120
nm the distributions of defects after irradiation at tempe
tures 400, 600, and 800 °C behave approximately the s
way: for 120,r ,270 nm the dependence onr can be ne-
glected; forr .270 nm the density of RBS scattering cente
decreases virtually identically for samples irradiated at d
ferent temperatures; 2! in the regionr ,120 nm all three
irradiated samples behave differently, which is reflected
the defect distributions.

In Ref. 53 we proposed a model that describes the e
lution of defects in SiC for the experimental conditions
Refs. 46–50 only in the regionr .120 nm. The surface re
gion was not studied in Ref. 53.

In elaborating the model of Ref. 53, to describe the p
cesses occurring when SiC is irradiated with Al1 and N1

ions at temperatures 400 and 600 °C in the entire de
range, we propose the following~Ref. 54!.1!
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1. The Al1 and N1 ions, interacting with the crysta
lattice of SiC, form interstials~i! and vacancies (v) in both
subsystems of the material~carbon — C and silicon — S!
~the relative concentrations areCiC(r ,t), CvC(r ,t), CiS(r ,t),
andCvS(r ,t) respectively!.

2. Implanted Al1 ions occupy vacancies in the silico
sublattice, and N1 ions occupy vacancies in the carbo
sublattice5 @the relative total density of both ions isC(r ,t)].

3. Diffusion of interstitial carbon~iC! and silicon~iS!
atoms and their recombination with their own vacancies (vC
andvS! are possible during irradiation.

4. Vacancies and implanted ions are assumed to be
tionary, since a! vacancies have a higher migration activati
energy18 and b! comparing the experimental47–49 and com-
puted~using DYTRIRS48,49! depth profiles of the N1 ions in
SiC ~Fig. 2! shows that these ions do not diffuse at the te
peratures employed~this is also assumed for Al1 ions!.

5. In the regionr .120 nm the carbon~iC! and silicon
~iS! interstitials can form complexes consisting of two ca
bon or silicon interstitials@the relative concentrations ar
C2C(r ,t) andC2S(r ,t)].

6. Complexes of interstitials do not form in the regio
r ,120 nm. This can be explained by the effect of the s
face, specifically, impurities on the surface~see peak in the
distributions of defects forr ,50 nm, Fig. 1a!.

7. At depths of the order of 100 nm, i.e., where t
defect density increases~Fig. 1!, there exist internal elastic
compression stress fields which are produced by the
planted ions and by the complexes which are formed. S
internal stress fields, identified by PIRR,51 influence the dif-
fusion of interstials. In Ref. 53, this influence was taken in
account effectively by decreasing the diffusion coefficient
the region near 100 nm.

On the basis of the assumptions~1!–~7! we write the
following system of kinetic balance equations for the abo
named relative concentrations of point defects, which dep
on depthr and timet:

]CiC~r ,t !

]t
5giC~r ,t !2 div JiC~r ,t !

2mCDiCCiC~r ,t !CvC~r ,t !

2a iCDiCCiC
2 ~r ,t !, ~1!

]CvC~r ,t !

]t
5gvC~r ,t !2gN~r ,t !

2mCDiCCiC~r ,t !CvC~r ,t !, ~2!

]CiS~r ,t !

]t
5giS~r ,t !2 div JiS~r ,t !

2mSDiSCiS~r ,t !CvS~r ,t !2a iSDiSCiS
2 ~r ,t !,

~3!

]CvS~r ,t !

]t
5gvS~r ,t !2gAl~r ,t !

2mSDiSCiS~r ,t !CvS~r ,t !, ~4!
ta-

-

-

-

-
h

-
d

]C2C~r ,t !

]t
5a iCDiCCiC

2 ~r ,t !, ~5!

]C2S~r ,t !

]t
5a iSDiSCiS

2 ~r ,t !, ~6!

]C~r ,t !

]t
5gN~r ,t !1gAl~r ,t !. ~7!

Here gl(r ,t) is the rate of generation of the correspondi
defects (l 5 iC, iS, vC, vS, Al, N!, and under irradiation
gl(r ,t)5JPl(r ), where the flux density of the incident ion
is J56.24 cm22

•s21,46,47andPl(r ) is the depth distribution
of defectsl produced by one incident ion, which are dete
mined from TRIRS calculations48,49 ~the total profiles for all
defects taking the dose into account and neglecting recom
nation are presented in Ref. 48~Fig. 1a, curve2!; ml is the
recombination parameter for vacancies and interstials in
subsysteml5C, S; D j5D0 j exp(2«j

m/kT) and « j
m are the

diffusion coefficient and the migration activation energy
interstitial carbon or silicon atoms (j 5 iC, iS!, « iC

m 51.47
eV,18 and since the value of« iS

m is unknown from the litera-
ture, it was varied during the calculations;D0 j51023 cm2

•s21; a j is a parameter describing the formation of com
plexes of the corresponding defects (a j'4pa for r .120
nm anda j50 for r ,120 nm~according to the assumption
5 and 6! ( j 5 iC, iS!, where a'2 Å is the average inter-
atomic distance in SiC!.

The effect of elastic stress fields on the diffusion of i
terstitials is taken into account by introducing a drift term
the expression for the flux of migrating defectsJj (r ,t) ( j
5 iC, iS! ~see Eqs.~1! and ~3!!52

Jj~r ,t !52D j¹Ci~r ,t !2D j

Cj~r ,t !

kT
¹Estr

j ~r ,t !, ~8!

whereEstr
j (r ) is the interaction energy of a defectj interact-

ing with the stress field.
Only qualitative data on the spatial dependenceEstr

j (r )
are available~see Table 1 in Ref. 51!, but this dependence i
not known accurately, so that various methods were use
calculate the expression for the flux. In Ref. 53 the fact t
the diffusion of carbon and silicon interstitials in the regio
r ,120 nm is impeded by possible compression stresses~see
assumption 7! was taken into account effectively in the di
fusion termsD jDCj (r ,t) in Eqs. ~1! and ~3! by decreasing
the diffusion coefficients without considering the drift ter
in the expression for the divergence of the flux. In additio
such a decrease was prescribed at different points of the
gion r ,120 nm differently, since the stress field should d
pend on the spatial coordinate, as is evident from the in
mogeneity of the defect distribution in Fig. 1a. Moreover,
Ref. 53, the decrease of the diffusion coefficient of intersti
was prescribed as follows: the diffusion coefficient of t
interstitials in the direction of decreasing field~i.e., from the
volume into the surface region! is greater than in the revers
direction.

To refine the results obtained, in the present work
attempt was made to take into account the drift term in
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FIG. 3. Comparison of the experimenta
RBS depth profiles of defects47–49 with the
computed total defect distributions~taking
diffusion processes into account! in SiC
samples irradiated at 600 °C and annealed
1200 °C: 1,2 — experimental results of
Refs. 47–49 on irradiation and annealin
respectively;3 — calculation~the irradiation
and annealing profiles are identical!, 4 —
computational results from Ref. 53;5 — the
total ballistic depth profile of ions in SiC,
calculated using DYTRIRS;486 — spatial
dependence of the interaction energyEstr

j (r )
of defect j interacting with the stress field
i.e., the functionf (r ).
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expression for the flux of migrating interstitials~8!. For this,
the interaction energyEstr

j (r ,T) of interstitials interacting
with the stress field was represented as

Estr
j ~r ,T!5DV j Tr s~r !, ~9!

whereDV is the defect-induced change in the atomic v
ume and Trs(r ) is the trace of the stress fields i j (r ).

To calculates i j (r ) it is necessary to sum the stress fiel
from the implanted ions and the complexes formed, wh
make their own contribution to the resulting field. Since th
is extremely difficult to do for the present problem, the fo
lowing approximation was proposed:

Tr s~r !5
A

a3
f ~r !, ~10!

wherea is the interatomic parameter,A is a factor with the
dimensions of energy, andf (r ) is a dimensionless function
of the coordinates, which gives the spatial depende
Estr

j (r ,T).
Since the internal stresses should reflect the defect

tern that determines them, the functionf (r ) was chosen in
the form of the relative distribution of defects in a samp
implanted with ions at 600 °C and annealed, i.e., actually
the distribution of stable defects~curve 6 in Fig. 3!. Then,
substituting expression~10! into Eq. ~9!, we obtain

Estr
j ~r ,T!5K~T! f ~r !, ~11!

where the factorK(T)5DV jA/a3 determines the interactio
energy.

The temperature dependence of the energyEstr
j (r ,T) can

be explained by the fact that defects of different nature
formed at different irradiation temperatures and create t
own stress fields. This approximation makes it possible
solve correctly Eqs.~1! and ~3! taking into account the drift
term in the expression for the fluxJj (r ,t) ( j 5 iC, iS; see Eq.
~8!!.
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Since it is assumed that there are no defects in the in
~before irradiation! samples, the initial conditions for th
concentrations will be

Cl~r ,t !u t5050, ~12!

wherel 5 iC, iS, vC, vS, Al, N.
The boundary conditions for mobile defectsj 5 iC, iS

were chosen as

]Cj~r ,t !

]r U
r 50

50, ~13!

i.e., no flux of diffusing defects through the surface, and

Cj~r ,t !ur 5`50, ~12a!

i.e., the concentrations of defectsj 5 iC, iS is zero at infinite
depth.

To describe annealing of the irradiated samples
1200 °C, we assumed that 8! recombination of vacancies an
interstitials is possible, 9! new complexes do not form, an
10! the complexes formed during irradiation are assumed
be stable.

In accordance with the assumption 1, during anneal
gl(r ,t)50 for all types of defects (l 5 iC, iS,vC, vS, Al, N!,
a j50 ( j 5 iC, iS; see assumption 9!, i.e., only Eqs.~1!–~4!
remain in the system~1!–~7!.

RESULTS

The system of equations~1!–~7!, describing the evolu-
tion of defects in SiC irradiated at 400 and 600 °C, and
system ~1!–~4! for describing annealing of a sample
1200 °C were solved numerically using the MGEA
program.55 The result was the distribution of the concentr
tions of defects in SiC after implantation at 400 and 600
and annealing of irradiated samples at 1200 °C. Figur
shows the computed and experimental~RBS! total distribu-
tions of defects after implantation. It is evident that the th
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FIG. 4. Same as in Fig. 3 but the sample
were irradiated at 400 °C~the curves1–5
correspond to the curves in Fig. 3!.
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oretical results~curves3 and4! agree satisfactorily with the
experimental data for irradiation~curve1! and for annealing
~curve2!.

Figure 4 compares the calculated~curves3,4! and ex-
perimental~curves1,2! data for a SiC sample implanted
400 °C. It is evident from the calculations that recombinat
of the vacancies and interstitials remaining after implantat
at 400 °C in the course of annealing at 1200 °C leads t
decrease in the total concentration of defects in the sam
~curves3 and 4 in Fig. 4!. During irradiation at 600 °C the
vacancies and free interstitials recombine already during
implantation process, so that the curves for the irradiated
annealed samples are virtually identical~Fig. 3!.

Near the surface~for r ,50 nm! the computed curves
can differ from the experimental curves. This is due to
fact that the model neglects the impurities arising on
surface when the samples are prepared~see he peak in the
experimental distribution of defects, curves1 and2 in Figs. 3
and 4!.

In the course of the calculations53,54 and in the presen
work, certain kinetic parameters used in Eqs.~1!–~7! were
varied. The best agreement between the computed and
perimental profiles was obtained for the following values
these parameters: migration activation energy of interst
Si atoms in silicon carbide« iS

m'1.55 eV, recombination pa
rameters in the carbon and silicon subsystemsmC'4p
310212 cm andmS'4p310210 cm, respectively; the fac
tors

K~T1!50.21 eV ~T15400 °C! ~13a!

and

K~T2!50.49 eV ~T25600 °C!. ~13b!

The relations~13a! and ~13b! show that the interaction
energies of migrating interstitials interacting with the intern
stress fields~see Eq.~11!! due to the implanted ions an
complexes are different for samples irradiated at differ
temperatures. This can be explained by the temperature
n
n
a
le

e
nd

e
e

ex-
f
l

l

t
e-

pendence of the defect structures formed on implantation
the temperature dependence of the internal stress fields
duced by these structures. For example, the size of the in
stitial complexes could increase with implantation tempe
ture; this should be reflected as an increase of the stren
of their stress fields. It is evident from Eqs.~11! and~13! that
the interaction energy of interstitials interacting with th
stress field for the sample irradiated at 600 °C is greater t
for the sample irradiated at 400 °C. In addition, in samp
implanted at 800 °C and annealed, defects that can be i
tified as interstitial dislocation loops47 form at depths of the
order of 100 nm.

CONCLUSIONS

In the present work, taking into account the elastic co
pression stress fields produced by implanted ions and c
plexes of interstitial atoms, the model which we proposed
Ref. 53, describing the evolution of defects in silicon carb
samples with high-temperature, high-dose implantation
Al1 and N1 ions and also with subsequent annealing, w
elaborated. On the basis of this model defect distributio
were calculated in satisfactory agreement with the exp
mental RBS data. Comparing the theoretical and experim
tal results made it possible to establish a hierarchy of def
formed during implantation. Numerical estimates were o
tained for individual kinetic parameters of silicon carbide

This work was partially supported by Grants No. 97-0
18090 and 96-02-17952 from the Russian Fund for Fun
mental Research and Project No. 467-97 from the Mosc
Science and Technology Center.

1!The sample irradiated at 800 °C is not considered in the model, s
transmission electron microscopy~TEM51! showed this sample to have
special multilayer structure that is different from the structure of t
samples irradiated at other temperatures.
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Acoustoelectric conversion in concretes is investigated by physical modeling methods. It is
shown by means of equivalent circuit calculations of the electric field in the sample–detector
system that the surface of the sample has no effect on the parameters of the signal. An
investigation of the temporal and spectral characteristics of acoustoelectric conversion in model
and real concretes confirms the calculations. ©1999 American Institute of Physics.
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Concretes and structures made of concrete are mos
ten utilized in places where they are exposed to environm
tal conditions and are subjected to static and dynamic lo
Under such conditions the probability of unforeseen fract
during service is high. For this reason, the problem of fr
ture diagnostics is of great practical importance. As w
shown in our previous investigations,1,2 the phenomenon o
electromagnetic emission can be used for monitoring frac
processes in concretes and for diagnostics of the streng
concretes.

In our testing method the electromagnetic emission a
ing in the detection zone upon the dynamic excitation o
sample of concrete is a superposition of the signals de
mined by the acoustoelectric characteristics of the grain
the aggregate, the contact of the aggregate with the cem
base, the cement base itself, the surface of the sample
the geometry of these elements with respect to the dete

Concretes usually fracture along the contact of the
gregate and the cement base. In addition, the state of
exterior surface also influences the mechanical charact
tics of concretes. To develop an electromagnetic method
monitoring the mechanical characteristics of concretes
important to determine the sources of electromagnetic em
sion in the interior volume and on the surface of concrete
to determine the contribution of each source to the total
nal. It is especially important to identify the fraction of th
electromagnetic response that is directly due to internal
fects, because they are what most strongly affects the
chanical characteristics of concrete. Moreover, the depth
defect zone can be determined from the detection time of
electromagnetic response from an internal defect relativ
the time of impact.

Special experiments were performed to investigate
effect of internal sources of electromagnetic emission on
parameters of the electromagnetic signal accompanying
dynamic excitation of concretes. A model sample was p
pared so that the electromagnetic response accompanyin
excitation of the internal source of electromagnetic emiss
would be separated in time from that of the source due
vibrations of the sample surface, which is polarized on
count of induction from the internal source. A piezoelect
element, from whose faces electric wires were brought to
1171063-7842/99/44(10)/4/$15.00
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surface of the sample, was placed into a cement–sand
ture from which a 10031003100 mm sample was fabri
cated. The scheme of the experiment was as follows. O
surface of the model sample was subjected to a dyna
impact, and two electrical signals were recorded simu
neously using the two-channel ‘‘Emission’’ device:3 one sig-
nal directly from the piezoelectric element and the oth
from an electromagnetic pickup placed 3 mm from a surfa
oriented perpendicular to the impacted surface. To estim
the travel time of the shock wave along the sample to
surface near which the electromagnetic pickup was plac
the delay time between the electrical signals from two pie
electric sensors, one located on the sample surface and
other at a definite depth inside the sample, was measured
the propagation velocity of an elastic wave in this sam
was determined. In this experiment the piezoelectric elem
was located 50 mm from the electromagnetic pickup, and
approximate arrival time of the acoustic wave at the surf
near which the electromagnetic pickup was located w
50 ms. At an instrumental resolution'1 ms, time delays
could be easily determined for spatial separations of the
nal sources as small as 1 mm. If the electromagnetic
sponse is detected directly from an interior source~a piezo-
electric element!, the delay time of this signal compared wit
the detection of a signal along the wires is determined by
polarization time of the sample (,10210 s!, i.e., there is
essentially no delay~Fig. 1!. It is seen from the figure tha
these two signals appear at the same time. When the ele
magnetic pickup was replaced by an acoustic pickup
tached to the same surface that the electromagnetic pic
had been mounted near, it was found that the arrival time
the electromagnetic~a! and acoustic~b! signals was shifted
by 50 ms ~Fig. 2!.

If the piezoelectric element is replaced by gravel in t
cement–sand mixture, the picture of the process remains
same, i.e., if electromagnetic and acoustic signals are sim
taneously detected from the same surface of the sample,
the time delay in the appearance of these pulses is the s
50 ms, provided that the gravel is located inside the sam
at the same depth as the piezoelectric element.

The temporal character of the signals detected with
electromagnetic pickup is very close to that of the piezoel
5 © 1999 American Institute of Physics
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FIG. 1. Electrical response~a! and electrical
signal from a piezoelectric element~b!
which are detected as a result of impact e
citation of the model sample.
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tric element. To determine whether or not there are diff
ences in the signals, their spectral characteristics were ca
lated. Comparing the spectral energy density of the pu
from the piezoelectric element and the electromagn
pickup ~Fig. 3! shows that the spectrum of the electroma
netic signal~a! is essentially identical to that of the piezo
electric element~b!; the differences are negligible. Compa
ing the spectral energy density of the signals detected f
the piezoelectric element~Fig. 3b! and the acoustic pickup
~Fig. 3c! shows that the spectra of these pulses are subs
tially different. Specifically, components below 5 kH
which are present in the acoustic pulse, are virtually abs

FIG. 2. Acoustic oscillations of the surface~a! and electric signal from a
piezoelectric element~b!, which are detected as a result of dynamic exci
tion of the model sample.
-
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FIG. 3. Spectral characteristics of pulses detected as a result of dyn
excitation of the model sample: a — electromagnetic response, b — si
from the internal piezoelectric element, c — acoustic signal.
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in the spectrum of the signal from the piezoelectric eleme
these components are the ones that could be caused by
face waves, near which the electromagnetic pickup is
cated.

To estimate the contribution of surface oscillations to
resulting electromagnetic signal, detected with impact ex
tation of the experimental object, theoretical calculations
this contribution were performed using the measurem
scheme indicated above. A capacitive pickup senses a
placement current, whose sources are acoustoelectric co
sions. The displacement current is modeled by oscillation
the sample surface turned toward the detecting face of
pickup. The magnitude of the current is determined by
distributed and lumped parameters of a closed electric cir
and can be described by the equation for the field of
electric current4

¹•S gE1««0

]E

]t D50, ~1!

whereE is the intensity of the electric field driving the mo
tion of the electric charges,g is the conductivity of the elec
tric circuit, and« and«0 are, respectively, the dielectric con
stant ~relative permittivity! of the medium carrying the
displacement current and the permittivity of free space,
spectively;¹ is the differential operator

¹5
]

]x
i1

]

]y
j1

]

]z
k.

To assess the effect of surface oscillations on the m
nitude of the current~the percent of modulation! Eq. ~1! must
be solved~for example, numerically! with allowance for the
temporal factors of the change in the boundary conditio
At the same time, it is easier to estimate the percent mo
lation, replacing the above-described scheme with distribu
parameters by an equivalent electric circuit with lumped
rameters~Fig. 4!.

In the circuitE(v) is the emf produced in a part of th
circuit; C1 is the capacitance of the system comprising
acoustoelectric transducer plus the sample surface facin
ward the signal detector;C2 is the capacitance of the syste
comprising the sample surface plus the detector face;C3 is
the capacitance of the system comprising the acoustoele
transducer plus the grounded surface that closes the ci
and includes the internal impedance of the emf part of
circuit; R is the input resistance of the capacitive pickup~we

FIG. 4. Equivalent circuit for the acoustic-electric conversion signal.
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neglect the input capacitanceCin at angular frequencies
v,1/RCent); U(v) is the output voltage. The output voltag
is determined by the formula

U~v!5E~v!•
R

~1/j vC111/j vC211 j vC31R!
. ~2!

The capacitancesC1 , C2 , andC3 can be represented i
the form

C15«•«0

S

d1
, C15«0

S

d2
, C35«•«0

S3

d3
,

whereS is the effective area of the two-layer capacitor,S3 is
the effective area of the closing capacitance,d1 is the effec-
tive distance from the signal source to the sample surfaced2

is the effective distance from the surface to the face of
capacitive pickup,d3 is the effective distance from the cu
rent source to the grounding surface;« is the dielectric con-
stant of the sample, and«0 is the permittivity of free space

It should be noted that the representation of sections
an electric circuit where a displacement current flows by
capacitors is arbitrary. The justification for such a repres
tation that the dependence of the change in the capacit
on the distance between the plates is stronger for a flat
pacitor than for spherical or cylindrical capacitors, i.e., t
most favorable situation with respect to modulation of t
signal by oscillating surfaces obtains.

Substituting the values of the capacitances into Eq.~2!
and performing a transformation, we obtain

U~v!5E~v!R jv««0S
1

~d11«d2!1d3S/S31 j v««0SR
.

~3!

The incrementDU to the output voltage due to th
change in the distanced1 by an amountdd and d2 by an
amount2dd (d1 andd2 change in antiphase! can be found
by representingDd as a differential of the function
U5 f (d1 ,d2) ~here and below the argumentv in U andE is
dropped for simplicity!,

DU5
]U

]d1
dd1

]U

]d2
~2dd!. ~4!

Substituting expression~3! into Eq. ~4! we obtain

DU5E•R• j v•«•«0•S

3
dd•~«21!

~d11«•d21d3S/S31 j v•«•«0•S•R!2
. ~5!

We define the modulation factorK as

K5
DU

U
5

dd•~«21!

d11«•d21d3S/S31 j v•«•«0•S•R
. ~6!

Approximate calculations taking into account the ener
of the impact, the duration of the impact~the width of the
excitation spectrum!, the spectral components of the surfa
waves, and the elastic constants of concrete give fordd a
value of the order of 10 microns for the most favorable co
ditions, whiled1 andd2 can vary from several millimeters to
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tens of centimeters. Thus, as one can see from the las
pression, modulation essentially does not contribute to
detected signal.

Therefore, when a source of electromagnetic emissio
present inside the sample, the parameters of the electrom
netic response from the sample into which this source
placed are determined virtually completely by its own aco
toelectric characteristics. The delay time in the appearanc
the electromagnetic response compared with the time of
pact can serve as a criterion for determining the depth of
internal source of the acoustoelectric transformations~a de-
fect! inside the sample relative to the point of impact. Ho
ever, if the sample contains a large number of sources,
the minimum delay time of the electromagnetic response
determine the depth of the source closest to the impa
surface. To determine the depth of the most dangerous de
and the parameters of this defect, further investigations
this direction must be performed.

A picture similar to that presented in the present mo
experiments is observed in tests of concrete with a rand
distribution of sources of electromagnetic emission and
source of electromagnetic emission in the form of a grain
the aggregate that emerges at the surface of the concre
subjected to dynamic excitation. As an example, we pres
the results of the following experiment. A 12003130365
cm concrete beam was used for the investigations. One g
of the aggregate emerging at the surface was mechani
excited with an impactor. A beam was used so as to be
to detect electromagnetic and acoustic signals when they
separated by quite large distances. At first, the electrom
netic and acoustic pickups were placed at the same dist
~25 cm! from the impactor~Fig. 5!. It is evident from the
figure that at first an electromagnetic emission signal is
tected, after which the acoustic signal appears with a 165ms
delay. If the electromagnetic pickup is left at its previo
location and the acoustic pickup is moved in the direction
the impactor, then the delay time decreases in proportio
the change in the distance. The minimum delay is recor

FIG. 5. Electromagnetic response~a! and acoustic oscillation of the surfac
~b! which are detected as a result of dynamic excitation of a concrete b
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when the acoustic pickup is located at the shortest poss
distance from the impactor. Once again the delay increa
when the acoustic pickup is moved in a direction opposite
the electromagnetic pickup and the impactor.

In addition, the electromagnetic response for tests p
formed on beams with a more complicated structure, than
model sample consisting of a cement base and one piezo
tric element, because of the presence of a large numbe
grains of the aggregate with nonuniform mechanical a
electrical properties, is more complicated~Fig. 5a!. Evi-
dently, in this case the electromagnetic response from m
sources lying in the propagation path of the acoustic w
through the beam is detected.

This example presents a concrete case of excitation
source of electric signals~impact on the aggregate emergin
at the surface of the beam!. However, in complicated hetero
geneous systems such as concretes the acoustoelectric
version picture is ordinarily more complicated. If the impa
is made at different locations on the surface of the bea
then depending on the arrangement of the internal source
the acoustoelectric transformations, which the grain of
aggregate are, and their elastic and electric characteris
different variants, with respect to the time of appearance
acoustic and electromagnetic signals, are observed. C
where acoustic and electromagnetic pickups are locate
the same distances from the impactor and the signals f
these pickups are detected simultaneously are sometime
served. This is due to the fact that an acoustic detecto
accidentally located near a source of acoustoelectric con
sion, whose electric field energy is higher than the detec
threshold of the detector. Because the acoustoelectric con
sion factor of other sources, which an elastic wave can re
earlier, is small, these waves are not detected by the ele
magnetic pickup, i.e., the acoustoelectric conversions oc
ring in complex heterogeneous systems such as concrete
also very complicated and require further investigations.

These investigations show that the grains of the agg
gate play a determining role in the generation of electrom
netic emission of concretes under dynamic excitation. Os
lations of the sample surface due to mechanical excita
have virtually no effect on the acoustoelectric convers
signal. The depth of an internal defect can be determined
principle, from the arrival time of electromagnetic puls
relative to the time of excitation.
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Deformation autowaves in nitrogen-doped g-Fe single crystals
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Experimental data on the evolution of macrodeformation fields of single-crystal samples of
austenitic chromium–nickel steel with a superequilibrium nitrogen content under tension are
analyzed on the basis of a model of autowave plastic flow. The conditions for the
appearance and observation of different types of autowave deformation structures are established;
such structures include a solitary front, a traveling autowave, and a stationary dissipative
structure and are determined by the crystal-geometry of deformation and by the nitrogen
concentration in the material. It is shown that a one-to-one correspondence exists between
the type of deformation autowave and the stage of the plastic flow curve of the material. ©1999
American Institute of Physics.@S1063-7842~99!00810-7#
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INTRODUCTION

The stability of the plastic flow of materials during pre
sure treatment, the longevity, and the fracture of parts
structures under a load depend strongly on the degre
macroscopic uniformity of the deformation. Although th
facts concerning its inhomogeneity on this scale have b
known for a long time,1–3 usually it has been assumed th
this effect is immaterial and the distribution of local defo
mations over the volume of the loaded object can be
sumed to be quasiuniform at least up to the high degree
deformation, for which a neck forms. The works of the a
thor of Ref. 4 are an exception. He showed that the foc
plastic deformation of a sample under active loading a
creep move in a regular manner, creating a so-called ‘‘tr
eling’’ neck.

Fundamentally new results, making it possible to det
mine the quantitative parameters of the evolution of the d
tributions of local deformations, have been obtained us
the speckle-interferometry method to investigate the inhom
geneity of deformation.5–8 It was found that in the course o
plastic deformation three types of spatiotemporal distri
tions of local defects can be distinguished, and there exis
unique correspondence between the law of plastic flows(«)
and the type of spatiotemporal evolution of the deformat
distribution. The following can be stated on the basis of
analysis of the experimental data of Refs. 5–8: i! on the
‘‘yield bench’’ ~the section of easy slip!, where the work
hardening coefficientQ5ds/d«'0, an isolated front of
plastic deformation moves through the sample; ii! at the lin-
ear hardening stage (s5Q«, Q5const! an equidistant se
quence of localized deformation zones~autowaves! moves
with a constant velocity through the sample; iii! at the para-
bolic hardening stage (s;«1/2) a stationary pattern of local
ized deformation foci is formed; iv! when the law of work
1171063-7842/99/44(10)/7/$15.00
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hardening changes, the type of localization of deformatio
changes. At the transitional stage a chaotic distribution of
components of the plastic distortion tensor is observed.

These laws are quite universal, since they were es
lished in experiments performed on a representative rang
materials in single- and polycrystalline states, single- a
multiphase states, with face-centered crystal~fcc!, body cen-
tered crystal~bcc!, and hexagonal close-packed~hcp! lat-
tices. Their generality has made it possible to formulate
hypothesis that this process is of an autowave charac9

However, to refine the ideas about the nature of autowave
is necessary to determine whether their forms are assoc
with large differences in the kinetics of plastic flow of m
terials with different structure or they can also be observed
a single substance whose work hardening varies, for
ample, as a result of additional doping, which does
change the structure of the alloy but influences its plastic

MATERIALS AND METHOD OF THE INVESTIGATIONS

Single crystals of additionally nitrogen-doped austen
steel with the composition~in mass %! C ~0.013!, Cr ~18.0!,
Ni ~12.4!, Mo ~2.3!, Mn ~1.2!, V ~0.01!, and Si ~0.06! are
convenient for this purpose. The parameters of work hard
ing are controlled in this case by choosing the crysta
graphic orientation of the direction of application of the lo
and the nitrogen content in theg solid solution.

In the present work single crystals grown by the Brid
man method on a Redmet-1 apparatus were used.10 After the
single-crystal ingot obtained was homogenized for 50 h
1473 K, samples in the form of a double paddle were cut
on an electric erosion stand in a manner so that their w
face would coincide with the~011! plane and the longitudi-
nal axis would coincide with the@001# or @111# directions.
The dimensions of the working part were 253531.6 mm
9 © 1999 American Institute of Physics
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TABLE I. The elements of slip and the growth stages in the experimental samples~the dominant slip systems
are indicated in boldface!.

Nitrogen content, Orientation of axis Acting slip Strain Stage of the deformation
mass % of extension system intervals, % curve

0.35 @001# @01̄1# ~111! 0 –3.3 Elasticity1transitional section;

@01̄1# (1̄11) 3.3–7.0 linear stage (s5Q«, Q51100 MPa!;

@ 1̄01# ~111!

@ 1̄01# ~111! .7.0 parabolic stage, (s;«n)

0.35 @111# @011# (11̄1) 0 –1.0 elasticity1transitional section;

@101# (111̄) 1.0–4.0 elasticity tooth1easy slip

@ 1̄11̄# (1̄11) (Q5250 MPa!;

4.0–8.0 transitional section;
8.0–17.0 linear stage (s5Q«, Q51200 MPa!;
.17.0 parabolic stage (s;«n)

0.50 @001# @01̄1# (111) 0 –1.8 Elasticity1transitional section;

@01̄1# (1̄11) 1.8–4.0 linear stage (s5Q«, Q54200 MPa!;

@101# (1̄11) .4.0 parabolic stage (s5«n)

0.50 @111# @011# (11̄1) 0 –1.5 Elasticity1transitional section;

@101# (111̄) 1.5–4.0 linear stage (s5Q«, Q51500 MPa!;

@ 1̄01̄# (1̄11)
4.5–17.0 linear stage (s5Q«, Q52000 MPa!;
.17.0 parabolic stage (s;«n)
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for the @001# samples and 303531.6 mm for the@111#
samples. Nitriding of the samples was performed by a g
temperature-pressure method11 at 1473 K temperature an
saturation atmospheric pressure 1.53105 Pa, which made it
possible to obtain the required nitrogen concentration in
solid solution. After nitriding, the samples were once ag
homogenized in vacuum at 1473 K for 1 h and quenched in
water. The final nitrogen content in the experimental samp
was 0.35 and 0.5%. This choice of concentration range
based on the fact that according to Ref. 10, in tests
samples with the axis of extension oriented in the@001# and
@111# directions at temperature;300 K and nitrogen con-
centration less than 0.3 mass %, its influence is neglig
and only a small increase of the critical cleavage stress w
no change in the course of the work hardening is observ
For 0.35–0.4 mass % nitrogen and the same deforma
temperature, together with a substantial increase in the c
cal cleavage stress, a change was noted in the form of
plastic flow curve of@111# crystals. Doping up to 0.5 mass %
N strongly influences the form of the curvess(«) of single
crystals of both orientations.

The crystal geometry of plastic displacements for
indicated orientations is such that multiple slip is possible
samples of both types immediately after the yield point
reached. For@001# orientation the four slip systems@01̄1#
~111!, @1̄01# ~111!, @1̄01# ~1̄11!, and @01̄1# ~1̄11! have a
Shmid factorm50.41. In the observation plane~011! they
give slip traces at angles of 90°~first two! and 35°168 ~sec-
ond two! with respect to the axi of extentions. For@111#
orientation three systems have the same Shmid fa
m50.27: @101# ~111̄!, @011# ~11̄1!, and@1̄11̄# ~1̄11!. The slip
traces from them on the working surface of the sample m
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angles of 19°288, 35°168, and 90°, respectively, with the
axis of extension.

The basic experimental procedure consisted in suc
sive reconstruction of the fields of the displacements vec
of points of the sample surface by the method of doub
exposure speckle interferometry12 directly during extension
at a rate of 5.531025 s21 in an Instron-1185 testing ma
chine. The vector displacement fieldr (x,y) was recorded
discretely with 30 s intervals, which corresponded to the
crement to the total deformationd« tot50.2% (x,y — coor-
dinates of the points on the working surface of the samp!.
The values of the components of the plastic distortion ten
b5¹r (x,y) ~local elongation«xx , shear«xy , and rotation
vz!

13 were determined by numerical differentiation of th
r (x,y) data file with respect to the coordinatesx and y at
points of the sample surface with a 1 mmstep. The distribu-
tions of the slip traces in the deformed samples were a
lyzed in a Neophot-21 metallographic microscope. The te
were performed at 300 K.

EXPERIMENTAL RESULTS

The experimental conditions and the data obtained
tensile testing of samples with two orientations of the axis
extension and different nitrogen concentrations are sum
rized in Table I. In these four cases a complete set of p
sible types of dependencess(«) was observed in differen
strain ranges. The strain curves for these four variants of
samples are presented in Fig. 1.

The experimental results will be presented below in th
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form of a description of the spatiotemporal patterns of d
tribution and motion of the deformation foci in a deforme

FIG. 1. Typical deformation curves of single crystals of austenitic st
Nitrogen content (CN , mass %! and crystallographic orientation of the ax
of extension:1 — 0.35 @001#; 2 — 0.35 @111#; 3 — 0.5 @111#; 4 — 0.5
@001#.
-

sample at distinct stages of the plastic flow curve, identifi
above as i, ii, and iii.

1! The stage of easy slipwas observed in 0.35 mass %
samples whose axis of extension was oriented along@111#
~see Table I!. In this case the strain diagrams of the samp
~Fig. 1, curve2! showed a distinct tooth and a yield benc
~section of easy slip!, whose overall length is limited to the
range 1<« tot<4.5%. The existence of the first stage and t
predominance of the slip system@101# ~111̄! at this stage are
attributed10 to the instability and localization of the displace
ment in one of the three equivalent slip systems becaus
an increase in the splitting of the gliding dislocations w
Burgers vectorsa/2^110& into partial Schockley dislocation
with Burgers vectorsa/6^110& as a result of a decrease of th
effective energy of a stacking fault under the action of
external tensile stress.10,14

The distributions of local elongations«xx in the process
of deformation of these crystals was analyzed in the ra
1.2%<« tot<11%, covering the section of easy slip, the tra
sitional stage, and part of the linear stage. Up to« tot52%,
no stable regularities were found in the arrangement of
zones of localization of«xx relative to one another and th
pattern was completely chaotic. Then a spatial pattern c
sisting of three equidistant maxima of local elongation
whose dynamics~Fig. 2! was characterized by the following
formed against the chaotic background. Of the three f
arising initially, one moved with velocity;3.531025 m/s
over the entire extent of the easy-slip stage. The two oth
soon stopped and remained stationary up to the end of
stage. Thus, motion of a solitary plasticity front was o

l.
f

a

FIG. 2. Evolution of the distributions of lo-
cal elongations«xx at the easy-slip stage o
single crystals of high-nitrogen steel~a! and
dependence of the positions of the maxim
of «xx on the loading time ~b!.
CN50.35 mass %,@111# axis of extension.
Symbols — positions of the deformation
maxima at different times.
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served at the easy-slip stage. At the end of this stage,
« tot.4%, the distributions of local elongations, just as oth
components of the distortion tensor, once again became
otic.

2! Linear hardening (s;«, Q5 const! commenced
with further extension of this single crystal (« tot .8%) and
was accompanied by the creation of three moving equidis
deformation zones from the chaos. This is shown in Fig. 3
the form of a dependence of thex coordinates of the maxima
of «xx on the deformation time. One can see that synch
nous motion of all three foci commences with a certain
lay, but after the regime is established, the characteristic
tance between theml'761 mm remains throughout th
extension process. The direction of motion of the foci is
same as at the easy-slip stage, and the velocity, calcu
from the slope of the straight lines, isv'5.031025 m/s.
The position of such foci on the frontal plane of the sam
was normal to the axis of extension.

A similar picture was observed in the tensile testing o
single crystal with 0.35 mass % N and@001# orientation. In
this case it was possible to record the process establis
self-consistent velocities of the foci of plastic flow~Fig. 4!,

FIG. 3. Positions of local maxima«xx as a function of the loading time a
the stage of linear hardening of single crystals of high-nitrogen steel
@111# axis of extension andCN50.35 mass %. Symbols — same as in F
2b.

FIG. 4. Same as Fig. 3 but with a@001# axis of extension. Symbols — sam
as in Fig. 2b.
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occuring in a manner such that the foci of localization
deformation appearing later increase in velocity, so that u
mately an autowave structure is forms.

The stages of linear hardening were also observed
austenite nitrided up to 0.5 mass % N for both orientations
the axis of extension~see Table I!. In the case of extension
along @001#, starting at« tot'2% a system of four equally
spaced maxima of«xx with spatial periodl54.561 mm
formed~Fig. 5!. Here, at first an adjustment of the velocitie
is observed also, after which this group of maxima mov
during the entire linear stage up to« tot54% with virtually
the same velocities;2.631025 m/s, forming a typical au-
towave pattern.

An interesting feature was observed in an investigat
of the plastic flow curve of a single crystal containing 0
mass % N with a@111# axis of extension. In this case~Fig. 6!
the two foci of deformation formed at the beginning of th
linear hardening stage and moving synchronously with
same velocity stopped successively at the same locatio
the sample~approximately 10 mm from the end!, after which
their motion resumed with the same velocity. We note t
the second focus stops for a 1.5 times shorter time than
one. Next, at the same stage but with larger deformatio
motion of a similar bound pair of such foci is once aga

h

FIG. 5. Same as Fig. 3 but with@001# axis of extension andCN50.5
mass %. Symbols — same as in Fig. 2b.

FIG. 6. Same as Fig. 3 butCN50.5 mass %. Symbols — same as in Fig. 2



th
ta
e
th
x
i

ro
se

hi
ne
th

a
pe

s
l
uc
fo
–
o

r
tio
ur
h
hl
ed
t,

Ad

re
io
u

ex-
the

ed
of
usal
de-
of
ch
di-
of a

r-
of
-

do
ter-
of
a

ith
s a
ed
of
all
ori-
hey

in-

ted
al
dis-
se
the
dis-

ni-

elf-
s in
isi-
s-
in
he-
m

en

ts

f the
ve
ic
f the
es it
c-
lytic
f
ng

ge
s

1183Tech. Phys. 44 (10), October 1999 Zuev et al.
observed, but this time with a lower velocity~Fig. 6! and no
stoppages. The latter, as microscopic investigation of
sample showed, were related with the boundary of a crys
lite with a different orientation, randomly formed at the tim
the sample was grown. Under the indicated conditions,
deformation zones were not perpendicular to the sample a
but rather they made an angle of approximately 20° with
This seems to be determined by the fact that the traces f
the predominant slip system in this case intersect the ob
vation plane, as indicated above, at an angle of 19°288 with
respect to the axis of extension. A similar crystallograp
causation of the arrangement of moving deformation zo
had been observed previously in similar investigations of
plasticity of single-phase single crystals Cu1 10%N 1
6%Sn.6 Thus, the formation of an autowave structure is
common feature of the linear hardening stages in all do
austenite single crystals investigated.

3! Parabolic hardening(s;«1/2) in the experimental
samples completed the deformation process in all four ca
investigated~see Table I!, but for different values of the tota
strain ~Fig. 1!. At these stages a stationary dissipative str
ture was always observed, i.e., three or four stationary de
mation foci were located along the sample with interval 4
mm. This pattern is shown in Fig. 7 for the tensile testing
a sample with 0.5 mass % N for a@001# axis of extension.

AUTOWAVE REGIMES OF PLASTIC FLOW

The results obtained, on the one hand, confirm the p
viously established regularities in the patterns of deforma
localization, while in the other they enrich with details o
ideas about the dynamics of the development of this p
nomenon. For plastic deformation of single crystals of hig
dopedg-Fe, all patterns of deformation localization observ
previously in different materials were found: solitary fron
traveling autowave, and stationary dissipative structure.
ditional, to that found previously,15–17 confirmation was
found for the correspondence between the stage structu
the work hardening and the type of patterns of deformat
localization which are observed, as described in the introd

FIG. 7. Positions of the local maxima of«xx versus the loading time at the
parabolic stage of the hardening curve of single crystals of high-nitro
steel for a@001# axis of extension andCN50.5 mass %. Symbols — same a
in Fig. 2b.
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tion. The fact that the same materials were used in the
periments makes it possible to assert that the changes in
patterns of deformation localization are actually controll
only by the nitrogen content in steel and by the orientation
the axis of extension of the samples. This means that a ca
link exists between the observed macroscopic patterns of
formation localization and the microscopic mechanisms
elementary acts of plastic flow which are specific to ea
stage of the process. The two most important common in
cators of the processes investigated are the appearance
macroscopic scalel'4 –7 nm in the arrangement of defo
mation foci throughout the sample and the low velocity
the foci ;(2 –8)31025 m/s. At the same time, the elemen
tary acts of deformation of dislocation nature, naturally,
not have such a scale, and the dislocation velocity charac
istic for them is ordinarily much higher. The spatial scale
the distributions of local deformations changes little with
transition from one stage of plastic flow to another and w
a change in the general form of the deformation curve a
function of the nitrogen content, but it is largely determin
by the orientation of the axis of extension. The velocities
deformation foci were of the same order of magnitude in
experiments, irrespective of the nitrogen content and the
entation of the samples. However, it is observed that t
tend to decrease as the total deformation of the sample
creases during the testing process.

It is evidently impossible to describe these complica
regularities of plastic flow on the basis of the tradition
models of the mechanics of a continuous medium. The
location theory is also found to be inapplicable for the
purposes, primarily because of the large difference of
characteristic spatial parameters: the Burgers vector of a
locationb'10210 m and the scale of the observed nonu
formity of plastic flow l'1022 mm @b. The observed
regularities should be attributed to spatiotemporal s
organization of the deformation field of the sample. Just a
Ref. 18, here self-organization is taken to mean the acqu
tion of spatial, temporal, or functional structure by the sy
tem without any specific external action. Self-organization
systems of different kinds can be successfully described p
nomenologically on the basis of the theory of nonequilibriu
processes in open systems~synergetics!.18 Attempts in the
literature ~see, for example, Refs. 19–22! to use such an
approach for the problem of plasticity have largely be
based on the use of dislocation models~except for Ref. 19,
where the evolution of the fields of deformation gradien
was studied!. In our works,7,15–17such laws of localization of
deformation have been discussed on the basis of one o
variants of synergetics — the theory of autowa
processes.23 In so doing, plastic deformation and elast
stress were used as variables to characterize the state o
system, since the experimental technique employed mak
possible to fix directly at least the deformation field. In a
cordance with Ref. 24, these quantities are the autocata
(«) and damping (s) factors, which control the kinetics o
plastic deformation. The differential equations describi
their evolution have the form7,15–17

« t5x~«,s!1D««xx , ~1!

n
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s t5f~s,«!1Dssxx ~2!

~the lower indices indicate differentiation with respect to t
corresponding variable!.

The first terms on the right-hand sides are related w
the continuous~‘‘hydrodynamic’’! parts of the strain and
stress fluxes, respectively, and the functionsx(«,s) and
f(s,«) are the nonlinear rates of change of the stresses
strains in local volumes and describe the kinetics of elem
tary acts of plastic deformation7,17,25of a dislocation nature
The terms containing the second spatial derivatives ofs and
« give the stochastic~‘‘diffusion’’ ! redistribution of these
quantities in space. The quantitiesD« and Ds with dimen-
sions of the diffusion coefficient~m2/s! contain information
about the relation between the micro-, meso-, and mac
cales of the levels of plastic flow.16,17,25,26

Equations~1! and ~2! are very difficult to solve. Al-
though a solution has not yet been found, these equations
still be used for qualitative analysis of the character of au
wave processes. The parameter controlling the evolution
self-organization process on the basis of the idea that it i
an autowave nature is the so-called refractory timeQ.23 For
spatiotemporal patterns of deformation localization wh
are observed at the corresponding stages of plastic flow,
determined by the dynamics of local elementary acts of
placement at the corresponding stages of the curves(«) and
is the time period during which the system remains loca
unsusceptible to external actions after a single realizatio
an elementary displacement. We shall examine below th
variants of an assessment of the situation, assuming th
the yield bench stage~easy slip! Q→`, at the linear hard-
ening stagè .Q.0, and at the parabolic hardening sta
Q→0. These assumptions are physically adequa
grounded. Thus, in the case of the yield bench, on wh
plastic flow occurs by propagation of a Lu¨ders band, on the
front of the latter each elementary displacement occurs o
once and then the deformation moves to a different locat
At the parabolic hardening stage the process is controlled
transverse slip processes, i.e., displacement can be realiz
any time. At the linear hardening stage, evidently, a m
complicated intermediate situation occurs. Using forD« the
obvious relation26

D«'Vf
2Q, ~3!

whereVf is the velocity of the plastic deformation front,
can be assumed, on the basis of what has been said abo
the yield bench, thatD«→` and x(«,s)!D««xx . Corre-
spondingly, from Eq.~1! follows

« t5D««xx , ~4!

which corresponds to an ordinary diffusion equation~Fick’s
second equation!, the solution of which for one dimensio
describes the propagation of a front, as is observed on
yield bench.

For parabolic hardening the situation is, evidently,
versed. In this caseD«→0, andx(«,s)@D««xx . From Eq.
~1! we obtain

« t5x~«,s!, ~5!
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which can be interpreted as the condition of complete s
chronization of the elementary acts of displacement in
entire volume of the sample. At the linear hardening stag
is impossible to analyze the behavior of autowaves on
basis of such a rough approach. Here it is necessary to
into account in detail the specific contribution of autoca
lytic and damping factors to the kinetic process.

CONCLUSIONS

The experimental investigation of deformation localiz
tion in austenitic steel with a high nitrogen content made
possible to establish, as an elaboration of Ref. 27, that
autowave structures of plastic deformation can be obser
in this material: a solitary front, a phase autowave, an
stationary dissipative structure. It was confirmed that a o
to-one relation exists between the law of work hardening a
the character of the deformation localization~type of auto-
wave process!. It was found that the microscopic feature
controlling the deformation process at the dislocation le
~orientation of the slip planes, tendency toward transve
slip!, is reflected in the character of the distribution of t
localization bands of plastic deformation~macrolevel!. It is
obvious that this interrelation is realized directly via ph
nomena occurring at the mesoscopic level of plastic flow28

and corresponding to the development and motion of
focus itself of the plastic deformation. Plastic deformati
develops in a manner so that starting at the yield point
up to fracture, microscopic-scale elementary displaceme
self-organize into mesoscopic foci of deformation, and
latter in turn form a macroscopic pattern of deformation
calization in the entire sample.
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Silicon two-emitter differential tensotransistor with an accelerating electric field in the
base

G. G. Babichev, S. I. Kozlovski , V. A. Romanov, and N. N. Sharan

Institute of Semiconductor Physics, Academy of Sciences of Ukraine, 252650 Kiev, Ukraine
~Submitted May 6, 1998; resubmitted March 2, 1999!
Zh. Tekh. Fiz.69, 63–68~October 1999!

Results are presented from a study of silicon two-emitter tensotransistors. Tensotransistors are
strain-sensitive semiconductor devices with a horizontal structure and an internal
differential output. The optimum device topology and its main characteristics are determined.
The transfer coefficient of the transistor is close to unity. ©1999 American Institute
of Physics.@S1063-7842~99!00910-1#
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Integrated semiconductor pressure sensors occupy a
cure leading position in the manufacture and utilization
mechanical sensors. The existing semiconductor sensors
a resistive output can be divided into two groups: ‘‘monop
lar’’ and ‘‘bipolar,’’ in which the output signal is formed by
the directed motion of majority and minority charge carrie
respectively. The first group includes piezoresistive sens
and tenso-emf sensors~utilizing the mechanical analog of th
Hall effect!, and the second group consists of sensors w
sensitive elements based on bipolar semiconductor dev
multicollector tensotransistors and tensothyristors.1–3 One of
the most important characteristics of a pressure sensor is
relative current sensitivity,

SR5F I 0
21S ]~ I !

]s D
s50

G . ~1!

Here I (s)5I 01DI (s), where I 0 and DI (s) are, respec-
tively, the current passing through the sensor in the abse
of pressure and the change in the current owing to a pres
ands is the mechanical stress in the region where the se
lies. SR is relatively small for monopolar sensorss, since
relative change in the current during deformation, which,
turn, is proportional to the relative change in the mobility
the majority charge carriers, is only a few percent. For bi
lar semiconductor sensors, even a small change in mob
can lead to a large change in the current,DI (s). This is
becauseDI (s) in this case is proportional both to the rel
tive change in the mobility and to the ratio of the magnitud
of the pulling electric fieldE and the diffusion electric field
ED .4 The product of these parameters can be quite la
even for a small change in mobility because of the fac
E/ED . Because of this, the relative sensitivity of bipol
sensors is substantially higher than that of monopolar s
sors. Thus, for two-collector tensotransistors,SR , which is
given by1

SR5F ~ I c!
21S ]~ I c12I c2!

]s D
s50

G ~2!

(I c5I c11I c2, whereI c1 and I c2 are the individual collector
currents!, is more than an order of magnitude higher than
analogous value for monopolar sensors. Howev
1181063-7842/99/44(10)/5/$15.00
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SR ,which is also known as the conversion efficiency,5,6 ne-
glects the current consumption of the entire tensotransisto
a whole. Thus, by analogy with magnetotransistors,5 we can
introduce the concept of the conversion efficiency of te
sotransistor,SR

T , defining it as

SR
T5F I tot

21S ]~ I c12I c2!

]s D
s50

G , ~3!

whereI tot is the sum of all the currents required to bias t
tensotransistor.

Equation~3! can also be regarded as a special case
Eq. ~1! for a two-collector tensotransistor.

In the tensotransistors studied before,1–3 in order to
achieve maximum sensitivity~through the factorE/E0) we
included a separatingp2n junction that separates the ba
region of the tensotransistor from the substrate. Since
thickness of the base of the tensotransistor was much
than the diffusion mixing length for the current carrier
the bulk of the injected carriers did not reach the collec
p2n junctions, but were collected by the separatingp2n
junction ~the collector of a parasitic vertical transistor! and
recombined near the current electrode of the base that
most distant from the emitter. For these tensotransistorsI tot

equals the sum of the currents flowing through the base e
trodesI bb , the emitterI e , and the separatingp2n junction
of the tensotransistor,I s :

I tot5I bb1I e1I c1I s . ~4!

With Eqs.~3! and~4!, Eq. ~2! can be written in the form

SR
T5

~ac11ac2!SR

11~ac11ac2!~11I bb /I c1I s /I c!
, ~5!

where ac1(c2) are the transfer coefficients for thec1(c2)
collector currents, which are related to the efficiencies of
emitter ge and collectorsgc1(c2) , as well as to the transfe
coefficientbc1(c2) , by

ac1(c2)5gebc1(c2)gc1(c2) , ~6!

where bc1(c2) is the ratio of the hole components of th
emitter I pe and collectorI c1(c2) currents, i.e.,

bc1(c2)5I pe /I c1(c2) . ~7!
6 © 1999 American Institute of Physics
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FIG. 1. Topology of the tensotransistors:1,
2 — base electrodes;3,4 — emitters;5,6 —
collectorsC1 andC2, respectively;s is the
direction of uniaxial compression.
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When a separatingp2n junction is present and recom
bination takes place in the base region of a tensotransi
I pe@I c1(c2) , so that for the tensotransistors considered p
viously, bc1(c2) and the associatedac1(c2) are considerably
smaller than unity.~See Refs. 1 and 7, for example.!

In the optimum case (I bb ,I s!I c , ac1(c2)@1!, the con-
version efficiency and the relative current sensitivity of
tensotransistor are essentially the same. However, in p
tice, ac1(c2)!1 andSRÞSR

T . In this case, it is appropriate t
optimize the design, topology, and operating regime of
tensotransistors simultaneously with respect to the two
rametersSR andSR

T , thereby reaching both a maximum rel
tive sensitivity and a minimum energy consumption for t
device.

In this paper we analyze the operation of a two-emit
differential tensotransistor with higherSR and SR

T owing to
its design features, which eliminate the need to create a s
ratingp2n junction (I s50) and make it possible to achiev
or,
-

c-

e
a-

r

a-

substantially higher transfer coefficients for the collector c
rents.

The topology and electrical circuit diagram for conne
ing a tensotransistor are shown in Fig. 1.

Nonequilibrium charge carriers are injected into the ba
region of a tensotransistor by two emitters whosen-type re-
gions are at different potentials. The current carriers d
along the base region of the tensotransistor in the accele
ing electric field at the base,Ex . (Ex is determined by the
difference in the potentialsU at thep1-base electrodes.! In
the absence of elastic deformation, the collector currents
ing to diffusive flow of charge carriers in they andz direc-
tions, are equal. Because of this, the output signalU at the
load resistancesRc1 andRc2 is zero.

Under uniaxial elastic deformation of the base region
tensotransistors in the@110# crystallographic direction, the
majority carrier~hole! mobility becomes anisotropic in th
xy plane, so a transverse potential difference develops wh
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is shifted in the forward direction or in the reverse directi
by one of the emitter junctions, depending on the sign of
deformation. The resulting modulation in the injection
emitterp2n junctions leads to an imbalance in the curre
in the collector circuits of the tensotransistor and to the
pearance of an output signal.

The operating principle of the tensotransistors descri
here is formally equivalent to the principle of the different
amplifier magnetic sensor,5 in which the injection of emitter
p2n junctions is modulated by the Hall field.

As before,1–3 we shall assume that the tensotransisto
located on a membrane which transforms a load uniform
distributed over its surface into a uniaxial elastic tension~or
compression! deformation of its base region in the@110#
crystallographic direction. In this case, the anisotropy para
etera is related to the elastic mechanical stresss in the base
of the tensotransistor by

a5P44s/2, ~8!

whereP44 is the shear piezoresistive coefficient forp-Si.
In order to optimize the topology and geometric dime

sions of the elements of a tensotransistor, we shall calcu
its main characteristics. The calculation will be done in t
approximations of a low level of injection and weak defo
mations, such that the anisotropy parameter is rather sm
i.e., uau!1. In view of the smallness of 2d/ l y!1, we shall
also neglect the effect on the spatial distribution of the n
majority charge carriers in the base of the tensotransi
owing to the layer of thickness 2d ~Fig. 1! that separates th
collectorp2n junctions.

We limit the base of the tensotransistor to 0,x, l x , 0
,y, l y , and 0,z, l z . Under the above assumptions, t
equations for the distribution of the electrical potential in t
base region of the tensotransistor are the same as bef1

Thus, the results obtained there on the choice of geome
dimensions for the base of the tensotransistor and the p
tion of the emitters remain valid:l x / l y50.2 and xc / l x

>0.25, wherexc is the distance from the center of the em
ters to the nearest base electrode.

For calculating the output characteristics of the te
sotransistor, we must know the spatial distribution of t
nonequilibrium charge carrier concentration in the base
the tensotransistor. Using the source functio2

n(x,y,z,x8,y8,z8), we find an expression for the concentr
tion of the nonequilibrium carriers by integrating over t
volumeVc emitters:

n~x,y,z!5E dx8E dy8E dz8r~x8,y8!n~x,y,z,x8,y8,z8!,

x8,y8,z8PVe . ~9!

Here r(x8,y8) is the source density of the nonequilibriu
carriers, which in our case is a function of the pulling fie
the anisotropy parameter, and position

r~x8,y8!5n0$exp@F~x8,y8!#21%, ~10!

where
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F~x8,y8!5e

w01Exx81aExS y82
l y

2 D
kBT

, ~11!

w0 is the initial bias voltage on the emittern2p junction,T
is the temperature,kB is the Boltzmann constant, ande and
n0 are the electronic charge and the equilibrium elect
concentration in the base.

The following analysis is for dimensions~all in mm! of
the basel x3 l y3 l z520035033 and of the emittersl x83 l y8
3 l z8543531.5, a separationye12ye2525 between the
centers of the emitters,x0542, and a diffusion mean free
path for the nonequilibrium charge carriers ofL530. The
pulling field isEx5500 V/cm, and the surface recombinatio
rate S50. In the calculations, we have taken an anisotro
parameter ofa50.055, which corresponds to a uniaxial ela
tic mechanical stresss5800 kgf/cm2. The changes in each
specific case are indicated specially. Note that the condi
of a low level of injection imposes limits on the quantity

ye12ye21 l y8<
2kBT

uauEx
lnFn0

p0
11G . ~12!

Herep0 is the equilibrium concentration of the majority ca
riers ~holes! in the base of the tensotransistor. In the oppos
case, the nonequilibirum carriers generated by ann2p junc-
tion will short out the transverse field and the modulation
the injection vanishes. Figure 2 shows transverse distr
tions of the concentration of nonequilibrium charge carri
in the base of a tensotransistor along the line specified by
coordinates,mm (80,y,3). Evidently, in the absence of de
formation (s50), the distribution is mirror symmetric with
respect to the central plane (x,l y/2,z) ~curve 1!. When a
mechanical stresss is present, the distribution become
sharply anisotropic with the concentration increasing rapi
at one of the collectors and decreasing at the other~curve 2!.
Here the overall number of nonequilibrium carriers i
creases, as implied by a comparison of the areas un
curves 1 and 2. This variation in the spatial distribution
the nonequilibrium electrons in the base is a direct con
quence of the modulation in the injection.

The collector currents are found by taking the integra

FIG. 2. Transverse distribution of the nonequilibrium charge carrier dis
bution for different values of the anisotropy parametera: 1 — 0, 2 — 0.055.
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I c1(c2)52eDnE
x0

1

dxF E0

1 ]n

]y U
y50,(l y)

dz

1E
0,S l y

2 1dD
l y
2 2d,~ l y! ]n

]zU
z5 l z

dyG . ~13!

Figures 3 and 4 show the relative variations in the c
lector currents as functions of the anisotropy parameter
pulling electric field in the tensotransistor base. These figu
imply that when elastic deformation forces are applied,
collector current can increase by more than a factor of 3,
its dependence on the anisotropy parameter~on the amount
of deformation! is substantially nonlinear.

Figure 5 shows the variations in the componentsI cz and
I cy of the collector currents flowing through the (x,y,l z) and
(x,0,z)(x,l y ,z) planes of the collectorp2n junctions. Evi-
dently, the main contribution tol c is from the current flowing
through the (x,y,l z) plane of the collector junction. This
curve also implies that for this tensotransistor, the relat
increase in the collector current during elastic deformation
its base region is roughly a factor of 2 smaller than for
n2p2n tensotransistor studied before under the sa
conditions,1 since in this design, the charge carriers injec
by the emitter, whose current increases during deformat
reach both collector junctions. This effect is substantia
less for ann2p2n tensotransistor, since its collectors a
separated from one another by a substantially greater
tance.

FIG. 3. Variation in theC1 ~1! andC2 ~2! collector currents as functions o
the anisotropy parameter.

FIG. 4. Field dependence of the relative variation in theC1 ~1! andC2 ~2!
collector currents.
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The distribution of the collector ion currentsj c1(x) and
j c2(x) along the lines specified by the coordinates (x,ye1 ,l z)
and (x,ye2 ,l z), respectively, are shown in Fig. 6. The leng
of the collector junctions can be optimized on the basis
this dependence. In our case, the collector junctions can
bound by 40,x,55.

The relative variation in the collector currents durin
deformation are plotted as a function of the distance betw
the collectors in Fig. 7. As the distance between the coll
tors increases, there is a rise in the transverse pote
difference that modulates the local injection at the emit
p2n junctions.

The results of a study of the relative variation in th
collector currents,DI c /I c0 (DI c5I c2I c0, whereI c and I c0

are the collector currents with and without deformation,
spectively!, as a function of the diffusion displaceme
lengthL for the charge carriers and the width of the emit
p2n junctions reduce to the following: whenL is reduced
from 30 to 5mm, DI c /I c0 increases slightly, whileI c0 de-
creases by a factor of 4.5, which leads to an undesira
increase in the output resistance of the device. Similar
havior is typical in the dependence ofDI c /I c0 on the width
of the emitterp2n junctions when the distance betwee

FIG. 5. Dependence of thez ~1,2! andy components~3,4! of the C1 ~1,3!
andC2 ~2,4! collector currents on the anisotropy parameter.

FIG. 6. Longitudinal distributions of the collector current densities witho
~2! and with ~1,3! deformation of collectorsC1 ~2! andC2 ~1,3!.
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their centers,ye12ye2, is held constant. As the width of th
emitter junctions is reduced,DI c /I c0 increases slightly,
while I c0 increases substantially.

We conclude by estimating the magnitudes of the re
tive SR and absoluteSA sensitivities, as well as the transfe
coefficient of the tensotransistor. The curves of Fig. 3 im

FIG. 7. Relative variations in theC1 ~1! andC2 ~2! collector currents with
deformation as functions of the distance between the collectors.
-

y

that SR51.831023 cm2/kgf. An expression for calculating
the absolute sensitivity can be obtained from Eq.~2! by re-
placing (I c)

21 by the load resistance in the collector circuit
Rc5Rc15Rc2. Then, for zero pressure collector curren
I c15I c251 mA and Rc55 kV, we obtain
SA518 mV•cm2/kgf. For a pulling electric field in the bas
of Ex5500 V/cm, Eq. ~7! yields bc1(c2)50.8, which is
roughly two orders of magnitude higher than for the earl
tensotransistor designs.

We thank Z. S. Gribnikov for stimulating these studie
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Effect of prolonged operation and temperature on the spectra of silicon carbide light-
emitting diodes operating in an electric breakdown regime
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The effect of prolonged operation and temperature on the spectral distribution of the quantum
yield of silicon carbide light-emitting diodes operating in an electric breakdown regime
is investigated. The spectrum of the light-emitting diodes is found to change in a regular manner
during prolonged operation. It is found that self-absorption and the temperature shift of the
bands have a large effect on the spectral distribution of the temperature coefficient of emission.
The conditions for obtaining the most stable light-emitting diodes possible, which can be
used as standard visible-range emitters, are determined. ©1999 American Institute of Physics.
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Silicon carbide light-emitting diodes operating in a
electric breakdown regime~breakdown LEDs! meet, to the
maximum degree possible, the requirements for stand
sources of optical radiation for sensitivity calibration
spectral apparatus. They are distinguished by a wide
spectrum similar to the spectrum of a black body at 600
8000 K, high temperature and temporal stability of the in
grated radiation power, and resistance to current overlo
and corrosive actions.1

One of the basic parameters whose values determine
possibility of using breakdown LEDs as standard sources
the temperature and temporal instability of the spectral
tribution of the quantum yield of radiation within the ope
ating wavelength range~250–800 nm!. However, previous
investigations of the instability of the quantum yield
breakdown LEDs2,3 concern primarily its integrated value
~over the wide spectral range!. In addition, the radiation was
extracted through a base silicon carbide crystal, since s
absorption strongly influences the characteristics of the
vices.

In the present work we investigated the effect of p
longed operation and temperature on the spectral distribu
of the quantum yield of silicon carbide LEDs operating
the electric-breakdown regime with radiation extract
through a thinp region.

The p–n structures were prepared by alloying Silum
disks with commercial SiC–6H crystals grown by the L
method. The structures were 150–300mm in diameter.
Fusing-in was done in the faces of the crystals perpendic
to the crystallographic axisC. The uncompensated dono
density in the initial crystals was of the order of 1018 cm23.

Breakdown in the experimental structures was localiz
in microplasmas, whose position and characteristics
pended on the degree of doping, the surface treatm
method used for the initial crystals, the temperature–ti
regime of alloying, the masses of the Silumin disks, a
other factors. Structures in which the microplasmas u
formly fill the entire area or are localized within a ring o
1191063-7842/99/44(10)/7/$15.00
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cupying a substantial portion of thep–n junction area were
selected. Such samples were obtained by careful optim
tion of the technological regimes with defects artificially i
troduced into a near-surface layer of the initial silicon c
bide wafers. In the optimal variant the microplasmas
switched on at essentially the same voltages. In the curre
voltage characteristic, an inflection preceding the section
sharp current growth corresponded to the appearance of
croplasmas. The high stability of the radiation power at co
stant current during prolonged operation was achieved
such samples on a section of ‘‘sharp’’ breakdown located
currents quite far above the inflection point.2 Some charac-
teristics of the breakdown LEDs containing similar structu
are presented in Ref. 1.

The maximum number of microplasmas was switch
on when the reverse current pulse through the experime
structures reaching several amperes. These microplasma
came equally bright and a system could be discerned in t
arrangement. They were localized predominantly alo
closed segments of curves surrounding the region where
maximum brightness of injection electroluminescence, a
ing when a sample is powered with dc pulses with amplitu
greater than 0.5–1 A was observed. For this reason, it ca
inferred that the appearance of microplasmas is due to re
lar nonuniformities of the doping front. The number dens
of the microplasmas increased with the degree of doping
the initial crystals.

Some of the experimentalp–n structures formed group
of structures together, approximately 0.5 mm apart, on
same crystal. Such structures exhibited characteristics
the minimum variance, which makes it possible to attribu
the uncontrollable technological factors affecting them a
preciably to the properties of the initial SiC–6H wafers a
the temperature–time regime of alloying.

In order to use the photons whose energy is greater t
the band gap in SiC, the radiation of the LEDs was extrac
through a thinp region. Such photons are completely a
sorbed when the radiation is extracted through the bulk
1 © 1999 American Institute of Physics
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the SiC. As shown in the present work, the temperature
pendence of the optical absorption in this case can stro
influence device stability.

The presence of drops of the emitter alloy made it p
sible to obtain, by thermal compression welding of an a
minum wire, a reliable stable contact to thep region, capable
of passing for more than 1000 h a pulsed current with am
plitude exceeding 10 A without appreciable degradation. T
resistance of such a contact did not exceed severalV. When
radiation was extracted from thep-region side the contac
‘‘masked’’ no more than 20–30% of the emitting area of t
p–n junction with a uniform field of microplasmas and, fo
all practical purposes, did not impede the extraction of rad
tion from the samples with ring-shaped radiation topograp
The simple possibility of obtaining a ‘‘transparent’’ stab
contact to thep region is a substantial advantage of the
loying technology forp–n junction fabrication.

The structures on which the measurements were
formed were placed in heat-removing cases. The base
tact was obtained by vacuum deposition of Ti1 Ni.

The method for determining the temporal instability
the quantum yieldh consisted of measuring the signalI from
a photomultiplier when the photomultiplier is irradiated wi
radiation from the experimental LED before and after t
given operating periods with a constant relative arrangem
of the periods and comparing this signal with the signalI e

from a reference emitter. In so doing, the relative radiat
intensity F 5I /I e of the experimental LEDs which is pro
portional to the quantum yield, was found. The relati
change in the quantum yield over a periodt of operation of
the LED was determined asdh5@F(0)2F(t)#/F(0).

A set of breakdown LEDs of the same type as the
perimental LEDs, which had undergone preliminary ag
and were subjected to mutual verification throughout the
tire period of the tests, was used as reference emitters.4 The
reference LEDs were placed together with the experime
LEDs on a common removable holder in front of the pho
multiplier unit about 30 cm from the photocathode in a m
sive case. The arrangement of the LEDs in the holder
not changed during the tests. Its construction made it p
sible to operate simultaneously all of the experimental LE
and to control their characteristics. For this, the holder w
moved from one measuring stand to another. Radiation
narrow spectral interval was extracted using interfere
light filters, placed in front of the photocathode of the ph
tomultiplier. Reference LEDs were used under the same c
ditions as the measured LEDs. Their radiation intensity w
the same. The same powering and switching systems w
used to switch them on.

Measurements in the spectral range 687–361 nm w
performed in the photon-counting mode using an FE´U-84
photomultiplier. An FÉU-142 photomultiplier, which is in-
sensitive to visible-range radiation, was used in the UV
gion. The photomultipliers were carefully selected from
large number of models from different batches according
the criteria of maximally stable detection of weak radiati
fluxes~intensity of the order of 105–107 photons per second!
in the single-electron regime. It should be noted that
FÉU-142 photomultiplier had a multiplication system with
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quite high gain for efficient operation in the single-electr
mode. However, a model which was substantially differe
from the others and had excellent characteristics was fou
The FÉU-142 signal was recorded in integrated light~no
light filters!.

As a rule, in the temperature range 300–400 K t
curves of the spectral density of the quantum yield ver
temperature were linear. This makes it possible to charac
ize them by the relative temperature coefficientghn , ex-
pressed in %/K.

To obtain the spectral dependenceghn(hn) the spectrum
of a sample was measured successively at room temper
T1 and at a temperatureT2 100 K above room temperature
In so doing, it was checked that the photosensitivity of t
detecting system remained constant. The quantityghn(hn)
was determined for each photon energy with stepD(hn)
50.05 eV according to the formula

ghn~hn!5100%@ I ~T2!2I ~T1!#/I ~T1!~T22T1!].

The spectrumNhn(hn) of a sample, expressed in units o
the number of emitted photons in a unit photon energy ran
and the spectral distribution of the relative slope of the sp
trum j(hn)5(1/Nhn)•DNhn /D(hn) were used for com-
bined analysis.

The radiation spectra were measured in the photon
ergy range 1.8–3.8 eV with a 0.05 eV step using a ZMR
monochromator. A photon counter based on an FE´U-79 pho-
tomultiplier, carefully selected to ensure the maxima
stable radiation detection, was used as the photodetector.
experimental samples were placed in a special holder dire
in front of the input slit of a monochromator. The hold
made it possible to regulate and stabilize the sample t
perature in a range from room temperature up to 400 K. T
magnitudes of the signal from the experimental sam
within the entire spectral range during the measurement
two spectra corresponding to room and a high temperatur
the sample~about 2 h!, were reproduced with an error no
exceeding 0.1%.

Fourteen typicalp–n junctions, some of which~contain-
ing the same first number in their designation! were placed
on the same crystal, were selected for measurements o
temporal instability. Multiplexed LEDs with several ind
vidually powered emittingp–n junctions in the same cas
were prepared from such structures. The LEDs were pla
on two holders. Each holder contained two standard emitt
one of which was used as the main emitter~the signals of all
other samples were normalized with respect to it! and the
other served as a control.

Light-emitting diodes were operated ‘‘around the clock
at a 50 mA current. The temperature of the holder was ab
350 K. This ‘‘easy’’ ~as compared with Ref. 3! powering
regime is optimal for device operation on considerations
moderate power dissipation.

The relative radiation intensity was measured in narr
spectral intervals with a current of 50 mA through the LE
as well as in integrated light at currents of 3, 10, and 50 m
using an FE´U-84 photomultiplier~whose spectral sensitivity
range is 300–740 nm! and 50 mA with an FE´U-142 photo-
multiplier ~whose spectral sensitivity range is 112–365 n
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TABLE I.

(dh)max, %

U, V Integrated light Interference light

FÉU-84 FÉU-142 filters

Current, mA Wavelength, nm

Sample 3 10 50 3 10 50 50 361 410 474 560 618 6

Holder 1
31–1 20.6 21.2 22.8 7 10 10 15 8 6 7 11 12 1
31–2 20.4 21.0 22.4 10 10 8 21 7 6 6 9 11
21–1 18.5 19.0 20.3 4 6 6 9 8 7 2 5 6 4
21–2 18.5 18.9 20.0 2 5 6 8 9 6 5 4 5 3
19–1 18.4 18.8 19.5 1 5 7 9 12 11 9 5 5
19–2 18.2 18.6 19.7 210 2 5 8 9 7 3 3 1
19–3 18.4 18.9 19.9 2 7 9 13 15 12 10 6 6
19–4 18.1 18.6 20.0 214 0 0 6 8 7 6 3 3 1
21–3 18.6 19.0 19.8 21 7 10 20 13 12 8 9 4
26–3 17.3 20.5 21.6 22 1 2 2 1 3 4 2 2 0
Holder 2
11 18.0 18.5 19.4 24 25 9 37 16 9 5 3 2 1
14 20.4 20.7 21.5 6 4 4 17 12 10 8 5 4
28–1 22.5 23.4 25.7 8 10 9 25 10 6 5 6 9
28–2 22.3 23.1 25.2 8 7 6 17 4 2 3 5 7
18–5 21.4 22.4 23.3 15 16 14 19 18 14 12 11 12 1
18–3 21.1 21.6 22.8 1 0 21 0 21 21 21 21 21 21
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with a relative spectral sensitivity of the photocathode at 3
nm corresponding to 0.4% according to the manufactur
certificate for this sample!.

For all samples the voltage corresponding to the infl
tion in the current–voltage characteristic preceding the s
tion of sharp current growth ranged from 17 to 21 V. T
current corresponding to the inflection did not exceed 1 m

Table I gives data characterizing the form of t
current–voltage characteristic of the experimental sample
the 3–50 mA section as well as the maximum relat
change (dh)max in quantum yield over the entire operatin
period~5779 h for samples on holder 1 and 5965 h on hol
2!.

As one can see from Table I, the 3–50 mA section c
responded to ‘‘sharp’’ breakdown. Considering its distan
from the inflection in the current–voltage characteristic, o
would expect, as follows from the preceding investigation3

a high temporal stability of the integrated quantum yield
light-emitting diodes on this section.

The samples 26–3 and 18–3 were not subjected to c
tinuous operation; they were used as control samples.
measurement error can be judged according to the valu
(dh)max corresponding to them. As one can see from Tabl
(dh)max for 18–3 did not exceed 1%, which gives an es
mated error of 1% in determiningdh for samples placed on
holder 2. The values of (dh)max for the control sample 26–3
turned out to be higher@(dh)max reaches 4% in one case#,
attesting to an unsuccessful choice of the standard LEDs
holder 1. Apparently, one or both of them exhibited instab
ity during the testing period, even though they were not s
jected to continuous operation. For this reason, we estim
the error in determiningdh for holder 1 to be 4%. It is
interesting to note that the random character of the quan
5
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(dh)max, corresponding to the control sample 26–2, o
tained for various spectral intervals~apparently, tempora
‘‘pulsations’’ of the quantum yield appeared!. A large
change was not observed in the current–voltage charact
tic of the main and control reference LEDs during the per
of the tests. Unfortunately, this does not make any of th
preferable with respect to stability.

As one can see from Table I, the quantum yield, a
rule, increases as a result of continuous operation. The m
mum value (dh)max, reaching 37% for one of the samples,
observed in the UV region of the spectrum~integrated light
with the FÉU-142!. Substantially lower values of (dh)max

were obtained in the spectral range 361–687 nm; they do
prevent using the devices as standard emitters. The i
grated quantum yield corresponding to currents of 3 and
mA was also quite stable. The higher negative values
(dh)max with 3 mA for samples 19–2 and 19–4 agree w
the character of the change in their current–voltage cha
teristic, similar to that described previously in Ref. 3. The
samples are distinguished by lower values of the opera
voltage and, correspondingly, a position closer to the infl
tion in the current–voltage characteristic.

The spectral dependence of (dh)max averaged over all
samples is displayed in Fig. 1. The circles denote the a
ages, and the short horizontal bars denote the maximum
minimum values of (dh)max. The data on (dh)max in the UV
range ~integrated light with the FE´U-142! are also plotted
there. Since~when the form of the emission spectrum
LEDs and the photosensitivity spectrum of the FE´U-142 are
taken into account! photons with wavelengths from a sma
region near 300 nm make the main contribution to the sign
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a wavelength of 300 nm was conditionally assigned to
corresponding value of (dh)max.

As one can see from the figure, the change in the sp
trum of the LEDs as a result of their continuous operation
of a regular character. It should be noted that for spec
curves of the samples located on holders 1 and 2, not o
are the characters of the curves close, but the value
(dh)max are close. A large difference is observed only at 3
nm. It seems to be of a random character and is due to
stronger influence of uncontrollable technological factors
the characteristics of samples in the UV region of the sp
trum as compared with the visible region. A similar chan
in the shape of the emission spectrum of breakdown LE
~spectra before and after continuous operation were c
pared, in both cases normalized to 1 for the same wa
length!, undergoing continuous operation with the maximu
possible current load with radiation extraction through
base silicon carbide crystal was noted in Ref. 3.

The dependence ofF averaged over all samples on th
operating timet is presented in Fig. 2. As one can see, t
quantum yield increases monotonically during the opera
time in most cases. For holder 1 a less sharp dependence
observed, possibly because of the higher instability of
standard LEDs.

In the course of the tests, the values of the voltage on
sample were recorded in parallel with the measuremen
the radiation intensity. It was established that for all samp

FIG. 1. Spectral dependence of the maximum relative change in qua
yield of breakdown LEDs over the entire operating period: a — holde
b — holder 2.
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the voltage with constant currents of 3, 10, and 50 mA
mained unchanged during the operation to within three s
nificant figures.

The current–voltage characteristic of the samples w
measured before and after the tests. It was found that du
prolonged operation the characteristic changed neglig
and touched the initial sections lying below the inflectio
No clear connection between the changes in the curre
voltage characteristic and the quantum yield was found.

The growth of the quantum yield of breakdown LED
observed in this work during prolonged operation is oppos
to the behavior of injection LEDs,5 where the quantum yield
drops because of the appearance of nonradiative recomb
tion channels.

It seems that diffusion of charged impurities can occ
under the influence of the strong electric field of thep–n
junction. This diffusion expands the space-charge region
therefore increases the breakdown voltage and, corresp
ingly, changes the energy distribution of the high-energy c
riers~it shifts the distribution into the region of high energie
as a result of an increase in the drift length of free carriers
the strong-field region!, which can increase the quantu
yield of the breakdown electroluminescence and the frac
of high-energy photons in the spectrum. Near 2.6 eV, as w
as in the red region of the spectrum, in alloyed silicon c
bide p–n junctions injection electroluminescence bands d
to radiative recombination of minority carriers are observ
Similar bands are present in the breakdown electrolumin
cence spectrum and can be explained6 by radiative recombi-
nation of minority carriers arising in the neutral regions
the spectrum as a result of impact ionization by high-ene
majority carriers which have left the strong-field region. Du
ing operation these bands can be quenched because o

m
,

FIG. 2. Relative intensity of the radiation of breakdown LEDs versus
operating time: a — holder 1, b — holder 2; current through the sam
mA: 1 — 50, 2 — 10, 3 — 3; spectral range — integrated light with th
FÉU-142~1! and FÉU-84 ~2,3! multipliers; interference light filters at wave
lengths 361, 410, 474, 560, 608, and 687 nm~2!.
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TABLE II.

h int•106,
Current, photons per

Sample mA U, V gU3103, %/K gmax, %/K gmin , %/K g int , %/K electron

164 50 12.61 223 2.06 2.15 2.08
100 13.33 215 2.02 2.08 2.04 .682

120 10 16.60 23.0 2.02 2.1 2.03
50 17.24 0 1.01 2.05 2.01 2.85

100 17.63 0.57 1.02 2.04 0
11 10 18.50 21.1 0 2.05 2.02

50 19.45 21.0 1.04 2.02 1.01 2.12
100 20.05 21.0 1.06 0 1.03

19–1 10 18.78 23.2 0 2.03 2.02
50 19.47 25.1 0 2.03 2.01 2.71

100 20.01 26.0 0 2.03 2.02
90–1 50 20.28 23.4 1.01 2.04 2.02
* 50 20.28 23.4 1.03 2.7 2.03
14 10 20.78 1.9 0 2.04 2.02

50 21.50 0.93 1.01 2.03 2.01 2.29
100 21.51 0.93 1.01 2.03 2.01

18–1 10 21.45 21.9 0 2.05 2.03
50 22.50 23.6 1.01 2.03 2.02 3.45

100 23.23 22.6 1.01 2.03 2.01
28–2 10 23.13 23.5 0 2.05 2.02

50 25.09 217 0 2.05 2.02 3.48
80 26.05 220 0 2.05 2.02
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appearance of nonradiative recombination channels, whic
possible under conditions of a strong electric field and lo
heating in microplasmas. This quenching can partially co
pensate the growth of the main component of the radiat
due to transitions of high-energy carriers which occur wi
out the participation of impurities and defects. These con
erations can qualitatively explain the character of the cu
in Fig. 1.

In choosing samples to investigate the temperature in
bility of the spectral distribution of the quantum yield, esse
tially the entire range of working voltages suitable for pra
tical application of LEDs was covered. Certa
characteristics of the samples and the measurement re
are presented in Table II.

Where it is possible to do so with acceptable accura
the dependenceghn(hn) was measured at the limits and
the center of the working range of currents in the station
powering regime of a sample. Table II gives the maximu
gmax and minimumgmin values ofghn in the photon energy
range 1.8–3.4 eV as well as the integrated valueg int with
respect to a nonselective photodetector, calculated for
same spectral range. For some samples the integrated
nal quantum yield of the breakdown electroluminescenceh int

in the photon energy range 1.8–3.4 eV is presented; it
estimated with an error not exceeding 100%.

For combined analysis, Table I also gives the voltageU
on the sample~determined mainly by the uncompensat
donor density in the initial crystals! at room temperature an
the relative temperature coefficientgU of the voltage.

To determine the effect of self-absorption on the sha
and temperature dependence of the spectral distributio
the quantum yield of breakdown LEDs, measurements w
performed on the same typical sample with the radiation
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tracted from thep-region side as well as through the ba
crystal ~this case is marked by an asterisk in Table II!.

As one can see from Table II, the values ofh int in vari-
ous samples differed negligibly, increasing appreciably w
U. An exception is the low-voltage sample 164, whose o
erating regime seems to correspond to the tunneling bre
down region preceding the above-mentioned inflection in
current–voltage characteristic. Low values ofh int and a
sharper dependenceh int(U) are characteristic for such
samples.

Uniquely low values ofghn in the entire experimenta
spectral range, which, as a rule, do not exceed the lim
~20.05!–~10.05!%/K, are observed when the radiation
extracted through a thinp region. A weak dependence ofghn

on U is observed. The low-voltage sample 164 is an exc
tion. Such samples have high negative values ofghn , which
increase in the direction of positive values with increasingU.
Sample 11, which has high positive values ofghn , also
stands out.

As the current through a sample increases,ghn , as a
rule, shifts in the direction of positive values. This tenden
appeared to a maximum degree for low-voltage sample
well as for sample No. 11. For emitters with working vo
ages above 20 V, the effect of a current in the range 10–
mA on the temperature dependence of the quantum yiel
negligible. It was established that a large increase in
modulus of negative values ofghn starts when the curren
decreases to values close to the inflection in the curre
voltage characteristic.

As one can see from Table II, a low negative or positi
value ofgU is characteristic for most samples. An excepti
is the low-voltage sample 164. Such samples possess a m
sharper dependenceU(T), whose slope decreases as t
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working regime approaches the inflection in the curren
voltage characteristic and the transition to the section
sharp breakdown. The high-voltage sample 28–2 also sta
out. For this sample high negative values ofgU , which in-
crease in modulus with increasing current, are observed.
this sample the influence of the serial resistance, which
pends on the temperature more strongly than the resist
of the space-charge region, seems to be substantial. The
value of the differential resistance of sample 28–2 on
working current section agrees with this supposition.

The positive values of the temperature coefficient of
voltage which we observed in a number of alloyedp–n junc-
tions based on silicon carbide prepared on crystal faces
pendicular to the crystallographicC axis in the present and
previous works~for example, Ref. 1! do not agree with data
on the ‘‘anomalous’’ temperature dependence of the e
tronic coefficient of impact ionization ina-SiC with electric
field orientationE i C.7 The reason for this disagreeme
cannot yet be explained on the basis of existing models.8

The character of the distributionsghn(hn) andj(hn) is
reproduced well for all samples. Figure 3 shows the spe
of a typical sample 90–1 with radiation extracted throug
thin p region ~curves1! as well as through the base cryst
~curves2!.

As one can see from the figure, the character of
curvesghn(hn) andj(hn) is similar in many respects. Thi
suggests that one of the factors determining the tempera
coefficient and its spectral dependence is the tempera
shift of the main components of the radiation. The quant
yield of radiation increases on the approaching slope of
spectral band and decreases on the receding slope, an
relative change in quantum yield~i.e., the quantityghn) in
the absence of any effect from other factors should be p
portional to the relative slope of the spectrum in this spec
range. As one can see from the figure, when radiation
extracted through the base SiC crystal, the temperature
pendence of the optical absorption is the main factor de
mining the value and spectral behavior of the tempera
coefficient in the region corresponding to the absorpt
edge ~photon energies exceeding 2.6 eV!. It also plays a
large role in the impurity absorption range at the location
the well-known band with a maximum near 1.9 eV. As o
can see from Table II, the integrated quantityg int improves
for this sample by a factor of 1.5 when the radiation is e
tracted from thep-region side, primarily because any effe
of the temperature shift of the optical absorption edge
eliminated.

The integrated temperature coefficientg of the quantum
yield of breakdown LEDs with respect to different types
photomultipliers is of special practical interest. A calculati
for the most commonly used types of photocathodes, p
formed for sample 90–1 for radiation extracted through thp
region, givesg5 0.108–0.025%/K. For all types of photo
cathodes a gain by more than a factor of 2 obtains comp
with radiation extraction through the base crystal~even
though the region of the optical absorption edge contain
small fraction of the radiation of the LEDs, the maximu
sensitivity of photocathodes lies in this region!.

As one can see from Fig. 3, the influence of the tempe
–
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ture dependence of optical absorption also appears in
form of a dip near 3 eV in the curveghn(hn) when the
radiation is extracted fromp region side. The small fraction
of radiation reflected from the crystal faces in the direction
the detecting system is subjected to self-absorption in
case.

It has been established that, according to data for
emitters,g for the UV component of the radiation~with re-
spect to FE´U-142! at a current of 100 mA lies in a compara
tively narrow range from20.15 to 20.06%/K. The high
values of g in the UV region compared with the visibl
region correlate with the larger slope of the emission sp
trum, which makes it possible to attribute the indicated d
ference to the temperature shift.

In summary, we have determined the conditions un
which LEDs, operating in the electric breakdown regime a
possessing the maximum stability of the spectral comp
tion of the radiation, are obtained using the alloying techn
ogy for obtainingp–n junctions on commercial silicon car

FIG. 3. Spectral dependences for a typical breakdown LED: a — distr
tion of the relative temperature coefficient of the spectral density of
quantum yield; b — distribution of the relative slope of the spectrum; c —
photon energy distribution.
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bide crystals of the 6H polytype. Such devices can be use
standard sources of visible-range radiation. The prelimin
data obtained on the parameters of LEDs in the UV region
the spectrum show that standard emitters can be produce
this range. More detailed investigations of the spectral
other characteristics of UV emitters are required.

We have shown that the quite high temperature stabi
one of the most important requirements imposed on stan
sources of radiation, can be achieved in the case of br
down LEDs not by thermostating the device, as in the cas
all conventional types of emitters, but rather as a result of
characteristic features of the mechanism of breakdown e
troluminescence. This determines the possibility of prod
ing small devices controlled by the powering current, wh
are ready for operation virtually instantaneously, and wh
can be used effectively in the pulsed regime.

The method proposed in the present paper for determ
ing the temporal instability of sources of weak radiation in
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wide spectral range is distinguished by high capacity, wh
makes it possible to use the method for metrological supp
of standard emitters under conditions of serial production
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Model of current and optical conductivity switching in YBa 2Cu3O72x films
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A model is proposed for the thermal and electrical responses of films of the high-Tc

superconducting material YBa2Cu3O72x to current and optical pulses. Numerical calculations are
compared with experimental data for current pulses of duration 100ms and laser pulses of
duration 0.1 ns; this yields improved data on the thermal conductivity of thin YBa2Cu3O72x films
(1.522 W/m•K! and thermal resistance of the film–substrate contact (531028 m2

•K/W) in
the neighborhood of the superconducting transition. This model can be used for optimizing the film
structure parameters and control regimes for switching elements for pulses lasting longer
than 0.1 ns. ©1999 American Institute of Physics.@S1063-7842~99!01110-1#
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INTRODUCTION

Microwave cryoelectronic components for operation
liquid nitrogen temperatures, such as switches, modulat
clippers, etc., based on disrupting the superconducting s
~S! of thin films of the high-Tc superconductor~HTSC!
YBa2Cu3O72x ~YBCO! by supercritical current pulses or la
ser pulses, have been under intense development and
in recent years.1,2 The main requirements for these comp
nents are speed and switching quality, which is evaluate
terms of the ratio of the resistances of the film in the resis
and superconducting states. The latter requires that the
undergo a transition into the normally conducting state (N).
The physical limit on the rate at which a film can undergo
transition into theN state is determined by the electron
phonon interaction time, which is on the order of 1 ps.3,4 The
rapid transition of an entire microbridge film into theN state
in the leading edge of a current pulse can be attained w
high rates of rise of the current to average current dens
on the order ofj 5107 A/cm2 and with laser irradiation a
irradiances on the order of 105 W/cm2. The shortest experi
mentally observed resistive responses of HTSC microbrid
with completeS2N switching lasted less than 0.5 ns with a
applied laser pulse of durationt l50.1 ns.5 Responses with
risetimes of less than 0.3 ns have been observed du
switching with current pulses of durationt j51.3 ns.6

Experiments and calculations7 show that the response o
a film to this type of interaction with pulse lengths of mo
than 0.1 ns is determined mainly by heating of the film. T
response has been simulated numerically since the chara
istics of the electrical response of HTSC films to a contr
ling interaction depend strongly on the level of heating of
films and the thermophysical and geometric parameter
the film structure, and because of the difficulty of interpr
ing and quantitatively evaluating the experimental data. N
merical simulation makes it possible to determine the deg
to which various factors affect the characteristics of the
1191063-7842/99/44(10)/5/$15.00
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sponse and to establish the thermophysical parameter
HTSC films more accurately.

PHYSICAL JUSTIFICATION FOR THE MODEL

The computational models were constructed in conf
mity with the geometrical and temporal conditions typical
the switching components under consideration. At pres
switching processes are usually studied using elements b
on YBCO films. High speed can be achieved only with hi
quality films with a low temperature width of the superco
ducting transition (DTc50.521 K!. These films must be
single crystalline with a crystallographicc axis perpendicular
to the plane of the film. In order to improve the quality
films on some substrates, such as MgO, a buffer layer~sub-
layer! of material that is crystallographically matched to t
structure of the HTSC film is first deposited. An HTSC fil
is produced in the form of a microbridge with the followin
characteristics: thicknessh150.120.2mm, width w510
2100mm, and lengthl 50.1215 mm. The substrates usu
ally have a thickness of 0.220.5 mm and the sublayer thick
ness is 0.120.5mm.

An equilibrium state develops in several stages in
HTSC film. For example, under optical irradiation, the a
sorbed photons initially transfer energy to electrons at
penetration depth of the radiation,;100 nm.8 Electrons with
energies on the order of 1 eV thermalize primarily throu
electron–electron collisions over times;300 fs9 and pen-
etrate to an estimated10,11 depth of 5002800 nm at liquid
nitrogen temperatures. As the excess energy of the elect
falls below 0.1 eV, thermalization through electron–phon
collisions begins to predominate12 with a time constant of
;1 ps.3,4 The phonon component of the thermal conductiv
along thec axis in YBCO single crystals13 is roughly two
orders of magnitude greater than the electron compon
i.e., heat is mainly carried by phonons whose mean free p
at 90 K is on the order of 1 nm. These characteristic rel
8 © 1999 American Institute of Physics



ve

c
R
em
s

ec
cr

lm
c
as
tri

w
ve

tin
si

d
e
d
st

n

th
te
en

a

SC

t

ro-
at
ed

sed

of
of a

n-

e at

su-
me

and

rom
-
e-
cting
s than

er,

tor,

red
-
lm
f

ex-
on a
ib-

ted
and

1199Tech. Phys. 44 (10), October 1999 A. V. Mezenov and Ya. Vas’kevich
ation times suggest that a local thermodynamic state de
ops in YBCO films over times shorter than 10 ps.

Other mechanisms~besides bolometric! for conductivity
switching in these control regimes (t l.0.1 ns;hl>1000 nm!
either do not act at all, or end earlier~their effect can be
characterized by the appearance of an effective resistan!,
or make a small contribution to the resulting response.
sistance owing to heating of the electrical subsyst
~Testradi effect! can have an independent effect only in film
with thicknesseshl,30 nm,14 while in thicker films for times
t l.10 ps, the effect reduces to heating of the film. An el
trical response caused by the kinetic inductance of a mi
bridge has been analyzed in a number of papers5,15 and it has
been shown that it is also caused by rapid heating of the fi
so it can be referred to as an inductive–bolometric effe
Estimates6 show that the amplitude of this response is at le
an order of magnitude smaller than the purely bolome
response.

Current disruption of the superconductivity of narro
films by currents much above critical also takes place o
;10 ps~on the order of the electromagnetic diffusion time!2

and for modelling of the response to current pulses las
.0.1 ns, can be taken into account by introducing a re
tance in the leading edge of the response pulse.

Given these factors, the basis of the mathematical mo
for the response of HTSC films to light and current puls
was assumed to be a thermal response mechanism, an
temperature distributions were calculated using the non
tionary heat conduction equations.16

MATHEMATICAL MODEL

Besides the superconductor~1!, sublayer~3!, and sub-
strate~5! layers, the geometric model of an HTSC eleme
shown in Fig. 1 includes layers~2 and 4! that model the
region of thermal contacts between the HTSC film and
sublayer, as well as between the sublayer and the substra
is necessary to introduce contact layers because experim
data indicate that there is a large thermal resistanceRb in the
contact regions. For example, the interface between
epitaxial YBCO film and an MgO~or SrTiO3) substrate
has been found17 to have a thermal resistanceRb'1028

FIG. 1. Physical–geometrical model of an HTSC film element:1 — HTSC
film, 3 — sublayer,5 — substrate,2 and4 — thermal contact regions;E is
the irradiance of the radiation,I is the current, andT0 is the thermostat
temperature.
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m2
•K/W comparable to the thermal resistance of an HT

film of thickness 1002200 nm. The filml is acted on by
optical radiation with an irradianceE and a transport curren
I flows along the film.

For the characteristic geometric dimensions of mic
bridges, when the length and width of the HTSC film are
least 50 times its thickness, in the calculations of puls
heating of the film a one-dimensional model can be u
with the assumption that heat propagates along thex axis
perpendicular to the plane of the HTSC film. The system
time dependent heat conduction equations for the layers
film structure have the following general form:

ckrk

]T

]t
5lk

]2T

]x2
1pk~x,t,T!, ~1!

wherek is the number of the layer of the film structure~Fig.
1!; T is the temperature;t is the time;x is the coordinate;ck ,
rk , andlk are the specific heat, density, and thermal co
ductivity, respectively, of the material in thekth layer; and,p
is the volume power density of heat released in the plan
positionx.

Since dielectric, optically transparent substrates and
blayers are usually used in film structures, we may assu
that heat is released only in the superconducting layer
that Eqs.~1! will be homogeneous (p50) for layers 2–5.

The thermophysical parameterslk , ck , andrk were as-
sumed to be constant, since in the temperature range f
77 K ~liquid nitrogen! to 90 K ~the onset of the supercon
ducting transition! of greatest interest for analyzing the r
sponse characteristics, the errors associated with negle
the temperature dependences of these parameters is les
15%.

The volume power of the heat source in the HTSC lay
p, is made up, in general, of the powerpl generated by the
absorption of the light and by Joule heating,pj , and depends
on the time, position, and temperature of the superconduc
i.e.,

p~x,t,T!5pl~x,t !1pj~ t,T!.

Since the penetration depth of visible and near infra
light in YBCO, ;100 nm,8 is commensurate with the thick
ness of the HTSC film, on taking the transmission of the fi
into account, the radiative powerq absorbed per unit area o
the film is given by

q~ t !5q0~ t !~12Rn!~12e2kh1!,

where Rn is the spectral reflectivity of the film,k is the
absorption coefficient of the film material, andq0(t) is the
surface flux of the incident radiation.

Since the diffusion mean free path for fast electrons
ceeds the HTSC layer thickness, we may assume that
time scalet.100 ps, the heat sources are uniformly distr
uted over the film thickness, i.e.,

pl~x,t !5constx~ t !5
q~ t !

hl
.

The time variation of the laser pulses was approxima
by a rectangular or gaussian shape. The shape of pico-
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nanosecond light pulses is usually assumed to the recta
lar, since in this case the response is determined mainly
the total energy delivered to the film. The amplitude of t
pulse was then determined from the density of the total
ergy of the optical signal,q05E/t l .

The volume Joule heating powerpj is determined as-
suming a uniform distribution of the current over the fil
cross section, which is valid after the disruption of theS
state, i.e.,

pj~ t,T!5 j 2~ t !•r~T, j !, ~2!

wherej is the current density andr is the specific electrica
resistivity of the HTSC film.

Modelling the current interaction is a complex task, b
cause in the region of the phase transitionr depends on the
current density,5 as well as on the temperature. The follow
ing algorithm was carried out in the model. The onset te
perature of theN2S transition,TN , andr(TN) are assumed
constant. Thej c(T) curve, which is linear over a wide tem
perature range near the superconducting transition, is es
tially used to solve the inverse problem of determining
transition temperatureTc from the current density in the film
The r(T) curve between these points was approximated
different functions selected by analyzing the experimen
pulsed current–voltage characteristics of the HTSC film
The functionr(T, j ) used in this paper, which contains18 the
square of the sine, is plotted in Fig. 2. The critical curre
densities at the temperatures of liquid nitrogen and the
perconducting transition were used as fit parameters for c
paring the calculated and experimental response charac
tics.

Therefore, the effect of the transport current was tak
into account in the model, on one hand, through its effect

FIG. 2. Approximating ther(T, j ) curve by piecewise continuous function
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Tc and r at a given temperature and, on the other, throu
the heat release~2!. In the front of the current pulse a tran
sition from oner(T) curve to the other at a fixed temper
ture is carried out in the program~Fig. 2!; this is fully justi-
fied, since the time to disrupt the superconducting state w
a current is;10 ps, an order of magnitude shorter than t
shortest pulsed interactions considered here. The resu
value of r is used to calculate the resistance of the fi
assuming a uniform distribution of resistivity. This mode
ling approach is suitable for analyzing the responses to
rent pulses well above critical, sufficient to bring all or mo
of the length of the microbridge into a normally conductin
state in the leading edge of the current pulse. A tw
dimensional model is used to model the nonuniform disr
tion of the superconducting state along a bridge; in t
model the length of the thermal domain formed during t
current pulse risetime and its resistance are determined u
dependences of the film resistance in the leading edge o
current pulse,R( j ,T), that are analogous to ther( j ,T)
curves shown in Fig. 2.19

In the complete heat conduction boundary value pr
lem, Eq.~1! for the five layers is supplemented by bounda
and initial conditions. At low temperatures, heat remov
from the outer surface of the film into the surrounding m
dium is negligible and forx50 we can assume Neuman
~type II! boundary conditions,

]T~ t !

]x U
x501

50.

Type IV boundary conditions hold for the inner inte
faces of the layers,xk ; these represent equality of the fluxe
on the left and right,

lk

]T~ t !

]x U
x

k
2

5lk11

]T~ t !

]x U
x

k
1

,

where k512(N21) is the number of a layer from th
HTSC film to the layer adjacent to the substrate (N is the
number of layers!, while

xk5 (
k51

N21

hk

represents the coordinate of the interface of the layers, wh
hk is the thickness of the layers.

For the substrate surfacex5, which adjoins the heat sink
a Dirichlet ~type I! condition is specified:T(x5 ,t)5T0. The
TABLE I.

h1, mm w, mm l, mm TN , K Tc , K r(TN), mV•cm j c ~77 K!, A/cm2 Rn , k, mm21

j 50

0.1 100 1 90 86.7 0.1 106 0.1 10

l1 , W/m•K c1, J/kgK r1, kg/m3 Rb , m2K/W l3 , W/m•K c3, J/kgK r3, kg/m3 T0, K t j , s I, mA

5 150 6350 1028 5 200 5000 86 1024 20–40
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initial condition T(x,0)5T0 reflects the fact that at time
t50 the entire structure is at the temperature of
thermostat.

The heat conduction boundary value problem formula
here is a system of homogeneous, inhomogeneous, and
stationary differential equations that are linear in the therm
physical properties of the materials and boundary conditio
but have a highly nonlinear volume heat sourcepj in the first
layer. The problem can only be solved numerically, with t
entire set of parameters of the structure, material, and ex
nal interactions. The method chosen was a finite differe
method employing a purely implicit Euler scheme. The s
tem of algebraic equations was linearized by Newto
method. This yields a system of equations with a tridiago
matrix which is rapidly solved by iteration.

In the program for executing the model, the paramet
of the electrical circuit for hookup of the HTSC film are als
established.

TEST OF THE MODEL

The model was tested by comparing experimental
sponses to rectangular current pulses20 of duration t j

5100ms and to laser pulses5 of duration t l50.1 ns with
calculations for these conditions.

Thin layers of YBCO deposited on SrTiO3 substrates
were studied in Ref. 20. The parameters of the structure
external interaction employed in the calculations are listed
Table I. Judging from the critical temperaturesTc and TN ,
the critical current densityj c ~77 K!, and the specific resis
tancer(TN), the films used in the experiments were of go
quality.

The experimental responses of HTSC microbridges~in
the form of voltage pulses! to 100 ms current pulses with
different amplitudesI are shown in Fig. 3a. The respons
calculated for conditions corresponding to these experim
~Table I! are shown in Fig. 3b. The calculated and expe
mental curves are in good qualitative and quantitative ag
ment. In these curves, a sharp rise can be seen clearly d
the thermally unstable conditions that occur when the Jo
heating released in the film exceeds the amount of hea
moved from the microbridge into the substrate.

The calculated responses of HTSC film elements to
tical pulses were compared with experimental data from R
5. That paper is of interest because the responses obta
there had good time resolution and the applied laser p
was very short. In addition, the properties of theS2N tran-
sition in the experimental samples of YBa2Cu3O72x films
deposited on LaAlO3 substrates were studied quite tho
oughly.

In the experiments, the HTSC films were irradiated
pulses of the second harmonic of a YAG : Nd laser~532 nm!
with a half-width t l50.1 ns and a surface energy dens
E51024 J/cm2. A constant current, slightly above critica
was fed through the film to raise the initial temperatureT0 of
the HTSC films byDTc into the onset region for the resistiv
transition. The parameters characterizing the experime
conditions and assumed as initial parameters for the calc
tions are listed in Table II. The values ofl1 , c1 , r1 , Rn ,
e
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andk are the same as in Table I. The following paramet
were used for the LaAlO3 substrate: l550 W/m•K,
c5100 J/kg• K, andr56000 kg/m3.

Figure 4a shows the experimental responses of films
different thicknesses for the currentsI listed in Table II. The
duration of the response~at half maximum! decreased with
film thickness from 8 ns forh150.22mm to ;1 ns for h1

50.03mm. The calculated responses are shown in Fig.
The general variations in the theoretical and experime
curves are in good agreement. This confirms the validity
the model choice of the bolometric mechanism as the m
mechanism for conductivity switching in HTSC films as th
are brought into the resistive state. The experimental res
were also interpreted in terms of a thermal response in R
5, but a simpler heat conduction model was used there.

The thermal conductivity of the HTSC film,l1, and the
thermal resistance of the film–substrate contact,Rb , were
chosen as fitting parameters in the simulations. The b
agreement between the calculated and experimental
sponses was obtained with thermal conductivities
YBa2Cu3O72x in the range 1.522 W/m• K andRb equal to
;531028 m2

• K/W. This value of the film thermal conduc
tivity is close to that of single crystals in thec direction, but
is substantially higher than that given in Ref. 17. The cont
thermal resistance was modelled, as in Ref. 17, by a laye
thicknessh151 nm ~which is comparable to the lattice con
stant of YBa2Cu3O72x along the axis of orientation of the
film, 1.16 nm! with a thermal conductivity of;0.02
W/m • K; the value ofRb was roughly a factor of 2 smalle
than that given in Ref. 21 for a YBa2Cu3O72x/LaAlO3

structure.

FIG. 3. Responses of a YBa2Cu3O72x microbridge to current pulses o
duration t j5100ms with different amplitudesI: a — experiment20, b —
calculations.



1202 Tech. Phys. 44 (10), October 1999 A. V. Mezenov and Ya. Vas’kevich
TABLE II.

h1, mm w, mm l, mm TN , K Tc , K r(TN), mV•cm j c ~77 K!, A/cm2 T0, K I, mA l l , W/m • K Rb , m2
• K/W

j 50

0.03 20 0.2 89 86 0.18 8.33105 73 20 2.0 531028

0.13 20 0.2 89 87 0.16 9.63105 70 13 1.8 531028

0.22 20 0.2 91 90 0.11 2.33106 84 80 2.0 531028
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CONCLUSIONS

The proposed physical and mathematical model for
thermal and electrical response of HTSC films, which tak
into account the disruption of superconductivity by a curre
and the heating of the film by Joule heating and optical
diation, adequately reflects the response to pulsed cur
and optical interactions lasting longer than 0.1 ns. We ha
demonstrated the possibility of determining the thermal co
ductivity of thin YBa2Cu3O72x films and the thermal resis-
tance of film–substrate contacts in the neighborhood of
superconducting transition temperature by comparing the
perimental responses to short optical pulses with model c
culations of the electrical responses of HTSC elements.

Our mathematical model of the response of HTSC e
ments to pulsed currents and optical radiation can be used
optimizing the parameters of the driver signals and the g

FIG. 4. Responses of YBa2Cu3O72x films of different thicknessesh1 to
optical pulses: a — experiment,5 b — calculations.
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metric parameters of film structures in order to minimize t
recovery time for the superconducting state after termina
of the driver signal.
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pp. 37–41~1997!.

20Yu. D. Varlamov, A. N. Volkov, M. R. Predtechenski� et al., Sverkhpro-
vodimost’~KIAE ! 5, 1736~1992! @Sverkhprovodimost: Fiz., Khim., Tekh
5, 1672~1992!#.

21M. Nahum, S. Verghese, P. L. Richardset al., Appl. Phys. Lett.59, 2034
~1991!.

Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 44, NUMBER 10 OCTOBER 1999
Ion surface cyclotron waves at plasma–metal interfaces
V. O. Girka and I. V. Pavlenko

Kharkov State University, 310077 Kharkov, Ukraine

V. I. Lapshin

Kharkov Physicotechnical Institute National Science Center, National Academy of Sciences of Ukraine,
310108 Kharkov, Ukraine
~Submitted February 28, 1998; resubmitted March 2, 1999!
Zh. Tekh. Fiz.69, 83–89~October 1999!

The dispersion properties of slow electromagnetic surface waves propagating across a constant
external magnetic field and along a plane plasma–metal interface at harmonics of the ion
cyclotron frequency are studied. The motion of the plasma particles is described by a
Vlasov–Boltzmann kinetic equation. The effects of the plasma size, the dielectric
permittivity of the transition region between the plasma and metal, and the magnitude of the
constant external magnetic field on the dispersion characteristics of ion surface cyclotron waves are
studied. © 1999 American Institute of Physics.@S1063-7842~99!01210-6#
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INTRODUCTION

The dispersion properties and propagation behavio
volume cyclotron waves have been extensively studied1–5

These waves are widely used in such areas of science
technology as controlled thermonuclear fusion, plasma ph
ics, and electronics. Meanwhile, the existence of plasm
within limited volumes in the laboratory means that surfa
waves may propagate in these plasmas. The dispersion p
erties of surface waves and numerous effects associated
their propagation have been under intense theoretical
experimental study.6–9 Their integral properties are dete
mined by the parameters of the plasma device, such as
plasma density and temperature, the direction and magni
of the external magnetic field, and the material and shap
the surface surrounding the plasma. In controlled therm
nuclear fusion experiments, volume cyclotron waves are
cited by external rf energy sources and are used for auxil
plasma heating and the generation of noninductive curr
in tokamaks.10–13 The conditions under which they are e
cited can also favor the excitation of surface cyclotr
waves. However, since the energy of a surface wave is
calized along the plasma boundary, the existence of w
excitations of this type may cause undesirable heating of
plasma edge and, therefore, enhance the interaction
plasma particles with the structural material of the machi
Increasing the energy of plasma particles in the divertor
gion of thermonuclear machines is particular undesira
since this may raise the flux of charged particles to the wa

In recent years, surface waves have come into wi
spread use in plasma technologies for precision working
materials, thin film deposition, the creation of plasm
sources, etc.14,15 Plasma electronics is yet another domain
application of surface waves. The possibility of using t
distinctive features of surface waves for developing
physical foundations of the operation of various rf electro
devices has been discussed.16–18
1201063-7842/99/44(10)/6/$15.00
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Surface electromagnetic perturbations at harmonics
the cyclotron frequencies at the boundary between plas
and metals coated with a protective layer of insulator ha
been studied in the case where a constant external mag
field is oriented perpendicular to the interface.19,20 This ori-
entation of the vectorB0 can be realized in the divertor re
gion of thermonuclear machines, as well as when a fe
magnetic metal is used as the wall of a waveguide struct
The spatial distribution of the field of rf surface electro
cyclotron waves has been studied,19,20 including the depen-
dence of their frequency on the magnitude of the exter
magnetic field, on the characteristics of the insulator coat
separating the plasma from the metal,19 and on the inhomo-
geneity of the plasma density.20 It has also been shown tha
the penetration depth of these waves into the depth of
plasma is much greater than the wavelength of surface e
tron cyclotron waves and that the characteristics of th
waves depend on the parameters of a insulator layer sep
ing the plasma from a metal wall. However, the depende
of the properties of surface cyclotron waves on the para
eters of a waveguide structure remains an open questio
the case where the penetration depth of the field into
plasma for these waves is of the same order as or less
the size of the plasma region. This paper is devoted to
investigation of this question.

1. DESCRIPTION OF MODEL AND BASIC EQUATIONS

Let us consider a uniform plasma layer occupying t
space 0,z,apl . The ideally conducting metallic walls of a
waveguide lie in the regionsz,2ad and z.a, where
a5apl1ad . The waveguide walls are coated with an ins
lator layer of thicknessad . It occupies a region whose di
mensions are determined by the inequalitiesapl,z,a and
2ad,z,0. The dielectric permittivity of the insulator is
3 © 1999 American Institute of Physics
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«d . The plasma–insulator interface is assumed to be sh
A constant external magnetic fieldB0iZ is applied perpen-
dicular to the plasma surface.

A hydrodynamic description of the motion of the plasm
particles does not account correctly for the finiteness of
Larmor radius, so we shall employ a Vlasov–Boltzmann
netic equation for that purpose. The distribution function
the particles in the unperturbed plasma is assumed to
maxwellian. We shall consider a mirror model for the refle
tion of particles from the plasma–insulator interface. T
approach is widely used for problems of this type8 and per-
mits fairly simple calculations of the wave damping asso
ated with the interaction between the plasma particles
the surface surrounding the plasma. The space is assum
be uniform along they direction and the dispersion of th
medium along the direction of the external magnetic field
assumed to be weak, i.e.,k3vTa!(v2suvau), wherek3 is
the z component of the wave vector of the surface cyclotr
wave,vTa and va are, respectively, the thermal speed a
cyclotron frequency of the particles of speciesa, with
a5e for the electrons anda5 i for the ions, ands is an
integer. This inequality means that the penetration depth
the surface cyclotron waves into the plasma is much gre
than the Larmor radiusra5vTa /uvau of the plasma par-
ticles. The expressions for the components of the dielec
permittivity tensor of the plasma,« ik , obtained under thes
assumptions are the same as those for an infinite magne
tive plasma.3–5

The electromagnetic field of a surface cyclotron wa
obeys Maxwell’s equations. Thex dependence of the field o
a surface cyclotron wave was chosen to have the formE,
H}exp(ik1x2ivt), wherek1 andv are the component of th
wave vector along the propagation direction and the w
frequency, respectively. Assuming that space is unifo
along they direction, i.e., (]/]y)50, and that the electro
magnetic perturbations are slow (uv2« iku!k1

2c2, where« ik is
the dielectric tensor of a magnetoactive plasma!, Maxwell’s
equations break down into two subsystems. One, with
electromagnetic field componentsEx , Hy , and Ez , de-
scribes the slow surface cyclotron wave. In order to so
Maxwell’s equations, we expand the components of the s
face cyclotron wave field in a Fourier series. The system
differential equations transforms to a system of algebr
equations for the Fourier coefficients of the wave field in
plasma region,

ik«11E12 ianH21 ik«13E35
~21!nHy~apl!2Hy~0!

2apl
,

ianE12 ikHz2 ik1E352
~21!nEx~apl!2Ex~0!

2apl
,

k«31E11k1H21k«33E350, ~1!

wherek5v/c andan5pn/apl is the variable of the Fourie
sum.

It has been shown8 that the damping of surface cyclotro
waves owing to the dispersion of the medium is weak. Si
we shall not be concerned with its magnitude here, we s
ignore the imaginary terms in the plasma dielectric ten
rp.
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« ik . The real part of« ik determines the dispersion of th
surface cyclotron waves. Here we give expressions for
terms of the tensor which enter in the system of Eqs.~1!:

«11512(
a

(
n52`

` n2vpa
2

yav~v2nva!
I n~ya!exp~2ya!,

«135«3152(
a

(
n52`

` svpa
2 vak3

v~v2nva!2k1

I n~ya!exp~2ya!,

«33512(
a

(
n52`

` vpa
2

~v~v2nva!
I n~ya!exp~2ya!, ~2!

where vpa is the plasma frequency,I n(x) is the modified
Bessel function,21 andya5k1

2ra
2/2.

We shall solve the system of Eqs.~1! for the Fourier
componentE1.

In order to determine the tangential components of
electric and magnetic fields of the surface cyclotron wave
the boundaries of the plasma layer (Ex ,Hy) using Watson’s
method, we calculate the corresponding Fourier sums.
system of Eqs.~1! can also be used to find the structure
the surface cyclotron wave field in the insulator. For th
purpose, it is necessary to made the following substitutio
«11→«d , «135«31→0, and«33→«d , apl→ad .

2. DISPERSION RELATION

Once an expression has been obtained for the tange
components of the electric and magnetic fields of the surf
cyclotron wave at the boundaries of the plasma and the
insulator layers, it is possible to calculate the correspond
impedance ratios (Z5Ex / iH y),

Zpl~0!5C1H Zpl~apl!cosh~ uk1ubapl!1C1 sinh~ uk1ubapl!

Zpl~apl!sinh~ uk1ubapl!1C1 cosh~ uk1ubapl!
J ,

Zd~2ad!5C2H Za~0!cosh~ uk1uad!1C2 sinh~ uk1uad!

Zd~0!sinh~ uk1uad!1C2 cosh~ uk1uad!J ,

Zd~apl!5C2H Zd~a!cosh~ uk1uad!1C2 sinh~ uk1uad!

Zd~a!sinh~ uk1uad!1C2 cosh~ uk1uad!J , ~3!

where

C15
uk1u

kA«11~«3312B!
, C25

uk1u
k«d

,

b5A «11

«3312B
, B5

k1

k3
«13.

B is independent of thez component of wave vectork3

of the surface cyclotron wave. We obtain a dispersion re
tion for the surface cyclotron wave on equating the cor
sponding surface impedances at the plasma–insulator bo
ariesZpl(0)5Za(0) andZpl(apl)5Zd(ap). Because of the
infinite conductivity of the metal, the surface impedances
the insulator at the interfaces with the metal must go to ze
i.e., Za(2ad)50 andZd(a)50. The dispersion relation fo
this waveguide structure has the form
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A«11~«3312B!tanh~ uk1uad!tanh~ uk1ubapl!5«d . ~4!

The effect of the plasma density inhomogeneity on
dispersion of surface waves is often studied by modelling
nonuniformity of the plasma profile by a set of uniform la
ers with different thicknesses and different densities.7,8,18 In
this case, the surface cyclotron wave dispersion relation
be different from Eq.~4!. We shall write it for the case in
which the plasma inhomogeneity is modelled by a set oN
layers with thicknessesa1 , a2 , ..., aN and corresponding
densitiesn1 , n2 , ..., nN , i.e.,

A«11~n0!~«33~n0!12B~n0!!5(
i 51

N

f ~n1!

1«dcoth~ uk1uad!, ~5!

where f (ni)5«11(ni)(«33(ni)12B(ni))tanh(uk1ub(ni)a1).
Equation~5! can be studied for arbitrary values of th

parameters only by numerical methods. The results of su
study are given in Sec. 4.

3. DISPERSION PROPERTIES OF SURFACE CYCLOTRON
WAVES

An analysis of Eq.~4! shows that the dispersion of su
face cyclotron waves depends substantially on the transv
size of the plasma layer. In the limit of a thick plasma lay
(uk1ub@1), the dispersion relation~4! transforms into the
dispersion relations for surface cyclotron waves in the w
studied limits of thick (uk1uad@1)8 and thin (uk1uad!1)19

insulator layers. In the limit of a thin plasma layer (uk1ub
!1), the dispersion relation~4! transforms to the simple
form

u«1utanh~ uk1uad!uk1uapl52«d . ~6!

Simple analytic solutions of Eq.~6! in the form

v5
suv i u
12hi

: uhi u!1

can be obtained only in the limit of thick (uk1uad@1) and
thin (uk1uad!1) insulator layers.

For thin plasma and thick insulator layers, in the lo
(yi!1) and short (yi@1) wavelength limits, the solution o
the dispersion relation~6! has the form

hi5S vpi

v i
D 2 s2yi

s21

2s11s!
kpl , yi!1,

hi5S vpi

v i
D 2 s2

Ap~2yi !
3/2

kpl , yi@S vpi

v i
D 4/3

, ~7!

wherekpl5(k1apl)/«d .
For thin plasma and thin insulator layers, we have

hi5S vpi

v i
D 2 s2yi

s21

2s11s!
kplkd«d , yi!1,

hi5S vpi

v i
D 2 s2

Ap~2yi !
3/2

kplkd«d , yi@S vpi

v i
D 4/3

. ~8!
e
e

ill

a
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Equations~7! and ~8! were obtained first. They imply
that the dispersion of ion surface cyclotron waves depe
significantly on the size of the plasma layer. A gradual
duction inkpl leads initially to a drop in the frequency of th
surface cyclotron waves and in their group velocity and,
nally, to the disappearance of surface cyclotron waves a
eigenmode of the waveguide structure under considerati

An analysis of the asymptotic solutions~7! and ~8!
shows that as the magnitude of the constant external m
netic field B0 is reduced, the region in which the surfac
cyclotron waves exist shifts toward longer wavelength p
turbations in the limityi!1 and to shorter wavelength pe
turbations in the limityi@1. The conditions for existence o
surface cyclotron waves deteriorate~collisional damping
increases8! as ad→0 and, in the absence of an insulat
layer, surface cyclotron waves do not propagate.

4. NUMERICAL RESULTS

The dispersion relation~4! was solved numerically for
arbitrary thicknesses of the plasma and insulator layers. T
numerical study of the dispersion of surface cyclotron wa
was done for the first four harmonics of the ion cyclotr
waves. The dispersion of surface cyclotron waves in
waveguide structure considered here differs from that in
semi-infinite plasma–semi-infinite insulator system cons
ered in detail previously.8 At long perturbation wavelengths
there is a change in the dispersion of surface cyclot
waves. A segment with forward dispersion~the group and
phase velocities of the waves have the same direction! de-
velops. This occurs when, as the thickness of the insul
region or the size of the plasma region are reduced, the
ergy flux of the wave in the insulator region becomes co
parable to that in the plasma region. As the plasma regio
reduced in size, this equality is achieved when the pene
tion depth of the surface cyclotron wave field into th
plasma,

lpl5
2p

k1
A«3312B

«11

becomes comparable to the thickness of the plasma la
i.e., lpl'apl .

The results of the numerical study of the dispersion
lation ~6! for the case of a thick insulator layer (k1ad>1) are
shown in Fig. 1 and for a thin insulator layer (k1ad<1) in
Fig. 2. Increasing the thickness of the plasma layer ma
the dispersion approach a form typical of a semi-infin
plasma–semi-infinite insulator model.8 Note that in all the
figures, the domain of existence of volume cyclotron wav
lies above and to the right of the segments of the dispers
curves with reverse dispersion, denoted by the number 3
the thickness of the plasma layer is reduced, the disper
undergoes a transformation in the short wavelength reg
Here the group velocity of the surface cyclotron waves,vgr ,
in the segment with forward dispersion is considera
higher than in the previously studied metal–thin insula
layer–plasma structures.19 For sufficiently small plasma re
gions, the group velocity of surface cyclotron waves a
proaches zero over the entire range of wavelengths and
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FIG. 1. The frequency of surface cyclotro
waves normalized to the ion cyclotron fre
quency as a function of the wave vector no
malized to the ion Larmor radius:vpi

2 /v i
2

523106, ad /r i510; plasma layer thick-
nessapl /r i51026 ~1!, 1025 ~2!, 1024 ~3!.
n
he

er
u
h

on

u
re
a

ns
tri

p-
way
.
nce
ni-
are
ma

ilar
mi-

cor-
r
sma
resonance detuninghi becomes smaller. This is an indicatio
of a deterioration in the conditions for propagation of t
waves being studied here.

A numerical study of the surface cyclotron wave disp
sion relation~4! shows, increasing the thickness of the ins
lator layer causes the forward dispersion segment to s
toward longer wavelengths (yi!1). But it must be kept in
mind that if the wavelength is long enough, the conditi
that they be slow,k3vTa!(v2suvau), will be violated. As
the thickness of the insulator layer is reduced, the gro
velocity of the wave increases in the forward dispersion
gion. In other words, there is an increase in the velocity
which the energy of the surface cyclotron wave is tra
ported along the direction of propagation. As the dielec
-
-
ift

p
-
t
-
c

permittivity of the insulator is increased, the dispersion pro
erties of the surface cyclotron wave change in the same
as when the thickness of the insulator layer is increased

We have also done a numerical study of the depende
of the dispersion of surface cyclotron waves on the mag
tude of a constant external magnetic field. The results
shown in Fig. 3. For the parameters of experimental plas
and semiconductor electronics devices (vpl

2 /v i
2'23106),

the dispersion relation for surface cyclotron waves is sim
the relation for these waves in a semi-infinite plasma–se
infinite insulator~curve3!. As vpi

2 /v i
2 is reduced, the surface

cyclotron wave dispersion relations squeeze toward the
responding asymptotesv5sv i . In controlled thermonuclea
fusion experiments on stellarators, the characteristic pla
FIG. 2. As in Fig. 1, forvpi
2 /v i

2523106;
ad /r i51023; apl /r i51023 ~1!, 1022 ~2!,
1021 ~3!.
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densities and magnetic fields in the divertor region vary o
n5101121012cm23 and B051032104 G, with vpi

2 /v i
2

'200. Curve1 was plotted forvpi
2 /v i

2550. This implies
that for modelling the conditions of a divertor i
thermonuclear experiments, the approximation of
semi-infinite plasma turn out to be incorrect and t
approximation of a plasma layer with small transve
dimensions may have to be used. Here the de
of penetration of the surface cyclotron wave fie
into the plasma can exceed the dimensions of the pla
region.

A numerical calculation is in good agreement with t
analytic solutions~7! and ~8!. In Fig. 1 the asterisks denot
the surface cyclotron wave frequencies obtained from
analytic solutions of the dispersion relation~5! in the long
wavelength limit. In the short wavelength limit the analyt
solutions are valid foryi>(vpi /v i)

4/3, so they do not show
up on the scale of Fig.1.

A study of the dispersion relation~5! shows that it, as
opposed to Eq.~4!, has N solutions for a given harmonic
number of the ion cyclotron frequency and a given wa
number. But only one of these corresponds to a surface
clotron wave propagating along the plasma–insulator in
face, while the rest of the solutions appear because of
choice of a model for the inhomogeneity of the plasma d
sity profile. These additional modes propagate along
boundaries of the plasma layers with different particle d
sities. The frequency of the surface cyclotron waves is low
for an inhomogeneous plasma than for a uniform plas
The validity of this result of the numerical calculations f
the surface cyclotron wave dispersion relation~5! is con-
firmed by the analytic solutions~7! and ~8!. Since the inte-
grated plasma density is smaller for an inhomogeneous
sity profile than for a uniform plasma, according to Eqs.~7!
and ~8! the surface cyclotron wave frequency will also
lower.

Figure 4 shows some calculations based on Eq.~6! for
an ion surface cyclotron wave in the case where it is c
verted into a lower hybrid mode subject to the conditi

FIG. 3. As in Fig. 1 forad /r i510; apl /r i51023; vpi
2 /v i

2550 ~1!, 104 ~2!,
23106 ~3!.
r

a

e
th

a

e

e
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r-
ur
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-
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a.
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-

v2(s57)'vev i . Here it was assumed thatvpi
2 550•v i

2 . A
similar effect has also been observed with volume cyclot
waves.3,4

5. CONCLUSION

In this paper we have examined the dispersion proper
of surface cyclotron waves at harmonics of the ion cyclotr
frequency. These waves can exist only in dense plasmas
vpi

2 .v i
2 . This study has been done for the case of we

spatial dispersion of the medium along the normal to
interface between the media. Simple analytic expressions~7!
and~8! for the eigenfrequencies of the ion surface cyclotr
waves have been obtained for long (yi!1) and short (yi

@1) wavelengths~compared to the ion Larmor radius! in the
limiting cases of thick and thin insulator layers. As the thic
nesses of the plasma and insulator layers are increased
surface cyclotron wave dispersion curves develop a stra
dispersion segment and the group velocity of the wave
creases in this segment. In the limit of thin plasma (uk1ub)
!1) and thin insulator (uk1uad!1) layers, the ion surface
cyclotron wave dispersion curves approach the asympt
lines v5sv i .

When the thicknesses of the plasma and insulator lay
are very much greater than the penetration depth of the
face cyclotron wave field into the corresponding medium,
surface cyclotron wave dispersion curves resemble the
persion curves for volume extraordinary cyclotron waves,1–5

although their field structure and energy characteristics di
significantly. When the effect of the finite sizes of the plasm
and insulator regions on the surface cyclotron wave disp
sion relations are taken into account, a segment with a
ward dispersion develops in which the group velocity of t
wave can be controlled by changing either the thickness
the insulator layer or the size of the plasma region. Here
surface cyclotron wave frequency is lower than in the case
a semi-infinite plasma–semi-infinite insulator geometry. T
penetration depth of the surface cyclotron wave into
plasma is very much greater than the wavelength. It sho
also be noted that a larger increase in the group velocity
be achieved by reducing the plasma region in the forw

FIG. 4. As in Fig. 1. The conversion of ion surface cyclotron waves int
lower hybrid mode is shown forvpi

2 /v i
2550.
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dispersion segment than by reducing the thickness of
insulator layer. This implies that a metal–insulator–th
plasma layer will be unstable to changes in the external
tem parameters, e.g., parametric instabilities,22 than a metal–
thin insulator layer–plasma structure. Thus, when estima
the instability of a diverter plasma with respect to surfa
perturbations at cyclotron frequencies, the finite size of
plasma region should be kept in mind.

We believe that the surface cyclotron waves examin
here can be used in various plasma technologies. Rece
surface waves have been used for processing semicond
surfaces. These technologies are being developed
Japan.23,24It has been found experimentally that in these p
cesses, surface waves, as opposed to volume waves, p
controlling role. Traditionally, surface modes have be
widely used for studying the electrical properties of solids7,9

Since the dispersion of surface cyclotron waves depend
the physical characteristics of insulator layers, surface cy
tron waves can be used for process control of insulator c
ings on metal substrates. It appears to be possible to
surface cyclotron waves in electronics for creating rf gene
tors and amplifiers. Here it would be possible to control
frequency of the wave perturbations by varying the cha
carrier concentration.
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Physical mechanisms for transition radiation of electromagnetic pulses
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The excitation of electromagnetic pulses is examined in various generation schemes. The
physical mechanism for excitation of the radiation is studied and the field from transition radiation
by high current relativistic electron beams is analyzed. An analysis of the efficiency of the
various generation schemes shows that the electron efficiency of beam radiators based on transition
radiation may be quite substantial for beam parameters that are easily realized experimentally.
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INTRODUCTION

Research on the mechanisms for generation of h
power short electromagnetic pulses is of interest in a num
of scientific and applied areas, in particular, for the devel
ment of a new generation of pulsed radar technology. A
lytic studies and numerical simulations have shown1,2 that
the transition radiation owing to the interaction of a hig
current burst of charged particles with a finite conduct
body has a broad-band character. The output power
shape of the electromagnetic pulses are determined by
parameters of the current pulse and can be varied over w
limits.

High-power microwave generators employing hig
current relativistic electron beams are intended to prod
narrow band pulsed signals whose durationtp greatly ex-
ceeds the periodT of the high frequency electromagnet
oscillations (tp /T@1) and are unsuitable for generatin
electromagnetic pulses withtp&T. In fact, the generation o
narrow band signals is the result of, and is maintained
resonant energy transfer between the beam electrons an
excited electromagnetic field. The grouping of beam p
ticles into bunches~modulation! and, therefore, the excita
tion of microwave radiation take place over times subst
tially longer than the period of the microwaves. This mak
it clear that efficient generation of electromagnetic pulses
high-current beams requires the use of nonresonant~colli-
sional! emission mechanisms, such as spontaneous coh
transition radiation, bremsstrahlung in an external magn
field, or bremsstrahlung of short, pulsed beams in their o
electromagnetic fields~pulsed radiation from a virtual cath
ode!. The duration of the output electromagnetic pulses w
be determined by the duration of the current in the burst
the output power, by the magnitude of that current and
energy of the burst. Short electron bursts with durations
0.1210 ns, energies of 0.521 MeV, and peak currents o
102100 kA can be obtained either by converting continuo
electromagnetic beams into sequences of electron pu
~modulated beams!3 or by direct generation of short and u
trashort high-current relativistic electron beams in hig
current devices~exploding emission diodes!.4

The fundamentally important feature of the transition
1201063-7842/99/44(10)/6/$15.00
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diation which develops during the motion of a charged p
ticle in an electrically~magnetically! inhomogeneous me
dium is that the emission takes place with a constant part
velocity.5 Because of this property, the transition radiati
field from an electron beam is proportional to the bea
current,2 rather than to the time derivative of the current,
in traditional sources, such as an electric dipole, or to
second derivative with respect to time, as in the case o
magnetic dipole.

In this paper we present the results from a study of
generation of short duration, high-power electromagne
pulses by transition radiation from high-current relativis
electron beams.

EXCITATION OF ELECTROMAGNETIC PULSES AS AN
ELECTRON BURST INTERSECTS A CONDUCTING SCREEN

The model of the radiating device is illustrated in Fig.
An electron burst moves from a drift vacuum chamber1
through a foil2 into free space. The effect of the cylindrica
boundary of the drift tube on the excitation of transition r
diation is neglected. An electromagnetic pulse is formed
the electron burst intersects the conducting plane, which
cludes the foil2 and a conducting screen3.

We shall assume that the radius of the screen is infin
In addition, we neglect the change in the shape of the b
~the divergence of the beam particles! as it is transported into
the interaction region. We write the current density of t
pulse in the form

j52ez

I b

2p
c~r !I S t2

z

V0
D ,

where

I S t2
z

V0
D5

1

I b
E

2`

`

I ve2 iv(t2z/V0)dv,

c(r ) is a function describing the transverse beam profi
I (t2z/V0) specifies the shape of the bunch as a function
the longitudinal coordinatez and timet, V0 is the velocity of
the bunch,I b is the peak beam current, andI v is the Fourier
amplitude of the total current.
9 © 1999 American Institute of Physics



he

o
-

ns

ly
n

in
-

d
.,
h

ic
uls
l
c

n

as

A,
ro-

in
l

ting
s.
he
ters
ular

s
ith

oes
the

tic
of

c-

i-

1210 Tech. Phys. 44 (10), October 1999 V. A. Balakirev and G. L. Sidel’nikov
The electromagnetic field excited by the bunch in t
region z.0 ~transition radiation! obeys Maxwell’s equa-
tions, which are conveniently reduced to an inhomogene
Helmholtz equation for thew Fourier component of the mag
netic field,

1

r

]

]r
r

]Hw

]r
1

]2Hw

]z2
1S k0

22
1

r 2D Hw5
4p

c

] j

]r
, ~1!

where k05v/c, v is the angular frequency, andc is the
speed of light.

For electron bunches with small transverse dimensio

r b

ctbg
!1,

wherer b is the radius of the bunch,tb is its duration,g is the
relativistic factor, and we can setc(r )5d(r )/r , whered(r )
is the delta function.

Equation ~1! has cylindrical symmetry and is easi
solved using the forward and inverse Fourier–Bessel tra
formations.

An asymptotic estimate of the field fork0R@1 yields an
expression for the emitted pulse in the far field,2

Hw52
2I b

cR
I ~ t2R/c!

b sinQ

12b2 cos2 Q
, ~2!

whereb5V0 /c, R is the distance from the coordinate orig
to the observation point,Q is the angle between the longitu
dinal axis of symmetry (0z) and the vectorR.

Equation~2! yields the important result that the emitte
pulse has exactly the same shape as the current pulse, i.e
beam antenna for transition radiation has a broad-band c
acter.

We now consider the efficiency with which the kinet
energy of the beam is converted into electromagnetic p
energy. The total emitted power~power summed over al
directions! is related to the parameters of the electron bun
by

Prad52I 2~ t2R/c!F~b!Pb

I b

I A
, ~3!

wherePb5I bmc2(g21)/e is the peak power of the electro
bunch,I A5mc3/e517 kA is the Alfvén current, and

FIG. 1. A semi-infinite circular waveguide with an infinite flange.
us

,

s-

the
ar-

e

h

F~b!5
1

4~g21! S 11b2

b
ln

11b

12b
22D .

The total radiated energy is found by integrating Eq.~3!
with respect to time. Thus,

Wrad5
2I b

2

c
~g21!F~b!E

2`

`

I 2~ t !dt. ~4!

We define the electron efficiency of the beam radiator
the ratio of the emitted energy~4! to the kinetic energy of the
bunch,

h5Wrad/Wkin , ~5!

whereWkin5Qmc2(g21)/e andQ5I b*2`
` I (t)dt is the to-

tal charge in the bunch.
For a Gaussian profile

I ~ t !5exp~2t2/tb
2!, ~6!

integrating Eq.~4! gives Wrad5A2F(b)Wkin(I b /I A). Thus,
for the efficiency of a beam radiator, we have

h5A2F~b!I b /I A .

For a 1 MeV electron beam with a peak current of 8 k
about 40% of the kinetic energy is converted into elect
magnetic pulse energy.

EXCITATION OF ELECTROMAGNETIC PULSES DURING
INJECTION OF AN ELECTRON BUNCH FROM A
SEMI-INFINITE WAVEGUIDE

1. Basic equations.Let us consider a radiating system
the form of an ideally conducting semi-infinite cylindrica
waveguide, whose end is covered by an ideally conduc
diaphragm~foil ! that is transparent to the beam particle
This device resembles that shown in Fig. 1 without t
flange. The electron beam leaves the waveguide and en
free space through the diaphragm. The bunch has an ann
cross section~tubular shape!. We shall neglect the thicknes
of the bunch and approximate it by a surface current w
density

j52ez

I b

2p

d~r 2r b!

r b
I S t2

z

V0
D . ~7!

Equation~7! specifies a current pulse whose shape d
not change as it propagates. The Fourier amplitude of
current density is given by

jv52ez

I v

2p

d~r 2r b!

r b
eivz/V0. ~8!

The problem of finding the emitted electromagne
pulse field reduces to solving the inhomogeneous system
Maxwell’s equations for the Fourier amplitude of the ele
tromagnetic field,

curlEv2 ik0Hv50, curlHv2 ik0Ev5
4p

c
jv .

We shall resolve the space into three regions: I —$r
<r b ,z.0%, II — $a>r .r b ,z.0%, and III — $r .a,
`.z.2`%, wherea is the waveguide radius. The cond
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tions on the tangential components of the electromagn
field at the boundaries between these regions and at the
face of the ideal conductor are

r 5r b , Ezv
II ~z.0!5Ezv

II ~z.0!,

Hwv
I ~z.0!5Hwv

II ~z.0!1
2I v

crb
eivz/V0,

r 5a, Ezv
II ~z.0!5Ezv

III ~z.0!,

Hwv
II ~z.0!5Hwv

III ~z.0!,

Ez
III ~z,0!50,

r<r b , Er
II~z50!50,

a>r .r b , Er
II~z50!50. ~9!

Because of the axial symmetry of the problem, we sh
seek the radiated field in each region in the form of an in
gral superposition of cylindrical waves.

2. Mathematical model of the boundary value proble
Let us substitute the expression for the field component
the boundary conditions~9!. According to the Wiener–
Paley–Rapoport lemma,6 the resulting system of integra
equations determines the following coupled system of a
lytic functions in the complexk plane:

~e12e2!J0~vr b!2e3H0
(1)~vr b!5w1~k!,

2 i
k0

v
@~e12e2!J1~vr b!2e3H1

(1)~vr b!#

5
2I v

crb

1

2p i
~k2h!211f1~k!,

e2J0~va!1~e32e4!H0
(1)~va!5Q1~k!,

2 i
k0

v
@e2J1~va!1~e32e4!H1

(1)~vr b!#5l1~k!,

e4H0
(1)~va!5k2~k!, ~10!

wherev5Ak0
22k2.

In accordance with the radiation condition, we choo
the branch of the double valued functionv(k), for which
Im v>0 and Rev>0, wherek is the longitudinal wave num
ber, Jn(vr ) is the Bessel function,Hn

(1)(vr ) is the Hankel
function, withn50, 1, andea(k) are the Fourier amplitude
of the fields, witha51, 2, 3, 4. The functionsw1, f1, Q1,
andl1 are analytic in the upper half of the complexk plane
and in the lower half of the complexk2 plane, and
h5v/V01 i0. The boundary condition at the diaphrag
(z50) implies

e1~k!5e1~2k!, e2~k!5e2~2k!, e3~k!5e3~2k!.
~11!

Given Eq. ~11!, we can show~a consequence of th
Wiener–Paley lemma! that there exists a coupled system
analogous to Eq.~10!, with functionsw2, f2, Q2, l2 and
k1 that are analytic, respectively, in the lower and upp
halves of thek plane. Thus, the system of functional equ
ic
ur-

ll
-

.
in

a-

e

,

r
-

tions ~10! subject to the conditions~11! is equivalent to the
following system of Hilbert boundary value problems:

w12w250, ~12!

f12f252
2I v

crb

k

p i ~k22h2!
, ~13!

k12k25Q12Q2, ~14!

l12l252 iZ2~Q12Q2!, ~15!

Z1~Q11Q2!1~Z12Z2!~k11k2!

2 i ~l11l2!1
r b

a

J0~vr b!

J0~va!
@Z1

b~w11w2!

2 i ~f11f2!] 5
2I b

ca

J0~vr b!

J0~va!

h

p~k22h2!
, ~16!

where

Z15
k0

v
J1~va!

J0~va!
, Z25

k0

v

H1
(1)~va!

H0
(1)~va!

, Z1
b5

k0

v
J1~vr b!

J0~vr b!
.

The solutions of Eqs.~12! and ~13! are found trivially
from the known jump at the contact surface~real axis!. Tak-
ing Eq. ~14! into account, as well, we obtain

w1[w2[0, f152
I v

crb

1

p i ~k1h!
,

f25
I v

crb

1

p i ~k2h!
, k15Q1, k25Q2. ~17!

The system of boundary value problems~15! and ~16!,
with Eq. ~17!, can be reduced to the following singular int
gral equation for the functionk[k12k2:

2Z1L̂k2Z2L̂k2L̂Z2k5
4I v

ca

J0~vr b!

J0~va!

h

p~k22h2!
.

~18!

Here L̂ is the Cauchy operator. It is not easy to find t
general solution to the integral Eq.~18!. However, in the
limiting case of a small waveguide radius, i.e.,

k0a!1 ~19!

Eq. ~18! can be greatly simplified and solved approximate
In fact, neglecting the term proportional toZ1'k0a in Eq.
~18!, we shall have

Z2L̂k1L̂Z2k52
4I v

ca

h

p~k22h2!
. ~20!

Using the notationU5Z2k and the Sohocky formula
we reduce Eq.~20! to an inhomogeneous Hilbert bounda
value problem for the half plane with contour$k: Im k
50%,

U152Z2k22
2I v

ca

h

p~k22h2!
, ~21!

whereU1 andk2 are the unknown functions.
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The solution of Eq.~21! for k2 has the form

k25
2I v

cak0

X2~k!

X1~h!

A~k02k!~k01h!

2p i ~k2h!
.

In the limiting case~19!, the expressions for the function
X6(k) have the form7

X15
Aln~ i /nk0a!

Ak01k ln@2i /naA2k0~k01k!#
,

X25
Ak02k ln@2i /naA2k0~k02k!#

iAln~ i /nk0a!
,

n51.781. ~22!

The magnetic field forr .a is given by

Hwv
III 52

2I v

ca È
`X2~k!

X1~h!

H1
(1)~vr !

H0
(1)~va!

3Ak01h

k11k

eikz

2p~k2h!
dk. ~23!

Restricting ourselves to the principal term in the expa
sion of the field fork0R@1 and using the representation~22!
for the functionsX6(k), we shall have

Hwv
III 5

I v

c

eik0R

R
L~Q,v!•Y~Q!, ~24!

where

Y~Q!5
b sinQ

12b cosQ
1

sinQ

11cosQ

and

L~Q,v!5 ln
2i

nk0aA2~b2111!
Y ln

2i

nk0aA2~11cosQ!
.

The first term originates in the emission by the charg
particle beam, while the second corresponds to the emis
produced by the current induced by the beam in the sur
of the conductor.

The electron beam emits in the forward direction at
angle of Q'1/g to the axis. The induced current radiat
backwards. The maximum emission from the induced c
rent is at an angle ofu5p. This is because of the directiona
properties of a thin cylindrical conductor. A gaussian curr
pulse~6! with a durationtb51 ns was chosen for the specifi
calculations.

A numerical analysis of the electromagnetic puls
showed that the duration of the emitted pulse increa
slightly compared to the current pulse for anglesQ close to
p. At the same time, because of the weak~logarithmic! de-
pendence of the functionL(u) for anglesQ not too close to
p, the shape of the emitted electromagnetic pulse is
tremely close that of the applied current pulse and essent
reproduces it. The total energy emitted in the electrom
netic pulse can be calculated using the formula
-

d
on
ce

n

r-

t

s
s

x-
lly
-

Wrad5
I b

2

c

tb

2pE0

p

D~Q!dQ, ~25!

where

D~Q!5sinQ•Y2~Q!

3E
2`

`

dtFReE
0

`

e2V2/42 iVtL~Q,V!dVG2

,

V[vtb , t[
t

tb
.

Figure 2 shows the energy of the radiation pulse a
function of the observation angle for different values ofg.
The directional diagram has a clear maximum at small ang
for relativistic energies of the driver electron bunch. AsQ
increases, for angles greater thanp/2 the angular distribution
of the energy emitted by the electromagnetic pulse is es
tially independent ofg. This is because the backward emi
sion is formed on the surface of the thin cylindrical condu
tor by the current of induced free charges moving in
direction opposite the bunch. In terms of the physical mo
considered here, the directional diagram of the energy e
ted in the electromagnetic pulse has a singularity at obse
tion angles close top, but the total emitted energy~the en-
ergy integrated over all angles! remains finite, since this
singularity is integrable. The curves in Fig. 2 have been p
ted on a scale corresponding to the peak output energy
g510.

The emitted power corresponding to the peak pulse a
function of polar angle has the same appearance as the
responding plot of the emitted energy in Fig. 2.

We now determine the efficiency of the propos
scheme for a beam driven electromagnetic pulse source.
cording to Eq.~5!, for a gaussian bunch~6!, we have

h5
1

2pAp

I b

I A

E
0

p

D~Q!dQ

g21
.

The radiator efficiency as a function of the energy in t
exciting bunch for a peak currentI b53 kA is plotted in Fig.
3. The ratio (j) of the energy of the electromagnetic pul
emitted in the forward direction to the energy emitted fro

FIG. 2. Directional diagram of the energy emitted in electromagnetic pu
for g51.05 ~1!, 2 ~2!, 3 ~3!, 5 ~4!, and 10~5!.
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the surface of the conductor by the induced current is plo
in Fig. 4 as a function of the relativistic factorg ~the kinetic
energy of the bunch!.

If the forward emission, intoQ,p/2, is of interest then
in Eq. ~24! one can setL(Q)51 for a relativistic beam.
Integrating by parts, we obtain a simple expression for
output pulse,

Hw
III 5

I ~ t2R/c!

cR
Y~Q!. ~26!

As in the case of a conducting half space, the forw
emitted pulse has the same shape as the beam current p

EXCITATION OF ELECTROMAGNETIC PULSES IN A
COAXIAL LINE

A method has been proposed8,9 for exciting short~pico-
second! electromagnetic pulses with powers*109 W by
scanning a relativistic electron beam on the inner surface
coaxial conductor without rigid requirements on the synch
nism between the scan rate and the velocity of the cha
wave. We shall show that electromagnetic pulses can be
cited extremely efficiently based on the transition radiat
effect in a special device, a coaxial converter.

Figure 5 is a sketch of a possible device of this type
pulsed electron beam from a drift tube in the form of a c
cular waveguide is incident on a center conductor tha
coaxial with the waveguide. As a result of the transition
diation from the beam, aTEM field pulse is excited in the
coaxial line.

We shall consider an electron bunch with an annu
cross section~7!. The radius of the bunch is smaller than th

FIG. 3. The radiator efficiency as a function of the energy in a bunch.

FIG. 4. The ratio of the energy emitted in the forward direction (Q,p/2)
to the energy emitted by the induced current (Q.p/2) as a function of the
parameterg.
d

e

d
lse.

a
-
e
x-

n

-
is
-

r
t

of the inner conductor. We divide the free space inside
waveguide into three regions. To determine the radiat
pulse, we shall use the Hilbert boundary value problem
veloped in the previous section. We seek the field in each
the regionsI — $r ,r b , z,0%, II — $b.r .r b , z,0%,
and III — $a.r .b, `.z.2`% in the form of integrals
with respect to the longitudinal wave numbers of cylindric
waves. Herea is the waveguide radius andb is the radius of
the central conductor. Using the continuity conditions for t
tangential components of the field at the interfaces of regi
I, II , and III , we obtain the following system of functiona
equations

~e12e2!Jo~vr b!2e3D0~vr b ,vb!

5w22
ik0

v
@~e12e2!J1~vr b!2e3D1~vr b ,vb!#

52
2

c

I v

r b

1

2p i ~k2h!
1f2,

e2J0~va!1~e32e4!D0~va,vb!5Q2,

2 i
k0

v
@e2J1~va!1~e32e4!D1~va,vb!#5l2,

e4D1~va,vb!5k1. ~27!

Then, proceeding as in the previous section, we red
the system of functional equations to a singular integ
equation for the functionk and find a solution in the quasi
static approximation~19!. This case is of greatest interes
since the contribution of the waveguide modes to the rad
tion field is negligible. The bulk of the beam energy go
into exciting aTEM field in the coaxial waveguide.

The solution of the integral equation makes it possible
determine the Fourier amplitudee4(k) and, ultimately, to
find the electromagnetic field in the coaxial line,

Hwv
III 52 i

I v

ca E
2`

` X21~h!

X1~k!

D1~va,vb!

D0~va,vb!

3Ak02h

k02k

eikz

2p~k2h!
dk. ~28!

The functionsX6(k) ~the solutions of the homogeneou
problem! can be approximated by

X15A i

ln~b/a!

1

A~k01k!a
,

X25Aln~b/a!

i
A~k02k!a. ~29!

FIG. 5. Coaxial line with a semi-infinite cylindrical rod.
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Leaving out the calculations, here we give an express
for the excitedTEM pulse,

Hw
III 5

2I ~ t2z/c!

cR
. ~30!

This formula implies that the shape and amplitude of
TEM pulse are determined only by the current in the bun
The power transported in theTEM pulse is given by

Prad5
2I 2

c
ln~a/b!. ~31!

The total radiated energy is found by integrating Eq.~31!
with respect to time. According to Eq.~5!, for a Gaussian
beam~6!, we have

h5
A2 ln~a/b!

g21

I b

I A
.

In particular, for a'2.7b, a beam particle energy o
1 MeV (g53), and a peak current of 10 kA, the beam e
ergy is converted intoTEM-pulse energy with an efficienc
of 40%.

CONCLUSION

In this paper we have proposed some nontraditional
proaches to creating high-power electromagnetic pu
sources in the gigawatt range based on the coherent tr
tion radiation of a bunch or sequence of bunches of e
trons. Various schemes for exciting electromagnetic pu
have been examined. These studies have shown that tr
n

e
.

-

p-
e
si-

c-
s
si-

tion ration is an efficient mechanism for generating elect
magnetic pulses. The shape of the output pulse and its d
tion are close to those of the electron beam current pu
The efficiency of radiators using beams with currents
5–20 kA and energies of 0.521 MeV can be 30260%.
Magnetobremsstrahlung radiation from short pulse hi
current relativistic electron beams in an external magn
field and the radiation generated by a short pulse hi
current relativistic electron beam during formation of a v
tual cathode are also promising mechanisms for genera
electromagnetic pulses.
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Spatial harmonics of the field in a quadrupole mass filter with circular electrodes
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The amplitudes of the spatial harmonics of the field are calculated for given displacements of the
electrodes in a quadrupole mass filter relative to their optimum positions. The cases of
radial and angular displacements of the electrodes, asymmetries in voltage supplied to the
electrodes, and nonidentical rod diameters are considered. These data are required for calculating
the actual shape of the mass peaks and will be useful in designing mass filters.
© 1999 American Institute of Physics.@S1063-7842~99!01410-5#
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INTRODUCTION

Quadrupole mass spectrometers are widely used in v
ous techniques for analyzing the composition and struc
of matter because of their great advantages in terms of
cost and characteristics: mass range, resolution, and sen
ity. The design flexibility of the quadrupole analyzer mea
that it can be used effectively in tandem mass spectrom
~MS–MS!, mass spectrometry of inductively coupled pla
mas ~ICP MS!, and secondary ion mass spectrome
~SIMS!, as well as for selective detection in gas and liqu
chromatography.1,2

The main requirement for a quadrupole mass spectr
eter is that the mass peak should have high quality~without
regular dips in the transmission profile!, when it is necessary
to separate ions of a single mass for a long time: parent
in MS–MS, layer-by-layer elemental analysis in SIMS, a
isotopic analysis in ICP MS.

The splitting of a mass peak is explained by reson
enhancement of the amplitude of the oscillations of the i
in harmonics of the field, when part of the ions drift to a r
during scanning and reach the detector.3–7 The conditions for
observing nonlinear resonances were first obtained
Lammert.2 A quantitative relationship has been obtained b
tween the limiting resolution and the permissible electro
loss for the first stability region.3 A general theory of non-
linear resonances in weakly nonlinear quadrupole fields
been developed.4,5 The conditions for observing nonlinea
resonances as applied to quadrangular stability (a, q'3)
have been obtained in Ref. 7, where it has been shown
resonant oscillations are not excited at the lowest harmo
of the field for high resolutions. This makes it possible
attain resolutions of more than 9000 and 5000, respectiv
in simple electrode structures with circular rods operating
the second (a'0, q'7.55)8 and third (a,q'3)9 stability
regions.

It has been shown4 that detailed knowledge of the ha
monics of the analyzer field is required for the theoreti
description of the shape of the mass peak. The deviatio
1211063-7842/99/44(10)/5/$15.00
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the electric field in a quadrupole mass filter from hyperbo
is caused by errors in fabricating and assembling the e
trodes.

In this paper we calculate the spectral composition of
harmonics of the field of a quadrupole mass filter as a fu
tion of the displacement of circular electrodes from their o
timum positions. Knowledge of these dependences make
possible to compute the effect of the analyzer geometry
the shape of a mass peak and, thereby, to determine the
erances for the fabrication and assembly of the electro
when they are used in the various stability regions of a qu
rupole mass filter.

STATEMENT OF THE PROBLEM

For the case of a two-dimensional field, when the ro
~electrodes! of the analyzer are parallel~Fig. 1!, the spectral
composition of the spatial harmonics of the fieldw(r ,u) can
be described using the series

w~r ,Q!5( AN~r /r 0!N

3cos@N~Q2Q0!#~U1V cosvt !, ~1!

where r and Q are the polar coordinates,AN are the har-
monic amplitudes,Q0 is the initial phase,N is the harmonic
number,6(U1V cosvt) are the supply voltages applied t
opposite pairs of electrodes, andr 0 is the ‘‘field radius’’4

~the radius of the circle inscribed between the electrode ti!.
A linear working field corresponds to harmonicN52,

for which the field componentsEx}x andEy}y. When har-
monics ~1! are present, the field components are nonlin
and coupled. For our case of a two-dimensional field~1!, we
restrict ourselves to field distortions caused solely by para
displacements of the electrodes. Noncylindrical, barr
shaped, roughness, and nonparallel distortions of
electrodes10 are neglected in this approach.

Our task is to calculate the electric field created by fo
nonidentical electrodes positioned in an external metal s
of radiusR at zero potential, as shown in Fig. 1. The mul
5 © 1999 American Institute of Physics
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poles are calculated in order to study the harmonic com
sition of the field, i.e., the amplitudesAN(Dr ) for specified
displacementsDr of the electrodes by amounts6Dr 5(0
21022)r 0.

METHOD FOR CALCULATING THE ELECTRIC FIELDS

We shall consider a system consisting of four cylindric
electrodes of infinite length positioned parallel to one a
other. With these restrictions, the electric field is independ
of the longitudinal coordinate and the problem reduces
solving the Laplace equation in two dimensions. Despite
significant simplification, the problem still cannot be solv
analytically in general. Thus, to calculate the fields in t
paper we shall use a numerical method, the ‘‘method
equivalent charges.’’11

The essence of this method is the following. The obj
is to find a function satisfying the Laplace equation in so
region G bounded by a finite number of closed surfaces
which it takes fixed values~Dirichlet problem!. We shall use
a function which is known to satisfy the Laplace equatio
the potential of a point charge. We placeK elementary
charges outside the boundaries of regionG at fixed points,
whose coordinates are known. We take the same numbK
of charges on the boundaries of regionG and require that the
resulting potential of allK charges at these points satisfy t
boundary conditions. This gives us a system ofK linear
equations for determining the magnitudes of the charges
determining the latter, we obtain a potential function whi
is a superposition of the potentials of the elementary cha
and clearly satisfies the Laplace equation and has no si
larities in the regionG, since the elementary charges lie ou
side the region and it also satisfies the boundary condition
a finite numberK of points on the boundary of the region
The accuracy with which this function approaches the t

FIG. 1. Structure of the electrodes in a quadrupole mass filter and
location of the elementary charges~denoted by dots in circles!.
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solution can be estimated by calculating its values at ot
points on the boundary of the region.

For the two-dimensional problem, a point charge is
infinite charged filament. The potential function of a filame
in the perpendicular plane is equal to the real part of
analytic complex functionu1(z)5l1ln(z2z0), wherel is the
linear charge density of the filament,z5x1 iy are the carte-
sian coordinates of a point, andz05x01 iy0 is the location
of the charge. Here and in the following we represent
two-dimensional potential by complex numbers, since,
cording to the Cauchy–Riemann conditions, the real a
imaginary parts of any analytic function satisfy the Lapla
equation~i.e., the function is harmonic!. It is known that the
potential of a point charge located inside a grounded circl
the superposition of the potentials of two point charges, o
of which is the original charge at the pointz05x01 iy0

while the other is its image with respect to the ground
circle lying on the same ray at the pointz15R2/z0* . In order
to automatically account for the grounded metal shell of
diusR with its center at the coordinate origin in our problem
it is necessary to take a potential of the ‘‘elementary charg
in the form of a mirror pair as the real part of the functio

u2~z,z0!5l b ln~z2z0!2 ln~z2Rc
2/z0* !1 ln~Rc /z0* !c.

~2!

The last term in this formula ensures that the total p
tential of the pair equals zero on the circlez5R•eiw. In the
case of a mass filter with ideal cylindrical symmetry of t
electrode placement and absolutely symmetric power s
plies, the electric field has an additional mirror symme
with respect to the bisector of the coordinate angles. In
case, it is possible to limit the field calculation to just the fi
quadrant of the plane and the potential of the ‘‘element
charge’’ has to be taken in the form of a superposition
fields ~2! which are mirror symmetric with respect to on
another at the coordinate axes,

u45u2~x,y;x0 ,yy!1u2~x,y;2x0 ,2y0!

2u2~x,y;y0 ,x0!2u2~x,y;2y0 ,2x0!. ~3!

The potential~3! goes to zero on the coordinate axes,
well as on the circleR.

In the case of a mass filter with symmetrically position
electrodes, in order to determine the field by the method
equivalent charges we placed a finite numberK5602120 of
elementary charges of type~3! inside a cylinderr at distances
of (0.520.8)•r from its center. For arbitrary position an
supply of the electrodes, charges of type~2! lie within each
of the four electrodes~Fig. 1!.

Determining the amplitude of the spatial harmonics
the electric fieldAN using the complex representation of th
potentials reduces to expanding the potential in the Tay
series

U~x,y!5ReF (
N50

`

AN•~z/r 0!NG
5ReF (

N50

`

AN•~r •eiw/r 0!NG . ~4!

e
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The magnitudes of the charges are determined by a
tem of linear equations which is obtained by satisfying
boundary conditions at a finite number of points. Havi
determined the magnitudes of the charges and using
known position of the logarithmic function in the Taylo
series~2!, we find the amplitudesAN of the spatial harmonics
of the resulting field in the form of a superposition of th
fields created by the individual charges.

RESULTS AND DISCUSSION

1! Optimum electrode positions.In this problem the cal-
culation is done for a system with symmetric position a
power supply of the electrodes,V45V25V and V15V3

52V. Because of the symmetry of the boundary conditio
the amplitudes of the odd order spatial harmonics are zero
the working region of the mass filter, the field is given by

w~x,y!5Vw2~x,y!5V•~A2r 2cos~2w!1 A6r 6cos~6w!

1A10r
10cos~10w!1 . . . !. ~5!

In this case the potential contains the spatial harmon
N56, 10, 14, 18 . . . , inaddition to the fundamentalN52.
The optimum position for circular electrodes with radiusr is
determined by the structural parameterr 0 for which the am-
plitude of the sixth harmonicA65012. r 0 also depends on th
radiusR of the cylindrical metal shell. The latest studies12

show that there an optimum value ofr /r 051.14511, which
depends weakly on the shell radiusR.

In the calculations we chose the practical case of a s
radiusR54r 0. The criterion for the required accuracy of th
field distribution calculation was the magnitude of the dev
tion of the potential at the electrode surfaces. The speci
error Dw/w<1028 in the calculations was achieved b
choosing the positions for the charges indicated by the d
in Fig. 1 within the interval (0.520.8)r and with K>50
charges. All of the following calculations were done f
K560 with charges located on a circle of radius 0.6r , which
required solution of a system of 4k linear equations.

Our method also yielded the ‘‘magic’’ value12,13 of
r /r 051.145111 forR54r 0; this value had been found ea
lier by conformal mapping. In the absence of a ground
cylinder (R→`). this ratio equals 1.1451081. We then e
amined the effect of symmetric drift of the four rods fro
their optimum positions on the amplitudesAN of the field
harmonics.

Figure 2 shows plots of the coefficientsAN for N
52, 6, 10, 14, 18 as functions of the displacementDr . Here
and in the following, the unit of length is taken to ber 0, i.e.,
the displacementDr is represented byDr /r 0. We limit our-
selves to the 18th harmonic, since resonances in the hi
stability zones of a quadrupole mass filter can be obser
there.7 We note as an example thatDr 55•1023 corresponds
to 1mm for a standard field radiusr 055 mm. Figure 2 im-
plies that a symmetric, simultaneous shift of the four ro
over fairly wide limits of 1.12,Dr /r 0,1.18 has little effect
on the amplitudes of the harmonics of the field withN>10.
Thus, one of the major tasks in the technology of fabricat
quadrupole analyzers is to ensure maximal symmetry in
position of the four electrodes. In this case, resonant osc
s-
e
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,
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tions of the ions can show up only in the harmonics w
N510, 14, 18 for resolutions.100, and the depth of the dip
in the mass peaks will depend weakly on the position of
rods for a quadrupole mass filter operating in high stabi
zones.7

2! Asymmetry in power supply to the electrode
Experiments13 show that an asymmetry in the power supp
to opposite electrodes leads to an asymmetry in the shap
a mass peak and a reduction in the throughput of a qua
pole mass filter. A sharp drop in the output signal is obser
with an imbalance of 2–4% in the supply voltages. Thus, i
important to know the spectral composition of the harmon
owing to asymmetric supply. The method we have propo
for calculating the electric field makes it possible to analy
the case of asymmetric power supply in a mass filter
arbitrary electrode potentialsV1 , V2 , V3, and V4 ~Fig. 1!,
but, in practice, equal potentials are applied to the electr
pairs 1, 3 and 2, 4. Thus, the situation whereV15V35V and
V25V452V2DV is of practical interest. In this case
based on the principle of superposition we obtain

w~x,y!520.5DVw0~x,y!1~V10.5DV!w2~x,y!, ~6!

wherew0(x,y) is the field produced in the system with ide
tical potentials on all four electrodes, i.e.,V15V25V3

5V451, while the fieldw2(x,y) occurs for quadrupole feed
with V15V351 and V25V4521. The spectral composi
tion of the fieldw2(x,y) was studied in the previous sectio
According to Eq.~6!, an asymmetry in the power suppl
supplements this field with a componentw0(x,y), which
does not change upon rotation by 90° and has an ampli
that is directly proportional to the magnitude of the asymm
try, 20.5DV. This result is exact, since it follows only from
the superposition principle. Thus, for a complete analysis
the effect of the asymmetry, we study the spectral comp
tion of the fieldw0(x,y) as a function ofr /r 0. As opposed to
the field w2(x,y), the symmetric componentw0(x,y) de-
pends strongly on the radiusR of the grounded electrode~in

FIG. 2. The amplitudesAN of the spatial harmonics as functions of th
displacementDr for a symmetric shift of the four cylindrical electrodes.
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the absence of a grounded electrode, this component is
ply equal to a constant!; thus, it is important to emphasiz
that our calculations of the spectral composition apply to
caseR54r 0.

In the case of a symmetric electrode geometry, the
pansion of the fieldw0(x,y) in terms of spatial harmonic
has the form

w0~x,y!5A01 (
k51

`

A4kr
4kcos~4kw!. ~7!

In particular, at the optimum ratior /r 051.145111 for
R54r 0, the calculations yield

w0~x,y!5Re S 1.67605710.000670
z4

r 0
4

20.000138
z8

r 0
8

10.000008
z12

r 0
12

10.0000005
z16

r 0
16D , ~8!

wherez is the complex coordinate of the field point.
As with the fieldw2(x,y), the spectral composition o

the fieldw0(x,y) depends on the electrode geometry. Figu
3 shows the calculated amplitudes of the harmonics of
field w0(x,y) as functions of the ratior /r 0. This figure
shows that an imbalance in the supply voltages has the g
est effect on the lowest quadrupole harmonic withN54. The
presence of a zero harmonicN50 causes a small change
the transport energy of low mass analyzed ions and ma
substantial for high mass ions.

3! Linear displacements.Figure 4 shows the amplitude
AN of the spatial harmonics as functions of the radial d
placementDr of a single rod relative to its optimum positio
when A650. The unit of length is taken to be the desig
parameterr 0. The signs of the coefficientsAN correspond to
the case where a rod with a positive potential is shifted
displacement ofDr 50.01 corresponds to an absolute drift

FIG. 3. The multipole components of the field induced by an asymmetr
the supply voltages to the electrodes as a function of the relative shiftr /r 0 of
the four electrodes.
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e
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e
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a rod by 50mm for a standard electrode diameter of 10 m
It can be seen that, besides the nonremoveable multip
with N510, 14, 18, . . . , thedisplacement of a single elec
trode causes all the spectral components to appear, with
amplitudes of these harmonics being comparable in orde
magnitude. The amplitudes of the odd, lowest multipo
with N53.5 increase the most. Displacing an electrode
ward into the analyzer (Dr ,0) leads to a more rapid growt
in the lowest even harmonics withN54 and 6 than in the
case of positive displacements. The amplitude of the de
pole componentA10 is 0.25% of the fundamental quadrupo
component and varies little with the radial displacement
the electrode. The nonremoveable harmonicsN514 and 18
have amplitudesA14'2.831024 and A18'2.231025. The
displacement of an electrode produces zeroth and first sp
harmonics of the field. The first harmonic (N51) gives a
shift in the axis for zero potential on the analyzer. Figure
shows that the small permissible radial displacements o
electrode such that the amplitudes of the lowest harmo
will be insignificant areuDr u,0.0003r 0.

4! Angular displacements.The effect of an angular dis
placementQ of a rod on the spectral composition of th
spatial harmonics is illustrated in Fig. 5. Given the symme
of the electrode positions, the field is identical for electro
displacements of6Q. The amplitudesAN increase linearly
with the angular displacementQ, except for the hexagona
componentN56. Angular errors of 2° is the electrod
placement yield powerful harmonics withN53 and 4 and
amplitudes of 1% of the fundamental.A2. An angular dis-
placement of 0.1° shifts the position of the electrode byDr
5r 0 Q50.002 and givesA3'1023. Thus, the angular posi
tions of the electrodes should be maintained to within 0.0
rad.

5! Nonidentical circular rods.Figure 6 shows the effec
of changing the cylinder radius on the formation of the m
tipole field components. The components shown here h
amplitudes of the same order of magnitude. The permiss
variations in the electrode radii which cause small distortio
in the working field lie within uDr u,0.0005r 0, and for

n

FIG. 4. Variations of the weighting coefficientsAN in the multipole expan-
sion of the field with the radial displacementDr of one rod.
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r 055 mm the cylinders must be machined with a toleran
of 62 mm.

A simple estimate of the effect of a machining errorDr
in a quadrupole mass filter on the resolving powerR gives10

R5Dr /2r 0 , ~9!

and our results~Figs. 2–6! show that the maximum resolvin
power is related to the harmonicsAN by

FIG. 5. The amplitudesAN as functions of the angular displacementQ of a
single rod.

FIG. 6. The effect of a changeDr in the radius of a single rod on the
spectral composition of the spatial harmonicsAN .
e

R5const( ~1/AN!, ~10!

where const depends on the choice of level for the p
height from which the resolving power is determined, wh
its magnitude can be determined experimentally from
known spectral composition of the spatial harmonics.

CONCLUSION

We have examined the simplest types of displaceme
of circular quadrupole mass filter electrodes and calcula
the multipole components in the expansion of the field
these cases. Displacements of 0–0.01 have little effect on
nonremoveable harmonicsN510, 14, and 18 but creat
strong multipole components in the lower ordersN53, 4, 5,
and 6, which strongly distort the shape of a mass peak
limit the resolving power through a resonant enhancemen
the amplitude of the oscillations of the ions in the multipo
fields. An imbalance in the supply voltages ‘‘turns on’’ th
spatial harmonicsN54, 8, 12, 16, . . . , ofwhich the quadru-
pole moment,N54, is significant.

Knowledge of the spectral composition of the spat
harmonics of the field in a quadrupole mass filter with
controllable displacement of the electrodes will make it p
sible in the future to calculate the dips in the peaks a
thereby, to determine the allowable electrode drift and
estimate the effect of the quality of the field on the analyze
throughput.
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Structural transitions and phase transitions in titanium thin films under irradiation by a
nitrogen–hydrogen plasma
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Structural and phase transitions in titanium films under nitrogen–hydrogen plasma treatment are
investigated. Regularities in the formation and growth of titanium nitride are established as
functions of the plasma irradiation parameters. The electrical resistivity of the irradiated films is
determined. ©1999 American Institute of Physics.@S1063-7842~99!01510-X#
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In recent years a great deal of attention in thin-film tec
nology has been devoted to developing new methods
improving existing methods of preparing films of refracto
compounds. This is explained by the wide applications
such materials in microelectronics.1 Nitrides are of specia
interest, due to the presence in them of a rare combinatio
properties: high hardness and melting temperature, chem
inertness, and high electrical and thermal conductivity. T
films of nitrides of refractory metals are used to cre
Schottky diodes with a low potential barrier in fast integrat
circuits, to passivate aluminum surfaces, and as barrier la
preventing aluminum diffusion into silicon, and in ohm
contacts.2

In the present work, using transmission electron micr
copy and electron diffraction on a JEM-100CX electron m
croscope and an E´MR-102 electron diffraction setup we hav
carried out a study of structural and phase transitions in
nium films under irradiation by a nitrogen–hydrogen plasm
In addition, we employed x-ray photoelectron spectrosco
~XPES! to determine the phase state of the films. The re
tivity r of films deposited on glass-ceramic~Sitall! substrates
and treated in an arc-discharge gas plasma was measur
the four-probe technique.3

Titanium films 100 nm in thickness were prepared
electron-beam evaporation in a 331024 Pa vacuum onto
freshly cleaved NaCl crystals and glass-ceramic substrat
a substrate temperature of 373 K. The films deposited
NaCl were separated from the substrate and placed on
lybdenum reticules, the titanium–glass-ceramic compo
tions were scribed with the aim of obtaining samples w
dimensions 10310 mm for XPES studies and 1035 mm for
measurements of the resistivity. The titanium films on m
lybdenum reticules and on glass-ceramic substrates w
then treated on a URMZ 279.026 setup in an arc-discha
gas plasma.

The pressure of the nitrogen–hydrogen mixture was k
at a level of 5–6 Pa for the starting level of vacuum in t
working chamber equal to 1.3331022 Pa. The hydrogen
content was 5%~Ref. 4!. To determine the ion current of th
plasma we used a Langmuir probe to which a reverse bia
30 V was applied, which made it possible to measure
ionic component of the plasma current.5 Under the condi-
1221063-7842/99/44(10)/6/$15.00
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tions of the experiment (P5526 Pa,Uca580 A) the ion
current densityJi54.060.2 mA/cm2. The radiation doseNs

was calculated using the formula6

Ns5Ji•t/q, ~1!

where t is the irradiation time,q is the ion charge.Ns was
varied within the limits 5310182331019cm22 by varying
the treatment time within the limits 3–20 min. The tempe
ture on the surface of the films was measured with the h
of a Chromel–Alumel thermocouple and was 400, 500, 5
600, or 700 °C, depending on the cathode current.

Electron-microscopy and electron-diffraction studi
showed that the deposited titanium films were polycrys
line, finely dispersed, and had an average grain size of 15
nm ~Fig. 1a!. To examine the kinetics of formation of tita
nium nitride as a function of temperature, we subjected
films to plasma treatment for 10 min at various temperatu
Calculation of the electron-diffraction patterns of films irr
diated by a nitrogen–hydrogen plasma at 400 °C@Fig. 1b#
indicate that the lattice period of the titanium films increas
This is due to diffusion and solution in the titanium of nitro
gen, which leads to the formation ofa-solid solution of ni-
trogen in titanium, which possesses a larger lattice per
than titanium~Table I!. As the temperature was increased
500 °C, along with the rings belonging to thea-solid solu-
tion of nitrogen in titanium, lines appeared belonging to
tanium nitride with a low content of Ti2N @Fig. 1c, Table I#.
Increasing the temperature further to 550 °C leads to the
mation of titanium nitride TiN@Fig. 1d#. Films treated at this
temperature consist of two phases: TiN and Ti2N. Increasing
the temperature to 600 °C leads to a complete rearrangem
of the crystalline lattice of the films to a cubic lattice wit
a50.42360.1 nm, and the diffraction lines in the electro
diffraction pattern@Fig. 1e# can be interpreted as belongin
to TiN. As the temperature was increased to 700 °C,
form of the electron-diffraction patterns did not change@Fig.
1f#. On the whole, the phase composition of the titaniu
films varies with temperature according to the followin
scheme:
0 © 1999 American Institute of Physics
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FIG. 1. Electron diffraction patterns of titanium films: a—initial sample, b–f—after irradiation by a nitrogen–hydrogen plasma at 400, 500, 550, 60, and
700 °C, respectively.
c
an
at

s

he

he

-

he

he
-

he
Ti ——→
400 °C

a-solid solution Ti

——→
500 °C

a-solid solution Ti1Ti2N

——→
550 °C

TiN1Ti2N ——→
6002700 °C

TiN.

To examine trends in the formation of nitrides as fun
tions of the ion dose, we irradiated the films at a const
temperature (700 °C) for 3, 5, 15, and 20 min. After tre
ment with an ion doseNs5531018cm22 the diffraction
rings in the electron-diffraction patterns of the titanium film
-
t

-

belonging to titanium completely disappear, and t

electron-diffraction pattern consists of rings pointing to t

presence of TiN and Ti2N @Fig. 2a#. When the radiation dose
is increased to 7.531018cm22, the films become single

phase, consisting of pure TiN@Fig. 2b#. The films have a

golden color characteristic of titanium nitride. Increasing t
radiation dose further to 1.531019, 2.331019, and 3
31019cm22 has no effect on the phase composition of t
films @Figs. 2c and 2d#. Results of deciphering the electron
diffraction patterns are summarized in Table II. On t
TABLE I. Dependence of the phase state of titanium films irradiated with a nitrogen-hydrogen plasma on the treatment temperature.

Starting
T, °C

d, nm hkl films 400 500 550 700 800

0.261 010 ¯ Ti ¯ ¯ ¯ ¯

0.259 101 ¯ ¯ Ti2N Ti2N ¯ ¯

0.256 010 Ti ¯ ¯ ¯ ¯ ¯

0.247 200 ¯ ¯ Ti2N Ti2N ¯ ¯

0.244 111 ¯ ¯ ¯ ¯ TiN TiN
0.229 111 ¯ ¯ ¯ Ti2N ¯ ¯

0.228 011 ¯ Ti Ti ¯ ¯ ¯

0.224 011 Ti ¯ ¯ ¯ ¯ ¯

0.212 200 ¯ ¯ ¯ TiN TiN TiN
0.179 211 ¯ ¯ Ti2N Ti2N ¯ ¯

0.151 002 ¯ ¯ ¯ Ti2N ¯ ¯

0.1496 220 ¯ ¯ ¯ TiN TiN TiN
0.136 103 ¯ Ti Ti ¯ ¯ ¯

0.133 103 Ti ¯ ¯ ¯ ¯ ¯

0.1277 311 ¯ ¯ ¯ TiN TiN TiN
0.126 201 ¯ Ti ¯ ¯ ¯ ¯

0.125 213 ¯ ¯ Ti2N Ti2N ¯ ¯

0.1233 201 Ti ¯ ¯ ¯ ¯ ¯

0.122 222 ¯ ¯ ¯ TiN TiN TiN
0.099 211 ¯ Ti Ti¯ ¯ ¯

0.0946 211 Ti ¯ ¯ ¯ ¯ ¯

0.094 420 ¯ ¯ ¯ TiN TiN TiN
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FIG. 2. Electron diffraction patterns of titanium films irradiated by a nitrogen–hydrogen plasma at 700 °C:Ns57.531018 ~a!, 7.531018 ~b!, 1.531019 ~c!,
331019 cm22 ~d!.
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whole, the variation of the phase composition of the titani
films as a function of radiation dose for irradiation at 700
can be represented as follows:

Ti ——→
531018 cm22

TiN,Ti2N ——→
7.5310182331019 cm22

TiN.

As the structural phase transition studies show, as
radiation dose is increased the titanium-nitride grains gr
as a result of recrystallization. After irradiation withNs55
31018 and 1.531019cm22 their mean diameter was 40 an
60 nm, respectively.

The XPES method was used to study the initial titaniu
films and films treated in a nitrogen–hydrogen plasma
700 °C at radiation dosesNs5531018 and 1.531019cm22.
The C 1s, O 1s, Ti 2p, and N 1s spectra were taken on th
surface of the films and after etching to a depth of 10 nm

The oxygen spectra~Fig. 3a! correspond to the chemica
state of oxygen in titanium dioxide TiO2 with binding energy
Ec5529.6 eV in the initial film and binding energies 530
and 529.9 eV in films irradiated with doses equal toNs55
31018 and 1.531019cm22, respectively. All these values o
Ec agree with the values of the binding energy for oxygen
TiO2. The oxygen peak intensitiesI m differ substantially: the
maximum value is equal toI 5954 arb. units in the initial
films, and for the films irradiated by a nitrogen–hydrog
plasma the maximum value on the surface is equal to 4
492 arb. units; however, with depth it grows to 700 a
units. The decrease of the oxygen content on the surfac
the irradiated films is apparently explained by the action
the surface layer of hydrogen and nitrogen ions from
plasma, which knock out oxygen atoms from the surface
the titanium film. Varying the dose within the limit
53101821.531019cm22 does not have a substantial qua
titative effect on the oxygen content of the films.

On the basis of an analysis of the O 1s spectra on the
surface after etching, it may be concluded that oxygen ato
adsorbed by the film during deposition are responsible
oxidizing processes in titanium films during plasma tre
ment while oxygen contained in the residual gases is c
pensated by the presence in the plasma of hydrogen ions
does not have an effect on the phase composition of
films.
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The carbon spectra correspond to its free state in
graphite modification. The peak intensities in the irradia
films are decreased in comparison with the initial films~Fig.
3b!. No significant difference in the spectra taken on t
surface after etching is observed. The presence of car
uniformly distributed with depth in the film is explained b
its presence in the residual gases during deposition of
film due to the decomposition of diffusion-pump grease. T
invariance of the C 1s spectra in the irradiated films indi
cates that interaction of titanium with carbon does not ta
place and that during treatment in a nitrogen–hydrog
plasma it does not have an effect on the phase compos
of the films.

In the XPE spectra of Ti 2p ~Fig. 3c! for the initial films,
a peak is observed corresponding to the dioxide state of
nium (Ec5458.5 eV). In the spectra of the irradiated film
in addition to this peak another peak is present correspon
to the state of titanium in TiN with binding energy 455
60.2 eV. This again confirms that the phase detected in
irradiated films in the electron-microscopy studies belon
specifically to titanium nitride. The intensity of the dioxid
peak is decreased in the treated films in comparison with
initial films, but grows with depth, which confirms our hy
pothesis, stated earlier in this paper, of a decrease in
oxygen content on the surface of the films due to the ac
of ions of the plasma.

For films irradiated with a dose equal to 531018cm22

the intensity and area of the peaks decreases somewhat
depth. This is evidence of nonuniform growth of titaniu
nitride under the given conditions of treatment. In films su
jected to plasma treatment with a doseNs51.531019cm22

the differences in the TiN peaks in the spectra taken on
surface after etching are insignificant~Fig. 3c!. Thus, after
irradiation with a dose of 1.531019cm22 titanium nitride is
uniformly distributed with depth.

In the N 1s spectra the principal peak corresponds
TiN for all the irradiated films, and its intensity is that muc
larger, the higher is the radiation dose~Fig. 3d!.

In addition, in the spectra of films treated with a radi
tion dose 531018cm22, taken at some depth, a peak
present, corresponding to thea-solid solution of nitrogen in
titanium. The presence in the spectra of some less inte
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FIG. 3. X-ray photoelectron spectra: a—O 1s, b—C 1s, c—Ti 2p, d—N 1s; 1—initial sample,2—after irradiation withNs5531018 cm22; 3—after
irradiation with Ns5531018 cm22 and ion etching;4—after irradiation withNs51.531019 cm22; 5—after irradiation withNs51.531019 cm22 and ion
etching.
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peaks is apparently explained by the formation in insign
cant quantities of the titanium oxynitrides TiN0.54O0.17 (Ec

5397.5 eV), TiN0.31O0.44 (Ec5397.7 eV), or compositions
similar to them.7

Thus, the combined electron-microscopy and XP
studies confirm that when titanium films are irradiated by
nitrogen–hydrogen plasma, a nitride phase is formed in th
having a face-centered cubic lattice. TiO2 bonds are presen
in the irradiated and initial films, as indicated by the XP
spectra.

Our study of the processes of formation and growth
nitrides of refractory metals under the action of ions o
plasma shows that a nitrogen plasma contains several fo
of the ions N1, N2

1 , N3
1 , and N4

1 ; however, it is ions of
atomic nitrogen that are responsible for the formation
nitrides,4 where the energy of an ion formed in an ar
discharge plasma exceeds the energy of the nitrogen atom
dissociated ammonia by a factor of 3000 under condition
-

S
a
m

f

s

f

in
f

ordinary nitrogenation. On the whole, the following pr
cesses take place during irradiation by a nitrogen–hydro
plasma.

The nitrogen and hydrogen ions formed in the plas
move under the action of a magnetic field toward the surf
of the film. The nitrogen ions actively interact with the su
face of the titanium film and diffuse into it. Diffusion take
place preferentially on grain boundaries since the initial ti
nium film is finely dispersed. The ions and radicals arising
a result of molecular dissociation have an unpaired elec
in their outer electron shell and as a consequence they
hibit a high degree of chemical activity. In addition, the co
centration of the chemically active particles in the plasm
and also of the products of their reaction as a result of
presence of high-energy electrons substantially exceeds
concentration in thermodynamic equilibrium.8 Thus, the~pri-
marily atomic! nitrogen ions that have diffused into the film
possess a high reactivity. Therefore, at 500 °C diffus
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gives way to reaction–diffusion, and formation of a nitrid
phase with low nitrogen content—Ti2N—commences in the
films. Increasing the temperature to 6002700 °C and the ra-
diation dose toNs57.5310182331019cm22 leads to fur-
ther saturation of the film with nitrogen, and its content
the film becomes sufficient for the formation of TiN, whic
has a wide interval of homogeneity from 30 to 53.7 at.
nitrogen.9

Increasing the radiation dose causes the growth of
grains as a consequence of processes of recrystallizatio
the films, which is connected with the thermal action of t
plasma. The role of the hydrogen ions reduces to suppres
of oxidation. Thanks to their presence, oxygen adsorbed
the film during deposition has no effect on the phase co
position of the samples.10

The change in the phase composition of titanium fil
upon irradiation by a nitrogen–hydrogen plasma results
change in the resistivity of the films. The initial films have
resistivity ;11031028 V•m ~Fig. 4!. Plasma treatment a
T5400 °C results in a growth in the resistivity, which
connected with an increase in scattering of conduction e
trons by implanted ions in the solid solution of nitrogen
titanium. As was established in Ref. 11, with increasing
viation from stoichiometry the mobility of the charge carrie
decreases due to the presence of vacancies in the nitr
sublattice which serve as scattering centers. Since an
crease in the implanted impurity content by;1 at. % leads
to an increase in the resistivity of the titanium films b
831028 V•m, it is possible to estimate the percent conte
of nitrogen in the titanium film after irradiation at 400 °
as 10 at. %. According to the phase diagram, this co
sponds to ana-solid solution of nitrogen in titanium, which
confirms our earlier analysis of the electron-diffraction p
terns~Table I!.

Increasing the temperature to 500 °C results in an
crease in the concentration of the dissolved nitrogen to
at. % and, as a consequence, further growth of the resist
to ;21031028 V•m. The given percent value of nitroge
corresponds to thea1« phases of titanium.

The abrupt decrease in the resistivity in the tempera
interval 5002550 °C is due to the formation of TiN~Table
I!. Films prepared at 550 °C consist of two phas
TiN1Ti2N; therefore the resistivityr of the titanium nitride

FIG. 4. Temperature dependence of the resistivity of titanium films irra
ated by a nitrogen–hydrogen plasma.
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films is ;9031028 V•m. The decrease in the resistivit
with the appearance of TiN is due to a phase transition fr
hexagonal Ti to cubic titanium nitride with a high nitroge
content, whose resistivity is higher than for titanium.9

Increasing the irradiation temperature to 600 °C leads
a further decrease ofr to 6031028 V•m ~Fig. 4! since the
films become single-phase, consisting only of TiN. Th
phase is homogeneous over a wide interval of concentrat
from 30 to 53.7 at. % nitrogen. With further increase of t
temperature to 700 °C the resistivity varies only insign
cantly, its decrease to 5031028 V•m is apparently due to an
increase in the nitrogen content within the limits of the h
mogeneity interval of TiN, which results in the decrease inr.

The dependence of the resistivity on the irradiation do
for a given irradiation temperature is also determined by
phase state of the irradiated films~Fig. 5, Table II!. For a
dose of 531018cm22 the phases TiN1Ti2N are formed;
thereforer is observed to decrease to 8031028 V•m, in-
creasing the dose to 7.531018cm22 results in complete con
version to TiN and a further decrease in the resistivity

i-FIG. 5. Dependence of the resistivity of the titanium films on the radiat
dose.

TABLE II. Variation of the phase state of titanium films during treatment
a nitrogen hydrogen plasma atT5700 °C as a function of the radiation
dose.

Before
Radiation dose, cm22

d, nm hkl processing 531018 7.5310182331019

0.259 101 ¯ Ti2N ¯

0.256 010 Ti ¯ ¯

0.247 200 ¯ Ti2N ¯

0.244 111 ¯ ¯ TiN
0.229 111 ¯ Ti2N ¯

0.224 011 Ti ¯ ¯

0.212 200 ¯ TiN TiN
0.179 211 ¯ Ti2N ¯

0.151 002 ¯ Ti2N ¯

0.1496 220 ¯ TiN TiN
0.133 103 Ti ¯ ¯

0.1277 311 ¯ TiN TiN
0.125 213 ¯ Ti2N ¯

0.1233 201 Ti ¯ ¯

0.122 222 ¯ TiN TiN
0.0946 211 Ti ¯ ¯

0.094 420 ¯ TiN TiN
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;5531028 V•m. The difference in the values ofr in the
interval of radiation doses 7.5310182331019cm22 without
any change in the phase composition of the films~Table II! is
due to a difference in the nitrogen content within the lim
of the homogeneity interval of TiN and an increase in t
grain sizes when the radiation dose is increased, as a co
quence of recrystallization processes.

Thus, our measurements of the resistivity of the prepa
films have shown that by irradiating titanium films with
nitrogen–hydrogen plasma at temperatures 600– 700 °C
radiation doses in the range 7.5310182331019cm22 it is
possible to form films of titanium nitride with resistivity in
the range (50260)31028 V•m.

As a result of our studies, we have established that i
diation with a nitrogen–hydrogen plasma stimulates the
mation and growth of titanium-nitride nuclei in titanium
films and an increase in the grain sizes as a consequen
recrystallization processes. The resistivity of the irradia
films depends substantially on their phase composition an
determined by the plasma-treatment parameters. The re
obtained here are indicative of the potential of using an a
se-

d

nd

-
r-

of
d
is
lts

c-

discharge nitrogen–hydrogen plasma to form thin films
titanium nitride with prescribed values of their resistivity.
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Influence of lubricant on the motion of a body in an electromagnetic railgun accelerator.
II. Hydrodynamics of a conducting lubricant

E. Yu. Flegontova and V. S. Yuferev
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The flow of a liquid conducting film in the gap between the rail and the metallic projectile
~armature! in a railgun is considered. In contrast to the usual problems in the theory of the
hydrodynamics of lubricants, the statement of the problem here takes into account such
additional forces acting on the liquid as the ponderomotive force and the inertial force arising as
a consequence of the accelerated motion of the armature. As a result, even in the case of a
gap of constant width not only is the existence of flows with negative velocities possible, but also
of flows with negative flow rates. An analytical solution of the problem is obtained with the
convective terms neglected. The influence of the convective terms is estimated by integrating the
lubrication equations numerically. Primary attention is devoted to a calculation of the
lubricant flow rate, viscous dissipation in the liquid layer, and the pressure distribution along the
gap. Calculations are performed for specific cases of linearly expanding and linearly
narrowing gaps. ©1999 American Institute of Physics.@S1063-7842~99!01610-4#
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INTRODUCTION

In Ref. 1 it was shown that the intentional introductio
of a liquid conducting lubricant into the gap between the r
and the metal projectile~armature! of a railgun can substan
tially alleviate the velocity skin effect and thereby impro
the parameters of the railgun. The present paper is a con
ation of Ref. 1 and is dedicated to a study of the flow o
conducting lubricant in the gap between the rail and the
celerated body. In principle, the role of the lubricant can
played by the film of molten metal formed as a result
melting-off of the sliding surfaces. Similar problems in th
theory of lubrication have received ample study~see, e.g.,
Refs. 2–6!. However, in the case of a railgun the use of t
melt-off of the contacting surfaces themselves as lubrica
hardly solves the main problem of improving the electric
contact between the rail and the armature, since it is
possible to maintain a stable, contiguous liquid film betwe
the armature and the rail as a result of melting of their s
faces. Therefore it has been suggested that an external l
be used as the lubricant, introduced into the gap between
rail and the armature. Specific means of introducing the
bricant into the gap have not been considered. In princi
this can be done either by depositing a corresponding la
on the surface of the rail or feeding the lubricant from t
armature.

As is well known, there are several lubrication regime7

which can be classified as hydrodynamic, boundary,
mixed, and elastohydrodynamic. In the hydrodynamic
gime the sliding surfaces are completely separated by
film of lubricant. In this case, the pressure in the film
insufficient to lead to significant deformation of the surfac
bounding the film. In this case the profile of the gap is
sumed to be known and independent of the motion of
1221063-7842/99/44(10)/8/$15.00
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lubricant in the gap. In the case of boundary lubricatio
partial contact of salients of the surface roughness ta
place and a large quantity of lubricant accumulates in
hollows between the salients. Therefore, boundary lubr
tion is a combination of hydrodynamic and mechanical co
tacts between the moving surfaces. Finally, the elastohy
dynamic regime arises under conditions in which elas
deformation of the contacting bodies plays a substantial
in the hydrodynamic process of lubrication and in turn d
pends on it. From the point of view of providing good ele
trical contact between the armature and the rails and red
ing the wear on the sliding surfaces, the regime of bound
lubrication is undesirable although it is completely possi
that it will arise in the initial stage of acceleration, when t
velocity of the body is still insufficient to maintain by vis
cosity a lubricant film of sufficient thickness. Hydrodynam
and elastohydrodynamic lubrication are equivalent from
point of view of the passage of an electric current. The el
tohydrodynamic regime exists if the thickness of the lub
cant layer is comparable with the deformation of the conta
ing bodies. It is possible that this form of lubrication wi
arise in rail guns when lubricant is introduced into the g
between the armature and the rail since the only form
loading on the gap from the armature side is stresses ca
by deformation of the armature under the action of iner
forces and the magnetic pressure. However, in the pre
work we restrict the discussion to the hydrodynamic regim
where the profile of the gap is assumed to be known
independent of the motion of the liquid. Primary attenti
was given to calculation of the flow rate of the lubricant a
function of the shape of the gap and its width, and also
calculation of the viscous dissipation and the pressure di
bution in the liquid film.
6 © 1999 American Institute of Physics
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STATEMENT OF THE PROBLEM

In contrast to the classical theory of hydrodynamic lub
cation, in the modeling of the motion of a liquid film in
railgun it is necessary to take into account the presenc
additional forces acting on the liquid. Such forces are
ponderomotive force and the inertial force associated w
the accelerated motion of the armature. So far, in the tr
ment of such problems the indicated forces have not b
taken into account.8,9 A diagram of the gap is shown in Fig
1. As usual, the coordinate system is bound to the mov
armature. We consider the usual shape of the gap adopt
the solution of lubrication problems, where the lower boun
ary ~in our case the rail surface! is planar, and the uppe
boundary~armature surface! can depend on the longitudina
coordinate. At the same time, under actual conditions, as
already mentioned, the shape of the gap can depend
significant degree on the deformation of the armature and
rail and, consequently, the lower boundary can also be n
planar. As in Ref. 1, we restrict the discussion to the pla
problem, where only they component of the magnetic induc
tion B is nonzero. As a result, taking the usual assumpti
of lubrication theory into account,10 the motion of a conduct-
ing liquid in the gap will be described by the following sy
tem of equations:

gS ]u

]t
1u

]u

]x
1w

]u

]zD52
]pS

]x
1m

]2u

]z2 1ga, ~1a!

]u

]x
1

]w

]z
50, pS5pS~x! ~1b!

with boundary conditions

z50, u5U; z5h~x,t !, u5w50;

x50, pS5pin ; x5 l , pS5pM . ~2!

HereU is the velocity of the armature;u, w are thex andz
components of the velocity of the lubricant;g andm are its
density and dynamic viscosity;l is the length of the gap in
the direction of motion, which in general differs from th
length of the armature;a is the acceleration of the armatur
pS is the total pressure in the gap, equal to the sum of
magnetic (B2/2m0) and hydrodynamic pressure (p); pin is

FIG. 1. Diagram of the gap:1—armature,2—film, 3—rail.
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the pressure at the entrance to the gap;pM5pa1B0
2/2m0 is

the pressure at the exit from the gap, herepa is atmospheric
pressure.

For the pressurepM we used the estimatepM

5L8I 2/2S, whereL8 is the inductance of the rails per un
length, I is the current, andS is the cross-sectional area o
the channel. The pressurepin will, in general, differ from
atmospheric pressure. In particular, if lubricant is deposi
on the rail, this will occur due to compression of the lub
cant as it enters the gap~see, e.g., Ref. 11!. However, in the
present study this difference is not taken into account. In
calculations we used a model lubricant with properties si
lar to those of liquid indium: g57300 kg/m3 and
m50.00146 Pa•s.

Problem ~1! differs from the classical problem of th
lubrication theory in that, first of all, due to the non-inerti
character of the coordinate system, on the right-hand sid
Eq. ~1a! there appears an inertial termga, and, second, the
pressure that appears in the equation is the the total pres
not the hydrodynamic pressure. As will be shown belo
these two apparently minor differences lead to the app
ance of solutions with qualitatively new properties.

Let us estimate the effect of the inertial terms in E
~1a!. As a characteristic time scale we may choose eithet1

5h
*
2 /h, where h* is the characteristic gap width an

h5m/g is the kinematic viscosity, ort25 l /U. During the
indicated time the velocity of the armature varies bydU
5at1,2. As a result, the condition of quasistationary moti
of the lubricant takes the formdU/U,1. Hence, setting
U5A2aL, whereL is the length of the channel, we obta
the following two conditions:

h
*
2

h
A a

2L
,1 and l /2L,1.

The second condition is always fulfilled, while the fir
condition, for typical values of the parametera5106 m/s2

and L51 m, gives h* ,1.731025 m. Thus, for films of
thickness on the order of 10mm or less, the time derivative
in Eq. ~1a! can be neglected and we can take the flow to
quasistationary. This is the approximation we will use bel
in the specific calculations. The contribution of the conve
tive terms in Eq.~1a! is governed by the modified Reynold
number Re*5Uh

*
2 /hl. For U52000 m/s andl 50.01 m we

find that Re*,1 for h* ,1 mm. Thus, the convective term
in Eq. ~1a! can be neglected only in the case of sufficien
thin films.

The intensity of viscous dissipation in the filmqf and the
flow rate of the lubricantQ are given by

qf5mE
0

hS ]u

]zD 2

dz, Q~x!5E
0

h

udz, ~3!

and the thickness of the film of lubricant that remains on
rail is given by

hres5
1

U E
0

z
* udz, ~4!

wherez* is the value of thez coordinate at which the veloc
ity vanishes in the exit cross section of the gap.
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The motion of the lubricant was calculated in two way
In the case when the convective terms in Eq.~1a! can be
neglected, we found an analytical solution of the proble
and to estimate the effect of the convective terms we in
grated Eqs.~1! numerically.

ANALYTICAL SOLUTION OF PROBLEM „1…

If we neglect convective terms in Eq.~1a!, then it is
possible to obtain the distribution of the velocity of the l
bricant over the cross section of the gap

u5
1

2m S ]pS

]x
2gaD ~z2h!z1US 12

z

hD ~5!

and also the Reynolds equation12 for the pressure distribution
along the gap

]

]x S h3
]pS

]x D53~2mU1gah2!
]h

]x
. ~6!

It is not hard to see that Eq.~6! can be integrated by
quadratures. Indeed, the first integration of Eq.~6! with re-
spect tox gives

h3
]pS

]x
5~6mU1gah2!h1c,

wherec is the integration constant, determined by the bou
ary conditions~2!.

After the second integration, taking the boundary con
tions into account, we obtain the following expression for t
pressure:

pS~x!5pS~0!16mU•F~x!1gax1cG~x!, ~7a!

where

F~x!5E
0

x dt

h2~t!
, G~x!5E

0

x dt

h3~t!
,

c5
pM2pS~0!2gal26mU•F~ l !

G~ l !
. ~7b!

We transform in Eqs.~5! and ~7! to dimensionless vari-
ables

x̃5x/ l , h̃5h/h0 , ũ5u/U, w̃5w/U,

p̃S5pS /pM , G̃5Gh0
3/ l ,

F̃5Fh0
2/ l , Q̃5Q

2

Uh0
,

q̃f5qf

h0

mU2 , h̃res5
hres

h0
, ~8!

whereh0 is the height of the entrance cross section of
gap ~from here on we drop the tilde!.

Then the pressure and the velocity profile in the gap
dimensionless units take the form

pS~x!5pS~0!1b•~6F~x!12sx!1c1•G~x!, ~9!

u512
z

h
1S 1

2b

]pS

]x
2s D z~z2h!, ~10!
.

,
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where

b5
mUl f

pMh0
2 , s5

gah0
2

2mU
,

c15
12pS~0!22bs26bF~1!

G~1!
. ~11a!

Expressing the acceleration of the bodya in terms of the
difference between the pressuresa5(pM2pin)/gsl eff ,
wherel eff andgs are the effective length of the armature a
its density, we obtain for the coefficients

s5
g~pM2pin!h0

2

2gsl eff•mU
. ~11b!

Differentiating expression~9! with respect tox and sub-
stituting it in Eq.~10!, we find that

u5S 12
z

hD S 12S 31
c1

2bhD z

hD . ~12!

Now substituting expression~12! in Eqs.~2! and~3!, we
obtain expressions for the dimensionless flow rate and
mensionless viscous dissipation

Q52
c1

6b
5

F~1!

G~1!
1

1

6bG~1!
~2sb211pS~0!!,

qf5
1

h S 113S 12
Q

h D 2D .

Recalling expressions~11a! and ~11b! for b and s, we
finally have

Q5
F~1!

G~1!
1

12pS~0!

6bG~1! S l fg

gsl eff
21D , ~13!

u5S 12
z

hD S 123
z

h S 12
Q

h D D . ~14!

It can be seen from formulas~13! and~14! that the effect
of the pressure drop in the gap and the acceleration of
body on the velocity distribution in the liquid film is gov
erned by the parameterb. The latter in turn depends strongl
on the thickness of the film. Indeed, forU52000 m/s,gs

52700 kg/m3, l 5 l eff50.01 m, andpM5135 MPa~the latter
holds forL85331027 N/m, I 5300 kA, and a channel cros
section of 1024 m2! we find thatb5150 forh051 mm, and
b51.5 for h0510mm. Thus, whereas in the first case th
velocity distribution over the cross section of the film is go
erned mainly by viscous forces, in the second case ine
and ponderomotive forces also have a substantial effect.

Expression~14! shows that the velocity in some regio
of the cross section of the film can be negative. Indeed,
right-hand side of Eq.~14! becomes equal to zero when

z* 5h/3S 12
Q

h D .

Consequently, the condition for the appearance of ne
tive velocities takes the formz* ,h or Q,2h/3. Hence,
substituting expression~14! into Eq.~4! we obtain an expres
sion for the thickness of film remaining on the rail
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hres5
Q

2
for z* >h

and

hres5h~1!

9S 12
Q

h~1! D21

54S 12
Q

h~1! D
2 for z* ,h.

It is also of interest to calculate the volume of lubrica
that is used up as the armature passes through the chan
the railgun. We restrict our attention to the case where ne
tive velocities do not arise in the exit cross section. Then
indicated volume in dimensional form is equal to

V5
h0

2 E
0

t

UQdt.

In order to integrate analytically, we assume that
armature moves with uniform accelerationa, and the length
of the rail is equal toL. Then

V5
h0

2a E
0

A2La
UQdU.

Substituting the expression for the flow rate~13! and
expressions forb anda, we obtain

V5
h0L

2 S F~1!

G~1!
1

A2

6 S lg

l effgs
21D ~12pS~0!!1/2

G~1!

3
h0

2

lm S pMgs

l eff

L D 1/2D . ~15!

ANALYSIS OF THE BEHAVIOR OF THE LUBRICANT IN THE
GAP

As was shown in the preceding section, the velocity
the lubricant in the gap can become negative. This imp
the appearance in the gap of return~circulational! flow. How-
ever, from the point of view of providing normal lubricatio
of the gap the appearance of negative velocities only at
entrance and exit cross sections of the gap is of fundame
importance. Indeed, this means that lubricant is partia
drawn into the gap through the exit cross section and
pelled from the gap through the entrance cross section
turn, this means that if we wish, for example, to feed lub
cant into the gap in front of the body, then the appearanc
negative velocities in the exit cross section seems to indi
that lubricant will be sucked away from the rear edge of
armature.

Expression~13! shows that not only the velocity, bu
also the flow rate of the lubricant, can become negative
necessary~but not sufficient! condition for the appearance o
a negative flow rate, and also of negative velocities in
vicinity of the rear edge of the armature (z51) is lg
, l effgs. From the physical point of view, this means that t
lubricant per unit cross-sectional area is lighter than the
mature and, consequently, will accelerate faster. In part
lar, for an aluminum armature and indium film the indicat
t
l of
a-
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y
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-
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e
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condition is fulfilled if the effective length of the armatur
l eff is 2.7 times greater than the length of the liquid filml . As
can be seen from expression~13!, decreasing the parameterb
favors the appearance of negative flow rates. On the o
hand, it follows from this same expression that forlg
. l effgs asb decreases, the flow rateQ grows without limit,
remaining positive. This leads to the appearance of a m
mum in the velocity distribution~14! for Q.4h/3. The in-
dicated maximum is unphysical since it implies that in t
coordinate system bound to the rail, velocities appear
rected opposite the motion of the body. The appearanc
this maximum is probably due to neglecting the local tim
derivative in the equation of motion of the lubricant. Thu
we obtain another restriction on the applicability of the an
lytical solution.

The existence of solutions with negative flow rate giv
reason to believe that lubricant can be injected into the
not only in front of the body, but also through the rear cro
section of the gap. However, to consider this question i
necessary to use more detailed models of a hydrodyna
lubricant which take account of the behavior of the liquid
the vicinity of the entrance and exit cross sections. It is a
necessary to emphasize that in the classical theory of lu
cation, due to the absence of ponderomotive forces, the
ond term in expression~13! is absent and therefore the abo
enumerated peculiarities of the solution generally do
arise.

It is not possible to analyze the behavior of the lubrica
for an arbitrary shape of the gap. Therefore, in the remain
of this Section, we consider linear channelsh511kx. In
this case, expressions~7b! take the formF(x)5x/11kx,
G(x)5(2x1kx2)/(11kx)2. Correspondingly, F(1)5(1
1k)21, G(1)5(k12)(k11)22/2, andh(1)511k. As a
result, for the flow rate of the lubricant we obtain

Q5
2~11k!

21k
1

2~11k!2

21k
A, ~16!

where for convenience we have introduced the notation

A5
12pS~0!

6b S l fg

l effgs
21D .

It can be seen that for narrowing gaps, as the slopek is
increased the flow rate decreases, and for expanding ga
grows.

The condition for the appearance of negative velocit
in the exit cross section of the gap takes the form

A,2~12k!/3~11k!, ~17a!

and in the entrance cross section

A,2~112k!/3~11k!2. ~17b!

Hence for the thickness of the film remaining on t
surface of the rail we obtain

hres5
1

21k
1A

11k

21k
, if A.2

12k

3~11k!
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and

hrex5~11k!

9S k

21k
22A

11k

21kD21

54S k

21k
22A

11k

21kD 2 , if A,2
12k

3~11k!
.

It is clear from relations~16! and~17! that in narrowing
gaps increasing the slope hinders the appearance of neg
velocities at the exit from the gap, and for expandi
gaps—at the entrance to the gap. At the same time, for
rowing gaps negative velocities near the entrance cross
tion can also arise for positive values ofA if k,20.5. On
the other hand, in the case of expanding gaps the analy
model does not give negative values at all while in the
merical solution~which is considered below! such velocities
do appear.

In the particular case of a channel of constant cross
tion we have

Q511A, hres5
11A

2
, if A.2

1

3

and

hres52
9A11

54A2 , if A,2
1

3
. ~18!

Obviously, it would be desirable to have the thickness
the film remaining on the rail be as small as possible. I
clear from relation~18! that if A→2` thenhres will tend to
zero. Thus, it would seem that we have the fundamental p
sibility to make the thickness of the remaining film as sm
as desired. However, this conclusion requires additio
checking and refinement since it is based on a very appr
mate model.

And finally, for the volume of expended lubricant w
obtain the expression

V5
h0L

2

2~11k!

21k S 11~11k!
&

6 S l fg

l effgs
21D

3
~12pS~0!!1/2

G~1!

h0
2

l fm
S pMgs

l eff

L D 1/2D . ~19!

From the point of view of a better capture of lubrica
into the gap between the armature and the rail it would
desirable to use a narrowing gap. Figure 2 plots the dep
dence of the lubricant flow rate and the volume of expen
lubricant on the degree of narrowing of the gap. It can
seen that as the degree of narrowing of the gap is incre
the flow rate decreases. In this case, if the rate of narrow
of the gap is not largeuku,0.5, then forb.1 the dimen-
sionless flow rate will differ only slightly from unity. The
volume of expended lubricant for small film thicknesses~on
the order of several microns! is determined mainly by the
first term in large parentheses in expression~19!, i.e., it is
directly proportional to the film thickness and essentially
dependent of the acceleration parameters. With increas
the film thickness the role of the second term grows rapi
and for small rates of narrowing the dependence ofV on the
width of the gap approaches a cubic dependence. Figu
tive
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depicts the distribution of the viscous dissipation along
length of the gap for various values ofk andb. It can again
be seen that forb.1 anduku<0.5 the dimensionless viscou
dissipation is quite well approximated by the expressionqf

51/h, or in dimensional formqf5mU2/h, everywhere ex-
cept in the immediate vicinity of the pointx51.

As was already pointed out, the pressure in the gap
composed of a hydrodynamic and a magnetic part. H
since the magnetic field is concentrated in a narrow reg
about the pointx51 thanks to the velocity skin effect, th
total pressure in the gap is equal to the hydrodynamic p
sure everywhere except this region. As a result, even a la
of lubricant of constant thickness is capable of withstand
significant loads while in the case of ordinary hydrodynam
lubricant such a layer does not possess a carrying capab
The distribution of the total pressure along the length of
gap is depicted in Figs. 4 and 5. Figure 4 shows that
b.1 even in the case of quite moderate rates of narrow
the pressure inside the narrowing gap reaches large va
substantially exceeding not only the magnetic pressure
plied to the accelerated body, but also the strength of
construction materials. This means that in such cases
hydrodynamic regime is apparently not realized and eit
boundary lubrication or elastohydrodynamic lubricati
arises. Figure 5 depicts the pressure distribution in expand
gaps. In this case, the picture is the opposite and even
quite small rates of expansion the pressure in the film
comes negative whenb.1. This means, first of all, tha
cavitation phenomena can arise in the film and, second,

FIG. 2. Dependence of the flow rate of the lubricant~a! and the volume of
expended lubricant~b! on the degree of narrowing of the gap, the parame
b, and the height of the entrance cross section of the gaph0 : a—b51 ~1!,
4 ~2!, 10 ~3!; b—h051026 ~1!, 1025 ~2!, 231025 m ~3!.
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the model under consideration is probably not applicable
such rates of expansion of the gap.

NUMERICAL SOLUTION OF PROBLEM „1…

The derivation of the analytical solution rested on t
assumption that the convective terms in Eq.~1! are small and
can be neglected. However, in the presence of radical
rowing or expansion the indicated terms can become
tremely important. We transform in Eq.~1! to the new vari-
ableh5z/h(x,t). Using the dimensionless variables~8!, we
now have

a•S u
]u

]x
2

1

h

]

]x S hE
0

h
u dh D ]u

]h D 5
b

h2

]2u

]h2 2
]pS

]x
12sb,

~20!

for h50 u51, for h51 u50,

for x50 pS5pm /pM , for x51 pS51, ~21!

wherea5gU2/pM .
Besides conditions~21! the solution of Eq.~20! should

obey the condition of constancy of the flow rate, i.
h*0

1u dh5Q. The latter condition was used to calculate t
gradient of the total pressure at each step of the integra
with respect tox. At the entrance to the gap the veloci
profile was assumed to be parabolic and was calculated
cording to formula~10!. The value of]pS /]x at the entrance

FIG. 3. Distribution of the viscous dissipation along the length of the g
b51 ~a!, 10 ~b!; k520.6 ~1!, 20.4 ~2!, 20.2 ~3!, 0.0 ~4!.
r

r-
x-

,

on

c-

to the gap at the start of the calculation was assigned a
trarily ~e.g., it was calculated according to an analytical fo
mula obtained by solving an equation which neglected
convective terms!. After the x coordinate reached the righ
boundary, the pressure at this point was compared with
boundary conditionp5pM and a new value of]pS /]x at the
entrance to the gap was found. The initial velocity profi
which had previously been assumed to be parabolic,
then recalculated and the calculations were repeated unti
boundary conditionp5pM at x51 was satisfied with the
prescribed degree of accuracy.

Equation~20! is an equation of parabolic type. There
fore, the problem under consideration is well-posed as lo
as the velocityu remains positive. The latter condition i
violated as soon as such significant positive gradients ap
in the gap that they will cause return flow, where the veloc
of the lubricant is greater than the velocity of the body.

:

FIG. 4. Distribution of the pressure along a narrowing gap for differe
values of the parameterb51 ~a!, 10 ~b!, 100 ~c! and rates of narrowing
k520.6 ~1!, 20.3 ~2!, and 0.0~3!.
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this case, boundary conditions at the entrance to the gap
insufficient and it becomes necessary to use a boundary
dition on the velocity at the exit from the gap.

It is clear from Eq.~20! that the role of the convective
terms depends substantially on the magnitude of the par
etera. As a rule,a@1 as a consequence of the high velo
ties of the armature in a railgun. Therefore, it may be
pected that the convective terms will have a considera
effect. Figure 6 depicts pressure distributions in linearly n
rowing and a linearly expanding gaps, obtained numeric
and by means of the analytical solution for a value ofa
corresponding to velocities on the order of 2–3 km/s a
pressures in the range 100–300 MPa. It can be seen tha
convective accelerations decrease the pressure in the exp
ing gaps and increase it in the narrowing gaps. Here the
of the convective terms grows with decreasingb and increas-
ing k. Because of the appearance of return flows it is p
sible to obtain numerical solutions in a substantially n
rower parameter region than is the case for analyt
solutions.

CONCLUSION

The calculations performed here make it possible to
plain a number of peculiarities of the motion of an elect
cally conducting lubricant in the gap between the rail and
accelerated body in a railgun. The results obtained are ap
cable to sufficiently thin films for relatively small degrees

FIG. 5. Distribution of the pressure along an expanding gap for differ
values of the parameterb51 ~a! and 10~b! and rates of expansion: a—
k50.0 ~1!, 0.3 ~2!, 0.6 ~3!, 0.9 ~4!; b—k50.0 ~1!, 0.03 ~2!, 0.06 ~3!, 0.09
~4!.
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narrowing or expansion of the gap. It appears that such fil
because of the large velocities of the armature, are ha
capable of providing the regime of purely hydrodynamic
brication and preventing direct contact between the rail a
armature surfaces. In this case, we are dealing in all pr
ability with the elastohydrodynamic regime. In the case s
nificantly thicker films, lubricant flow in the gap become
substantially nonstationary and possibly turbulent, and an
planation of its regularities requires further study. Such
interesting and important problem as the effect of the lub
cant on the washing-out of molten metal from the gap
tween the rail and the armature upon melting of the la
under the action of Joule heating is also beyond the scop
the present study. The indicated problem has a direct bea
on the formation of a melting wave and the transition fro
current flow via a metallic contact to current flow via an a
contact. A study of this problem within the framework of th
quasistationary model is impossible. Moreover, a numer
study of the given problem requires the use of the full set
Navier–Stokes equations, an account of the free surfac
the film behind the armature, and a correct description of
flow of lubricant in the vicinity of the line of contact of thre
phases.
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t
FIG. 6. Distribution of the pressure along an expanding~a! and a narrowing
~b! gap:1—numerical solution,2—analytical solution;b510, a5216; a—
k50.03~solid curve!, 0.06~dashed curve!; b—k520.4 ~solid curve!, 20.5
~dashed curve!.
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Influence of lubricant on the motion of a body in an electromagnetic railgun accelerator.
III. Temperature distribution in the armature, rail, and liquid film

É. M. Drobyshevski , É. N. Kolesnikova, and V. S. Yuferev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted January 21, 1998!
Zh. Tekh. Fiz.69, 117–125~October 1999!

The effect of a conducting liquid lubricant on the heating of a rail and projectile~armature! is
studied theoretically and experimentally. It is shown that both the Joule and friction
heating of the accelerated body can be reduced significantly by using resistive liquid films. When
the contact resistance of the film is high, its temperature is determined by two competing
processes: Joule heating and heat removal by the moving film. As a result, the dependence of the
film temperature on the magnetic Reynolds number, its thickness, and its resistance is
nonmonotonic. In the limiting case where the velocity skin effect is completely suppressed and
the magnetic Reynolds number is sufficiently high, the film temperature is extremely low.
In intermediate cases, however, the film temperature can turn out to be rather high and exceed the
melting point of the armature. Viscous dissipation in the liquid film has no significant effect
on the temperature of the rail–armature interface until the melting of the armature is determined by
Joule heating within it. In the case where the velocity skin effect is strongly suppressed,
viscous dissipation along with Joule heating in the resistive film can become one of the major
factors controlling the attainable velocity of bodies in railguns. ©1999 American
Institute of Physics.@S1063-7842~99!01710-9#
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INTRODUCTION

This paper is the last of three devoted to a study of
effect of a conducting liquid film on various aspects of a
celeration of a metal projectile~armature!. The first paper1

dealt with the influence of a lubricant on the distribution
the electrical current and magnetic field in a rail and arm
ture and the second,2 with the hydrodynamics of a conduc
ing lubricant. The major purpose of this paper is to study
effect of a lubricant on the heating of the armature and rai
is known that the sources of heat in a railgun are slid
friction and Joule dissipation. The problem of frictional he
ing in railgun accelerators has been studied previously3–6

Because dry friction is replaced by viscous dissipation i
liquid film when a lubricant is present, it is possible
greatly reduce this heating and prevent or, at least, delay
onset of melting of the armature~rail! at high sliding veloci-
ties. In addition, when highly resistive films are used, ther
a substantial reduction in the velocity skin effect, which,
turn, reduces the Joule dissipation in the armature and de
the transition from metallic to arc contact between the
and armature. These are all positive factors. However, th
are some negative ones, as well. The higher resistivity of
film will cause additional Joule heating and, therefore, ad
tional heating of the armature and the lower thermal cond
tivity of the lubricant will inhibit the removal of heat from
the armature to the rail. Thus, the actual effect of a lubric
on the temperature distribution in the armature and rail c
not be determined without further, correct numerical cal
lations.

In studies of the heating of an armature, it is usua
assumed that the temperature at a given point of the arma
1231063-7842/99/44(10)/8/$15.00
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is determined by the local Joule heating at this point and h
conduction can be neglected. This approach has been us
all the papers devoted to the formation of a melting wave7–9

However, thin resistive films and coatings are present, i
no longer possible to neglect heat conduction and it mus
taken into account in calculations of the temperature dis
bution in the neighborhood of these films~coatings!. In this
paper, we focus on the effect of a conducting lubricant on
temperature of the rail–armature interface and, in particu
on how the lubricant changes the onset time for melting
this interface.

STATEMENT OF THE PROBLEM

As before,1,2 the problem was assumed to be tw
dimensional and the armature shape was assumed to be
angular. It was assumed that the velocity of the body and
current distribution are constant in time. Thus, we conside
the heating of the rails and armature by constant Joule
viscous dissipation. The distribution of the electrical curre
density in the armature, rail, and film was taken from Ref.
In order to simplify the problem, it was assumed that all t
thermal characteristics of the armature materials~aluminum!,
rails ~copper!, and liquid film ~indium! are constant and in
dependent of temperature. This assumption introduces a
ror of no more than 10–20%. The specific values of the
characteristics are listed in Table I. The other parameter
the materials in the armature, rails, and film used in t
paper are given in Refs. 1 and 2.

In a coordinate system attached to the armature, the t
perature distribution in the armature, rails, and film obeys
following equations: in the armature
4 © 1999 American Institute of Physics
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gaca

]Ta

]t
5la

]

]x S ]Ta

]x D1la

]

]z S ]Ta

]z D1
j 2

sa
, ~1!

for x50, Ta5Troom; for x5 l ]Ta /]x50; for z5h Ta

5Tf ,

la

]Ta

]z
5l f

]Tf

]z
;

for z5d1h, ]Ta /]z50; in the rail

g rcr S ]Tr

]t
1U

]Tr

]x D5l r

]

]x S ]Tr

]x D1l r

]

]z S ]Tr

]z D1
j 2

s r
,

~2!

for x50, Tr5Troom; for z52`, Tr5Troom; for z50 and
0<x< l , Ta5Tf ,

l r

]Tr

]z
5l f

]Tf

]z
;

and, in the liquid film

g fcf S ]Tf

]t
1u

]Tf

]x
1w

]Tf

]z D
5l f

]

]z S ]Tf

]z D1
j 2

s f
1m f S ]u

]zD 2

. ~3!

HereT is the temperature; the indicesa, r, andf apply to the
armature, rail, and film, respectively;j is the electrical cur-
rent density;u andw are the components of the velocity o
the lubricant;g, c, l, and s are the density, specific hea
thermal conductivity, and electrical conductivity;m f is the
dynamic viscosity of the lubricant;l is the length of the
armature;d is half its height; and,h is the film thickness.

We shall assume that heat transfer across the film ta
place sufficiently rapidly that the change in temperature o
its thickness can be neglected. This assumption is vali
Aaft* .h, whereaf is the thermal diffusivity of the film and
t* is the characteristic time of the process. As will be se
from the following, this assumption was not always satisfi
for the computational variants that were considered. Nev
theless, we have used this assumption since, first of a
corresponds to the best conditions for heat exchange betw
the rail and the armature and, therefore, it can be used to
the minimum temperature of the armature surface in con
with the rail~film!. Given these remarks, we integrate Eq.~3!
perpendicular to the film, assuming that the temperatur
constant along its thickness. We also approximate the
cous dissipation term in Eq.~3! by

m f E
0

hS ]u

]zD 2

dz'm f

U2

h
.

TABLE I. Thermal characteristics of the armature, rail, and lubricant.

Characteristics Armature Rail Lubricant

Thermal conductivity 230 W/m•K 360 W/m•K 43 W/m•K
Specific heat 1000 J/kg•K 450 J/kg•K 245 J/kg•K
Thermal diffusivity 8.531025 m2/s 9.231025 m2/s 2.431025 m2/s
es
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Then we obtain

la

]Ta

]z
2l r

]Tr

]z
5g fcf S h

]Tf

]t
1Q

]Tf

]x D2h
j 2

s f
2m f

U2

h
.

~4!

This equation, together with the conditionTf5Ta5Tr at
the contact interface between the rail and armature, serve
the boundary conditions for Eqs.~1! and~2!. In this paper we
did not consider heating of the body by dry friction, so th
Eq. ~4! contains only viscous dissipation. The latter increa
without bound when the film thickness goes to zero. Th
this model is applicable only to films that are not very th
i.e. to those whose thicknesses exceed the dimensions of
face roughness of the rail and armature. At the same time
calculating the temperature in the case where there is
liquid film, we have considered a model that neglects fricti
entirely.

REDUCTION TO DIMENSIONLESS FORM

We transform Eqs.~1!, ~2!, and ~4! to dimensionless
form using the variables introduced in Refs. 1 and 2,

B̃5B/B0 , h̃5h/h0 , x̃5x/ l ,

j̃ 5 j̃
l

m0B0
, Q̃5Q

2

Uh0
,

z̃5z/ l in the armature andz̃5zARe/l in the rail, as well as
the variables

T̃5
T2Troom

Tm2Troom
, D̃5D/Da* , t̃ 5t/t0 ,

where

t05
l 2m0gaca~Tm2Troom!

B0
2Da* u j̃ umax

2
and Re5

Ul

Dr
. ~5!

Here Re is the magnetic Reynolds number;Tm is the arma-
ture temperature in degrees Celsius~660 °C for aluminum!
andDa* is the diffusion coefficient for the magnetic field i
the armature at the point where the current density is high
The time scalet0 was chosen so that the temperature of
armature at the point where the current density is highest
reach the melting point over a dimensionless time equal t
if the conductive flux is neglected. With this normalizatio
the onset time for melting of the armature will not exce
unity, regardless of the parameters of the problem. As a
sult, Eqs.~1!, ~2! and~4! take the form~the overhead tilde;
is omitted in the following!: in the armature

]Ta

]t
5bTS ]2Ta

]x2
1

]2T

]z2 D 1DaJ, ~6!

for x50, Ta50; for x51, ]Ta /]x50; for z5d]Ta /]z50,
whereaa5la /gaca , andJ5u j̃ u/u j̃ umax

2 ; in the rail

r 2

]Tr

]t
1

]Tr

]x
5r 3

]2Tr

]h2
1r 1J, ~7a!

for x50, Tr50; for z52`, Tr50, where
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TABLE II. Maximum absolute value of the current density, melting onset time~in ms!, and thickness of the thermal boundary layer for a uniform armatu

Reynolds numbers, Re

30 100 300 1000

Variants u j̃ umax t0 dT3103 u j̃ umax t0 dT3103 u j̃ umax t0 dT3103 u j̃ umax t0 d t3103

1A 32 13.1 3.3 69.8 2.8 1.5 146 0.76 0.8 288 0.17 0.37
2A 28.9 16.2 3.7 58.5 3.9 1.8 113 1.1 0.92 234 0.26 0.45
3A 17.7 43.1 6.3 34.3 11.2 3.1 64.7 3.3 1.63 133 0.8 0.79
4A 20.3 32.8 5.3 35.4 1.1 3.1 65.2 3.3 1.7
5A 11.9 95.3 9.0 19.4 36.2 5.5 33.3 12.3 3
6A 3.9 889 27.4 6.1 362 17.5 11.3 105 9.4
s
h

e

th
lu

re
the

the

ic
ion
,

lcu-
ith

e
be
h a

yer

les

e
ur

et
ure
r 15
1

bTRe

ar

Da*

la

l r
, r 25

1

bTRe

aa

Dr
,

r 35
ar

Dr
and ar5

l r

g rcr
; ~7b!

and, at the rail–armature contact interface forz50

]Ta

]z
2s5

]Tr

]z
5s4h

]Ta

]t
1s3

]Ta

]x
2hs1J2

s2

h
,

Ta5Tr , ~8a!

where

s15
1

bT

D f

Da*

h0

l
, s25Re2

Dr
2m

h0llaTm
, s35

l f

la

Q

af
,

~8b!

s45
1

bT

aa

af

l f

la

h0

l
, s55ARe

l r

la
, ~8c!

and for calculatingJ it was assumed that thex component of
the current density in the film, averaged over the thickne
equals half the sum of thex components at the interface wit
the rail and armature, i.e.,

j x,film5~Daj x,a1Dr j x,r !/2D f . ~8d!

It should be noted that Eqs.~5!, ~7b!, and ~8b! contain
dimensional diffusion coefficients for the magnetic field. R
call, also, that in Eqs.~7a! and~8a!, as well as in Eq.~6!, J is
equal to the ratio of the square of the absolute value of
current density to the maximum of the square of the abso
value of the current density in the armature.

TABLE III. Maximum absolute value of the current density, melting ons
time ~in ms! and thickness of the thermal boundary layer for an armat
with a resistive layer. Re51000.

Variants u j̃ umax t0 dT3103

3B 33.5 1.2 1.0
4B 26.6 1.9 1.2
5B 19.5 3.8 1.7
6B 10.0 13.5 3.4
s,

-

e
te

ANALYSIS OF EQS. „6…–„8…

The positive influence of a liquid film on the temperatu
at the rail–armature interface shows up primarily through
time scalet0 and the coefficientbT , which depend on the
electric current density and, therefore, will increase as
velocity skin effect is reduced. The parameterbT determines
the thickness of the temperature boundary layer,dT , in the
armature prior to the onset of melting,dT5AbT. In order to
calculatet0 and dT , it is necessary to specify the magnet
induction B0. To calculate it, we have used the express
B0

25m0L8I 2/S, whereL8 is the linear inductance of the rails
I is the total current flowing through the armature, andS is
the cross sectional area of the railgun channel. In the ca
lations, these quantities were assumed to be fixed, w
L85331027 G/m, I 5300 kA, andS51024 m22. For the
magnetic induction in the railgun channel this yieldsB0

518.4 T. For calculatingt0 it is also necessary to specify th
length l of the armature. In this section it was taken to
0.01 m. Then, for a uniform armature and an armature wit
resistive insert~variants A and C in Ref. 1!, we obtain the
following expressions fort0 anddT :

t0513600/u j̃ umax
2 ms, dT50.105/u j̃ umax.

On the other hand, for an armature with a resistive la
~variant B in Ref. 1!, the diffusion coefficientDa* Eq. ~5! is
10 times greater. Thus, for this variant we shall havet0

51360/u j̃ umax
2 ms anddT50.0333/u j̃ umax.

Tables II–IV list the values ofu j̃ umax, t0, anddT for all
the variants considered in Ref. 1. It is clear from these tab

t
e

TABLE IV. Maximum absolute value of the current density, melting ons
time ~in ms! and thickness of the thermal boundary layer for an armat
with a chevron-type resistive insert in its rear portion.

Reynolds numbers, Re

100 1000

Variants u j̃ umax t0 d t3103 u j̃ umax t0 d t3103

1C 33 12.4 3.2
3C 21.2 30 5.0 122 0.9 0.88
4C 18 41.7 5.9 82 2.0 1.3
5C 14.2 67 7.5 52 5.0 2.1
6C 7.5 240 14.3 24 24 4.5
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that the onset times for melting are extremely short and
thickness of the temperature boundary layer are extrem
small. Even for a thick film~variant 6A! at Re51000, this
time is on the order of 100ms, while the thickness of the
boundary layer is 0.01 times the characteristic dimension
the armature. Nevertheless, in these variants the time for
set of melting of the armature increased by three order
magnitude because of the presence of a film. Table III sh
that using a resistive coating on the armature does not
nificantly reduce the melting onset time, since the effect
increasing the velocity skin depth mainly reduces to noth
because of the large increase in the resistance to the elec
current. A comparison of these tables with Tables II–IV
Ref. 1 shows that the maximum absolute value of the cur
density differs little from the maximum of thez component
of the current density in all these variants, except those
series C which simulate an armature with an obliq
chevron-shaped rear wall. In this case, because a significx
component of the current develops, there is a rapid rise in
absolute value of the current density and, therefore, in
Joule heating. Thus, although thez component of the curren
density can be significantly reduced by this type of armat
and, thereby, the velocity skin effect made smaller, ag
there is no real advantage in terms of reducing the heatin
the armature~Table IV!.

It should be noted thatt0 determines the onset time fo
melting under the assumption that the body is moving a
constant velocity. In a real situation, the time for onset
melting of the accelerated armature~as before, neglecting
heat conduction! is determined by the condition

Tm2Troom5
1

caga
E

0

t0 j 2

s
dt.

Assuming uniformly accelerated motion of the body, w
have

~Tm2Troom!
m0

B0
2

l 3caga

Da*

a

Dr
5E

0

Re*
u j̃ umax

2 dRe, ~9!

where Re* 5alt0 /Dr anda is the acceleration of the body
In the present case,a553106 m/s. As a result, Eq.~9!

takes the form

E
0

Re*
u j̃ umax

2 dRe51.93104.

Using the data of Table II, we can obtain the followin
estimates for the magnetic Reynolds numbers at which m
e
ly
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ing starts: for variant 1A'30, for variant 3A'50260, for
variant 5A'150, and for variant 6A'400. Thus, only
through lessening of the velocity skin effect is a resist
liquid film able to shift significantly the time the armatur
begins to melt.

Besides having a dependence onbT andt0, the tempera-
ture distribution in the rails and armature depends on
other coefficients which show up in Eqs.~7! and ~8a!. Sub-
stituting the characteristic values of the coefficients for
rail, armature, and film materials from Table I in Eqs.~7b!
and ~8c!, we obtain

r 150.105u j̃ umax
2 /Re, r 250.212u j̃ umax

2 /Re,

r 350.26331022, s1562.3«1D f u j̃ umax
2 ,

s250.83231027
Re2

«1
, s35136«1Re,

s4557.8«1u j̃ umax
2 , s551.56ARe, ~10!

where«1 andD f are parameters introduced in Ref. 1. ForQ
and for s3 in Eq. ~8c! we have used the representatio
Q5D* «1Re/2 which follows from Eq.~11! of Ref. 1. The
resulting expressions will be used below for analyzing h
transfer processes in the rails, film, and armature.

As noted in Ref. 1, thex component of the current in th
rail is significantly higher than that in the armature. Thus, n
surprisingly at first glance, the local Joule heating in the r
is greater than in the armature. This is evident from Table
which lists the maximum absolute values of the current d
sity in the rail at the interface with the armature, and Ta
VI, which lists values of the integral*0

0.9997u j u2dx calculated
in the rail, film, and armature forz50. It should be noted
that, since thex component of the current in the film is muc

TABLE V. Maximum absolute value of the current density in the rail at t
boundary with the armature.

Variants Re5300 Re51000

1A 152 325
2A 156 338
3A 132 299
4A 101 224
5A 76 167
6A 38 102
re
TABLE VI. Value of *0
0.9997u j u2dx at z50 in the rail, film, and armature.

Re5300 Re51000

Variants in the rail in the film in the armature in the rail in the film in the armatu

1A 70.2 ••• 46.3 190 ••• 121
2A 73.3 22.5 44.0 206 53.4 112
3A 79.6 18.8 34.6 240 44.0 83.8
4A 85.9 12.2 22.6 274 24.7 47.5
5A 92.4 7.7 13.8 301 14.0 26.1
6A 104 2.9 4.5 339 5.5 9.5
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lower than thez component, the absolute value of the curre
density in the film will be essentially equivalent to thez
component of the current.

a! Heat transfer in the rail.The equation for heat trans
fer in the rail contains the hyperbolic operator

r 2

]Tr

]t
1

]Tr

]x
.

This means that without heat conduction, heat transfe
the rail will take place along the characteristicst2r 2x
5const, i.e., the temperature at the cross section of the
with coordinatex at timet will be determined by Joule hea
ing in the regionx2(t/r 2),x8,x lying upstream of the
motion of the rail,

Tr5r 1ES x2
t

r 2
D

1

x

J~x8!dx8, ~11!

where an expression of the form (a)1 equalsa, if a.0, and
equals 0, ifa,0. For Tr we can also write an equivalen
expression,

Tr5
r 1

r 2
E

0

t

J~x8!dt8,

where

x85S x2
t2t8

r 2
D

1

.

Tables II–IV of Ref. 1 imply that even if a film is absen
whenr 2@1, the thickness of the velocity skin layer turns o
to be substantially less than 1/r 2. This means that the tem
perature distribution in the rail very quickly ceases to depe
essentially on the time and in Eq.~11! we can set the lowe
limit equal to 0. Given Table VI and Eq.~10!, it is easy to
see that in all the variants considered here, the heating o
rail by its intrinsic Joule dissipation is negligible, as co
firmed by the data of Table VII, which lists the maximu
temperatures in the rail calculated according to Eq.~11!. It is
clear that as the contact resistance of the film increases
temperature in the rail rises slowly, but remains low. Here
turns out that the temperature is essentially independen
the magnetic Reynolds number. This is explained by the
that the as Re increases, the increased Joule heating is
compensated by the heat carried away by the moving
Thus, as should be expected, the rail will have a cool
effect on the armature~or on the film!, removing heat from
its boundary with the rail. In the limiting case of a hig
contact resistance of the film (D f→`), when, as Ref. 1 im-

TABLE VII. Maximum temperature in the rail neglecting heat conductio

Variants Re5300 Re51000

1A 0.025 0.020
2A 0.026 0.022
3A 0.028 0.025
4A 0.030 0.029
5A 0.033 0.032
6A 0.037 0.036
t
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plies, the square of the absolute value of the current den
in the armature equalsu j̃ ua

251, while that in the rail equals
u j̃ ur

2511(4/p)Rex, we find that the maximum temperatur
in the rail will be 0.067, regardless of the current or t
armature velocity. Thus, even in this limit, the heat of the r
is negligible.

b! Heat transfer in the film.When highly resistive films
are used, substantial Joule heating will occur right in
film. This effect can be estimated using the same analysi
done above for the rail. In fact, Eq.~8a! contains an analo-
gous hyperbolic operator. Thus, if we again neglect therm
conductivity and viscous dissipation, then the temperat
distribution in a film with constant thickness will be given b

Tfilm5
s1

s3
ES x2

s3

s4
t D

1

J~x8!dx. ~12!

As with the rail, the temperature distribution in the film
rapidly becomes essentially independent of time and
lower limit in the integral can be set to zero. Table VI
shows the maximum values of the film temperature cal
lated using Eq.~12!. Evidently, as the magnetic Reynold
number increases, the film temperature decreases; this i
plained by the fact that as the velocity of the body increas
the rate of heat removal by the moving film increases m
rapidly than the Joule heating within it. For Re51000 these
results correlate well with the numerical calculations of t
temperature of the rail–armature interface presented in
next section. At the same time, for Re5300 the temperature
in Table VIII are twice as high and in one variant even e
ceed the melting point of the armature. Thus, as oppose
the rail, at Re5300, the motion of the film is insufficient to
remove the heat that is generated and the excess heat w
delivered to the rail by heat conduction. However, this w
occur only for films with a rather high thermal diffusivity
where the assumption of a constant temperature transver
the film is valid. In the opposite case, Joule heating in
film at relatively low velocities of the body turns out to b
the main reason for melting of the armature. It should also
noted that in the present calculations, we have assumed
the average film velocity is half that of the rail. For thic
films, this assumption is too crude and the average velo
of these films will obviously differ less from that of the rai

In the case of highly resistive films, therefore, their te
perature can be comparable to that of the armature. Here
film temperature has a nonmonotonic dependence on its
tact resistance. In this regard, it is again interesting to ex
ine the limiting distribution of the magnetic field asD f→`.
In this case, Eq.~8d! yields u j̃ umax

2 51 and J511(Dr /D f)

TABLE VIII. Maximum temperature in the film neglecting heat conductio

Variants Re5300 Re51000

2A 0.248 0.177
3A 0.207 0.146
4A 0.560 0.341
5A 1.178 0.644
6A 0.443 0.254
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3(Re/p)x. Given the estimate forD f from Ref. 2, we can
neglect the second term inJ. As a result, the maximum tem
perature in the film at timet51 will be Tmax,film

50.38D f /Re. Substituting the estimate forD f from Ref. 2
here, we obtainTmax,film50.19(113.1/«1ARe). This result is
convincing enough, since, on one hand, as Re→` the film
temperature turns out to be well below that of the armatu
while, on the other hand, as the magnetic Reynolds num
decreases, the film temperature increases. This last poi
consistent, in principle, with the data of Table VIII. Thus, t
effect of a film on the heating of the armature can be n
monotonic and have a maximum at a certain resistivity of
film and a certain finite Reynolds number. The followin
circumstance should also be noted. Since the absolute v
of the current density in the film is determined by thez
component of the current, in variants 2B–5B and 2C–5
where this component of the current was significantly
duced by reducing resistive layers, we can expect the
temperature to be significantly lower.

c! Effect of heat transfer from the armature to the rail o
the temperature of the rail–armature interface.This analysis
has not taken the transfer of heat by conduction from
armature to the rail into account. In order to evaluate t
process, we use the condition of balance between the
fluxes at the rail–armature interface, which can be written
the form

ARe
Tbound2Tr ,`

d r
5

la

l r

Ta,`2Tbound

dT
,

whereTr ,` and Ta,` are the maximum temperatures at t
boundary in the rail and in the armature calculated neglec
heat conduction,Tbound is the temperature of this interface
and d r is the thickness of the temperature layer in the r
which equalsAdVSLar /Dr .

The above remarks imply thatTa,`51, while Tr ,`

5r 1*0
1J(x8,0)dx8. As an estimate fordVSL we can either

take the thickness of the velocity skin layer from Ref. 1

use the estimatedVSL5
1

maxJ
*0

1J(x8,0)dx8.

The latter appears to be more accurate. As an exam
let us consider variant 1A~without a film! with Re51000. In
this case,Tr ,`50.020, whiledVSL equals 0.0025. As a resul
we find that, because of heat transfer from the armatur
the rail, the temperature of the rail–armature interface tu
out to be Tbound50.117, i.e., substantially lower than th
melting point, so that melting of the armature begins at in
rior points, separated from the boundary by the thicknes
the temperature boundary layer. This value of the temp
ture correlates fairly well with the numerical calculatio
presented below.

d! Effect of viscous dissipation in the film on the te
perature of the rail–armature interface.The effect of vis-
cous dissipation on the temperature of the rail–armature
terface can estimated in a way similar to that of the previ
section. Setting the dimensionless boundary layer thickn
in the armature equal toda5ApbTt and in the rail, tod r

5Apart/Drr 2, using the condition~8A!, and neglecting
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Joule heating yields the following expression for the te
perature of the rail–armature interface:

Tbound5
2

Ap

s2At

s4

2

Ap
At1

1

AbT

1
la

l r
A ar

DrRer 2

. ~13!

As an example, let us consider variant 2A for Re51000.
In this case,r 2511.6, whiles45316. As a result, fort51
we obtainTbound50.156, which, again, is in fair agreeme
with the numerical calculations. Thus, even in the case
thin films («51024), viscous dissipation cannot signifi
cantly heat the rail–armature interface over the time prior
the onset of melting of the armature by Joule dissipati
therefore, introducing a liquid lubricant actually makes
possible to reduce the frictional heating substantially. Nev
theless, if the velocity skin effect is eliminated by employin
a resistive coating on the rail and a liquid film is used only
a lubricant, then in the case of thin films, viscous dissipat
will be one of the main processes determining the onse
armature melting. In fact, if we neglect the time derivative
Eq. ~8a!, then, given Eq.~10!, it is easy to obtain the follow-
ing expression for the case of uniformly accelerated mot
in place of Eq.~13!:

Tbound51.0531027
a3/4L5/4laa

1/2

«1Dr
2S 11

l r

la

Aaa

ar
D ,

where, recall,a is the acceleration of the body andL is the
length of the railgun channel. Fora553106 m/s2 and
L51 m. we find that if the dimensionless thickness of t
liquid layer thickness«1 is less than 331024, then the tem-
perature of the rail–armature interface reaches the mel
point before the body leaves the accelerator channel. If,
the other hand, Joule heating in a resistive coating is ta
into account, then it turns out that melting of the body c
begin long before it leaves the railgun channel.

e! Numerical solution of Eqs. (6)–(8). Because the tem
perature boundary layer in the armature is so thin, in Eq.~6!
we can neglect the second derivative with respect to the
ordinatex. Here we shall seek the temperature distribution
the armature in the form

Ta5Ta11Ta2 , ~14!

whereTa2 is determined by the Joule heating in the arm
ture, ]Ta2 /]t5DaJ, and, therefore,Ta25DaJt, while the
heat conduction near the rail–armature interface,Ta1, obeys

]Ta1

]t
5bT

]2Ta1

]z2
1bT

]2Ta2

]z2
. ~15!

The character of the distribution of Joule dissipation
the armature shows that the second term in Eq.~15! can be
neglected. As a result, for calculatingTa1 we obtain an or-
dinary heat conduction problem

]Ta1

]t
5bT

]2Ta1

]z2
~16!
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FIG. 1. Maximum temperature of the rail–
armature interface as a function of time for
uniform armature: left Re5300; right —
1000;1–6 — Variants 1A–6A, respectively.
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with the conditionsTa150 for t50 andTa150 for z5d.
Similarly, in the boundary conditions~8A! we can neglect
the derivative with respect toz of Ta2. As a result, this con-
dition takes the form

]Ta1

]z
2s5

]Tr

]z
5s4hS ]Ta1

]t
1

]Ta2

]t D
1s3S ]Ta1

]x
1

]Ta2

]x D2hs1J2
s2

h
. ~17!

The system of Eqs.~7!, ~8b!, and~14!–~17! is parabolic
and a Crank–Nicholson scheme was used to solve it.
numerically calculated temperatures of the rail–armature
terface are plotted in Figs. 1–3. These results are evident
good agreement with the analysis in the previous sectio
Thus, for Re51000, beginning with variant 3A, the temper
ture of the rail–armature interface depends mainly on
Joule heating in the film itself, while the heat release to
armature is less than 20%. The temperature increase on
ing from variant 1A to variant 2A is related to the rath
substantial viscous dissipation and the temperature decr
on going to variant 3A, to a reduction in the viscous dis
pation owing to the increased thickness of the liquid fil
The temperature drops on going from variant 5A to 6A b
cause of a rise in the contact resistance of the film and
lessening of the velocity skin effect was caused by the
crease in the film thickness rather than by the increase in
resistance. If, on the other hand, on going from variant 5A

FIG. 2. Maximum temperature of the rail–armature interface as aa func
of time for an armature with a chevron-type resistive insert: Re51000;
1–4 — Variants 3C–6C, respectively.
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variant 6A, the film thickness had been kept constant and
resistance increased by an equivalent number of times,
the maximum film temperature would have increased s
stantially. As Figs. 1 and 2 show, in variants 4–6 the te
perature distribution at the interface actually reaches a
tionary state fairly quickly. In all the cases considered he
the rail–armature interface temperature was substantially
low the temperature inside the armature, since the Joule h
ing in the interior substantially exceeded the combined h
production at the boundary between the armature and
However, if the velocity skin effect is more completely su
pressed, then the situation can change and the main sour
heating of the armature becomes heat production in the
sistive film and viscous dissipation. The interesting thing
that this phenomenon can arise in a rather early stage o
acceleration of the body, when its velocity is still relative
low. It is also interesting to note that in variants 3B–5B a
3C–5C, the temperature of the rail–armature interface w
substantially lower than in variants 3A–5A. This is e
plained by the fact that the resistive layers in the armat
made it possible to reduce thez component of the curren
density at the rail–armature interface significantly, which,
turn, led to a drop in the Joule heating in the film.

CONCLUSION

The above results yield the following conclusions.
Resistive liquid films can be used to reduce the Jo

heating of the accelerated body substantially. Thus, in v

n
FIG. 3. Temperature distribution along the rail–armature interface at tim
t50.2 ~1!, 0.6 ~2!, and 1.0~3!. Variant 1A ~without a film!; Re51000.
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ant 6A the melting onset time increased by almost three
ders of magnitude compared to the case without a film. Ho
ever, even here melting of the armature begins when
magnetic Reynolds number approaches 400, i.e., the velo
exceeds 1–1.5 km/s. Complete suppression of the velo
skin effect requires that the contact resistance of the
should exceed the resistance per unit area of the armatu
the direction perpendicular to the film by tens of times.

Although Joule heating in the rail substantially excee
that in the armature, the heating of the rail by its own Jo
dissipation turns out to be negligible because the heat is
ried away by the moving rail.

Applying a resistive coating to the armature does
significantly reduce the time for it to start melting, since t
increase in the thickness of the velocity skin layer mai
reduces to nothing owing to the large increase in the re
tance to the electrical current. Similarly, installing a chevro
type resistive insert also fails to significantly reduce the on
time for melting of the armature, since it causes a substan
rise in thex component of the current and, therefore, in t
Joule dissipation within the armature. On the other ha
using these coatings and inserts reduces thez component of
the current and, therefore, the Joule dissipation in the fi
itself.

When the contact resistance of the film is high, its te
perature is determined by Joule heating within the film,
self. The film temperature has a nonmonotonic depende
on the magnetic Reynolds number and the film thickness
resistance, since the temperature is determined by two c
peting processes: Joule heating and removal of heat by
moving film.
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In the limiting case of complete suppression of the v
locity skin effect and sufficiently high Re, the film temper
ture is extremely low. However, in intermediate cases,
film temperature can turn out to be extremely high and
ceed the melting point of the armature.

Viscous dissipation does not have a significant effect
the rail–armature interface temperature in those cases w
the melting of the armature is controlled by Joule heat
within itself. When the velocity skin effect is strongly sup
pressed, viscous dissipation and Joule heating in the resi
film can become one of the main factors controlling the m
nitude of the velocities attainable in a railgun.

This work was partially supported by DERA~Contract
No. SMC/4C2061!.
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Interference detection of flaws in periodic objects in real time with adjustable sensitivity
A. M. Lyalikov and M. Yu. Serenko
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A technique of interferometric testing for macroscopic defects in periodic objects is proposed
which works in real time and with an adjustable measurement sensitivity. The possibility
of compensating the aberrations of the interferometer by using a reference hologram is
demonstrated. Interference patterns with different measurement sensitivity are presented
which visualize flaws in a metal screen consisting of two overlapping grids. ©1999 American
Institute of Physics.@S1063-7842~99!01810-3#
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INTRODUCTION

Defects~flaws! in objects having a periodic structure ca
be investigated by Moire´ and holographic methods.1–3 The
image of a grid can be projected onto the surface of a re
ence object and onto the surface of the object to be tes
Then, by using double exposure and spatial filtering one
tains contour-difference Moire´ fringes which visualize the
surface defects.1 The method of depositing a light-sensitiv
coating onto the surface of the object to be tested and
recording images of grids on it is also used.2,4 To obtain
contour lines of the surface relief in real time, two grid
arranged symmetrically about the line of sight, are projec
simultaneously onto the investigated surface.4 The possibility
of rapidly adjusting the distance between the relief conto
in the Moiré pattern in this scheme through the appropri
choice of the filtered diffraction orders of the diffractio
gratings used for the projection has been investiga
previously.5

There exists a class of objects with pronounced peri
icity of their transmittance or surface texture. The conto
of a surface with periodic texture are visualized in real tim
in the form of a pattern of Moire´ fringes formed by the
simultaneous imaging of an object with an amplitu
grating.6 Macroscopic surface defects of the slit mask o
television kinescope are visualized in real time by the Mo´
method by superposing the image of the mask to be teste
the negative image of a reference mask.3 In this latter work,
to visualize surface defects with enhanced measurement
sitivity a holographic method was also employed, in whi
negatives of the reference and tested masks, mounted in
tically conjugate planes in the optical analyzer, are used
obtain the interference pattern when symmetric orders of
fraction on the negatives are selected. It is also possibl
use other holographic techniques. The deviation of the sh
of the tested surface of the kinescope mask from that of
reference surface are visualized by overwriting the negat
of these surfaces with filtering of the complex-conjugate d
fraction orders.7 In both these works, to increase the me
surement sensitivity in the visualization of defects of an o
ject with periodic transmittance, pre-exposed negatives
the reference and tested objects were used. For arbitrary
1241063-7842/99/44(10)/5/$15.00
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trol of the width and orientation of the reference fringes, o
of the negatives was pre-overwritten in a special sche
which complicates the visualization process.

The present paper examines the possibility of visualiz
defects of an object having a complex periodic structure
its transmittance by obtaining a two-beam interference p
tern of one of the components of the complex object in o
of the side diffraction orders.

EXPERIMENTAL SETUP

Figure 1a depicts the optical scheme of the experime
setup based on an IAB-451 shadow device. The ba
scheme of the setup consists of a laser interferometer
superposition of the wide object beam and the narrow re
ence beam.8 The setup allows one to form the interferen
pattern of an object with periodic transmittance using one
the side diffraction orders of the transmitted light and t
regular reference beam, and also to form an image of
object and its spectrum. The narrow beam from the laser1 is
divided in the illuminator attachment2 into two beams
which are directed after reflection from the mirror3 into the
collimating objective4, 5 of the shadow device. One of th
beams, the unexpanded one, passes through the wo
zone along the edge of object6 and is directed by the re
ceiver objective7, 8and the mirror9 into the receiver attach
ment 10. The other beam is expanded into a wide para
beam and illuminates the object6. The object is a transpar
ency consisting of superimposed linear gratings. The opt
scheme of the receiver attachment10 is depicted in Fig. 1b.
In the receiver attachment the narrow reference beak is
panded by the television system14, 15after reflection from
mirrors 12, 13and is directed by mirror16 onto the beam-
splitter 19. The diaphragm17 selects one of the beams di
fracted by the object. The object beam selected by the
phragm is combined with the reference beam at
beamsplitter19. The objective18 has controllable travel and
serves to equalize the curvature of the reference and ob
waves. The interference pattern is observed in real time
the recording plane11 or is recorded on a photographic film
mounted in the plane optically conjugate to the object be
tested.
2 © 1999 American Institute of Physics
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In general, the tested object6 with periodic transmit-
tance consists of a large number of superimposed linear g
ings. When the object is illuminated by a parallel beam, fr
the entire, complicated spatial spectrum of the object
component corresponding to one of the side diffraction
ders in one of the gratings is selected in the filtering pla
17. The selected light wave, distorted by defects in the g
ing, is used to form in the recording plane11 a two-beam
interference pattern which visualizes defects in the obj
The measurement sensitivity is regulated by choosing
appropriate diffraction order being selected in the filteri
plane. The width and orientation of the interference fring
are regulated by tilting the mirrors16 and19 in the receiver
attachment.

DESCRIPTION OF THE TECHNIQUE

Let us now consider the process of formation of an
terference pattern, and also peculiarities and some poss
ties of the method.

The amplitude transmittance of a composite transp
ency consisting ofN superimposed amplitude gratings can
represented as

t~x,y!5t1~x,y!t2~x,y!3 . . . 3tN~x,y!. ~1!

The xy coordinate system lies in the plane of the tran
parency, and the transmittance of each individual gratin
described in general as a Fourier-series expansion9

tk~x,y!5(
2`

1`

akn exp$ i @2pn~jkx1hky!1nwk~x,y!#%.

~2!

FIG. 1. Optical diagram of the experimental setup~a! and receiver attach-
ment ~b!.
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Here akn are the expansion coefficients;jk and hk are the
spatial frequencies of the grating; andwk(x,y) is the distor-
tion of the periodic grating associated with defects in t
object. The shape of the functionwk(x,y) is affected by local
deviations of the shape of the surface of the object fr
planar and by distortions of the regularity of the spatial f
quency of the grating.

When the transparency~1! is illuminated along its nor-
mal by a plane wave with complex amplitudea0, the distri-
bution of complex amplitudes of the diffracted waves has
form

A~x,y!5a0t1~x,y!t2~x,y!3 . . . 3tN~x,y!. ~3!

Expression~3! describes a set of waves diffracted ton
orders into the anglesak andbk by each individual grating,
where the direction cosines of the waves are equal
cosakn5nljk and cosbkn5nlhk , wherel is the wavelength
of the illuminating wave. By virtue of the nonlinearity o
expression~2!, in addition to waves diffracted by individua
scatterers, cross-diffraction will also be observed.10

Let us consider a wave that has been diffracted to thenth
order by thekth grating,

Akn~x,y!;aknexpH i F2pS cosakn

l
x1

cosbkn

l
yD

1nwk~x,y!G J . ~4!

Hereakn is the real amplitude of the wave. We assume t
this wave is selected and interferes with a reference wav
the form

A0~x,y!5a0 expF i2pS cosa0

l
x1

cosb0

l
yD G , ~5!

where cosa05cosakn and cosb05cosbkn.
The illuminance distribution of the interference patte

is given by

I ~x,y!;11
2akna0

akn
2 1a0

2
cos@nwk~x8,y8!#, ~6!

wherex8y8 is the coordinate system in the recording plan
The number of fringes in the image of the object for t

interference pattern tuned to the infinitely wide fringe
equal, according to expression~6!, to

C5
n@wk~x8,y8!#max

2p
, ~7!

where@wk(x8,y8)#max is the maximum value over the area
the transparency of the quantitywk(x,y) describing the de-
viation of the actualkth grating from the ideal.

It follows from formulas~6! and ~7! that the measure
ment sensitivity is proportional ton. This makes it possible
to control the measurement sensitivity directly when reco
ing interference patterns by choosing the diffraction ord
selected by the diaphragm17. In the determination of the
sign of wk(x8,y8) from an interference pattern of the form
~6! an indeterminacy arises which can be eliminated by
cording an interference pattern tuned to finite fringes. F
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such tuning the direction of curvature of the reference frin
is visualized unambiguously in both directions.

To tune the interference pattern to finite fringes, the
of the reference wave is varied as the interference patte
being recorded. Referring to Eq.~5!, let the tilt of the refer-
ence wave be defined by the small anglesDa andDb

A0~x,y!5a0 expH i2pFcos~a01Da!

l
x1

cos~b01Db!

l
yG J .

~8!

Here the illuminance distribution of the interference p
tern is given by

I ~x8,y8!;11
2aa0

a21a0
2

3cosF2pS Da sina0

l
x81

Db sinb0

l
y8D1nwk~x8,y8!G .

~9!

The direction of the reference fringes is determined
the relative values ofDasina0 andDsinb0, and the period of
the fringes is given by

T5
l

A~Da!2sin2a01~Db!2sin2b0

. ~10!

ABERRATIONS OF THE INTERFEROMETER AND THEIR
COMPENSATION

Let us estimate the influence of aberrations of the in
ferometer on visualization of defects of periodic objects. T
approach employed in a holographic interferometer m
serve as the criterion of our estimate.11

Taking aberrations of the object arm of the interfero
eter into account, the wave diffracted into thenth order by
the kth grating of the object6 is written as

Akn~x,y!;aknexpH i F S cosakn

l
x1

cosbkn

l
yD

1nwk~x,y!1c~x,y!G J , ~11!

wherec(x,y) are the phase distortions of the wave due
the presence of aberrations.

The illuminance distribution of the interference patte
now has the form

I ~x8,y8!;11
akna0

akn
2 1a0

2
cos@nwk~x8,y8!1c~x8,y8!#.

~12!

As follows from Eq. ~12!, in the proposed method o
visualizing defects in periodic objects the ratio of the use
signalnwk(x8,y8) to the distortionsc(x8,y8) is proportional
to the numbern of the implemented diffraction order. As th
numbern of the selected order is increased, with the aim
enhancing the measurement sensitivity, the influence of
errations of the interferometer decreases. In interferomet
is assumed that shifts of the interference fringe by less t
0.1 period lie within the limits of measurement error.12,13
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Consequently, we will assume that in the proposed appro
aberrations of the object arm of the interferometer not
ceeding 0.2l can be neglected when visualizing defects
periodic objects. Aberrations of greater magnitude must
compensated.

In the holographic interferometry of phase objects t
compensation of aberrations of the interferometer is imp
mented by methods employing reference holograms.11 The
essence of these methods is the following. Together with
object hologram on which the object distortions and abe
tions of the interferometer are written, a reference hologr
is obtained containing only aberrations of the interferome
Subsequent combined optical processing of the object
reference holograms yields an interferogram of the ob
that is free from aberrations.

Let us consider the possibility of compensation of ab
rations of the interferometer in the proposed method of
terference flaw detection in periodic objects through the
of a reference hologram. We assume that the reference h
gram is recorded in the plane11 with interference of the
reference wave~5! and object wave propagating along th
optical axis of the object arm with the transparency6 re-
moved,

A8~x,y!5a0 exp@ ic~x,y!#.

When recording the hologram under linear condition
the transmittance of the hologram after chemical process
is given by

t0~x8,y8!511cos@2pn~jkx81hky8!1c~x8,y8!#.
~13!

We assume that the reference hologram~13! is mounted
in exactly the same place as before in the recording plane11
and is illuminated by the object wave~11! and the plane
waveA9(x8,y8)5a0. Two waves propagate in the space b
hind the hologram along the normal to it:

B15b1 , B25b2 exp@ inwk~x8,y8!#,

whereb1 andb2 are the amplitudes of the waves.
When these waves are filtered, they create an inter

ence pattern

I ~x9,y9!;11cos@ inwk~x9,y9!#, ~14!

wherex9y9 is the coordinate system chosen in the obser
tion plane of the interferogram.

As can be seen from expression~14!, aberrations are
absent in the formation of the interference pattern obtai
using a reference hologram~13!. The The coefficient of in-
crease of the measurement sensitivity, as in Eq.~6!, is equal
to the number of the selected diffraction ordern.

Let us now consider how to obtain an interferogram o
periodic object with compensation of aberrations using
method of optically conjugate holograms without a referen
beam with a reference hologram.11 We assume that, as be
fore, the reference hologram~13! is mounted in the recording
plane11, where it is optically conjugate with the object6.
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We also assume that waves are selected in the filtering p
17 that have been diffracted by the object to the compl
conjugate orders

Akn5akn expH i F2pnS cosak

l
x1

cosbk

l
yD

1c~x,y!1nwk~x,y!G J , ~15!

Akn* ;akn expH i F2pnS cosak

l
x1

cosbk

l
yD

1c~x,y!1nwk~x,y!G J . ~16!

When the reference hologram~13! is illuminated by the
waves~15! and ~16!, waves propagate along the normal
the hologram diffracted to the61 orders, having the form

B185
1

2
akn exp@ inwk~x8,y8!#, ~17!

B285
1

2
akn exp@2 inw~x8,y8!#. ~18!

All the remaining waves formed in this process diff
from waves~17! and ~18! in their direction of propagation
and can be removed from the beam with the help of a fil
ing diaphragm. Waves~17! and ~18! form an interference
pattern

I;11cos@2nwk~x9,y9!#. ~19!

As can be seen from expression~19!, this method can be
used to compensate aberrations of the interferometer. In
case the coefficient of increase of the measurement sen
ity has grown by a factor of two in comparison with th
interferogram~14!.

EXPERIMENTAL VALIDATION

The above-described technique was validated usin
metal screen consisting of two overlapping wire grids. T
period of the grids wasT15T2'1 mm, and the diameter o
the screen was 125 mm. To obtain an image of the screen
spatial spectrum, and interference patterns in various sele
orders of the spectrum, the screen is mounted in positio6.

FIG. 2. Image of the diffraction spectrum of the screen~a! and a magnified
image of a segment of the screen~b!.
ne
-

r-

is
iv-

a
e

its
ted

Figure 2a displays the diffraction spectrum of the scre
recorded in the plane17. The working orders of the spec
trum, corresponding to single diffraction on each grid, a
arrayed along the vertical line and horizontal line interse
ing at the point of the central, brightest beam—the zero
order beam. The remaining orders of the spectrum are a
sequence of cross diffraction. Figure 2b displays a magni
image of a segment of the screen, recorded in the plane11
with the diaphragm17 removed. Since the two grids makin
up the screen overlap, the wave diffracted by either of th
two grids to any diffraction ordernÞ0 contains information
about the shape of the screen surface and defects in
surface. The wave corresponding to zeroth order does
carry phase distortions associated with the screen and ca
used to estimate the magnitude of the aberrations of the
terferometer. Figure 3 displays the illuminance distributi
of the interference pattern recorded in the plane11 tuned to
an infinitely wide fringe to select the zeroth order at t
diaphragm17. The magnitude of the aberration of the inte
ferometer is 0.2l. Figure 4a shows the illuminance distribu
tion of the interference pattern for selection of the first-ord
wave diffracted by the vertical lines of the grid. Figure 4
shows the interference fringes obtained when selecting
second-order wave diffracted by the vertical lines of the gr
The increase in sensitivity is equal to two. As can be se

FIG. 3. Interferogram visualizing aberrations of the interferometer, obtai
by isolating the zeroth-order wave.

FIG. 4. Interferograms visualizing a defect in a metal screen by isolating
zeroth-order wave~a! and by isolating the second-order wave tuned to t
horizontal fringes~b!, the vertical fringes~c!, and the fringe of infinite width
~d!.
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from Fig. 4b, the increased displacement in this case of
tuning fringes in the defect zone permits a more accu
measurement of the magnitude and shape of the surface
fect. Figures 4c and 4d show interference patterns obta
by selecting the second-order waves tuned, respectively
the vertical fringes and the fringe of infinite width.

To summarize, the technique developed here for visu
izing defects of periodic transmission objects allows one
increase the sensitivity and accuracy of measurement w
recording interferograms of such objects in real time.

This work was supported by the Ministry of Public Ed
cation of the Republic of Belarus.
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Ball lightning with a lifetime t<1 s

A. M. Bo chenko

Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia
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Among luminous formations acknowledged as examples of artificial ball lightning with lifetimes
t<1 s, examples are presented whose nature is well described by a weakly ionized plasma
with a gas temperatureT'0.5 eV. It is shown that such lifetimes do not contradict the estimates
of P. L. Kapitsa if it is taken into account the fact that the plasma under consideration is
not an ideal blackbody. ©1999 American Institute of Physics.@S1063-7842~99!01910-8#
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INTRODUCTION

The term ‘‘ball lightning’’ is not clearly defined. In the
broad sense, ball lightning is understood to mean an indu
luminous formation observed under natural or artificial co
ditions. Studies of all possible luminous formations ha
lead to the conclusion that the nature of ball lightning
many-sided: ‘‘ . . . the impression is created that natural ba
lightning is possibly not one, but many phenomena, sim
in their manifestations, but with a different physical natu
different stability criteria, and somewhat different propert
depending on the state of the atmosphere and the env
ment at the moment of observation of the event.’’~Ref. 1,
p. 148!.

In a previous paper2 I advanced a hypothesis about th
nature of bead lightning. According to what I wrote the
bead lightning is a weakly ionized plasma with a gas te
perature ofT'0.5. The lifetime of the beads is governed
thermal conduction and correlates well with the observ
dimensions of the beads (t'1 s for a bead radius
R'20 cm!. The maximum lifetime of such formations is o
the order of a second, and such phenomena are funda
tally incapable of explaining ball lightning with a lifetime o
the order of a minute, which is of the greatest interest.3–5 But
they are also interesting in regard to the nature of ball lig
ning since ‘‘according to the available reports, ball lightni
‘‘lives’’ most often for 1–2 s. Lifetimes of such duration o
less are noted in 80% of investigated reports’’~Ref. 1, p. 46!.
But might such instances of ball lightning with lifetime
t<1 s also include objects described in Ref. 2? Such obj
should arise during a powerful injection of energy into
medium whose temperature can amount to several elec
volts. In this case, the medium can be assumed to be alm
completely ionized. In such a case, according to the e
mates of Ref. 6, the formations under discussion should
exist for more than 10 ms. This circumstance has so far b
a very weighty argument against the idea that ball lightn
can have a high temperature~see, e.g., Ref. 4!.

In the present Report, I show that in a more corr
description the arguments of Ref. 6 do not contradict
1241063-7842/99/44(10)/3/$15.00
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results of Ref. 2. Artificially induced luminous formation
will be indicated, whose nature is adequately described
the hypothesis advanced in Ref. 2. I consider only examp
of formations for which detailed information about the co
ditions of their creation is available. Such cases are very f
but such formations are of interest, first of all, because t
have long been acknowledged as classical examples of
lightning.

ESTIMATE OF THE LIFETIME OF THE FORMATIONS

Reference 2 presents a kinetic treatment of proces
taking place in a medium as a result of a powerful injecti
of energy. The arising objects, according to Ref. 6, sho
not exist for more than 10 ms. On the other hand, it follo
from Ref. 2 that their lifetime is bounded by;1 s. On the
face of it, this seems to be a clear contradiction. The estim
in Ref. 6 was obtained by extrapolation of the parameters
a nuclear explosion to cases of ball lightning. This extrap
lation contains the implicit assumption that in this case b
lightning is a perfect blackbody. However, if we take in
account the difference in the emissivity of a medium w
T.0.5 eV from the emissivity of a perfect blackbody, the
the estimate of the lifetime coincides with the estimate giv
in Ref. 2. Indeed, let us estimate the lifetime of lumino
formations for air, proceeding from energy losses as a re
of thermal emission:

7

2
NV

dT

dt
52jsT4S.

HereN is the concentration of air molecules,V andT are the
volume and temperature of the excited region,s is the
Stefan–Boltzmann constant,S is the surface area of th
excited region,j is the thermal emission coefficient of a
j(T51 eV)5731023, j(T50.5 eV)51023 ~Ref. 7,
p. 791!.

Fitting j by a power-law dependencej51022aTg, we
obtain a50.7, g52.8. Taking the initial temperature
7 © 1999 American Institute of Physics
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T0'1 eV, R(T0)'20 cm, and imposing the conditio
p5const51 atm, we obtain N'1018/T cm23, R
'20T1/3cm. Then

dT

dt
'2187•T7.47,

wheret is expressed in seconds, andT in eV.
For the time required to cool down to the temperatureT

we have

t52E
T0

T dT

187•T7.47'
8.2631024

T6.47

and for T,0.4 eV the cooling timet.0.32 s. We note a
once thatt is bounded from above by a time of the order
a second, governed by thermal conduction,2

t'
x

~R/2.4!2 ,

since forT'0.5 eV we havex5nT /satN'100 cm2, where
sat'10215cm2 is the characteristic cross section of t
atomic interaction,nT'105 is the mean thermal velocity o
the gas particles, andN'1018cm23.

The degree of ionizationa of the emitting volume can be
estimated using the Sach–Boltzmann formula

NeNi /N5~gegi /g!~meTe/2p\!3/2exp~2J/T!,

where j is the ionization potential of the gas;Ne , ge , me ,
and Te are the concentration, statistical weight, mass, a
temperature of the electrons; andNi andgi are the concen-
tration and statistical weight of the ions.

For J514– 15.6 eV~nitrogen! and Te , T50.5 eV we
obtain Ne'10132631013cm23, equivalently, a51025

21024.

SOME EXAMPLES OF ARTIFICIAL BALL LIGHTNING

Let us turn now to some interesting artificial lumino
objects.

1. The formation of fireballs in some submarines h
been described in detail in Refs. 8 and 9~see also Ref. 1
pp. 62 and 174!. When the circuit breaker of the dc circuit o
a system of storage batteries is shorted out, a return-cu
relay automatically disconnects the closed contacts, wh
leads to the formation of an arc between them. Usually,
arc quickly extinguishes. But sometimes a detached gr
fireball has been observed, moving in an outward direct
away from the contacts. The floating balls existed
roughly 1 s, and their observed diameter varied roughly fr
10 to 15 cm. The green light is apparently due to emiss
from neutral copper atoms vaporized from the copper c
tacts during formation of the fireball. By control experimen
it was established that the fireballs arose only under th
conditions in which certain threshold values of the power
the current in the circuit were exceeded. For example
small fireball arose for a currentI 51.53105 A and voltage
V5260 V. According to refined data, the energy contain
in the fireball wasE5400 J ~Ref. 1, p. 63!. The described
regularities were confirmed by tests of return-current devi
at the Philadelphia Naval Shipyard in 1974.
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If the hypothesis of Ref. 2 is valid, then the energy of t
fireball contains translational, rotational, and vibrational d
grees of freedom of the particles that make up the fireb
Then

E5 iN̂T,

whereN̂ is the total number of particles in the fireball~since
fireballs appear in air, I assume that the particles are ma
diatomic molecules or atoms, and accordinglyi 57/223/2,
depending on the degree of dissociation of the air m
ecules!.

The described processes occur in the atmosphere; th
fore, from the equality of pressures inside and outside
fireball we have

NT5N0T0 ,

whereN, N0 and T, T0 are the particle concentrations an
temperatures inside and outside the ball.

For the above value ofE the radius of the balls should
be equal to

R5A3 3V

4p
5A3 3N̂

4pN
5A3 3E

4p iN0T0

and should equalR58.326.2 cm for i 53/227/2, which
agrees well with the observations. The considered formati
are presented in Refs. 1, 3, and 4 as examples of ‘‘artifici
ball lightning.

2. A large number of works have been dedicated to
description of plasmoids, obtained in high-frequency and
crowave discharges~see, for example, Ref. 1, pp. 125–129!.
In the overwhelming majority of cases, the plasmoids dis
pear almost immediately after the electromagnetic field
switched off. Apparently, the first long-lived plasmoid at a
mospheric pressure was obtained in Refs. 10–12~see also
Ref. 1, p. 182!. A ball of diameter 15 cm existed for 0.5– 1
after termination of a high-frequency excitation. These e
periments are also cited in Refs. 1 and 3 as example
artificial ball lightning. Here, however, I consider the pla
moids described in Ref. 13, since the experiments cited th
were conducted with very good diagnostic equipment. T
diagnostics made it possible not only to measure dire
some parameters, but also, with the help of numerical ca
lations, to obtain those parameters whose direct meas
ment is impossible.

The experiments were conducted in air on different s
ups. Variation of the setups made it possible to vary
energy flux density of the focused beam of electromagn
radiation in the focal regionS, the wavelength, the half
maximum duration of excitationt, and the pulse repetition
rate. Below I cite only those facts that are of interest
connection with the given work and in which excitation
the medium was realized with one pulse.

a! A study of the velocity of propagation of a discharg
in air was carried out where the discharge was initiated b
spark withS5103 W/cm2 andt5800ms ~Ref. 13, pp. 161–
162!. The atmospheric-pressure discharge was a unifor
luminous plasma formation during the entire time of its e
istence. The gas was heated to high temperatures of the o
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of 500026000 K ('0.5 eV). The afterglow time of the dis
charge was 1 ms. The speed of propagation of the disch
during the first microseconds of its existence reached va
of the order of 105 cm/s, decreased abruptly, and at the e
of the pulse dropped to values'63102 cm/s. Taking the
mean velocity of propagationv to be a few thousand cm/s
we find that the radius of the excited region should
R'vt'1 cm.

b! For S5104 W/cm2 and t5800ms the time depen-
dence of the gas temperature of the plasma of an equilibr
microwave discharge at atmospheric pressure was meas
~Ref. 13, pp. 171–172!. Results of measurements obtain
using an optical technique are in good agreement with va
of the temperature temperature calculated by Sach’s form
under the assumption of local thermodynamic equilibriu
using a time dependence of the electron density that
measured experimentally under the same conditions. At
end of the pump pulse the gas temperature was equa
T'6000 K. After termination of the microwave pulse, th
gas slowly cools with a characteristic time'1 ms. The spa-
tial distribution of the electronsNe is close to table-shaped
If we estimate the radius of the excited region from the
dius of the region in whichNe is nonzero, then its radius wil
be R'0.8 cm.

Note that the thermal-conduction cooling time of the e
cited regionR'1 cm is of the order of 1 ms, the time ob
tained in cases~a! and ~b!. In the experiments, larger plas
moids were also obtained, with radiiR'20230 cm.

c! In a study of the dynamics of the development, ex
tence, and decay of a plasma in a discharge initiated with
help of a metal–insulator contact placed in the region of
focus of a microwave beam, withS5103 W/cm2 and
t5100 ms at atmospheric pressure, a more or less unif
luminous formation was obtained, elongated in the direct
of the focusing antenna~Ref. 13, pp. 174–175!. At the end of
the pump pulse the dimensions of the plasma reached a v
'60 cm in the longitudinal direction and'15 cm in the di-
rection of the electric field vectorE in the incident wave.
After termination of the pulse, the region of space where
microwave discharge existed continues to glow brightly
'0.3 s. The gas temperature was'500027000 K. The
heated glowing volume of air floats upward~due to the buoy-
ancy force! and, gradually cooling, floats out of the field o
view of the television camera.

d! For pumping with 1,t,10 s, a vertical feed of mi-
crowave energy to the discharge from below was used~Ref.
13, pp. 179–182!. Motion of the discharge downwar
counter to the delivered energy was compensated by mo
upward due to convective removal of heat. F
S5103 W/cm2 and t5600 ms intense convective flows o
heated luminous air are formed above the discharge
'300 s after initiation of the excitation, the discharge tak
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on a mushroom-like shape. With time, the cap of the mu
room floats upward, detaches from its foot, and floats ou
the field of view of the camera. After the microwave field
switched off, the plasma continues to glow brightly for hu
dreds of milliseconds. WhenS is lowered to 300 W/cm2 it
becomes possible to keep the discharge stationary for
entire duration of the pump pulse 1.5,t,10 s. For
S5200 W/cm2 a regime of motion is observed in which th
plasma ball has a diameter of 10230 cm and floats vertically
upward with a velocity of'1 m/s.

Note that a floating-upwards, similar to that describ
for cases~2c! and~2d!, was also observed for the fireballs
case~1! and for the plasmoids in Refs. 10–12, which al
gives an idea of the high temperature inside these for
tions. The existence time of the formations for cases~1!,
~2c!, and ~2d! is 0.2,t,1 s and coincides with the erma
conduction cooling time for the excited regions withR'10
220 cm mentioned in the Introduction.

CONCLUSION

Among the artificially created luminous formations co
sidered in the literature as examples of ball lightning w
lifetimes t<1 s, I have singled out formations whose natu
can be well explained if one assumes that they are a we
ionized plasma with a gas temperatureT'0.5 eV ~6000 K!.
Their maximum lifetime, estimated in Ref. 6, after a corre
tion for the temperature dependence of the coefficient
thermal emission of air, is consistent with the lifetime o
tained in Ref. 2, which is equal tot'0.2– 1 s for radii of the
balls R'10– 20 cm.
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The influence of the local thermal effect of continuous CO2 laser radiation with a power density
as high as 103 W/cm2 on metal–Si films is investigated. It is discovered that the structural
defects formed as a result of irradiation influence the transport of the metal in Si. ©1999
American Institute of Physics.@S1063-7842~99!02010-3#
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Among the various technological approaches for i
planting impurities in Si, utilization of the thermal effect o
optical radiation for doping Si with metals by irradiation of
metal–Si film has been studied most thoroughly. Wh
pulsed radiation is employed, liquid-phase implantation
promoted by a thermal mechanism, and the solid-phase
plantation of metal atoms can be influenced by the pres
of laser-induced shock waves.1 In addition, it should be ex-
pected that investigations of the local thermal effect of c
tinuous optical radiation can provide additional informati
regarding the mechanism of the implantation of metals in

With this aim we report here the results of an investig
tion of the implantation of a metal in Si using continuo
CO2 laser radiation with a power density up to 103 W/cm2

acting on the metal–silicon system. The substrate use
this study wasp-Si with p513102V•cm and a thickness o
0.6– 0.8 mm, and the metal~Al or Au! was deposited on the
silicon surface in the form of particles with a total mass of
to 2 mg. The irradiation was carried out at room temperat
in air. No melting of the original material was detected at t
power density indicated.

Figure 1 shows cleavage surfaces at different depths
ter exposure of an Al–Si film to laser radiation with a pow
density of 83102 W/cm2. The mass of the metal exceeded
mg. The cleavage surfaces in the laser-irradiated zone w
polycrystalline, and no macroscopic inclusions of the me
were detected across the thickness of the original sampl
was found that the metal emerged on the surface opposi
the irradiated surface, and for the ‘‘through’’ layer in th
irradiation zone the conductance increased with decrea
temperature. Structural defects in the form of microcra
are revealed at a depth of 0.1 mm from the surface in
irradiation zone~Fig. 1a!, and their concentration is lower a
a depth of 0.3 mm~Fig. 1b!. A systematic analysis of the
irradiation of the Al–Si system revealed that the formation
a polycrystalline structure with emergence of the metal
the opposite surface has several stages: formation of a m
drop with an oxidized surface, interaction of the metal w
the surface in the irradiation zone, and the appearance o
particles in the metal. When less than 0.5 mg of the m
was deposited, its emergence on the surface opposite to
irradiated surface was not detected, regardless of the pa
eters and time of action of the laser radiation. When
1251063-7842/99/44(10)/3/$15.00
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sample was irradiated on the side opposite to the meta
surface, emergence of the metal on the irradiated surface
not depend on the amount of metal deposited.

An analysis of the effect of laser radiation on the Au–
system for various starting conditions and a comparison w
the Al–Si system without allowance for the exposure tim
reveal that no melting of the metal occurs in the subsurf
region of Si. Microchannels are detected on a cleavage
face across the thickness of the irradiation zone~Fig. 2!, and
Au inclusions may form in the channels, depending on
amount of metal.

FIG. 1. Structure of an irradiated Al–Si sample at depths of 0.1~a! and 0.3
mm ~b! from the irradiated surface.
0 © 1999 American Institute of Physics
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Let us analyze a possible model of the implantation o
metal in Si on the basis of these data. Melting of the meta
the Si surface can occur when Si is heated, if the cro
sectional area of the laser beam is greater than that of a m
particle or the absorption of radiation by the metal increa
as a result of its oxidation.2 The presence of particles of th
material in the metal indicates that they interact in the s
face region in the case of metals which form silicides. T
formation of defects with an increased concentration in
subsurface region of a metal–Si film can be caused by
influence of thermal stresses with consideration of the a
tional quantity of heat evolved in a local region of Si by t
metal:

Q~T!2cmaL~T2T0!, ~1!

wherec andm are the specific heat and mass of the metaa
is the thermal conductivity of Si,L is the melting depth, and
T0 is the temperature outside the irradiation zone.

An estimate of the thermal stresses with consideration
the Gaussian distribution of the temperature in the irradia
zoneT(r )5T exp(2r2/a0

2) can be determined after Ref. 3. I
the case of axial symmetry, the diagonal components of
stress tensor are determined from the equations

S rr 5
TqE

12n

a2

r 2 FexpS 2
r 2

a2D21G , ~2!

Sww5
TqE

2~12n!

a2

r 2 F12S 11exp
2r 2

a2 DexpS 2
r 2

a2D G , ~3!

whereT is the temperature in the laser-irradiated zone,q is
the coefficient of linear expansion,n is Poisson’s ratio,a0 is
the cross-sectional radius of the beam, andE is Young’s
modulus.

For an Al–Si film atT51200 °C~determined by a py-
rometer! and a051.25 mm, we obtain S rr 528.17
3102 kg/cm2 and Sww527.393103 kg/cm2. According to
Ref. 4, the theoretical value ofSww is greater than the lim-
iting value of the compressive strength of Si, indicating t
presence of thermal stresses, which lead to the formatio
microcracks in the subsurface region. If it is taken into a
count that the formation of microcracks in crystalline ma
rials is promoted by the relaxation of dislocation clusters

FIG. 2. Structure of an irradiated Au–Si sample across its thickness
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is likely that the concentration of dislocations should
greater in the subsurface region and decrease across
thickness when an Al–Si film is heated by radiation,
agreement with Figs. 1a and b. Therefore, the defects form
during irradiation have a dominant influence on the transp
of the metal. In the Au–Si system the presence of defect
the form of microchannels is possibly caused by the c
straints on the formation of silicides and the solubility of A
Nevertheless, with consideration of~1!, when the amount of
metal is small and the sample is irradiated from the metal
side, the possibility of the emergence of the metal on
opposite surface is probably restricted by the defect conc
tration gradient between the subsurface region and the b

To analyze the lack of a dependence of the emergenc
the metal on its amount with consideration of an arbitra
radiation absorption depth as a function of the Si tempera
in the case of irradiation from the opposite side, we cons
ered an additional mechanism, which is associated with
possibility of an accelerating influence of temperature flu
tuations on the diffusion of the metal along the direction
the laser beam. For this purpose we investigated the tr
mission of the laser radiation through Si. According to R

FIG. 3. Dependence of the transmission of radiation with a power densit
40 W/cm2 in Si (x52 s per scale division!.

FIG. 4. Dependence of the transmission of radiation with a power densit
83102W/cm2: 1,2—T15T2 ; 3—T3.T2 ; T is the temperature of the S
before irradiation (x50.2 s).
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5, the transmission coefficient is a function of the total nu
ber of charge carriers

T5F11
~«021!2

4«0
sin2 fG21

, f5f01Df (t) , ~4!

f05
vA«0

c
hS 12

2pe2n0

«0mnv2D ,

Df~ t !52
2pe2

vcA«0
S 1

mn
1

1

mp
D Pt~T! ~5!

@where h is the thickness of the plate,mn and mp are the
electron and hole effective masses, andPt(T) is the time-
dependent total number of electron-hole pairs per unit are
irradiated surface# and has a harmonic form whenPt(T) is
an exponential function. An investigation of the transmiss
of radiation with a power density equal to 40 W/cm2 with
consideration of Pt(T)5s t(T), where s t(T)5s0

3exp(2Eg/2kT), showed that the transmission coefficie
agrees with Ref. 5~Fig. 3!. When the irradiation is carried
with a power density of 83102 W/cm2, the transmission co
-

of

n

t

efficient exhibits anharmonic behavior~Fig. 4!, which indi-
cates the nonexponential form ofPt(T). It is theorized that
the cause of such a form ofPt(T) is the variation of the
temperature in the irradiation zone. As a result, there
increased possibilities for the formation of defects in the b
and a decrease in the defect concentration gradient betw
the irradiated and unirradiated surfaces with an increas
the irradiation zone; this leads to transport of the metal alo
the defects.
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3B. A. Boley and J. H. Weiner,Theory of Thermal Stresses@Wiley, New
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5A. I. Liptuga, V. K. Malyutenko, and I. I. Bo�ko, Fiz. Tekh. Poluprovodn.
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Quantitative reference-free express analysis of some alloys on a laser time-of-flight
mass spectrometer

G. G. Managadze
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N. G. Managadze
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~Submitted February 9, 1998; resubmitted April 1, 1999!
Zh. Tekh. Fiz.69, 138–142~October 1999!

A technique is proposed for analyzing the isotopic and elemental content of metals and alloys
with the help of the LAZMA time-of-flight laser mass spectrometer. It is shown that for
multicomponent alloys when working in the regime of the ‘‘main’’ maxima and recording all the
ions in the energy spectrum the device enables one to perform quantitative measurements of
sample composition and obtain valid results without the use of reference samples. ©1999
American Institute of Physics.@S1063-7842~99!02110-8#
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The compact laser time-of-flight mass reflectr
LAZMA, developed at the Space Research Institute of
Russian Academy of Sciences1–4 operates in the ion free
path regime.5 The instrument combines the high analytic
technical, and operational characteristics necessary to in
tigate the elemental and isotopic composition of solid-st
samples, including powder samples by providing a m
resolution of 300– 600, a sensitivity of roughly 1 – 10 pp
and high reproducibility of the spectra for a homogeneo
sample.

FIG. 1. Diagram of the LAZMA device:1—vacuum chamber,2—system
for interchanging samples,3—detector,4—carriage with target,5—mass
reflectron,6—laser,7—focusing lens,8—neutral filter,9—radiant power
meter,10—target illuminator,11—microscope,12—air-lock chamber for
introducing the sample.
1251063-7842/99/44(10)/5/$15.00
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The design of the analyzer device depicted in Fig.
consists of a mass-reflectron with a completely linear c
figuration possessing axial symmetry relative to the la
beam and motion of the formed ions. Laser light falls up
the surface of the sample, passes through the reflector
and the opening in the detector. Such a design provides
only high reproducibility of the spectra, but also the pos
bility of carrying out a layer-by-layer analysis practical
without limits. Variation of the power density of the lase
radiation is effected with the help of a neutral-density filt
and allows one to obtain singly ionized ions.

The developed technique of performing quantitati
measurements6 is based on the physical principle, accordin
to which valid results are obtained by recording all primar
singly-charged ions formed by the laser beam in the ene
interval from 0 toEmax ~Ref. 5!. Indeed, the laser ion source6

provides not only nonfractional evaporation of the samp
but also an equiprobable yield of ions of different elemen

In the case under consideration, for the diameter of
laser beam equal to 50– 60mm and power density equal t

FIG. 2. Spectrum of Covar.
3 © 1999 American Institute of Physics
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FIG. 3. Spectrum of stainless steel.

FIG. 4. Fragment of the spectrum of the standard glass NBS-612.



e
e
b
tr
o

ro
de
th
hi
ad

u
ar
t

du
e
h
e
el

e
n
o
to
%
te
i

rm
he
re
te

de

e
ls
a

ce
x

ice
ho-

0%
e

usly

rd
to

gh-
en
ata

the
iven

f a
rd

an

re
nc-
in

ion
the
the
. In
tted.
he
s in
ues
of
r-
his
ith

he
tely.

of
ell-
re-
de-
ent

re-
a. It
rst
-93/

ly,

te

1255Tech. Phys. 44 (10), October 1999 G. G. Managadze and N. G. Managadze
109 W/cm2, ions of the majority of elements are concentrat
in the energy interval from 0 to 150 eV. Consequently, wh
recording ions in this energy window the results should
valid, and the ratio of the measured value of the concen
tion of the element to its real value should be close to
equal to unity.

As measurements performed on various mass spect
eters have shown,5 the above statements are valid for a wi
class of devices with laser ion sources. The results of
present work also confirm this. However, when using t
method it turned out that expanding the energy window le
to a sharp drop in the overall mass resolution.

Consequently, over a wide energy window fairly acc
rate results are obtained for the quantitative amount of v
ous elements, but because of the low mass resolution
isotopes, and sometimes also the mass peaks of indivi
elements, coalesce. In the nominal regime of the devic
the narrow energy window from 10 to 40 eV and with hig
mass resolution, accurate results are obtained only for
ments of similar mass while for elements that are wid
separated in mass the results differ substantially.

Given the above constraints, the optimal procedure h
would be combined processing of data in the wide- a
narrow-window regimes. In the wide-window regime the t
tal amount of all the formed ions with energies from 0
Emax is determined, and this amount is set equal to 100
From these data the percent distribution of elements is de
mined from the individual peaks or from groups of peaks
the peaks are not resolved. Measurements are then perfo
in the narrow-window regime with high resolution and t
relative quantities are determined for the previously un
solved elements or neighboring peaks using percent-con
data on individual peaks or groups, obtained in the wi
window regime.

Combined processing of the results makes it possibl
determine the true content of elements in a matrix, and a
the content of impurities, taking into account the fact th
neighboring elements have an equiprobable yield.

This is the gist of the proposed technique of referen
free analysis of alloys, which, without a doubt, requires e
perimental confirmation.

TABLE I. Elemental content of the Covar target in atomic %!.

Content according to Measured content Measured con
Element the ‘‘Metals Handbook’’ in sample 1 in sample 2

Fe 52.5–54.5 53 53
Ni 28.5–29.5 30.7 30.5
Co 17–18 16.4 16.5
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To investigate the analytical characteristics of the dev
in the narrow window, we used samples possessing high
mogeneity with elemental concentrations ranging from 5
down to 0.05%~500 ppm!: Covar, a standard steel, and th
standard glass NBS-612, which contained homogeneo
distributed metals in the form of impurities.

Figures 2–4 present spectra of Covar~Table I!, steel
~Table II!, and a fragment of the spectrum of the standa
glass NBS-612 for metals in the range from rubidium
rhenium.

The steel spectrum gives a picture of the yields of nei
boring elements in the narrow-window regime. It can be se
that all elements are well resolved. The peak-integrated d
on the quantitative content of elements in the matrix of
steel alloy turned out to be close to the standard values g
in the literature.

Let us consider the results of a quantitative analysis o
multicomponent alloy in the wide-window regime. Towa
this end, we selected a sample of industrial 14-karat gold
alloy of gold, silver, copper, and zinc!. Besides the possibil-
ity of obtaining valid results in the wide-window regime he
we also pursued the goal of recording the instrument fu
tion of the device for various elements widely separated
mass. In Fig. 5 two diverging straight lines bound the reg
of the actual content of metals in 14-karat gold, and
symbols represent the experimentally obtained values,
x’s demarcate the root-mean-square errors of the results
these graphs the summed zinc and copper content is plo

It is clear from these data that in the wide window t
measured values of the content of the various element
14-karat gold are in good agreement with their actual val
taken from the alloy certificate. This confirms the validity
the assumption that in the wide window the yields of diffe
ent metals, including those widely separated in mass. T
makes it possible to perform quantitative measurements w
the LAZMA device.

To obtain complete information about the sample in t
narrow window, we assayed the copper and zinc separa
These results are plotted in Fig. 6. The relative amounts
these neighboring elements was determined using the w
resolved mass spectra obtained in the narrow-window
gime, and the content of each element in particular was
termined using the previously obtained values of the perc
content of the two metals taken together.

As can be seen from Fig. 6, the results of the measu
ments stand in good agreement with the standard dat
follows from the experimental data that the data of the fi
of the four series of measurements, the regime 10-147
94B approach the standard values the most closely.

Thus, the main goal of this work was achieved, name

nt
6

TABLE II. Elemental content in a steel sample based on nominal and experimental data.

Data

Elemental composition in atomic %!

C Mn P S Si Cu Ni Cr

Nominal C1154 19Cr-13Ni standard! 0.086 1.42 0.06 0.053 0.50 0.40 12.92 19.0
Experimental using the LAZMA device! 1 1.70 1 1 1 0.39 12.70 19.50
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FIG. 5. Relation between elemental conce
tration levels in a gold alloy based on ex
perimental data (C1) and according to speci-
fications (C2), obtained for different
voltages onU2 : a! 93–94, b! 95, c! 96, and
d! 97–98 V. The voltage onUR5147 V.
The data on copper and zinc are plotted
their total sum.

FIG. 6. Same as in Fig. 5, but with the dat
for copper and zinc plotted separately.
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to demonstrate the possibilities of performing a chemi
analysis of substances in the first phase, alloys! without the
use of a reference sample and without sample preparatio
is not so important that the measurements were performe
a relatively convenient target—a homogeneous gold alloy
is more important that the operativity of the technique w
confirmed and that after processing spectra obtained in
the wide and narrow windows it is possible to correctly d
termine the composition of a multicomponent alloy.

We have also empirically confirmed the absence o
dependence of the efficiency of recording of the ions on th
masses. From the obtained data it is hard to judge whe
this characterizes only the given device or, possibly, this
more general characteristic of a detector that receives
accelerated to an energy of 2 keV before the first plate.

A continuation of this work is planned in which it i
envisaged to examine nonmetallic samples. Of especia
terest are multicomponent samples: ceramics, glasses,
l
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ous minerals, and soils. After the completion of these m
surements it will be possible to more accurately characte
the real analytical possibilities of the LAZMA device.

The authors express their gratitude to L. E. Chumik
for assistance provided during the completion of this wor
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