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Phenomena occurring at the tip of a charged conducting jet are analyzed in detail using
numerical methods developed for axially symmetric flows. Universal mechanisdependent

of the method for producing the jefor droplet formation with different ratios of the

Laplace and electrical pressures on the lateral surface are identified. An explanatory analysis is
given for all of the nonlinear stages of the classical Rayleigh instability of a charged

conducting drop, beginning with the formation of a jet at the surface of the drop and culminating
in the generation of a developed jet of secondary droplets1989 American Institute of
Physics[S1063-78499)00111-7

1. Studies of the physical mechanisms governing theOnly a detailed analysis of a numerical simulation revealed
breakup of a cylindrical liquid jet into droplets have a ratherthe physical nature of this phenomerfon.
long history, beginning with the classical work of Raylefgh. In technical applications droplets are generated by finite
The ideas behind the linear theory of the instability of anliquid jets. Thus the theoretical analysis of the instability of
infinite jet in the absence of an electric field are perfectlyinfinite jets is unsuitable for understanding the droplet for-
clear. Random small perturbations in its radius of the formmation process and choosing optimal operating conditions
e exp(kz) (k=2m/)\) disturb the uniformity of the Laplace for the relevant devices. For example, the dynamics of ex-
pressurep, = a(1/R,+ 1/R,) at the surface & is the coeffi- tended liquid jets bounded on two sid@s the absence of an
cient of surface tension ang, , are the principal radii of €lectric field is beautiful and unexpectedrom the stand-
curvature. In the case of long-wavelength disturbances, ~PoInt of Rayleigh's classical approa?:hp a contracting jet,
is determined by the curvature of the surface},1/in the periodic structures with a characteristic size of the order of

plane perpendicular to the axis of the jet, and the liquid flows2" o<« are self-excited! During their capricious evolution,

from constricted zones toward wider zones, which causes aB esi jetsfcrrlgate a ;enekj of d“’p'?‘ts dOf d|ffer.en|t| s!zes.
exponential growth in the initial perturbations. For short- reakup of this sort has been examined numerically in a

wavelength disturbanced €\ =2, wherer is the ini- number of papefs” without analyzing the physical mecha-

tial radius of the jet the curvature (R,) of a surface pass- nisms for the phenomenon. One such analysis has been car-

. § . . . ried ouf and it was shown that nonlinear surface waves are
ing through the axisR,<0 in a constricted regigrbecomes : )

: X . excited under the influence of an overpresqure-2a/r at
important. The resulting pressure imbalance leads to a r

e o h f the jetin the main regionp, ~a/r,). The pe-
verse flow of liquid, to a reduction in the initial perturba-Ei e ends of the jetin the main regionp, = a/ro) © be

i dt ‘ lati With i NN culiar “resonance” at a length, of the order of 2, occurs
;ons, ar? ° Slt.j ' Zce (?smha |on§. il !ncrea3| g( because local perturbations in the surface pressure are trans-
A the amplitude of the variations ip.(z) (Ap. mitted by the liquid in both directions from the excitation

2 . . . .
—2aslrg) increases, but at the same time there is an N qq with 4 characteristic damping length . The interac-

crease.in the mass of quui_d V\(hose flow over a length equaly, of the counterpropagating waves leads to chaotic frac-
to A brings about the aperiodic development of each of thg;ynation of the corrugated jet into droplets.

constrictions. The optimum value af, corresponding to the This phenomenon necessitates a new way of looking at
maximum growth rate, is given byn,~9ro. the development of the Rayleigh instability of a jet flowing
If & conducting jet is charged, them, and A, areé gyt of an orifice(of course, without contradicting the quan-
smaller, since the negative electrostatic pressure, which igative results of our predecessprivhen there are no ex-
greater in absolute magnitude in regions with a high surfac@ernal interactions, it is customary to assume that the source
curvature, provides correctives to the pressure drop. of the initial perturbations is the thermal noise of the jet
As to the nonlinear stages of the development of theadius? of which the harmonic with the highest growth rate
instability, for a long time little was known about the mecha- .. is selected during transport along the flow. We regard
nism for droplet and satellite formation, when a jet breaks uphis approach as incorrect and offer the following description
at two cross sections to the right and left of the site of theof the process of droplet formation. The end of the jet, with
original constriction, rather than at the constriction itself,a Laplace overpressum , excites a corrugation in the sur-
thereby creating primary droplets with radii on the order offace with a period of\,~2r,. Nonlinear effect$ subse-
1.9, as well as small droplets of sizg/3 (for A\=\,).>  quently give rise to the formation of a droplet at the end of
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a2 when conical protrusionéTaylor coney develop®© Jet re-
gimes were simply unattainable with the numerical schemes

1
0 employed there.
il LT /L 14 Based on general physical considerations, we can state

012345678 910111213147 that a'fter.ajet i; formed, the eIectrohydrodynamic'propesses
near its tip are independent of the manner in which it was
0.525 ~ (@) 1, Al produced. In our work we have chosen the instability of
i highly charged particles as a starting point. At some level of
charge, known as the Rayleigh critical chatge, drop be-
comes unstable and is deformed, ejecting a jet at whose tip
droplets are generated. While there has been much theoreti-
cal and experimental work on the Rayleigh litfitalmost
nothing is known about the dynamics of the breakup of a
charged drop. Theoretical study of this phenomenon is made
difficult by the strong nonlinearity of the process. The energy
0 4 3 approact?® to the problem cannot be used to determine the
mechanisms for interesting nonlinear processes. The tran-
FIG. 1. Generation of droplets from a bounded jet of ligliidthe absence  gjent nature of jet breakup in various physical systéigsid

of external perturbation®wing to self-excitation of short-wavelength struc- . g
tures on the surface. Shown here are the full prae) of the perturbed metal ion sources, electrospray deVMéé and the small

portion of the jet(top) and fragments of the jet radiua(z=0)=0.5cm  Sizes of these jets make eXperimentfal.inVeStigation of the

and longitudinal velocityJ of the liquid as functions of distand@ottom). essence of many of these processes difficult. Even those phe-
nomena which are detected experimentally are often associ-
ated with uncontrollable external interactions. For example,

the jet, and a train of waves with the leadifghortest, in  the generation of oblatéalong the direction of an external
accordance with the dispersion relation of Ref.“teso-  €lectric field spheroids, which, in turn, ejected new jets in a
nant” harmonich,~2r, (Fig. 1) propagates toward the base transverse direction, has been obserfdear from the tip of

of the jet. The long-wavelength components that close théhe jet, prolate spheroids were observed, along with the gen-
wave train impart to the surface a higher level of distur-€ration of secondary droplets in the longitudinal direction.
bances, not comparable to the thermal noise. The data of Fi§¥e have shown, in particular, that these are fragments of a
1 were obtained from a numerical simulation according tosingle prolonged process, and not the result of aerodynamic
the scheme of Ref. 8 for the dynamics of a cylindrical jet ofeffects™® The formation of a steppe@vith thickening in the
water, bounded on the right, with a raditg=0.5cm (ne-  transition zong jet profile (see the plots o&(z,t) in Figs.
glecting the force of gravity and with zero initial liquid ve- 4—6) in the experiments of Tayléf is a regular stage in the
locity). The time at which the third droplet breaks away is €volution of the balance between the electrical and Laplace
shown here. At the front of the train, the phases of the oscilPressures along a jet as it grows.

lations in the radius(z,t) of the surface and of the average 2. For axially symmetric flows of a viscous, incompress-
longitudinal velocityU(z,t) are shifted byr, which is typi-  ible liquid with a free boundary we have used a model that
cal of a wave process. The change in the phase shift at pointée developed earliérThis model provides a fairly accurate

1 and 2 corresponds to growth of the perturbatiord){sz  description of the dynamics of even relatively short-
<0 atl and greater than zero at. The waves are driven on Wwavelength perturbations of the jet, although the longitudinal
account of the drop in surface energy during the formation o¥elocity of the liquid particlesU(z,r,t), was assumed inde-
the next droplet. The process has not gone to completion, biendent of the distanaeto the axis. In this case, the radial
the size of the droplet is already close to the observed valugelocity profile V(r,z,t) is a linear function ofr (V(r,z)
~1.9. It is difficult to escape the illusion that some pertur- = Vo(z,t)r/a(zt), where Vo(z,t)=V(r=a,zt)=da(zt)/
bations are amplified as they are carried away from the bas@ is the distribution of the radial component of the velocity
of the jet. In the steady state the tirhefor the jet to break Of the points on the surface ara(z,t) is the jet profile),

up (droplets to form can be estimated by equating the lengthWhile the corresponding Navier—Stokes equation of motion
of the cut-off portion of the jet),,, to the distance the in a cylindrical coordinate system takes the form

“resonant” harmonic propagates over the tirfg i.e., by 5 5

setting\ ,,=t,Vpn, WhereV,, is the corresponding phase ve- (prla)dVy/dt=—aps/ar + urd*(Vola)l dz?, (1)
locity of the surface wave. After some calculations using the

Rayleigh dispersion relatichwe obtain the standard formula wherep a”P'M are the density apd vis_cqsity of the liquid.
t,~2/y,, in accordance with numerous experimental mea- According to Eq(1), the spatial variation of the pressure

surements. p¢(z,r,t) in the liquid is given by
These results will help later in interpreting the physical . 2

phenomena observed in our numerical simulations of the Pi(z.1,1) =Po(z,1) = (pr/(2a))dVo/dt

breakup of a charged conducting jet. Attempts to model the +(ur?/2)d*(Vola)l 9z, (2)

dynamics of conducting liquids in strong electric fields have

been made previously, but the calculations ended at the stagéherepy(z,t) is the pressure on the jet axis.
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Since the pressung; atr =a in a given transverse cross and (3), we obtain a relationship between the local value of
section of the jet equals the surface presspgéz,t), we  ps and its averag@(z,t) over the transverse cross section of
obtain the following equation for the velocilyy(z,t) from  the jet in a natural way,

Eq. (2) PH(z,1,1)=ps(z,t)(2(r/a)%— 1)+ 2p(z,t)(1— (r/a)?)
pdVy(z,t)/dt=4[p(z,t)—pg(z,t)]/a(zt) (8)

+ uad*(Vola)l iz, (3)  and the equations of motion for each component of the ve-
_ locity, together with the equation fqr(z,t), are solved self-
wheﬁ]p(fz,t) —Iz(po(Zt,_t)+ps(Z,:))/2. " f th consistently, which ensures conservation of the volumes of
__'heforcer, acling on a transverse Cross section ot i€, -, cellmacroscopic particheof liquid during deformation
jet is determined by integrating E(R) from 0 toa. Making .
4 ) . (during the flow.

some transformations using Eq3), we obtain F,
=ma’(z,t)p(z,t). Our earlier assumption that
dU(z,r,t)/ar=0 signifies an arbitrary division of the liquid
into thin disks(truncated congsvhose boundaries have ve-
locities U(z,t). Including all the forces acting on a disk of
this sort with thicknesdz leads to an equation for the lon-

gitudinal velocityU(z,t),

This approach extends the range of possibilities for the
system of Eqs(3) and(4) employed here. Thus the disper-
sion relation for small amplitude surface waves in infinite
jets of radiusr, obtained from the approximate system of
hydrodynamic equations has no significant errors compared
to an exact solution, even for wavelengthsrr /2.8

In the cases of low viscosity and slowly varying jet ra-

pdU(z,t)/dt=—dpldz+ ud*U(z,t)/ dius, p(z,t) is determined by the steady state diffusion equa-
tion
97+ 2[ps— pla(Ina)ldz. (4)
2 2_ AV 2—

The right-hand side of Eq4) includes terms owing to 9°ploz" = (8/a%) (p—ps) +6p(Vo/a)"=0. ©
the gradient in F, and to the surface force In our problem, the surface pressupg(z,t)=p,(z,t)
2mraps(z,t)Azdal 9z acting on the lateral surface of the disk —pg(z,t), where p =«a(1/R;+1/R,), R;=ay, R,
in the longitudinal direction. Thus Ed4) is the standard = — y3(d%aldz?) ~*, y=[1+ (9aldz)?]"?, pe(z,t)
Navier-Stokes equation of motion including the existence of= E?(z,t)/8, andE(z,t) is the electric field strength at the
a free boundary for the given macroscopic particle. surface.

The equation forp(z,t) is easily obtained as follows. In the case of an ideally conducting liquid, the charge

We select a jet segment of lengthz and radiusa(z,t). density distribution is found from the condition that the elec-
When it is deformed during the flova?(z,t)Az(t)=const. trical potential be constant at all points on the surf&cehe
Differentiating this equation with respect to time yields liquid was entirely broken up into a set of truncated cones
_ (with a small ratio of the cone height to the radius of its
2Az(hda(z,bldt+a(z,nd(Az(1)/dt=0. ® average cross sectipwith their planes perpendicular to the
Since d(Az(t))/dt=Az(dU/9z), Eq. (5 yields the axis of the flow. The charge densities on the lateral sur-
equation of continuity for the flow, face of each of these cones of agpare determined from the
_ system of equations b,;o; + ¢, =V(t) and=S;o;=Q if the
2Vo(z.D/a(z,)+U(z,)/92=0. © flow dynamics is considered to have a specified chayge
Again, differentiating Ec.(5) with respect to time and (V/(t) is the surface potential ang, is the potential created
using Eq. (6) and the equation d?(Az(t))/dt? by the external field on the surface of cone numkgrin
=Az[ 9(dU/dt)/dz] yield calculating the coefficients,;, the charge on thih cone is
g2 usually represented by a system of point charges located on
dVo/dt=3Vola+(a/2)[a(dUldu/oz]. @ the middle line of the side surface of the cone, which sim-
After substituting the right-hand sides of E¢3) and(4) plifies the averaging procedure. In our case, where we are
in Eq. (7), we obtain a rather cumbersome equation forsolving the stability problem and highly accurate field calcu-
p(z,t), for which a satisfactory difference approximation lations are necessary, this approximation is unsuitéspe-
that conserves the total volume of liquid is far from obvious.cially for calculating the diagonal elemeriig,). In the exact
However, such a computational scheme is easily constructeskpression fob,; an analytic integral is taken with respect to
without direct recourse to Eq7). (A detailed description of z and a partially numerical and partially analytic integral
this method is given in Ref. 8. with respect to the azimuth. This computational method en-
The approximationsU(z,r,t)/dr=0 has been used in sured a relative error in the determination of the charge den-
many papers. It limits the use of the initial system of equa-sity of less than 0.01% compared to the known analytic so-
tions for numerical study of short-wavelength perturbationdutions. We supplement Eq$1)—(3) with the initial and
of a jet. In our work, however, this was the only approxima-boundary conditions. At=0 a droplet of radius , with its
tion. In the following we calculate the internal pressure ofcenter at the coordinate origir= 0, z=0 is deformed into an
the liquid and do not profile it in some way, as was done, forellipsoid of revolution that is prolate along tfZaxis with
example, in Ref. 18p(zr,t)=pg(zt) (after which the semiaxesro(1+6) andro(1+ 8) Y2 where §=0.05. The
equation of motion was solved only for a single componeninitial velocities U(z,t=0)=Vy(z,t=0)=0 and the total
of the velocity and the second component was determinedlectric charge on the surface equ&@sThe boundary con-
from the equation of continuily In accordance with Eq$2) ditions are
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Nol192| o= 9pl 92| ,—o=U(z=0,1)=0,

a(zc,t)=0, p(Zc,t):ps(Zc:t), (10)

wherez.(t) is the coordinate of the end of the jet.

At each time step the electrostatic problem was solved to
determinepg(z) and p,(z) was calculated for the given
a(z). Then the functiorp(z),® was determined using Egs.
(3), (4), (7), and (10). After that, the new velocities and
coordinates(z,t+ At) were determined using the same EqQs.
(3) and (4). As the droplet deforms, the coordinate grid is
periodically realigned to ensure the required accuracy of the
model for the jet formation and dynamics.

Note that the numerical model for the hydrodynamic part a(z)
of the problem comes well recommended for studies of the 0.4
dynamics of self-excited short-wavelength periodic struc-
tures in bounded jefsWhen we included the electrostatic 0.0
part, as a test we calculated the small oscillations of a droplet —g 4

(I |
ot
[\S]

T I T
|
_—
[\

with a subcritical charge. The resulting agreement with the 0.0 1.0 2.0 3.0 43
analytic solutiof* for the period of the oscillations offers the . z
hope that the calculations will be reliable in more compli-

FIG. 2. a: Profiles of the droplet surface and the radial veldcilyves1—4)
cated cases. _ . for 8,=0.3; @=300 g/$; t=0.0257, 0.0319, 0.0354, 0.0363 s. Inskt—
For small deformations of the droplet, which are de-pg(z), 2— p(z) att=0.0354s. b:5,=0.5, =75 g/$. The initial droplet

scribed using the associated Legendre polynomials, the firshape at the time the droplet/leader breaks atay).0799 s(A magnified

of the modes becomes unstable fQDQR—(l&Tal’s) 12 view of the droplet is on the rightDroplet radius for a spherical shape,
LD - 0/ v r.=0.1cm, charge on the droplgi=0.08%.

the Rayleigh limit in the absence of an external electric field * 9 plak =

for n=2 in the dispersion relatidh

w2=n(n—1)[(n+2)a—Q2/(47rr8)]/(prS). (12) with p(z)—ps(z)<Q. Elongation(tape_ring of _the tip re-
duces the penetration depth of the increasiimgabsolute

In our calculations we shall change the supercriticalityvalue) pg(z.). In addition, the negative pressure is squeezed
parameterd,, defined byQ=(1+ J,)Qgr. For a givense, out from the depth of the jetzKz.) toward its end by the
the initial system of Eqs(3), (4), and (6) is reduced to di- pressure “sources’écvé/a2 in Eq.(9). As a result, the cutoff
mensionless form by introducing the new variabl€s zone for the secondary droplgéhe minimum inV,) swiftly
=t(a/(prg))1’2, Z'=17lry, a' =alry, andu' = ul/(pary) approaches the end of the jet, while the cutoff velocity in-
Thus, all of the many solutions of the problem are detercreases sharplgFig. 23.

mined by two parameterss, and p’. For simplicity, we The formation of an oblate droplet seems strange only at
have assumed thap=1 g/cn?, ry=0.5cm, and u=1 first glance. But for a spherical or ellipsoidalrolate end of
gs tcm %, and varieds, and « in the calculations. the jet, an even thinner jet would extend from its tip, and so

3. Figure 2 shows the results of a numerical simulationon, until the size of the secondary droplets reached zero. On
with a fairly substantial excess charge on the droplethe other hand, foQ>Qg configurations in the form of an
Qr(6.=0.3,0.5). In this case the dimensions of the jet ofoblate ellipsoid of revolution are stable against small axially
secondary droplets are comparable to those of the initiadymmetric deformation®?! Since any external fields will
drop, so it is easier to analyze the electromagnetic phenontdeform a spherical droplet into an prolate ellipsoid, under
ena. In Fig. 2 and below, the pressure is given ingé(s)  real conditions with Q>Qg, according to Basaran’s
and the velocity, in cm/s, while the profiles of the surfaceshypothesi$! oblate spheroids cannot be observed. However,
are given without distorting the ratio of the longitudinal and as we shall see, during the breakup of a jet such configura-
transverse dimensions. Two features of the process by whidiobns can develop naturally if the charge on the secondary
a drop breaks up can be seen easily in Fig12the region droplet exceeds a critical value. Let us follow the dynamics
in which the jet developsgthe distance from the minimum of a jet after the lead droplet breaks awgbig. 2b. The
radial velocity to the end of the jet; curv@s-4 of Fig. 23 screening of the end of the jet by the charge of the first
narrows abruptly in time, an€2) the end of the jet is far droplet causes the Laplace pressuyme, which tends to
from spherical in shape and its cutoff is accompanied by thehorten the jet, to dominate in this zone. Under these condi-
formation of an oblate secondary droplet. tions, the already familiar mechanism exciting surface corru-

Equation(9) shows that the depth to which the negative gation operate$The region where the nucleus of the second
overpressure penetrates into the depth of the liquid at the erdtoplet adjoins the main part of the jeR{<0) becomes a
of the jet(Fig. 2a, inset wherepg(z)>pg(z.) on the sur-  zone with a reduced pressysg (inset to Fig. 3. The flow of
face, is proportional to some effective value afthat de- liquid into this zone from the jet leads to the development of
pends on the shape of the surface neaz,. A narrowing  a constrictiod (inset to Fig. 3 and to the simultaneous de-
of the jet with acceleration takes place only in the regionvelopment, at its left, of a new region with an elevated pres-
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1 ! ! ] 1 1 I ] ] 1 FIG. 4. Spatial variations in the characteristics of the(gmintinuation of
3.60 3.64  3.68 372 376 3.80- -1E+4 Fig. 3) at the time a second droplet breaks awtay0.0815 sy, =0.012 cm,
z ratio of the chargey, to the corresponding critical valugy equals 1.277.

The inset above shows fragments\4f(z), ps(z) (1) andp(z) (2).
FIG. 3. Self-excitation of corrugation on the jet surface after breakaway of °

the droplet/leadefthe continuation of the variant of Fig. RtProfiles of the
surfaces and pressures(z), pe(z), and pg(z) (the corresponding sub-
scripts are indicated beside the cunvim t=0.0811 and 0.0803 8nse).

of new droplets through their electric fields. Thus we should
expect some scatter in the sizes of the main droplets and the
satellites.(Microscopic droplet chaos of this sort has been
sureps (the next element of the corrugation or the next pe-observed in liquid metal ion sourcé.
riod of the surface wavyeowing to the development of a In the version we examine hek&igs. 2—4, the rela-
curvature 1R,.2 If the charge on the surface were neglectedively large 8, and viscosity of the liquidparametery’)
the process would proceed as shown ab@ig. 1). In this  caused initial ejection of a jet whose size was such that, in its
case(the lower part of Fig. B however, the screening of the main part(outside the droplet formation regiprihe Laplace
tip of the jet(emitten decreases as the lead droplet movespressure exceeded the electrical pressbig. 3. For small
away, and this causes an influx of charge. The pressursupercriticalitiesé, and largea (smalleru’), a thinner jet
pe(z.) that draws out the jet increases. A second dropletlevelops, so that the ratio pf andpg at its lateral surface
rushes in behind the first and the electric field in the zonehanges:p, <pg. In this case, after part of the charge is
where the crest of the surface wave devel@pshe future, ejected, we return to the previo(softer, so to saydroplet
the third droplex increases so much as a result of the redisformation regime. But the initial stages of the breakup of the
tribution of the charge, that a minimum appears in the profilget have a somewhat different mechanism for self-excitation
of the total pressur@g (point M in Fig. 3. The influx of  of the corrugation in the surfad€ig. 5. Before discussing
liquid into this zone rises and the amplitude of the crestthe physical bases of this phenomenon, let us make a simple
increases. This leads to further charge accumulation and mathematical analysis of the topological properties of the
negative pressurpg (inset to Fig. 4. Thus the initial corru-  function pg(z) in that part of the liquid which can be called
gation generated in the course of nonlinear wave processesjet. In the variant of Figs. 2b and 3, a function that rises on
transforms into an aperiodic instability regime. the left (dp_/dz>0, sincedR;/dz<0) ends on the right
As the jet evolves, the characteristic stepped surface prawith a region where it falls ps(z)/dz<0), the electrical
file, which is observed in experimenritsdevelops(Fig. 4). charge accumulates, and the electrical pressure dominates. In
The necks joining the second and third droplets adjoin rethe intermediate regiorpg(z) should haveN maxima and
gions of reduced pressurgs to their left and right. This N-—1 minima. ForN=1 (the “fundamental” modg the
situation ends, as is knowftin the breakup of the jet at two highly charged tip of the jet witlps<0 is cut off (for the
points (see theVy(z) profile in Fig. 4;z; »~3.78,3.88cm  profile of Fig. 2b, to the left of the droplet/leadpg>0).
and the formation of a thin, elongated satellite. Naturally, itThe modedN=2 and above correspond to cutoff of the drop-
will also break up, in accordance with the above scenariodet with subsequent excitation of a surface wdtgethe left
and generate a multitude of microscopic droplets. of the cutoff zong by the main pressure jumfinset to Fig.
We did no further calculations of the process, but the3, N=2).
formation of the next droplet is already noticeable in the In the variant shown in Fig5 a fairly protracted zone
radial velocity profile(inset to Fig. 4. The secondary drop- develops in whichpg(z)<0. From the standpoint of topol-
lets will approach a spherical shape as the residual charge @yy, there is no prohibition on the formation of a pressure
the initial droplet(the electric field at the tip of the emitjer maximumpg(z) to the left of this zone. This sort of pressure
decreases with time. jump actually does develop in the later stages of evolution of
Droplet formation is, therefore, entirely determined bythe jet and “threatens” to cut it off at the base as a whole.
nonlinear electrohydrodynamic phenomena at the end of th€o generate droplets from the jet, itself, n@gz) must oc-
jet. Previously formed, charged droplets affect the nucleatiorcur in the region wher@pg(z)/dz<0 at the left and right
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pT 3E+5 lowing way. If the valueg ofp. depenq only on the local
curvature of thea(z) profile, then, besides this factor, the
I SHk magnitude of the electric field is determined by the distribu-
7] tion of the charge over the entire surface of the deformed
. droplet. In Fig. 5a, the reduction ipgz on approaching the
0.015 1E+5 end of the jet(where a negative curvatureRY appears
begins earlier than the reduction in the presqurebecause
of the screening effect of the charge at the tip, which is
0.000 - == VP OEH increasing with time. The shift in the peaks pf and p,
& creates the two extrema jpy(2).
-0.015 4 L L ! "1 -1E+5 The lowered pressumes(z) in the region of poiniN (like
1.04 1.05 1.08 the Laplace overpressure in the variant examined before; Fig.
3) initiates self-excitation of corrugation in the surface in the
direction of the base of the jet. The formation of a second
drop causes electrical charge to accumulate on its surface
and a zone with negative curvaturdRifo form to the left of

i ] it. Conditions for formation of a new pair of extrema in
0.000 f\—ﬁ‘r\ . ps(z) are created, etc.

i ‘\}i i \/\ 40 In a later stage of breakup, a distinctive surface profile is
LN observed(Fig. 5b. In this experimental situation it is diffi-
108 110 112 | L14\ 116 cult not to attribute this profile to some uncontrolled pertur-
0.05 a(2) c z - bations, but, as we have seen, it is the natural evolution of a
_ 1 —400 charged jet. If we increase the viscosity parametérthen
0.00 F with the same mechanism for the initial corrugation, the jet
profile will be smootheKFig. 50.
~0.05 L L ! l : I Figure 5d shows the characteristics of the fat=1.7
1.50 1.60 1.70 1.80 X 10 °s after it has broken off at the poiat=1.13 cm of
2z Fig. 5b. Points 1 and 2 correspond to the fourth min and max
a(z) q ) pair in pg(z). The formation of the following constrictions
0.02 140 and crests can be seen in ttig(z) profile. The “principal”
105 maximum of the pressunes(z) has formed near~1.07 cm
7 (insed. This is a transition region between droplet and jet,
where the liquid accelerates in the radfdward the axis
35 and longitudinal directions before entering the jet. Subse-
0 quently, the loss of charge during generation of secondary
droplets causes a reduction in the electrical pressure on the
n surface of the jet and a contraction of the zone where
25E+4r p =70 pg(z)<0. Droplet formation enters the regime shown in
[ JI Figs. 2b, 3, and 4. In the concluding stage, the jet may be cut
| 0.0E+0 off as a whole in the transition regio@ similar effect de-
| velops in Fig. 4z=3.78cn).
0E+0*™ 1.04 108 112 1.16 If a constant potential is maintained on a jet, then after a
z large number of droplets have been generated in the inter-
FIG. 5. lllustrating the mechanism for excitation of corrugation in the jet ele.CtrOd? gap, the electric field on the jet will decrease. owing
surface for smallé,. a: — Profiles of the surface and pressures dgr to its being ,Screened by secondary droplgts: Pe”OdIC, brea-
—0.05, #=1200 g/2 at t=0.06177 s(the inset shows the overall form of KOff of the jet from the Taylor cone in liquid metal ion
thea(z) curves shown in Fig. 5b and Fd: continuation of Fig. 5aa(z), sources produces low frequency oscillations in the ion
Vo7(é) /(goged Ctl{rvaa tf_or t? t?1.0618_1 st: ﬁ‘:i(z’tszb 0-15%8 s), f5teh= Q-C;& C; current?? As for the ion generation process in these devices,
o e ey DA 0N the estls obtained heFgs. 4 and & it s -
the head of the jet at the poiat= 1.13 cm(Fig. 5b. The inset showp(2) qult to conceive tha}t it can take place from a “hemispherical
within the interval[0;1.09. tip,” as assumed in a number of papers on the theory of
these source¥:?

The possible effect of an electric field on the coefficient
ends. Under these conditions, however, extrema can develay surface tension has been neglected in our calculations. In
only in pairs (max and min, Fig. $aThus a constriction the most important region for droplet formatidRig. 50d,
which cuts a droplet off from the tip of the jépointM) is  pg>p, . Corrections to the Laplace pressure do not change
inevitably accompanied by a broadening of the flow channethe physical essence of these phenomena.

(point N)— a prototype of the nextsecond droplet. Physi- Any local pressure perturbations in the region where sur-
cally, the extrema in the pressupg(z) develop in the fol- face waves are excitdéFigs. 3 and bwill be damped over a

0.4

0.0

—0.4

a(z)

p
1E+6 0.00

| -0.02

SE+5 [ mmmmmmmmmmmneen e
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distanceAz from the localization region in proportion to U,
exp(—3|AZ/ry) (r. is the jet radiusaccording to Eq(9); that 40
is, they hardly exist fodz~ *r.. During self-organization

of the structure of the liquid flow and the surface pressure
profile, elements with a characteristic size2r. appear, 20} -0.4
which have been broken off from the tip of the emitter by the
strong electric field. Thus in the variants shown in Figs. 4
and 5d, the droplet radiug in the initial generation period is
of the order of the jet radiusr{/ry~2.4x10 2 and 6

042

I Y1 3 S

X103 q,/Q~1/300, 1/700;0,/9r~1.3 and 3, wherejr b 30
is the critical charge for a spherical droplet shapes the
electric field at the jet surface decreases, the scenario for a(z) 0

droplet formation approaches the regime shown in Fig. 1
(rk% 1&6)

Let us note yet another feature of droplet formation. As
we saw above, the secondary droplets are in the form of
oblate spheroids with electrical charges above the critical 0.0 ,
level. These configurations are unstable with respect to small ) %,40 1.45 1.50 1.55 1.60
deformations into a triaxial ellipsoitf. Thus we present the z
scenario for the evolution of the secondary droplets as fol-
lows. Microscopic jets develop in the equatorial part of the j . c
oblate spheroids and new droplets are generated. This pro-gg+4 -
cess is possible for the lead droplets in Figs. 4 and 5 until
breakoff from the initial droplet. If, on the other hand, the
excess charge is not too higthe instability growth rate is
low), then breakup of the secondary droplétsth ejection
of jets in a direction perpendicular to the direction of mojion 4g+4
will be observed near the tip of the initial jet. As the micro-
scopic droplets are generated, the droplet charge falls below
critical. The radial compression of the droplet owing to the
Laplace pressure transformgliiecause of inertjanto a pro-
late ellipsoid. Under these conditions, a third stage of jet gg+¢
formation is possiblgin a zone further from the emittgr
again in the longitudinal direction, even df,<qg.?* This
type of dynamics for multistep droplet generation has been

Ps
0E+0

~2E+4

\— —4E+4

reported before, but the observed breakup of oblate and pro- e 1.46 1.48
late ellipsoids was attributed to random aerodynamic z
effects®?®

. . . . FIG. 6. Breakup of an uncharged droplet in an external electric fEeld.
As an illustration of the third stage of droplet formation —0.%,, a=75g/¢. a: Time dependence of the velocity of the jet tip

let us consider the breakup of an uncharged spherical dropletyz, t): the inset showsi(z,t=0.1228s); b: fragments of the surface
in an external electric field that is below criticA= 0.9E+. profile and radial velocity near the tip 8 0.1228 s; c: fragments @f (2),
(The critical field i$* E;= 1.625(04/1‘0)1/2.) As it stretches  Pe(2). ps(2) anda(z) in the region where the jet widens substantially (
out along the field, the droplet passes the equilibrium posiz 0-1228 . The extrema ops(z), 1 and2, are the zones where constric-
. . . - - tions on the jet surface and the subsequent crest of the wave d¢se®the
tion as a result of inertia and is sufficiently deformed fory, ) hrofile in Fig. 6b.
instabilities to develop at its tipd-igs. 6a and b

In Figs. 4, 5b, and 6b, characterisiig(z) and Vy(2)
profiles with three extrema develop in the regions where th&levelopment of surface instabilities in the nonlinear stages.
crest of the surface wave has developpg(£) <0, Vo>0).  As these calculations show, even before they break away
Figure 6¢ shows a typical structure of the spatial distribu-from the jet, the oblate spheroids formed at the tip of the
tions of the electrical and Laplace pressures in this kind oemitter undergo small, axially symmetriaccording to our
zone. As the crest developsg(z) andp,(z) increase at its mode) oscillations about some equilibrium position.
peak and decrease to the right and left because of the increas- Droplet generation from a jet of highly conducting,
ing negative curvature of the surfaceR1/ As a result, the charged liquid is, therefore, determined by a complex of non-
initial minimum in the total surface pressumgs, which linear electrohydrodynamic processes: excitation of nonlin-
stimulates the development of the crest, splits into twoear surface waves in relatively low electric fields at the tip of
minima. (See Fig. 6¢; see also around paiitin Fig. 3 and  the emitter and of short-wavelength aperiodic instabilities
the inset with a fragment gbg(z) in Fig. 4) Note that the with the formation of pairs of extrema in the total surface
increase in the Laplace pressure at the peak of the crest prgressure in strong fields, formation of secondary droplets in
cedes the increase in the electrical pressure and limits ththe form of oblate ellipsoids, formation of extended satellites
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The sizes, charges, and number of daughter bubbles emitted during the development of
instability with respect to the polarization charge in a uniform electrostatic field of a gas bubble
in a liquid dielectric are found on the basis of the Onsager principle of minimum energy
dissipation for nonequilibrium processes. 199 American Institute of Physics.
[S1063-7842900211-1

INTRODUCTION redistributed over the spheroidally deformed surface and
_ 3 o S cause the charge concentration at the tips to increase.
The instability of bubbles in dielectric liquids in strong  The characteristic time for balancing of the electrical
electric fields is of interest in various areas of applied physyotential on the bubble surface is given by=¢R/(xE),
ics, in particular, for the theory of breakdown in liquid di- \hjle the characteristic instability development timeris
electrics. The experimental study of electrical breakdown in_ pR¥ o(1—w/(16m))]*2 (Refs. 4 and 5 In these formu-

liquid dielectrics has.been quite complete. Qbservation%s’wz E2R/(s) is the Taylor parameter, which character-
show that breakdown is preceded by the formation, near thEes the stability of the bubble with respect to the polariza-

cathode, of a vapor-gas microbubble which subsequentlyion chargé y is the surface mobility of the charge carriers

grows. In a uniform external electrostatic field the bubble n the interf between the mediais the density of th
loses its spherical shape and is drawn out along the field to " . € Intertace between e meaja)s the density of the
iquid, and o is the coefficient of surface tension at the

form a figure close to a prolate spherditlin a sufficiently - .
strong electric field, the spheroidal bubble becomes unstablg.‘]‘u'd’ga_S interface. o )
emitting protuberances develop at its ends and small daugh- T x is small and the characteristic timg for the insta-
ter bubbles begin to be ejected from them and carry away thiility to develop is much shorter than the characteristic time
excess chargéPhotographs show that at the time the daugh-Tq for the electrical potential to equilibrate, i.e,< 7y, then
ter bubbles are ejected, the shape of the bubble is very clogBe bubble surface can be regarded as nonconducting during
to that of a prolate spheroid and that the parent bubble emitéie duration of the instability and the charge assumed to be
several tens of daughter bubbles, which form two clustersfrozen into the surface. When this kind of bubble becomes
one at each of the emitting protuberanteBhe daughter unstable with respect to the polarization charge that has ac-
bubbles have linear dimensions two orders of magnitudeumulated on its surface, it breaks up into two equal daugh-
smaller than the bubble which became unstable. ter bubbles that carry equal chardd.on the other handy

The breakup of bubbles in strong electric fields has beeiis so large that the characteristic timgfor instability of the
studied very little theoretically. In this connection, the theo-bubble with respect to the surface charge is much longer than

retical study of the dispersion of a bubble in a liquid dielec-the time for equilibration of the electrical potential on the
tric in an external electric field is of considerable currentpypble surface, i.eqq, i.e., 7g<7,, then the latter can be

interest. The present paper is devoted to this problem. assumed to be ideally conducting.

1. We consider an initially spherical bubble of radiRg We now estimate the characteristic timesand ,, for
formed during local electrical breakdown in a liquid dielec- particular case of a particle with radils=10"3cm in
tric and filled with a discharge plasma. Let the liquid have 8 evane assuming thap=0.66 g/lcn, o=18.42dyn/cm
high heat capacityso we can neglect the change in the tem—8 1 88' the breakdown electric fielé strengEh- 670 gug/’
perature of the system during the instabjlignd let there be cm”%, z;nd the surface charge carrier mobilityis 1 e

a uniform electrostatic field of strength/e in it, wheree is 12 T . I
the dielectric permittivity of the liquid. Under the influence g Then the chara}([:ltenstlc time for Fh‘.e |qstab|I|ty o .d-e-
velop is 7,=0.2X10™"s, the characteristic time for equili-

of the electric fieldE the bubble elongates alorig to pro- ! . i
duce a shape similar to a spheroid of rotation, thereby inpratlon of the electrical potential on the surface of the bubble

creasing its volume so that the radius of an equally largdS 7q= 0-2% 10"°s, andrg>7,. We shall examine this situ-
sphere increases tB The charged particles that fill the ationin more detail below.

bubble at the initial time, with their different signs, partially 2. The change in the potential energy of a bubble as it
recombine and partially settle on the bubble walls, therebytretches out into a spheroid and its volume changes under
causing its polarization in the fiel . Under the influence of the influence of the pressure of the electric fiEldcan easily

the component of the electrostatic field tangential to thebe written down in a linear approximation with respect to the
bubble surface, the charges that settle on the walls will bequare of the eccentricitg® of the parent bubble,

1063-7842/99/44(11)/4/$15.00 1267 © 1999 American Institute of Physics
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2 E2R3 2 58 pression or expansion of the bubbles owing to nonpropor-
AU=470R? 1+ 4—594) s <1+ 3924' FSGA) tionate changes in the electric and Laplace pressures during
emission of daughter bubbles.
v EzRg We shall assume that the daughter bubbles contain a gas
—PVin V—o+ Pat(v—vo)—47-raR§+ e (1) at pressurd®,,. Taking the temperature of the system to be

constant, it is easy to find the change in the potential energy
of the system owing to the-th breakup. In a linear approxi-
mation in terms of small quantiti€she radius,, and charge

g, of a daughter bubbjewe obtain

where Vy and V are the initial and final volumes of the
bubble and® and P, are the pressure of the vapor-gas mix-
ture in the bubble and atmospheric pressure.

Since the equilibrium state of the bubble corresponds to ,B(ey) ERO(v,)

a minimum potential energy, in that state the conditions that  AU,=8mor2A(e,)+q32 + 20,
the derivatives of Eq(1) with respect to the independent &l
variablese? andR equal zero should be satisfied. This yields q n—1
two equations in the linear approximationéf which deter- +2— > q;—2P,V,In —g +2P,{ Vo= VY],
mine the critical conditions for instability of a spheroidal gas el = n
bubble in a fielde , 3
9 P-PR 3 in~1
emw, TR g 2y @ Aen=j|(1-edi e
Equation(2) shows that, as opposed to a liquid droplet in (1—e2)13 ¢ 12
a uniform electric fieldE ,%® the critical conditions for insta- B(e,)= ———tanh te,, v,=|1+-2| , (3b
bility of a gas bubble ire depend on the gas pressure, which €n a?
is determined by the dimensionless paramger
3. When a bubble elongates in a fi¢id, the charge con- e(vn—1) = vptanh [e(v,—1)(v,—e*) 1]
. ) : ) Q(vy) = ,
centration at the tips of the spheroid can increase so much (1—e®)Y(tanh le—e)
that, as for a droplet in a fielé %% an instability of high (30)

modes of capillary waves develops on the bubble surface and
their superposition leads to the formation of emitting protu-where v, is the distance between the centers of the parent
berances at the tips, from which the emission of charge@nd daughter bubbles, measured in terms of the major semi-
daughter bubbles begins and carries away the excess pol@¥esa of the parent bubble, is the spheroidal coordinate of
ization chargé:5® Because of viscous dissipation of the ki- then-th daughter bubbigandV; andV, are the volumes of
netic energy of the daughter bubbles and the braking effedhe daughter bubble before and after the volume changes.
of the electric field of previously emitted bubbles with [N Eq.(3) the first term describes the surface energy of
charges of like sign, the daughter bubbles rapidly come to the two daughter bubbles, the second, their intrinsic electri-
halt. Finally, in the neighborhood of the tips of the spheroidcal energy, the third, the energy of interaction of the daugh-
at a distancé = ma from the tips of the parent bubbla (s  ter bubbles with the parents, the fourth, the energy of the
the major semiaxis of the parent bubble ané a numerical interaction of the cluster of bubbles with timeth daughter,
parameter, the daughter bubbles form a clusten the fol- ~ and the fifth and sixth, the work done by the gas during an
lowing qualitative analysis, the electric field of the cluster ofisothermal change in the volume of the daughter bubbles.
daughter bubbles in the neighborhood of each of the tips is AS in the dispersion of a highly charged bubbfethe
replaced by the field of an equivalent point charge located &Mission process will continue until the Coulomb force
distanceL from the tip of the parent bubble with a charge Which detaches the daughter bubble exceeds the Laplace
equal to the total charge of the entire cluster. force 2mar}: restraining it € is the radius of the constric-
We assume that, as a result of the symmetry of the probion connecting then-th detaching bubble to the pargnt
lem, then-th emission event from Opposite ends of the parenﬁiven that the field Strength at the detachment point is deter-
bubble produces two daughter bubbles with charges mined by the field of the parent bubble and the field from the
which are equal in magnitude but of opposite sigm, ( cluster of previously detached daughter bubbles, it is easy to
<ER?) and radiir,, (r,<R). We shall also assume that the find the condition for breakaway of a daughter bubble from
n-th daughter bubble, which lies in the total electric field the parent®
created by the external sourcg,, plus the polarization

_a2\1/6 /3 n—1
charge of the parent bubble, has the shape of an prolate ®nXn(1—€n)™" sﬂY T(v )——(1_62)23 >
spheroid with eccentricitg,,, which we shall determine by 8 16 " n m2 =

an iteration procedure below. (4)
During breakup of the parent bubble, there is a change in
the potential energy of the system which equals the sum o‘f’h
the change in the energy of the surface tension forces, the
change in the intrinsic electrostatic energy of the bubbles, the T(v,)=1—
energy of their electrostatic interaction, and the work of com- tanh le—e

ere

tanh Y(ev, })—evy(vi—e?)?

: (4a)
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FIG. 1. The dimensionless radi (1), chargesy (2), and specific charges FIG. 3. As in Fig. 1, form=10.
(3) as functions of bubble order number for=3.0 andm=1.

d(AU)/ar,=0 be satisfied. Taking the partial derivatives

" of Eq. (3), we obtain two equations besides K4). for find-
_ X _fn o _In (4b) ing the three unknownX,, Y,, andv,:
"ER " R T by _
B(en) (1-e)**
Y, and X,, are the dimensionless charge and radius of the Y X Q)+ m 21 Yi=0, ®)
n-th daughter bubble, and, is the minor semiaxis of the
n-th daughter bubble. an
The first term in the curly brackets of E) is charac- W B(e,)
terized by the electric field strength created by the parent X,A(e,)— ﬁYﬁ—z_ nn,BXﬁ=O, (6)
bubble at the point where theth daughter bubble breaks Xn

away and the second is determined by the electric fieldyhere
strength of the cluster of previously emitted daughter
bubbles. PPy
. . . . M= . (7)
Since the process of ejecting excess charge by emitting a P—Pa
large number of daughter bubbles is a nonequilibrium second 4 Fqr €?=0.7, 7,= 7=0.6 (calculations show that the
order, stationary process, we require, in view of the Onsage(ﬁaughter bubble has a charge close to the limit in the
minimum energy dissipation principle for nonequilibrium Rayleigh stability sense, so it expand8=0.75, and various
processe%?*_ll that the change in the potential energy of thefixeq values of the parametews a,,, andm, the system of
system during emission of the next bubble should be exgqg (4)—(6) can be used to calculate the dimensionless radii
tremal, ie., that the condition 9(AUn)/d0,=0,  angd charges of the daughter bubbles. In these calculations
(illustrated in Fig. }, it became clear that, as for the insta-
bility of a highly charged droplét® the radii and charges of
102 the daughter bubbles increase with the number of the daugh-
ter. Thea, were assumed equal te=0.9, by analogy with
5.0 a droplet, since calculations of the breakup of charged
droplet§ with «=0.9 give the best agreement between the
calculations and experimental d&t#. m=1 was chosen on
the basis of photograpfs.
4 The calculations also showed that, as for a droplet, an
increase in the Taylor parametsof the parent bubble leads
to a rise in the number of daughter bubbt2ss can be seen
3 in Fig. 2, where the number of emitted daughter bubbles is
plotted as a function of the undetermined parameteior
2 different fixed values of the Taylor parametenf the parent
bubble.
The number of daughter bubbles rises, both when the
0 1 Taylor parameter is increased and when the distance to the
0.5 0.7 0.9 @ clusters of daughter bubbles becomes gred#ersituation

FIG. 2. The number of daughter bubbles as a function of the undefine(With L%a may occur,_for example, for bubbles in low vis-
parameter fow=2.0 (1), 2.5(2), 3.0(3), 3.5 (4). cosity liquids) As L increases, the number of daughter

2.5
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Data are presented from experiments on the ignition of a pulsed, triggered microwave streamer
discharge at the focus of a cm-bam&M wave in an immersed supersonic air jet. It is

shown experimentally that for velocities of the air in the jet up to 500 m/s, the structure of the
discharge remains qualitatively unchanged and retains its streamer character. The finite

size of the transverse cross section of the jet determines some features of the dischat§89 ©
American Institute of Physic§S1063-784299)00311-9

Pulsed microwave gas discharges in electromagnetithe discharge front radiate intensely in the visible spectral
beams with aT EM field structure at centimeter wavelengths range for a timetg, of several microsecondsUnder these
\ in gases at pressur@sabove a thresholgy, determined conditions, the average velocity of the front can be estimated
by the gas species, exist in the form of streanldrsinte-  from the empirical formula
grated photographs with exposure timgexceeding the du- B 5 .
ration t, of the microwave pulse, this kind of discharge V"_(ll\/g)(3><104\/6+ 1.7x107"Eop)); cmis, (1)
shows up as a complicated composite of thin plasma charwherep has dimensions of Torg, is in V/cm, and\ is in
nels. Studies of the time evolution of these discharges showentimeters. The second cofactor is the average rate of
that the channels, or streamers, that make up the dischargeowth of the streamers which form the dischardg,, and
are continually lengthening and branching. the first reflects the fact that they propagate predominantly
One of the main properties of a developed microwaveupstream and perpendicular to the microwaves.
streamer discharge is that it absorbs almost all the electro- It is clear from Eq.(1) that for a pressurp of hundreds
magnetic energy incident on it. This is a significant differ- of Torr, Vg, is of the order of 1&cm/s. For comparison, we
ence between microwave streamer discharges and spatiajso introduce the value &, in air:?
uniform discharges. _ T
Another important feature of microwave streamer dis- B =1.2¢10""n;  viem, )
charges is that the streamers of which they are comprisedyheren is the density of air molecules in ¢m.
like streamers in a dc field, can grow into a region of the  The two properties of this type of discharge noted above
electromagnetic beam where the amplitude of the electriare decisive to its practical applications. Indeed, on one
component of the initial fieldk,, is substantially lower than hand, a microwave streamer discharge uses the electromag-
the critical breakdown amplitudg, (Ref. 2. In practice, this  netic energy incident on it with high efficiency, while, on the
makes it possible to produce microwave streamer dischargesher, its triggered subcritical variant requires comparatively
in an electromagnetic beam for whiély<<E, throughout its  low power and practically accessible microwave sources,
entire volume. Here the conditions for breakdown are createdven at very high gas pressures. At the same time, for certain
by special measures only within its local region. In inte-applications, such as in aerodynanficsjt is necessary to
grated photographs, such subcritical triggered dischargdsnow how this kind of discharge behaves in gas flows, in-
show up as a “tangle” of plasma channels which expandcluding supersonic ones. Using E@) as a reference, we
with t, from the initiation site to the discharge boundary may assume that, for flow velocitids-< 10° cm/s, the dis-
facing the microwave source; that is, the discharge propacharge structure and properties will not change significantly.
gates toward the radiator and one can introduce the conceplevertheless, this assumption requires experimental verifica-
of a discharge front velocity;, . High speed photography of tion.
subcritical discharges shows that the main energy transfer In this paper we present data from experiments on the
processes in the discharge region take place right at its frontignition of pulsed, triggered subcritical microwave streamer
In the front, isolated streamer segments comparable/20  discharges in & EM beam in a supersonic air jet. Since
successively form resonant plasma dipoles that ensure amicrowave streamer discharges produced in electromagnetic
sorption of the electromagnetic energy. Behind the “front,” beams in gas flows have been little studied, at this stage of
the discharge plasma actually begins to decay. our study primary attention has been directed at the funda-
A microwave streamer dischargelat8.5cm was pro- mental aspects of the problem. The problem was: will a sub-
duced in air withp>py,=60 Torr and a triggered variant critical microwave discharge gi>py, develop at all in a
with  a developed structure was produced withflow and retain its streamer structure?
Eo>1.5kV/cm andt,> 10us? Scanning photographs show In the experiments we used an apparatus that has been
that the resonant portions of the streamers which appear idescribed previously®* with some modifications. The ex-
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FIG. 1. A sketch of the experimental apparatus for igniting subcritical trig-
gered microwave streamer discharges in supersonic air flbwsleakproof
vessel,2 — focusing mirror,3 —ruler, 4 — trigger dipole,5 — tube,6 —
breakable diaphragn?, — microwave absorber® — TEM wave.

perimental arrangement is shown in Fig. 1. Shown there is
the vacuum chambeil), a mirror (2) for focusing the mi-
crowave radiation, a triggering microwave dipé located
at the focus, and a dielectric tul§g) which shapes the su-
personic jet that flows around the trigger. In the experimentsgig. 2.
the microwaves were focused onto the center of the vessel.
The vessel and tube were first pumped to a pregsuré\t a
given time the outer end of the tube was opened to the aglectric film with a thickness of 2@m (item 6 in Fig. 1). A
mosphere f§,= 760 Tor) and air began to flow into the ves- nichrome wire with a diameter of 0.1 mm and a length of 3
sel. Then the microwave generator was turned on after am was placed next to the outside of the diaphragm. The
fixed delay. The discharge that developed in the focal regiomvire was connected to the discharge circuit of a high voltage
was photographed with.>t,. capacitor. When the capacitor was discharged, the wire ex-
Linearly polarizedTEM radiation with a plane phase ploded and broke the film. From that time, a linear influx of
front was used in the experiments. It was incident on theair into the vessel began at an experimentally measured rate
vessel at the focusing mirror. In the focal region the trans-of 0.38 Torr/ms.
verse distribution of the field amplitude of the beam was In the experiments the tim&t between the breaking of
close to Gaussian with a characteristic size of 5cm. Alonghe film and the delivery of the microwave pulse was speci-
the beam axis, the field was roughly uniform over a length offied. The value ofAt was estimated in advance from the
a few centimeters. The microwaves had a wavelength oéxpected flow velocity/r . Here it was kept in mind that, in
A=8.5cm, a field amplitude dEy=<7.2 kV/cm at the focus, the focal region, the flow had already been able to form but
and a pulse duration df,=40us. there was, as yet, no reflection of the jet from the vessel wall
The trigger consisted of a copper wire with a diameter ofopposite the tube, located 45 mm from the focus. During the
0.8 mm and a length of 4 cm. It was placed at the focus oexperiments the value oAt was determined more accu-
the electromagnetic beam parallelEq, and attached to the rately, since it was difficult to predict the time the diaphragm
middle of a plexiglas rule(item 3 in Fig. 1) with a width of ~ would break.(In the experiments it was found that this time
25 mm and a thickness of 6 mm. The ruler passed throughay within a range of a few milliseconds.
the focus and was perpendicular to the direction of the radia- Figures 2—7 show pictures of triggered subcritical mi-
tion, which was characterized by a Poynting vedigy and crowave streamer discharges obtained during the experi-
field vectorE . Its wide side was parallel t& ;. In order to ments. In them the radiation travels from right to left dhg
reduce the effect of the ruler on the air flow in the region oflies in the plane of the figure and perpendicularRg. In
the proposed discharge, the ruler was chamfered in its trangrder to explain the perspective in the pictures we introduce
verse cross section, as shown in Fig. 1. The trigger was fas right-hand Cartesian coordinate system with its origin at
tened to the flat side of the ruler, which was turned towardhe focus of the electromagnetic beam, Ytsaxis directed
Po. oppositeP 4, and itsZ axis directed upward in the figures.
The dielectric tube used to shape the supersonic jet hadow, if we superimpose spherical coordinates on it, the axis
an inner diametedsg=5.4cm and a length of 81cm. The of the camera objective forms a latitudinal angle-110°
axis of the tube was collinear with the axis of the trigger. Therelative to theZ axis and a longitudinal angle=20° with
open outlet end of the tube was located 10 cm form theespect to theX axis. In the photographs the length of the
focus. The outer end of the tube was sealed from the atmdrigger dipole can serve as a scale length for the image.
sphere by a diaphragm of polyethylene- terephthalate, a di- Figure 2 shows a discharge without a flow at
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FIG. 3.

pxk=300Torr and Ey=7.2kV/icm. The characteristic
“tangle” of streamer channels can be seen and, to the left,
the vertical luminosity broken in the middle is a reflection
from the vertical piece of the mirror clamp, which is far from
the discharge regiofiabout 35 cm along th& axis). The
bright uniform formation on the left of the “tangle” is a FiG. 5.

discharge over the surface of the ruler at the place where it

comes into contact with the trigger dipole. Above and below

it are the more brightly emitting ends of the trigger dipole wave radiation, which corresponds #,=1.5x10°cm/s
(the luminosity of the lower end is somewhat more disinct and, therefore, tdv,=2.5x10°cm/s. (The V;, estimated
The discharge extends about 6 cm upstream of the micrdrom the photograph can be compared with the value calcu-
lated using Eq(1). Here it should be kept in mind that Eq.
(1) represents averaging both ovigr and over a series of
pulses; that is, the average estimate/gffrom Fig. 2 corre-
sponds to just this situation.

Figure 3 shows a discharge with the sappe=300 Torr
andEq,=7.2 kV/cm, but with a jet, foAt=10 ms. The outlet
end of the tube that forms the jet is visible at the bottom of
the picture. It is illuminated by the spark from the exploding
wire which broke the seal on the tube. Tracks formed by
“fragments” of the wire and diaphragm entrained by the air
flow can also be seen. To some extent, they provide a visual
representation of the jet. As before, reflections and illumina-
tion of the ruler by the discharge can be seen to the left. It is
evident that the distance moved by the discharge toward the
radiator when the jet was present did not change signifi-
cantly; that is,Vy, andV, are essentially unchanged. In this
geometry, in the initial stages of its development the dis-
charge is in the flow and then propagates in air that has not
yet moved. This shows up in the photograph as streamer
channels that are somehow “smeared out” along the flow
when they lie within the flow(cf. Fig. 2) but have distinct
profiles outside the flow.

Figure 4 shows a discharge without a flow and with
FIG. 4. =100 Torr andey=7.2 kV/cm. At thisp, the streamer chan-
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FIG. 6.

FIG. 7.

nels which form the discharge are thicker and more diffuse
than in Fig. 2. Figure 5 shows a discharge with the spine
and Ey but with a jet atAt=50ms. It shows a typical from the upper end of the dipole were substantially
streamer discharge. At the same time, the limited size of theésmeared out” along the flow.
transverse cross section of the jet gives it a certain aspect. Let us comment on these results, given the estimates of
The discharge mainly develops around the jet, as if it surthe characteristic parameters of the jet in Figs. 3, 5, and 7.
rounded the jet and made its boundary visible. We shall assume that over the entire length of the tube there
In order to examine the discharge inside the jet in mords a critical flow! (in the experiments, alwayp,/p,>1.9).
detall, Figs. 6 and 7 show discharges without and with a jetThen, regardless gdy, at its outlet cross section we obtain a
respectively, forp,=100Torr andAt=10ms, but already static pressurgss;=400 Torr, air temperatur@ ¢s=250K,
with a lower Eo=1.7 kV/cm. These photographs were ob-and air flow velocityV=310m/s, for a molecular density
tained with a longer focal length lens, i.e., with a shorterof ngg=1.9X 10%cm 3.
depth of field. The trigger is clearly visible in these pictures. ~ Whenpg>py, as it comes out of the tube the jet takes
In Fig. 6, as before, the illumination of the ruler by the the form of Mach “rolls.” First it expands, while the static
discharge is clearly visible in the central portion of the trig- pressurgg in the flow decreases. Fpg=300 Torr the pres-
ger dipole along its surface at the place where the dipolsurepg equilibrates withp, as the jet diametedr increases
comes into contact with it. Near its upper end, vaporizationbeyond its outlet sizégby only 2%. At this cross section of
of the dipole material can be observed. Vaporization takeshe jet, the Mach number of the flow will bd = 1.23, with
place at the point where its surface comes into contact witl/z=370 m/s, while the density of molecules in the flow will
the high temperature plasma channels. be ng=1.3-n,, wheren,=10*cm 3. For p,=100 Torr, at
In Fig. 7, as before, the boundaries of the flow can behe jet cross section whepg: equalsp, these quantities are
determined from the tracks. Here it is apparent that the picdg=1.3ds;, Vg=500m/s, ng=1.81, and n,=3.4
ture of the discharge has changed with addition of a jetx 10180m‘g.
Under these conditions there is no discharge along the dipole These numbers show that fpg=300 Torr the density
at the ruler surface. The discharge stretches out significantlye at this cross section is 30% higher thay that is, in the
along the flow. It occupies a larger volume. At the sameflow E, is 30% higher than the critical field in the motionless
time, the discharge was initiated by the dipole, which liesair surrounding the jet. According to E¢R), the latter is
within the flow. The lower end of the dipole is subjected to E,=12kV/cm. In this case, therefore, both in the flow and
vaporization, i.e., the flow has not reduced the temperature afutside it, only a subcritical discharge can develop \ith
the plasma channels significantly. The channels emerging 7.2 kV/cm. Thus, the discharge shown in Fig. 3 is subcriti-



Tech. Phys. 44 (11), November 1999 Grachev et al. 1275

cal and triggered, and develops in the flow in its initial stagenamic characteristics of the aircraft. At the same time, in
The diffuse smearing of the streamer channels inside therder to study microwave discharges in jets, as for experi-
flow seen in the photographs does not necessarily reflect ments in a dc field,the finite transverse dimensions of the
change in the growth of the streamers and in their ability tget and the difference between the parameters of the gas in
dissipate the electromagnetic energy. It only characterizethe jet and in the surrounding space must be taken into ac-
the duration of their luminosity. Note, however, that for the count. Neglect of these factors can lead to significant misin-
time tg, estimated in Ref. 3, the absolute broadening alondgerpretations of the observed phenomena.
the flow of streamer channels perpendicula¥te should be We thank K. V. Aleksandrov for help in doing the ex-
about a millimeter. In Fig. 3 the “broadening” is substan- periments.
tially greater. Further study is required to explain this dis-
agreement.
For px=100Torr, Ex=4kV/icm in the vessel and | - .

. . . . L. P. Grachev, I. I. Esakov, G. |. Mishiat al, Zh. Tekh. Fiz.55, 389
7.2kVicm in the flow. Evidently, in this case, for (1985 [Sov. Phys. Tech. Phy80, 228 (1985,
Eo= 7.2 kV/cm the discharge should mostly “surround” the 2a. D. MacDonald, Microwave Breakdown in Gasd¥Viley, New York

jet, as shown in Fig. 5. FoOEy=1.7 kV/cm, which corre- (1966; Mir, Moscow (1969, 205 pp].

; it i 3L. P. Gracheyv, I. I. Esakov, G. |. Mishiet al, Pis'ma zh. Tekh. Fiz.
sponds to Fig. 7, the conditions are subcritical everywhere, 18(22). 34 (1992 [Sov. Tech, Phys. Let@2(11). 737 (1992].

SO the C_“SCharge (_:an (_)nly be triggered within t_he jet and“L. P. Grachev, I. I. Esakov, G. I. Mishiet al, Zh. Tekh. Fiz.64(1), 74
outside it. The major differences between the discharge of (1994 [Tech. Phys39, 40 (1994].
Fig. 7 and the pattern shown in Fig. 6 are most likely asso-°L. P. Grachev, I. I Esakov, G. I Mishiet al, Zh. Tekh. Fiz.655), 21

: : ; e : (1999 [Tech. Phys40, 416 (1995]
ciated with an increased molecular density in the region Ofe,_. P. Grachev, N. N. Gritsov, G. I. Mishiet al, zh. Tekh. Fiz61(9), 185

the trigger dipole when the flow is present. (199D [Sov. Phys. Tech. Phy86, 1073(1991)].
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Data are presented from a study of subcritical microwave streamer discharges in air in an
electromagnetic beam. It is shown that, depending on the degree of subcriticality, this kind of
discharge can have two forms: a self-sustained discharge and a discharge that is attached

to the initiating trigger. The range of subcriticality for the initial field is determined as a function
of air pressure within which the self-sustained developed discharge form exist$999@

American Institute of Physic§S1063-784299)00411-(

It has been proposédhat subcritical microwave dis- In the experiments the discharge region was photo-
charges be used to clean the earth’s atmosphere of the Freogrsphed with an exposure tintg>7. In the photographs
which are destroying its ozone layer. It is assumed that ahown below the microwave radiation moves from right to
discharge will be created in an electromagnetic beam formetéft andE  is vertical. The dimensions of the triggers served
by an earthbound antenna. The discharge will be initiated aas a scale for the images.
the specified height above the earth’s surface by a system of The experimental results for each of the trigger dipole
triggering dipoles and then maintained continuously by thdengths indicated above are shown in Figs. 1 and 2 as a
electromagnetic radiation. Using an electromagnetic bearmatrix of photographs in which the columns correspond to a
with fields significantly below the critical field for self- particular pressurp and the rows, to a definite amplituég
sustained breakdown of air at a given pressure makes it posf the electromagnetic field. The photographs shown in Fig.
sible to reduce the microwave power emitted by the antenna correspond to P=2cm, p=60, 100, 150, 200, and
to a practically realizable magnitude. Employing a streamed00 Torr andE;=0.95, 1.2, 1.4, 1.6, 1.8 and 2 kV/cm. The
discharge offers the possibility of using just a small numbemaximum pressur@ is limited by the feasibility of break-
of initial triggering dipoles. Here we are using the tendencydown in air with a given trigger at the maximuly used in
of these discharges to break away from the trigger and thethe experimentgFor Eq=2 kV/cm andp>400 Torr, the air
develop continuously and in a self-sustained fashion in alid not break down with this trigger.The photographs
subcritical field as growing, branching streamer channels. Ashown in Fig. 2 were taken forl2=3 cm. In this matrix,
the same time, as was noted in Ref. 1, the minimum externdlesides columns and rows analogous to Fig. 1, there is a
field level at which a discharge will break away from the column forp=760 Torr.
trigger and develop independently is unknown at present. It  For analyzing the experimental data it is convenient to
is very important to know this. It may turn out, for example, introduce the concept of the degree of subcriticality of the
that it places a requirement on the microwave power requirechitial field, ¥ =E,/E,, where the critical breakdown field
to implement this method of decontaminating the atmo-E,=40p in V/cm if p is given in Torr. It is evident from
sphere. Figs. 1 and 2 that the shape of the discharge differs substan-

In this paper we present some results from experimentsially for low and high subcriticalities. For low’ the dis-
to determine the lower limit on the field for existence of acharge has the extensively described streamer discharge
self-sustainedindependently developingsubcritical micro-  configuratior®® As an example, Fig. 3 shows a photograph
wave discharge as a function of the air pressure. of this sort of discharge, on a larger scale than in Fig. 2, for

The experiments were done on an apparatus which hgs=150 Torr andEg=2 kV/cm, i.e.,¥ =3. This is a typical
been described in detail elsewhéreinearly polarized elec- tangle of plasma channels. It extends roughly 5 cm toward
tromagnetic radiation with a wavelength=8.5cm and the microwave radiation, which corresponds to an average
pulse durationtr=40us was focused onto the center of a propagation velocity for the discharge front d,=1.25
vacuum vessel. The characteristic size of the focal spot was & 10° cm/s or an average rate of growth of the constituent
few centimeters. The initial amplitude of the electric field atstreamer channels &fy,=2.2x 10° cm/s?
the focus was varied frorky=0.95 to 2kV/cm and deter- At high ¥ the discharge character changes significantly.
mined to within 10%. The experiments were done in a singléAs an example, Fig. 4 shows a photograph, on a larger scale
microwave pulse regime. The pauses between pulses werethan in Fig. 2, corresponding top=150Torr and
least 1 min. The air pressugein the vessel could be varied Ey=0.95kV/cm, i.e., W =6.3. There it can be seen that
from tens of Torr to atmospheric and was measured with astreamer channels move out from the poles of the trigger
accuracy of= 1.5 Torr. A triggering dipole was placed at the dipole, but throughout the entire microwave pulse they con-
focus parallel toE . It consisted of a copper wire with a tinue as if attached to it. Outwardly, this is a completely
diameter of 2=0.8 mm and a length[2 of 2 or 3cm. different type of microwave discharge. In the following we
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FIG. 1. External appearance of triggered subcritical microwave discharges at different air pressures and field amplitiesn,22a=8x 102 cm.

shall refer to it as an attached subcritical microwave streamer In order to develop a criterion, we used the data of Ref.

discharge. 2. Figure 5 shows photographs, taken from that reference, of
The limits with respect tdE, or ¥ for the transition a discharge initiated by a small sphere with a diameter of

from an independentlyself) sustained subcritical discharge 25=2.5mm at a low pressurp=20 Torr, Eq=0.8 kV/cm,

to an attached subcritical discharge can be determined fromind =3 (Fig. 53 and 20us (Fig. 5b. This is a typical

Figs. 1 and 2. First, let us formulate the criterion by whichifuse microwave discharge. Beginning at the poles of the

we shall be guided in determining this boundary. Here thesphere, it expands alorg, as a result of a field-ionization

main difficulty is in the limited capabilities of the experimen- process to a size no greater thai2 and then forms a diffuse

tal apparatus: the short duration OT the microwave pulge anglasma loop directed toward the microwave source. Figure

the small volume of the focal region with a comparatively 5a shows that the time to form this structure is no more than

uniform fI.GId' Uhder these experimental conditions, €VEN 3 few microseconds. For the rest of the time before the end
self-sustained discharge cannot move very far from the trig-

ger. In addition, as Figs. 1 and 2 show,Esis lowered, the of_the microwave pulse_, the si;e of the plfismoid increases
“density” of the streamer channels decreases owing to iF'g' 5D, but the velocny_of this process 1s _mcompa_ra_l:_;ly
reduction in the size of the electromagnetic beam regio ower than the characteristic velocity _at v_vh|ch the initial
within which this type of discharge can develop. These dif-Plasma loop is formed. As a whole, this discharge was es-
ficulties are enhanced by the tendency of the microwav&€ntidlly attached to the trigger throughout the timeThe
streamer discharge, itself, to form a complicated spatial conMOth increase in its size is caused by an ionization thermal
figuration which is not repeated in different microwave Process by which the boundary of a diffuse discharge moves
pulses. Thus, photographing the discharge region from ong@ward the microwave source and is not considered here.
aspect means that it is not always possible to determine the Figures 1 and 2 show that within a certain rangetofa
shape and length of each of the streamers, even if there issreamer discharge can also form a loop that is attached to
small number of them(Producing a large number of shots, the poles of the trigger and is turned toward the microwave
on the other hand, makes the experiment extremely time corsource. This loop can consist of one or several streamer
suming) channels as shown, for example, in Fig. 6, which shows the
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FIG. 2. Asin Fig. 1, for Z=3 cm.

element of the matrix of photographs fol. 22 cm with  “attached” if it only forms short(compared to\/2) channels

p=100 Torr andEy=1.2 kV/cm. that emerge from the ends of the trigger dipole or even a
By analogy with the diffuse form of a discharge shown plasma loop that connects the ends of the trigger during the

in Fig. 5, we shall regard a streamer subcritical discharge asxperimental timer. We shall consider a self-sustained dis-

FIG. 3. Self-sustained developed triggered microwave streamer dischardelG. 4. A highly subcritical microwave discharge in air, which is attached to
with low subcriticality: 7=40 us, 2L=3 cm, 2a=8X10 2 cm. the trigger:7=40us, 2L=3 cm, 22a=8x10 2cm.
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FIG. 5. Diffuse microwave discharge initiated by a small sphere in low
pressure air.

. . . FIG. 7. Self-sustained, developed subcritical triggered microwave discharge
charge to be one which, over the 468 experimental time, 4 4 0w field level:r=40 us 22:8><10’Zcm. % J

could form plasma resonance dipoles with lengths close to
\/2 that were not in direct contact with the trigger.

A typical example of a subcritical discharge capable of  The length of the streamer sinusoid measured from Fig.
independent development for a field amplitugig close to 7 was about 10 cm. Thus, the average rate of growth of the
the limiting value separating microwave discharges capablgtreamerVy,, is at least 2.5 10° cm/s. This is essentially
of independent development from those that are attached pe same a¥, estimated above from Fig. 3 for a discharge
the trigger is shown in Fig. 7 (2=2 cm, p=150Torr, and  with a developed spatial structure for low subcriticality.
Eo=1.2kV/cm). A “plasma sinusoid” extending from the An empirical formula forVg, was given in Ref. 4. It
lower end of the trigger toward the microwave source can bémplies that asE, is reduced, the average velocity of a mi-
seen in this figure. This figure illustrates clearly the self decrowave streamer approaches a constant Vg, which
velopment principle for a microwave streamer discharge in &lepends only on the air pressure. For example, for
subcritical field. Each of the comparatively straight segmentg =150 Torr this formula give¥ ,;;=3.7X 10° cm/s, which,
of this sinusoid near the trigger, with an inclination of given the spatial uncertainty in the trajectory of the streamer
roughly 45° toE ( and a length of roughl/2, is essentially in Fig. 7 and the spatial nonuniformity @&, in the focal
a plasma trigger which ensures the subsequent developmerigion of the electromagnetic beam, is in fair agreement with
of the discharge. experiment. That is, if the microwave streamer broke away
from the trigger and began to develop independently, then it
might have a velocityV, at least equal toV,,. In this
sense, an attached streamer discharge is obviously a funda-
mentally different plasma formation and there should be a
distinct boundary with respect 6, between the two forms
of subcritical discharge. In the following we shall denote this
limiting field by E, . The experimentally determindsg] will
also be the lower limit for using the formula &, (or V)
given in Ref. 4.

Figure 8 is a plot of the minimunk, for each experi-
mental value ofp such that a self sustained microwave dis-
charge exists:@ corresponds to a trigger dipole with
2L =3 cm, andX to one with 2 =2 cm. These values were
obtained from an analysis of Figs. 1 and 2 employing the
criterion formulated above for external differences between
the two forms of discharge.

Itis clear from Fig. 8 that the experimental valuesnf
for the longer trigger dipole are somewhat lower. At the
same time, in terms of the meaning of a limiting field, it is a
FIG. 6. Subcritical microwave discharge with streamer loops “tied” to the Characteristic of the discharge itself and should not depend
initiating trigger: 7=40us, 2a=8x10"2cm. on the method of initiating it. Thus, the weak dependence of
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sentially does not extend outside the region of the electro-
185k . magnetic beam wittEg=E,, i.e., it cannot develop in a
’ subcritical field.
At present there is no quantitative explanation for the
7.6 X X N . .
dependencéV (p) shown in Fig. 9. At the same time, it is
E 14k N N clear that the way to construct a suitable model involves an
> analysis of the plasma and electromagnetic processes taking
W 12k w e place in an individual microwave streamer trigger dipole. As
Fig. 7 shows, it is the major, simplest structure-forming ele-
+ ment of the discharge. Evidently, the dissipative processes in
X ¢ a trigger dipole of this sort determine the amplitude of the
0811 11t 1 I W microwave current along it and, therefore, the charge at its
J 0 p Tirr 5 7 1000 growing end. The curvature of the plasma boundary at this
2

end, on the other hand, determines the surface charge density
FIG. 8. Minimum limiting field amplitude for which a self-sustained, devel- there and, therefore, the field amplification at the head of the
oped subcritical microwave discharge exist® 28X 10”2 cm). streamer. The increase in the size of the enhanced field re-
gion at the end of the plasma trigger dipole as its length
approaches the resonance value, in turn, creates the condi-
the fieldE_ on 2L found here is indicative of the degree of tions for generation of a new microwave streamer trigger
uncertainty in its measurement in this particular experimentgipole.

~InFig. 8, pis on a logarithmic scale, whil, is on a The experiments have shown, therefore, that the pulsed
linear scale. In this plot, the experimental points fit a straightypcritical streamer discharge in air initiated by a microwave
line fairly well. dipole in a electromagneti@ EM-beam in the centimeter

The function¥(p) approximating the data of Fig. 8 is wavelength range develops in two fundamentally different

plotted in Fig. 9...The region aboye this curve is the region Offorms, depending on the degree of subcriticality of the initial
attached subcritical microwave discharges and that below th L .

_ . : - field. For low subcriticality, a discharge generated at the ends
curve, of self sustained discharges. The region below the line

¥=1 corresponds to supercritical discharges. It is eviden?f the trigger dipole separates from it and develops self con-

from this figure that ap increases, there is an increase in theSIStently, propagating counter to the microwave radiation in
range of ¥ within which a self sustained subcritical micro-

the form of lengthening, branching plasma streamer chan-

wave discharge can exist. Under the experimental conditiong8€!S- The average rate at which they grow cannot be below a
it is a large as £¥<17. few times 18 cm/s. For large subcriticalities, the discharge
Extrapolating the¥ (p) curve to lowerp gives an inter- cannot break away from the trigger dipole and remains as if
section with the level linel =1 atp=20—30Torr. This is attached to the trigger dipole throughout a microwave pulse
in good agreement with the experimental data of Ref. 2lasting tens of microseconds. A lower bound on the field for
There it was stated that in an electromagnetic beam witkexistence of a self-sustaing¢ithdependently developinglis-
A=8.5cm, a streamer discharge in air can only develop focharge has been determined in these experiments. This result
p=25Torr. At lowerp, a diffuse microwave discharge es- implies that both the level of the limiting field and the range
of subcriticality within which such a discharge can exist in-
crease as the air pressure is raised. Under the experimental
v conditions at atmospheric pressure, the maximum subcriti-
cality was 17. Therefore, in this case, with other conditions
18 the same, the power of the generator required to create a
- / microwave streamer discharge is almost 300 times lower
141 / than that for an analogous supercritical discharge. These ex-
| / periments have confirmed that the existence of a self-
| I / sustained microwave discharge is related specifically to its
| / streamer structure, which is only characteristic of compara-
| / tively high air pressures. Under the experimental conditions,
| / they can be produced only at pressures above 20 Torr. This
| L pressure is also a limit below which a self-sustained subcriti-
2t _L//‘ cal discharge cannot develop. Finally, the data presented
Oz T im— here can be used to establish more precisely the role of in-
[/ 5 100 § 1000 dividual physical factors when constructing a model of mi-
p, Torr crowave streamer discharges.
FIG. 9. Regions in which the different types of microwave streamer dis- _We thank K. V. Aleksandrov for help in doing the ex-
charge existl-lII). periments.
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An analytical criterion is obtained for microwave breakdown of gases that takes into account the
different diffusion coefficients of electrons along and perpendicular to the direction of the
electric field. Discharge ignition without electron attachment to the gas molecules and in
electronegative gases is examined, along with microwave discharge ignition when a weak

dc electric field is applied. ©1999 American Institute of Physid$$1063-784£099)00511-5

INTRODUCTION wheren, is the electron density artdis time.
Gaseous discharges in microwave electric fields are If a microwave discharge is ignited when processes at

widely used in various areas of technology. Because of thfahe discharge vessel wall can play no significant rolg, then
rapid development of microwave electronics, considerabléhe only process for electron praduction is electron-impact

attention is devoted to studying the conditions for discharg(%:(i).mzhatlon of lgas aLomdsﬁFrge elecrt]rorés. Czn be lost fr<|)m tlrll N
production in microwave transmission lines, since these condischarge volume by diffusing to the discharge vessel walls

ditions set the power limits for these lines. Recently, micro-""nd by attachment to molecules of an electronegative gas,

wave discharges have also found applications in various erﬁ”lnd when microwave and dc electric fields are present simul-
gineering processes: etching of semiconductor materialéaneouswf electrons'can also leave the discharge volume
oxidation of silicon and aluminum surfaces, deposition Ofthrough d'r?CtEd motion toward the cawt_y walls: o

thin films, pumping gas lasers, etc. Interest in microwave ga In the simplest case, when electron-impact ionization of

discharges also arises in connection with the possibility ofne gas mol_ecules and_dlffusmn of_electrons fo the cavity
obtaining new data on the interactions of electrons with at/vall predominate, the criterion for microwave breakdown of

—6
oms and ions. Thus, it is not surprising that many experiment—he gas has the forhn

tal and theoretical papers deal with the ignition of microwave
discharged:*° v 1

It is known that, in an alternating electric field, charged D_e: P 2
particles undergo oscillatory motion whose amplitude de-
creases as the frequency of the field rises. At microwave , . Co
frequencies the amplitude of the electron oscillations is muctiere vi 1s thg electron—lmpacF lonization rate for the_ 9as
smaller than the size of the discharge volufoavity, wave- moleculesD. is the electron diffusion coefficient, and is

guide, etq. Here the bulk of the electron cloud does not (e diffusion length, which depends on the geometry of the

reach the walls of the discharge volume during the oscilladischarge vessel. For example, for a cylindrical cavity with

tions in the microwave field. The heavy positil@nd nega- 'adiusRand height., the diffusion length is given by

tive) ions are even less able to reach the boundaries of the

discharge volume, since the amplitude of the displacements 1 2.4

of the ions in a microwave field is thousands of times smaller _( (©)

than the corresponding amplitude for the electrons. Thus, in

a microwave discharge the only charge carriers are the elec- _

trons, while the ions are practically uninvolved in igniting a  Note that Eqs(2) and(3) are derived under the assump-

discharge. The small amplitude of the electron displacemen{don that electron diffusion is isotropic, i.e., the electron dif-

in a microwave field means, first of all, that wall processedusion coefficients along and perpendicular to the electric

essentially play no role and, second, that the displacement §€!d are t?_ezzsame. However, later experimental and theoret-

the electrons in the field cannot produce space charge effed&! workl. ““has shown that, in general, the electron diffu-

within a significant volumeas opposed to discharges in dc Sion coefficient along the direction of the electric fiely, ,

or if electric field3.1® is not equgl to_that perpendmglar to the fidly,; that is, the
The condition for development of a self-sustained dis-€/€ctron diffusion is anisotropic. _

charge is equality of the number of electrons created in the N this paper a criterion for microwave breakdown in

discharge volume to the number leaving it without an exter92Ses is obtained which accounts for the anisotropy in the
nal ionization source electron diffusion. The ignition of microwave discharges in

electropositive and electronegative gases is considered, as
well the ignition of combination(microwave + weak dc
electric fields discharges.

ane

7_ ’ (1)

1063-7842/99/44(11)/4/$15.00 1282 © 1999 American Institute of Physics



Tech. Phys. 44 (11), November 1999 V. A. Lisovski 1283

MICROWAVE BREAKDOWN WITHOUT ELECTRON *
ATTACHMENT

In this case we shall assume that the only electron loss 1000
process is diffusion to the discharge vessel walls. Suppose
the discharge volume is filled with a gas whose molecules
cannot capture free electrons.

We consider a gas filled gap in a cylindrical cavity of
heightL and radiusR. Thez axis is directed along the cavity J00
axis and the radial coordinate is perpendicular to the axis,
while the origin is located at the center of the discharge gap.

We shall consider the ignition of the discharge in the case

where the cavity is excited by @My, electromagnetic 700 Ll "““'; ' '“'“7"0 ' "'“1'[']'0

wave. For a wave of this type, the resonant frequency is 0.1 p, Torr

independent of the cavity length and the electric field is par-

allel to its axis** We write down the balance equation for the FIG. 1. Microwave breakdown curves for xenorf=2800 MHz,

electrons in the form L=0.318 cmR=3.67 cm;® — experimenfl — calculation according to
Eq. (10), 2 — calculation according to Eq$2) and(3).

E, V/om

dng 19
= Vine+ De? E

(4)

ang 4N
L

r —_—
2 . . T
o 9z Therefore, taking the anisotropy of electron diffusion

We shall use the following boundary conditions: into account makes the diffusion lengtha function of the
geometric dimensions of the cavity, but it also depends on

ne(R,2)=0, (3 the ratio of the diffusion coefficients along and perpendicular
and to the direction of the electric field. In gener@l,#D, and
D, /D, is a complicated nonmonotonic function of the ratio
ne(r iE) =0. (6) E/p of the electric field and gas pressure. Thus, it is very
T2 difficult to solve Eq.(10) analytically and in order to find the

The first term on the right hand side of Ed) is the rate breakdown field it has to be solved numerically. Figures 1

of charged particle production owing to electron-impact ion-"’md 2 _ShOW experimental values of the microwave break-
ization of the gas molecules, the second term is the rate ()c;own field for xenoft and hydro.geﬁ,as well as the break-
loss of electrons perpendicular to the electric field at thedOWn curves calculated according to E(®, (3), apd(lO). )
radial walls of the cylinder, and the third is the rate of loss of_Here we have used the electron transport coefficients given

electrons along the direction of the electric field. Since the" RefS. 23-26. It is evident from these figures that our the-

necessary condition for ignition of the discharge is that thePretical curves calculated using EQ0) are in satisfactory
rates of electron production and loss be equal, @ptakes agreement with the experimental data. The theoretical values
' of the microwave breakdown field given by Eq2) and(3)

the form ) AN ; .
for isotropic diffusion are too high compared to the experi-
vy 114( ong)\ D_1 é°ng mental data and the calculations according to @@). This
D. Nr ar T De Ne 972 -y (7)is because, in most case®, <D,, i.e., electron loss by

diffusion along the electric field direction is much less than
We solve Eq(7) by separating the variablesandz. The
electron density is written as the product of two functions,
one of which depends only on the radial coordingtehile
the other depends only ani.e.,

Ne(r,2)=1f(r)-¢(2). €S) 000 ¢
Then we obtain the following expression for the electron §
density: N
5 —
AJ 2.4 T 9 NS -
Ne(r.2)=Aodo| 1 |CO8 2], 9 < ok
whereA, is a constant and, is the Bessel function of zero L
order.
The criterion for microwave breakdown of the gas, in-
cluding the anisotropy of the electron diffusion, takes the 700 it vl 11
form 0.1 1 10
p,Tarr
vi (242 D, @ _
— = =] + = —. (10) FIG. 2. Microwave breakdown curves for hydrogef=3000 MHz,
De R De L2 L=2.54 cm,R=4.07 cm;® — experimentl, 2 — as in Fig. 1.
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gen given in Refs. 26 and 27 and the electron attachment
coefficients for oxygen molecules given in Ref. 27. Note that
there is a large scatter in the reported measurements of the
electron attachment coefficiefit. This uncertainty in the
electron attachment coefficient for oxygen molecules could
be the cause of the discrepancy between our theoretical curve
and the experimental breakdown cutfe.

1000

T T RTT]

T

E, V/ecm

700
EFFECT OF A WEAK DC ELECTRIC FIELD ON MICROWAVE

BREAKDOWN OF GASES

TTTTTT]

T T, In this section we derive the criterion for breakdown of a
01 1 10 gas in a combinatioimicrowave+ weak dc electric field
p, Torr discharge. Let a microwave fieldl and a weaktoo small to
contribute to the ionization of the gedc electric fieldEy be
FIG. 3. Microwave breakdown curves for oxygerf=994MHz,  cregted simultaneously in a cavity with the directions of the
L =474 cmR=4 cm; ® — experiment,’the curve is calculated using Eq. . fields coincidenta longitudinal combination discharge

S
o
-~

(12). . .

The balance equation for the electrons is
across the fieldto the radial walls of the cavily Since the Me = ViNg+ D= Lo ( ane) L — il 7 Ne Vdc(me (14)
diffusion coefficients are assumed equal in E@$.and (3), ot ror\ or Fri Jz

Lﬁ DHL]_ e,t he”re the (_arlﬁctrotnhlotsses eltpp?ar to bE grejt%hereVdC:eEdC/mven is the drift velocity of the electrons
an they aclually are. Thus, the theoretical curve based Ofy o e electric fieldy,, is the electron-neutral collision
Egs. (2) and (3) lies significantly above the experimental frequency, and andm are the charge and mass of the elec-

pomlts. hen it b d D trons, respectively.
n some cases, when it can be assumed DatD, The boundary conditions are taken to be E§sand(6).

17,2 e ; .
Ee._g., foerCQ 2 ’ thz mO((ijlf![edﬂ:nlcrowavet_bre?kd(iwr? cn fWe seek a solution to Eq14) by separation of variables. In
Eec:'sr(]z() a)ng??g € reduced fo the conventional chiterion Oy, steady-state case, the electron density is given by

\Y;
Ng(r,z)=AJg| =r|exp s=2z|cos —z]|, 15
MICROWAVE BREAKDOWN IN ELECTRONEGATIVE GASES o(12)=Ay 0( R ) p<2DL ) 5( L ) (15
When a microwave discharge is ignited in an electronewhereA; is a constant.
gative gas, the electron density obeys the equation The criterion for breakdown of a gas in microwave and
7 weak dc electric fieldglongitudinal combination electric
dNe 190 0ne Ng field) is
— =(vj—va)Negt+ De— +D —, (11
at er ar | " ar 972 ) 5
i [2.4 +D 7r+ Ve 16
where v, is the rate at which free electrons are attached to D. |R D, L2 4D.D, (16)

the electronegative gas molecules.
Then it is easy to show that, in this case, the criterion for  In the absence of a dc electric fiel&{=0), Eq. (16)

microwave breakdown of the gas takes the form yields the criterior{(10) for microwave breakdown of the gas.
) When the electron diffusion can be assumed to be isotropic
Vi_Va ﬁ) Lo D, 7* (12) (De~D,), the criterion(16) reduces t6%%2°
De De | R/ " De L2 ,
Vi 2.4 ™ Ve
For large discharge vessels, the loss of electrons to the D ( R ) + F+(2De) . (17

walls by diffusion is low, and the dominant electron loss
process is electron attachment. In this case, the microwave Figure 4 shows microwave breakdown curves with a
breakdown criterior(12) simplifies td® weak applied dc electric fielHy, calculated using Eq16).
Evidently, asE,. is increased, there is a rise in the micro-
ViTVa- (13 \wave breakdown field, in accord with Ref. 29. Note that Egs.
Therefore, a self-sustained microwave discharge can bgl6) and(17) are valid only for a weak dc electric field which
ignited in a large cavity when the rate of electron-impactdoes not contribute to ionization of the gas and generate
ionization of the gas molecules becomes equal to the rate gfositive ion fluxes toward the cathodend, as a conse-
electron attachment to the gas molecules. guence, cause significant ion and electron emission from the
Figure 3 shows a theoretical plot of the microwavecathode surfage Of course, in stronger electric fields
breakdown curve for oxygen obtained using the criterionEy., which do contribute to ionization of the gas, the
(12), together with experimental datd.In the calculations breakdown microwave field begins to decrease and
we have used the transport coefficients for electrons in oxyapproaches zero wheky, equals the ignition potential
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The propagation of surface-type potential waves along the interfacial boundary of a plasma with
an ideally conducting metal in an external magnetic field perpendicular to the boundary is
examined. It is shown that a necessary condition for the existence of these waves in the system
is a finite gas kinetic pressure. Dispersion relations for these waves and expressions for

the penetration depth of the wave fields into the plasma are obtained, and they are studied
numerically for various plasma parameters. The frequency region for propagation of these waves is
found. It is also shown that in a nonzero external magnetic field a system of this kind has a
range of frequencies in which the wave is a generalized surface wavd999 American Institute

of Physics[S1063-78499)00611-X

The properties of surface waves in plasma—metal struc- The system of equations for this wave process consists
tures have recently been under intense sfifdinterest in  of the Poisson equation for the potentiabf the field and a
these structures arises in the course of research on plasmgstem of linearized quasihydrodynamic equations with cold
and semiconductor electronit$,limiters and divertors in ions and hot electrorfs:
toroidal controlled fusion devices,the construction of
plasma sources? etc. The dispersion properties and spatial VZp=4me(ne—ny),
distributions of surface wave fields in plasma—metal struc-
tures have been studied in some detail, both theoretically and WV 4 €

experimentally: Here we have in mind surface waves pro- a  m, o TNy,
duced by collective excitations in a plasma medium, whose
frequency is substantially below that of the inherent elec- dn,
+Nga(V-v ,)=0. (2

tronic perturbations in a metal. Results from a study of sur- gt
face waves at the boundary of a metal with a free and mag-
netoactive plasma have been presented previdudlge Heree,, m,, Ng,, V1o, N,, V. are the charge, mass, equi-
properties of potential and nonpotential surface waves in ¢brium density, thermal velocity, perturbation density, and
magnetoactive plasma were studied in the case where tHeydrodynamic velocity of the particles of species (a
external magnetic field is parallel to the interface. In this=e,i, respectively for electrons and ionsind ¢ is the per-
paper we show that surface-type waves can also propagatearbation potential. Since the ions are assumed cold in our
along the boundary of a plasma with an ideally conductingnodel, we haver+;=0, while vi.=+T/m, (T, is the elec-
metal when an external magnetic field is perpendicular to théron temperature in energy unitsThe plasma is assumed
interface. This geometry of the problem is typical of pro- homogeneous with respect to the density and quasineutral
cesses for plasma working of conducting surfaces, when it i§nge=Ngi=no).

necessary to establish the transverse dimensions of a flow, or If we seek a solution for the system of Ed8) in the

in divertor plasmas. Here a necessary condition for the exisform of waves traveling along the axis (1), then it is pos-
tence of a surface wave in a structure of this sort is a finitesible to obtain the following differential equation for the po-
gas kinetic pressure. In a cold plasma, waves of this typéential distribution in the plasma:

cannot exist.

We choose a coordinate system such that the plasma d4(p+ P TR IP w? d?e
occupies the regior>0 anq has a boundary Wlth. an ideally dx? V$e e Ve w2- wﬁe dx2
conducting surfaced— =) in the planex=0. The interface
between the metal and plasma is assumed to be sharp. The ) w? &, w? & )
model of a sharp boundary is valid if the penetration depth of Tk —— —+ > 2 —kj | ¢=0, (©)
Vie €1 o~ wg &il

the surface wave field is much greater than the dimensions of
the transition region. An external magnetic field is directed
. : where
along thex axis. All of the wave perturbations depend on
position and time as 2 2
g1= 817 — 5

pe
A (R, t)=AX)exdi(ky— ot)]. 1) w?’
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w2 w2 If we setHy=0 in Eq. (3), then we obtain an equation
Er=Eip— —— | g=l—— for the potential distribution in a free, hot plasfa.
2 2 2 2 i2 2 2 X X
W~ Wee W™ Wg; The solution of Eq(3) for the potential has the form
4me’ng\ M2 e,Ho P(X)=Arexp(— N X) FAzexp(—AoX), N12>0, (4)
@pa=| Ty v PaT e where
|
2
\2 1 2 €io 2 w? &, w? €1 o €i2 2 e wzky gz 0° & 5
PR Dk sl Rt abunt ol Vi Do abunial. i It sy W2 2. 2z ©
i1 w —wg/ VI8l VTe €il i1 w —we, W —wge €il VI 8il

In the following we shall study wave perturbations of a sur->w,;, wg. Then gj;=gj,=1, g;=1— wﬁe/wz, and g,=1
face type caused by electron perturbations, i.e., with — w,zje/(wz— w?,) and the expressions fmiz can be written
in the form

2 2 .2 2 2 L2 2 2
13) v K w vk ® 1)
1+ )—ali\/8§+ Tey(l— )[ Tey(l— )+2(1+—pe>H. (6)
2 2 2 2_ 2 2 2 2 2
w wce w w wce w w wce w

If we setH,=0 in Eq.(6), then\i=k, while \5=k; The wave propagation conditiok{>0 implies thate
- wzsllv-zre, i.e., the expressions for the reciprocals of the> w,, is the region for existence of surface waves propagat-
penetration depths of the surface waves into the plasma wilhg perpendicular to the external magnetic field. A necessary
be the same as the corresponding expressions given in Refc@ndition for the existence of this surface wave is a finite
for potential surface wave in a free plasma. electron velocity. In the limit oH,= 0, the expression fd(§

In order to obtain a dispersion relation for the potentialtransforms to the known solution for potential surface waves
surface waves being studied here, the initial system of Eqsn a free plasma®
(2) must be supplemented by boundary conditions. The sys-

tem of boundary conditions for a finite pressure plasma is w*wpe‘/|ky|rae, rDe:E_ (11
wpe
¢(x=0)=0, vexx=0)=0. (7 With a small, but finite magnetic field, when the condi-

2
The system of Eqs2) implies that the boundary condition ™ ¢ ?eh : ¢
for the normal component of the hydrodynamic velocity of £'9enfrequency of the surface wave transforms to

the electrons can be written in the form

tions w2, <w’<w?, are satisfied, the expression for the

edp Vi, d[d% o o 5F 7
mdx 4men, dx| g2 Y7 e ® 5 1 //
x=0 4
N . . . 4+ Y
On substituting Eq(4) for the potential and its deriva- .,/.'/
tives in the system of boundary conditio(i® and (8), the s F o
compatibility conditions for the system yield a dispersion Q i 2..7'/
relation for the potential surface waves, N //3
2 2 I .'?./
1+ V—;‘*kizv—?(xiﬂlxzﬂg). (9) 2k ../»')/
wpe wpe i . ;’/
Its solution has the form y = . | ) .
, /) 2000 ( P 4000 6000
kiZiz(w—z—l {wz—l—a)ge-i-wge ¢ y)/mce
VTe | @ee FIG. 1. Dispersion for different values ¢l=wp./ .. (the external mag-

VY 72 netic field is fixed. The plasma temperatufie=1000 K; 2 =10 (1), 1 (2),
— V(02— 02t 02 P+ 402wl ). 10 o013,
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")mwpe\/|ky|rDe

2
Wpe

2
Wee
1+ —|. (12
4 )

It can be seen from this expression that the eigenfre-
quency of the surface wave increases as the external mag- &
netic field is raised. S~

The results of a numerical analysis of the dispersion re-
lation (10) for different values of the parametef)
=wpe/wee (for a fixed external magnetic fieltHy) are
shown in Fig. 1. The curves were obtained for the following
plasma parameter$,= 1000 K andH,= 100 G. It is evident
from this figure that for low magnetic field strengtig the
dispersion curve transforms to the curve of Ref. 1 for a free
plasma. As(Q) increases, the phase and group velocities of
the wave increase.

Figure 2a shows plots of the reciprocal penetration
depths\; and A, corresponding to the components of the ~
wave as functions of the wave frequency and electron tem- \i

-
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FIG. 3. Spatial distribution of the potentigl(x) for pure surface waves
(0=2w¢e) (a) and generalized surface waves=w,e) (b). The plasma
temperature is 1000 K, the densityrig=10'"°cm 3, and the external mag-
netic field isHy=100 G.

perature. The unshaded region of Fig. 2a is the region where
pure surface waves exist; the spatial distribution of the po-
tential in the depth of the plasma for these waves is shown in
Fig. 3a. The potential falls off exponentially at large dis-
tances from the plasma boundary. The shaded region is the
region where generalized surface waves exist. Evidently, the
higher the temperaturg,, i.e., the more intense the thermal
motion of the plasma electrons is, the more deeply the wave
penetrates into the plasma. When the external magnetic field
is lowered, the generalized surface wave region vanishes.
The spatial distribution of the potential in the depth of the
plasma for the generalized surface waves is shown in Fig. 3b.
The spatial structure of the potential of the generalized sur-
face waves is such that it oscillates in the depth of the plasma
as it falls off exponentially at large distances from the plasma
boundary.

Figure 2b shows the reciprocal penetration depths
and\, of the corresponding wave components as functions
of the wave frequency for different values of the parameter
Q=wp/wee (for a fixed plasma density A numerical
analysis shows that, for any finite external magnetic figjgl
there is a finite range of frequencies corresponding to gener-
alized surface waves. Evidently, the higher the external mag-

FIG. 2. a: The reciprocals of the penetration depthsand \, of the cor-
responding components of the wave into the plasma as functions of th
wave frequency for different electron plasma temperatuFgs:100 (upper
pair of curve$, 1000(middle pair of curves and 10 000 K(bottom pair of
curves; these curves were constructed for a plasma dengity10°cm ™3

and external magnetic field,=100 G; b: the reciprocals of the penetration
depthshk, and \, of the corresponding components of the wave into the
plasma as functions of the wave frequency for a fixed plasma dengity
=10cm 2 and different magnetic fields; the electron temperatur@,is
=1000 K. 0¢e=0.1wpe (1), wce=1wpe (2), 0ce=3wpe (3).

netic field is(i.e., the lower(} is for givenw,,), the broader

e generalized surface wave region will be. It is also appar-
ent that the smalle) is, the smaller the penetration depth of
the wave into the plasma will be.

The variation in the dispersion curves witlf)
=wpe/ wee (for fixed plasma density and variable external
magnetic fieldl is illustrated in Fig. 4. Evidently, as the field
Ho is increasedi.e., as() is lowered for fixedw,), the
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waves and expressions for the penetration depths of the wave
field into the plasma have been obtained and these have been
studied numerically for different plasma parameters. It has
been shown that surface-type waves exist in this geometry
for frequenciesw™> w¢,. It has also been shown that in this
kind of system with a nonzero external magnetic field, there
is a range of frequencies within which the wave is a gener-
alized surface wave. The range of frequencies in which the
generalized surface wave exists can be controlled by varying
- the external magnetic field.

L Il 1 L 1 1 Il i L 1
g 1000 2000 3000 4000  S000 6000
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The form of the electron distribution function in the positive column of low-pressure discharges
is examined under conditions such that the electron mean free path exceeds the vessel

radius. Its formation is analyzed taking all major factors into account, including elastic and
inelastic collisions, radial and axial electric fields, and the loss of fast electrons to the wall. It is
shown that the main mechanism controlling the fast part of the distribution function is the

loss of electrons to the wall, which is determined by the scattering of electrons into a
comparatively small loss cone that depends on the relationship between the axial and

radial components of the velocity. Since the elastic collision rate for all elements has a weak
dependence on the energy beyond the ionization threshold, ultimately the high-energy

part of the electron energy distribution function in the positive column of low-pressure discharges
is nearly Maxwellian. The subthreshold portion of the distribution function, in turn, is
determined by the energy diffusion, in a comparatively strong field, of Maxwellian electrons
which arrive after inelastic collisions. The final electron distribution function is well approximated
by an exponential with a single slope over the entire energy range. Only within a narrow

range of scattering angles is the electron distribution function strongly depleted by the loss of
electrons to the vessel walls. In the end, it is concluded that this phenomenon, like the
Langmuir paradox, may be related to aspects of the physics of the formation of the electron
distribution function owing to a combination of already known mechanisms, rather than to a
hypothetical mechanism for thermalization of the electrons, as assumed up to now in the
literature. A comparison of solutions of the model kinetic equation given here with published
Monte Carlo calculations and experimental data shows that they are in good agreement.

© 1999 American Institute of Physids$1063-784299)00711-4

The electron distribution function is traditionally one of exists in a plasma traps electrons with energies belgyy.
the basic questions of gas discharge physics, since the ele$,, is the potential difference between the axis and wall of
trons substantially determine the properties of the plasma abe vesse).Contrary to expectations, however, as the energy
a whole.(For example, see the up to date reviews of work onincreases a¢>ed,, the electron energy distribution function
the kinetics of electrons in gas discharges in Ref.ltthas  does not fall off faster, even though the corresponding elec-
been established that, even in such a comparatively simplgons can freely overcome the radial potential difference and,
object as the positive column of glow discharges, the form ofn a short mean free time
the electron distribution function is determined by a variety —
of parameters and processes. These, in particular, include tr=RIy2e/m,
self-consistent electric fields, elastic and inelastic electrorscape to the walls and recombine there.
collisions, spatial transport, etc. In the diffusion regime, Langmuir returned repeatedly to this paradoxical dis-
where the electron mean free patk<R, the vessel radius, crepancy between experiment and an estimate that seemed
collision processes, and the loss of electrons to the wallbased on physically obvious considerations. In this regard,
cause a rapidexponential fall-off of the electron distribu- D. Gabor wroté of the “worst discrepancy known to sci-
tion function with different slopes in the corresponding en-ence.” The term “Langmuir paradox,” itself, belongs to Ga-
ergy intervals, which has been confirmed in numerous exbor and has entered the scientific vocabulary. It has been
periments and calculations. At the same time, one of théong discussed in the literatufe® Right up to the present
most mystifying phenomena in the modern physics of gagime, in the literature primary attention has been directed at
discharge plasmas has been observed in low-pregisel@v ~ searches for a universal mechanism for Maxwellization of
0.01-0.1 Torrcm) discharges ever since the pioneeringthe electron distribution function, although these attempts
work of Langmuir in the 19208.The linearity of probe have been, as yet, unsuccessful. Here the Langmuir paradox
current—voltage characteristics in semilog plots indicatedtself is essentially proclaimed, since no analyses have been
that the electron energy distribution function was close tomade of the formation of the electron distribution function
Maxwellian. The radial gradient of the potentia(r) which  taking all the major factors into account. Thus, the Langmuir

@
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paradox remains a topical and fundamental problem in theusly for the casé >R of interest to us/ There the initial
physics of gas discharges, which must be solved in order tkinetic equation for the distribution function was analyzed
understand the properties of low-temperature plasmas and tnd simplified on the basis of the following physical consid-
justify the validity of the probe diagnostics used on them. erations. Given the inequality> v; between the correspond-

A Maxwellian distribution usually develops in the ing collision frequencies in a steady-state glow discharge, an
course of random interactiorisollisions of particles among electron which should participate in a single ionization event
themselves or with a thermostat. Since interelectronic colliin its lifetime will undergo many elastic collisions. This in-
sions are rare under “Langmuir-paradox” conditions, vari- equality is usually satisfied in the range of energies of inter-
ous mechanisms for Maxwellization of the electrons havesst. Thus, because of the large difference between the mo-
been discussed widely in the literature. Langmuir, himselfmentum and energy relaxation times of the electrons, the
advanced the hypothesis that collective interactions of thelectron distribution function, as in the cake<R, can be
electrons with turbulent electric fields that develop duringrepresented as the sum of isotropg{r,») and anisotropic
plasma(Langmui oscillations may play a roléOscillations ~ f;(r,»,6) components. Since the anisotropy of the electron
in the wall layers of a discharge have been obsettleugh  distribution function is caused by two independent factors,
the deflection of an electron beam. Similar observations haverift in the axial fieldE, and radial escape of fast electrons to
been reported elsewheté.On the other hand, these oscilla- the wall of the vesself; itself has two components. If the
tions have not been observed in other experiments done spanisotropy is small, then they can be treated independently.
cially under similar condition&®*2 and doubts have been For the first component, this is ensured by the smallness of
raised as to whether these oscillations are responsible fdhe energy acquired along the mean free path in the Eeld
Maxwellizing the electron distribution functioii.It should  compared to the total energy of the electron. Since it is tra-
also be noted that turbulent oscillations are not in thermodyéditionally discussed in all papers on the kinetics of the posi-
namic equilibrium and cannot, in general, serve as a thermdive column, we shall not examine it here. Smallness of the
stat. Thus, interactions of the electrons with these oscillasecond component, on the other hand, is associated with
tions, even if they occur, do not necessarily produce a@mallness of the loss cone within which the velocity of an
Maxwellian electron distribution function. Other mecha- electron leaving the plasma fall§This condition is usually
nisms for Maxwellization of the electron distribution func- satisfied for most of the electrons of interest, whose energies
tion have been discussédhut no satisfactory explanation of moderately exceed the wall potentiéGee Eq.(6) below)
the observed effects has yet been obtained. Electrons with energies <edg,,, the potential differ-

The proposition can be advanced that the Langmuience between the axis and wall of the vessel, are trapped in
paradox is not related to some unknown mechanism fothe volume by the ambipolar potential fal, and the wall
Maxwellization, but to the physical features of the formation potential jumpeds, so thate,= ¢,+ ¢s. Thus, the main
of the electron distribution function under these conditionspart of the distribution function for the trapped electrofg,
Under these conditions a combination of already knowndepends only on the total enefgy
mechanisms may produce an electron energy distribution
function that is close to an exponential with a constant slope. &= W(r) +e¢(r) ©)

As an exz_imple,_consid_er the_ well-known D_ruyvesteyn—(the kineticw=mv
Davydov distribution, which exists for an elastic balance of
the energies of electrons in a collisional plastf@ A >R)

in an external electric field,

22 plus potentiake(r) energies
Electrons with energies>e¢,, can escape to the wall.
Under low-pressure discharge conditions, the anisotropic
component of the electron distribution function associated
with the escape of fast electrons can be substantial. An elec-
(2) tron leaves the volume if it falls within a loss cod) in
which the normal component of its energy exceeds the exist-
ing potential barriet! If we denote the polar angle between
It can be seen that for a constant elastic collision ratgne velocity vector of an electron and the radius vectby

(v(w)=cons), it has a Maxwellian form in the absence of a(e,p,r) (u is the angular momentum of the electypthen
collisions among the electrons themselves or with a thermogs) can be written in the ford®*®

stat.
In this paper we present model calculations of the elec- 60 =2m(1—cosa(e,u,r)). (4)

tron energy distribution function in the positive column of
In order to escape to the wall, an electron must be elas-

low-pressure glow discharges and verify the possibility of I di his | hich | val
approximating it by an exponential with a single slope over i:uca y scattered into this loss cone, which Is equivalent to

wide range of energies. Qualitative arguments are present gss of electrons at a rate

fw 36mv?(w)dw
0 2e’E?

fo(w)=C ex;{ -

tq the effect _that_ a combination o_f already known mecha- Vo= 2( Q4. (5)
nisms operating in low-pressure discharges can create elec-

tron energy distribution functions that are close to Maxwell-  The coefficient 2 shows up because of the symmetry of
ian. scattering at anglea and m— «. As can be seen from Eq.

The kinetic equation for the electrons, including elastic(5), the electrons are lost much more slowly than through
and inelastic collisions, radial and axial electric fields, andfree flight to the walls, which takes a tinte[Eq. (1)]. For a
the loss of electrons to the walls, has been examined prevplane geometry®
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edy—ed(r) In Egs.(9) and(10), E; is the external electric field and
Td)(r)' (6) vex and v;, res_peguvely, are _the. rates of t.he |.n.elas.t|g pro-
cesses for excitation and ionization. For simplicity, it is as-
In a cylindrical geometry, electrons with total energy sumed that there is only one excitation process with a thresh-
£>edq,, can escape to the wall if their perpendicular energyold ¢, and only direct ionization from the ground state. For
&p, exceeds the sum of the potential and centrifugal energiesoncreteness, the collision integral for ionization is written

cosa(e,r)=

at the wall, i.e2"*° assuming that the kinetic energy is divided evenly between
) 5 5 5 the incident and product electrotfs.
ep=MV{I2+ p2l2mr®+ed(r)=ed(R) + u’ (2mRP), The loss coned() is essentially empty, since the corre-
() sponding electrons escape instantaneously to the (aadr
wheremv?/2= (s —e(r))cod a. at time t; [Eq. (1)] and, neglecting the effect of the radial

As long as the loss cone is smaiQ <4), for isotro- electric field in the plasma on the fast electrons, the kinetic

pic elastic scattering of the electrons, their distribution func-€auation for the distribution functiof (e,r,() inside this
tion outside this conef,, can also be regarded as isotropic CON€ can be written in the form
and dependent only on.!’ OF(s,r,80) 1

The character of the anisotropy in the electron distribu- . = 2 fole), (11)
tion function varies substantially, depending on whether it is
associated with an axial field or with loss to the wall for where A\=v/v is the electron mean free path. Evidently,
isotropic scattering. In the first case, the electron distributiort < fo.
function differs little from isotropic at all angles. Mathemati- ~ The self-consistent wall potentigl, = ¢, + ¢s is found
cally, this is reflected in the fact that the coefficients in theby equating the number of ionizatios to the number of
ordinary expansion of the electron distribution function in €lectrons escaping to the wal,, i.e.,
terms of Legendre polynomials fall off rapidly with the har- 5 (R .
monic number. In the second case, however, the electron ziz_J rdr j Vi(W)\/WfO(S)dgz\Ne
distribution function is almost isotropic outside a small loss R? Jo &
cone and practically zero inside it. In other words, the elec- > (R B
tron (_j|str|but|on function _hz?ls a dlsco_ntlnu_lty at its bo_undary. == | rar f vw(w)\/w fo(s)de. (12)
Outside the small cone, it is almost identical to the isotropic RZ Jo edy
part of the electron distribution functiofig. Within the loss . . .
cone, the distribution is also independer?t of angle. Therefore S".‘°e v>vi, LIS e"'der?t fTOm. Eq.(12) that the wall
all the coefficients in the expansion of the anisotropic part oP otgnual e.d"” exceeds the ionization poten tiaj and the
the electron distribution function in terms of spherical har-"aor portion of the electrons are trapped in the volume.

; . The axial electric field is found from the condition that
monics are also smalproportional t05(2), but do not fall the discharge is stationary, i.e., by equating the average num-
off with the harmonic number. Thus, it is inappropriate to 9 Y, 1.€., by €q g 9

. . o . . ber of ionizations per unit volume to the number of ions lost
use this expansion and it is more convenient to consider

fo(e) and the electron distribution function inside the yield o the wall, Wi,

cone,F(e,r,8Q), separately. Z=W,=n./r, (13)
After averaging over the volume, the kinetic equation for _
fo() can be written in the forff wheren, is the volume averaged electron density ands
the ion lifetime.
d — dfg(e) — — Since the ion mean free path usually obays<\, dif-
76 DE 5y~ vede)fo(e) ~vee T eedTols T eed ferent relationships between andR are possible under the
_ _ present conditionsN>R). In general,7; is conveniently
+vi(e)fo(e) —2vi(2e +&))fo(2e +&))  written in the form
+ oy fole), (8) 7,=A?/Ds, (14)
where the coefficients of EG8), obtained by averaging over &nd  for _th% effective coefficienDs one can use an
the radius, are interpolation;” which transforms from the collisional
Schottky regime to the collisionless Tonks-Langmuir regime
_ 2€%°E2 [re (e—ed(r))¥Adr in the limits,
Pe="3m fo v(e—ed(r) ' © -
DS:Da/(1+ZZi/(neVia)), (15)
— a0 whereD,=D,;(1+T./T) is the customary ambipolar diffu-
Vi(s)_fo vi(e—ed(r))(e—ed(r)) rdr. (10 sion coefficient andv;,=Nv;o;, is the ion-neutral(atom
collision rate.
The radiusr (&) determines the point at which an elec- In order to verify the accuracy of the approximate ki-

tron turns and is found from the conditiar=eo(r,(e)), netic equation(8), it is appropriate to compare it with the
while r;(e) is found from the conditioned(r;(e)) results of an independent Monte Carlo method. For the con-
=g—egj, where the indej=ex, i, orw. ditions of interest to us, the most detailed work in this re-
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FIG. 2. The probe currertas a function of the potentid. The conditions
FIG. 1. fo(e) calculated according to Eq7). N=10"cm3, the vessel  are the same as in Fig. 1.
radiusR=1 cm, ¢,=28.5V, andE,=1 V/cm.

semilog plot of the electron energy distribution function is
spect is Ref. 19, in which the electron distribution function inclearly close to linear with an effective electron temperature
the positive column of a glow discharge for an argon-like gasl .= 9.3 €V. Significant deviations from a Maxwellian distri-
was modelled over a wide range of pressu@snTorr to 3  bution function are observed only at low energies. The cal-
Torr). The authors were mainly guided by the collisional culations also confirm the well known fact from the
case {>R), for which they observed a change in the 5|0peliterature14 that T, in low-pressure discharges is set near the
of the electron energy distribution function fer-&, owing  thresholde,, for inelastic processes. Physically, such high
to inelastic processes and the loss of electrons to the wall. Aemperatures are necessary in order for an electron to com-
comparative analysis of these ddtashows that when the plete an ionization event during the short ion mean free time
pressure is loweredp< 10 mTor, the relative contribution 7i to reach the wal(21). Since in this model we are only
of wall losses increases and there is a clear tendency for tr@onsidering direct ionization from the ground state, E#8)
electron energy distribution function to flatten out to an ex-and(13) are independent of the absolute electron density and
ponential with a single slope throughout the entire energyihe electron energy distribution function is expressed in ar-
range. bitrary units. If we use the electron energy distribution func-

In the following comparisons we shall use the cross section shown in Fig. 1 to construct a plot of the probe current

tions for argon, as in Ref. 19: w
W, W<go I(eV)=Jev(s—eV) fo(e)de, (22
o=1.59x10"1® , cn, (16)
Veex/W, W>gey from which the Langmuir paradox was first observed in the
—1.56% 10" In(w/e..), CNE, 1 literature, then we obtain a straight line which is essentially
Tex (Wieex) 9 identical to an exponentidFig. 2). This is because an inte-
0;=3.18<10 ¥In(w/e;)/ (wle;), cn?, (18)  gral dependence of the ty[§22) has a weaker dependence on
_ the details of the behavior of the electron energy distribution
_ 15
7ia=4%10"", cnf. (19 function. It is known that the finite magnitude of the differ-

On averaging in accordance with Eq9) and (10), the  entiated signatl at the probe means that the electron energy
profile of the ambipolar potential can be approximated by thedistribution function is significantly distorted at energies near
parabola the plasma potential for small potentials of oragrwhich

-~ 2 are around (0.3 1)T, in the experiment. Thus, in the actu-
e(r)=eds(r/R)". (20 ally measured second derivatives of the probe current

It is clear from Egs.(16) and (19) that in the case\ I”(eV), the low energy part of the electron energy distribu-
>R of interest to us, the ions are also in a drift regime. Thustion function is not recorded. As an example, Fig. 3 also
in the following calculations we have followed Tonks and
Langmuir and takeme¢,=1.145T in Eg. (20) and

H=RIVig 21) 3
in Eq. (13), wherev;s=\T./M is the ion sound velocity. 4r
The model calculations in Ref. 19 showed that the -5
simple expressiof®) for 8 in the case of a plane geometry =
is a good approximation for a cylinder, as well. T~ -6+
As a comparison, Fig. 1 showfg calculated according
to Eq. (7) for the conditions of Ref. 19neutral gas density T
N=10"%cm 2 and vessel radiusR=1cm). The self- ! :

1 l 1
consistent values of the wall potential,=28.5 eV and lon- v 20 a “0 v
gitudinal field E,=1 V/cm turned out to be close to those rig, 3. The second derivatiié(V) of the probe current for a differentia-
calculated in Ref. 1930 eV and 1.02 V/cm, respectivelyA tion step sized=5 V. Conditions as in Fig. 1.
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FIG. 5. The components of the electron energy distribution fun¢&@nfor

FIG. 4. The terms in the kinetic equati@®) for the conditions of Fig. 1. T=¢
e ex:

é(inetic equation(8) for e <&, with the fast part of the elec-
tron energy distribution function in the forii26),

fom(e)=D1— D= (exp(—eex/Tw)
- (23 + X — 280/ Tuy)) (14 (80— )/ Ty)

shows a model calculation of the second derivative of th
probe current with a finite differentiation stej=5,

[(V+d)+1(V—d)—2-1(V)
d2

Evidently, fore>5 eV, I”(eV) is close to exponential —exp(—(etee)/Ty), (27)
and coincides with the electron energy distribution functionwhich represents the difference between the linkarand
of Fig. 1. The calculations also show that curves analogougxponential®, functions. In the elastic energy range, the
to those of Figs. 1 and 2 are obtained for pure gases whemodel electron energy distribution functi¢d?) is evidently
A>R under all these conditions. In order to understand theyever Maxwellian, even for a Maxwellian fast p&26). The
reasons for such surprising behaviorfgf we turn to Fig. 4,  functions(26) and (27) are close to one another fer- e,
which shows the terms in the kinetic equatit8) for the  and diverge with decreasing energy. Since their differences
conditions of Fig. 1. Obviously, foz>e¢,, the rate of loss  are greatest at low energies, fofT.<1, on expanding the
to the wall significantly exceeds the inelastic collision rates.exponent in®, in a Taylor series, near zero we obtain
while the energy dependences®»g(e) and v, (&) are simi-

1"(V)=

lar. Here the kinetic equatioB) for the fast part of the fo(e=0)=(2ed/ Tw) XN ~ 2/ Tw). (28)
electron energy distribution function with> e, reduces to The expression on the right of E@8) is close to unity
0 _ afge) — [i.e., to the corresponding vglues of E(Q_.6)] only for gey
— D ——— =1, fo(e), (24 =Ty and falls off sharply with decreasing,, . Thus, the
de de closeness of the approximate electron energy distribution
and, roughly speaking, the electron “temperature” for thefunction in the elastic energy range to an exponential with
fast part of the electron energy distribution function, the temperature of the fast portion of the electron distribution
_ is determined by the parameter,/T,,. This sort of approxi-
Tw=VDg/vy, (25  mation is possible only for higli,,~&.,. This is illustrated

is practically constant and independent of the energy. Thg1 Fig. 5, which shows the components of the model electron

reason for this is the weak, decreasing energy dependence ]:%@erg);_lqisitributi%n_ fulgction aﬁ_cohrdir?g to ﬁqgﬁ) 3n|d (I27)
the elastic cross sectidi6) at high energies. This leads to a Of eex/ Te=1, and in Fig. 6, which shows the model electron

small energy dependence fofw) and, therefore, fofr,, in energy distribution functions foasex/Te=0.$, 1 ar_1d 5. Evi-_
Eq. (25). It is well known from the literatur® that at high dently, the complete electron energy distribution function

energiess=s, the elastic scattering cross sections fall off S0uld never be strictly Maxwellian. It can be approximated
slowly with increasing energy and behave this way for al-

most all elements. Thus, this sort of dependence is quite 0

universal. At high energies, thereforg&,, [Eq. (25)], is

nearly constant for essentially any pure gas and the electron -05

energy distribution function foe>e¢,, should be close to ¢

Maxwellian, “° ~1p
5

fole)~exp(—&lT,). (26)

We now consider some possible reasons why the elec-
tron energy distribution function may have the same slope in
the elastic energy range<e, as well. At first glance, this 5 10 7% €
seems paradoxical, since it is well knofirihat the actual FIG. 6. Model electron energy distribution functio(®y) for ¢,/ T.=5 (2),

energy dependences D(W)_ are different in this region for 1(3), and 0.5(4) and the electron energy distribution function of E26)
different gases. Let us write down a model solution of the().
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by an exponential with a single slope only when the electron hk
temperature is high and close to the inelastic threshold.
Therefore, in order for the entire electron energy distri- -4}
bution function in low-pressure discharges to be approxi-
mated by a Maxwellian distribution, two major conditions -5k
must be satisfied: the elastic cross section must fall off
slowly at high energiegbeyond the ionization potential of -8+
the working gasand the electron temperature must be high
(on the order of the inelastic threshpldFailure of either of -10 l : | |
these conditions will cause the electron energy distribution 10 20 K] 40 50
function to deviate significantly from an exponential with a €,ev

single slope, i.e., the Langmuir paradox will be absent. | _ , . . .

. . . G. 7. fy(e) calculated according to Eq7) with an increasing elastic
order to establish V\_/hether this r_nUCh discussed phenome_'nggattering cross section, per H&9). The remaining conditions are as in
occurs or not, that is, to determine the unknown mechanisrmig. 1.
for mawellianization of the distribution and quantitatively
determine its efficiency under various conditions, or confirm
its absence, it is necessary to measure and calculate the el
tron energy distribution function in detail, along with the .

function.

radial electric field profile and the potential jump at the wall, . .
P P Jump These observatiofisan, on the other hand, be explained

under identical conditions. Unfortunately, essentially no the basis of . di . ithout invoki
complete sets of these measurements have been publishgﬂ. € Dasis of our previous discussion, WIthout Invoxing any
ort of hypothetical mechanisms. In fact, on going to a mix-

At present, only we are doing this kind of work. Thus, based®

on an analysis of the known experimental data of variougure_ of gases, V\_/hen i_onization_ s still pr(_)ceeding through an
authors, in this paper we shall present qualitative evidencgiSIIy |on|zedt_”|n;pur|ty,t elllaztlg scz:;[teﬁrmg of e_Itehctronsff_at
that distributions close to Maxwellian can, in principle, de-® e, can siill be controlled by a buffer gas with a suffi-

velop without relying on any additional mechanisms forciently high ionization potential. In the energy range of in-
terest to ugwhich is determined by the excitation and ion-

Maxwellization. o . : .
ation of mercury, the elastic scattering cross section,

Kagan and colleagues at St. Petersburg State Universitg . . :
made systematic measurements of the electron energy dist thch, according to EG®), determines the electron losses to
the walls, can depend strongly on the energy. Here the wall

bution function in the positive column of discharges in vari- turer,, (25) will not b tant and the sl fth
ous gases: mercury, cadmium, helium, neon, argon, and mi}gmpera ure v wiltnot be constant and the siope ot the

tures of these at various pressures and currents. Their resuﬁgecnon energy d|s_tr|but|_on function must change with en-
were summarized in a reviwhere the following features ergy. As an |IIl_Jstrat|on, Figs. 7 and_8 shoyv curves analogous
were noted. Maxwellian electron energy distribution func—to those in Figs. 1 and 4, but with a rising elastic cross
tions were observed in all the single component systems. Iﬁect|on(16) throughout the energy range,
mercury and the heavy inert gases, this corresponded to pres- o=1.59x 10" 3w/ e Y2 (29
sures of up to hundredths of a Torr, and in helium and neon . ) ) o
up to a few tenths of a Torr; that is, the upper bound on the_ Itis apparent that, in this case, the functidng(e) and
pressure increased as the corresponding elastic scatteritig(¢) are no longer similar to one another and the electron
cross sections decreased. As the pressure was raised furt@giergy distribution functions differ greatly from exponential
(roughly after attaining the conditioR<R), the electron with a single slope. Evidently, under these experimental con-
energy distribution function was depleted in the elastic enditions the Langmuir paradox should not occur. These effects
ergy range, a fact that was at'[nbu?ed an increased relative are entirely consistent with the data of Ref. 6;: when 6 mTorr
contribution from inelastic excitation and ionization pro- argon was added to 3 mTorr mercury, i.e., the electrons were
cesses(See Figs. 7 and 13-17 of Ref)6. still in a drift regime, a deviation from a Maxwellian electron
Another series of experiments was carried out at a fixed
low pressure, 3 mTorr, in mercur§i.e., under conditions
such that the Langmuir paradox is observadd with added 20
inert gasegHe, Ne, Ar, Kr, and X& Apparently, here the 100
electron distribution was only changed by the buffer gas.
Nevertheless, depletion of the electron energy distribution
function beyond the threshold for inelastic collisions in mer- 60
cury was observed in the experiments. This was rather sur-
prising, since in this energy range only the rate of elastic
collisions with the inert gas atoms increased with the mer- 2
cury pressure held fixedSee Figs. 9—12 of Ref. 6Since
adding a buffer gas in these amounts could only change the
time for loss to the walls, it was suggestédhat the role of
“wall” effects had decreased. This was interpreted as indi-FIG. 8. The terms in the kinetic equatig8) for the conditions of Fig. 7.

act evidence in favor of some unknown “wall” mechanism
or formation of a Maxwellian electron energy distribution

¢€,8V
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energy distribution function could already be observ&ate
Fig. 11 of Ref. 6} Argon has a rapidly rising cross section
within this energy range; thus, the picture is similar to that
obtained above in Fig. 7. At the same time, when helium, S
whose elastic cross section varies slowly with energy, was 2
added, nearly Maxwellian electron energy distribution func-
tions were observ&dup to helium pressures of tenths of a
Torr, i.e., up to roughly the same pressures as for discharges
in pure helium.(See Figs. 10, 15, and 16 of Ref) 6.

In Fig. 1 the dashed curve showge,r,5Q) according
to Eq.(11). As is to be expected; <f. In practice, in order
to measure the electron distribution function in the loss coneriG. 9. f(¢) calculated according to E€7) for wall potentialse,,= 13 (1),
it is necessary to measure the electron distribution functions (2), 23 (3), and 28.5V(4). The other conditions are as in Fig. 1.
with angular resolution. When traditional probe methods are
used, the measured information on the electron distribution
function is, in one way or other, averaged over the angulaan attempt to do this sort of experiment in a tube with a
variable. In particular, a cylindrical probe measures only thametal wall has been made befdfeSince the same Maxwell-
distribution with respect to the velocifgnergy perpendicu- ian electron energy distribution function was observed in a
lar to its axis. In this situation, the above noted difference intube with isolated metal walls as in a glass tube, it was con-
the angular dependences may be observed only when a situded that the Langmuir paradox does not depend on the
multaneous comparison is made of measurements with th@aterial of the discharge vessel walls. When a positive volt-
probe oriented at different angles to the discharge axis. Thes&ge was applied to the conducting wall of the tube, depletion
features have been obser¥ih a study of the positive col- of the fast portion of the electron energy distribution function
umn of a mercury discharge pt=1.3 mTorr with a current was observed and this was explaiffedy a reduced contri-
|=80mA. Measurements with spherical and cylindricalbution from some unknown “wall” mechanism for Max-
probes positioned perpendicular to the axis of the vessekellization. As can be seen from Fig. 9, these phenomena are
(Fig. 3 of Ref. 14, which do not “sense” the loss cone, possible without any such hypothetical mechanism.
indicate that the electron energy distribution function is  We have, therefore, shown that in low-pressure dis-
Maxwellian over a wide range of energies. Measurementsharges where the electron mean free path exceeds the vessel
with a cylindrical probe parallel to the axis, however, re-radius, electron loss to the walls is determined by elastic
vealed severe depletion in the second derivative of the probgcattering into a narrow loss cone. For the high longitudinal
current at energies beyond the wall potentilb. 4 of Ref.  fields which exist under these conditions, the electron energy
14). This is consistent with the fact that fer>ed,, this  distribution function can be approximated by an exponential
probe only detects electrons in the loss cdtethe wallg.  function with a single slope over the entire energy range. We
Depletion associated with losses to the wall showed up mostonclude that this effect can, in principle, explain the widely
distinctly in measurements with a flat wall projeig. 3 of  discussed Langmuir paradox.
Ref. 14. Differences between the second derivatives re-  This work was supported by the Russian Fund for Fun-
corded with a cylindrical probe oriented along and perpendamental ReseardiGrant No. 96-02-1841)7
dicular to the discharge axis have been noticed elsewfere.
For detailed measurement of the angular dependence of the
electron distribution function it is appropriate to make the tu. Kortshagen and L. TsendiiEds), Electron Kingtics and Applications
measurements with flat probes at different orientations rela- gfre(i'sovaEV'ng;?Lgaeﬁglf;% Oﬁgge”es B. Physics, Vol. 367, Plenum
tive to the discharge axis. This should offer the possibility of 2. Lanémuir, Phys. Re26, 585(1gé3_
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. cow (1972, 272 pp.
In order to demonstrate the dominant role of electrons,, Benke, Yu. M. Kagan, and V. M. Milenin, Zh. Tekh. Fia8, 1197

losses to the wall in the formation of the electron distribution (1968 [Sov. Phys. Tech. Phy43, 989 (1968].

function in a practical way, we can propose changing the®Yu. M. Kagan, inSpectroscopy of Gas Discharge PlasnfimsRussiarj,
boundary conditions at the wall experimentally, for example, 7\N/aUMkaMi'l-::ii:%'r?§%\|97AQ'ﬁ&ozfgégzzzs-Tekh Fixig, 1841(1978 [Sov
by forcibly changing the wall potential. This is most simply P'hys'_ Tech. Phy93,- 1648(1978]_’ ' ' ’ '
done if part of the wall is a conductée.g., in the form of a  8R. Rompe, S. Ullrich, and H. Wolf, Beitr. Plasmaphys.245 (1962).
reducesq,, is applied, changes should show up in the re- > o TR ' g : o
corded current—voltage characteristics or the second deriva—Engjl)'(i;)or;_feilrfeg_ciﬁg_ Phenomena in lonized Gases (IGPI@nich
tive of the probe current. Figure 9 shows the results of modeltw. ott, “Ein Versuch zur Klarung des Langmuir-Paradoxus,” Preprint
calculations for the conditions of Fig. 1 &g, is varied. Itis ~No. 2/19, Inst. Plasmaphys., Munici1.963, 27 pp. _
evident that, as the wall potential is reduced, the depletion of E'r:nirg g‘gdpﬁéfc;rﬁg:]‘g 'i'r'frl‘;cn‘?ze:c'j”gsa‘s’;;hgggﬁgr‘iS"(‘;‘;rg;“‘\’/”oal" (3:0”'
the fast part of the electron energy distribution function ow- 45 L

ing to changes i, begins to show up for smadl. Note that ~ 3F. w. Crawford and S. A. Self, Int. J. Electrob8, 569 (1965.

fal NUVE S

50




Tech. Phys. 44 (11), November 1999 A. A. Kudryavtsev and L. D. Tsendin 1297

143, W. Rayment and N. D. Twiddy, Proc. R. Soc. London, SeB44, 87 1%U. Kortshagen, G. J. Parker, and J. E. Lawler, Phys. ReB4E6746

(1968. (1996.
15F. Chen,Introduction to Plasma Physics and Controlled Fusi@nd ed. 20E_\W. McDaniel, Collision Phenomena in lonized Gaspg/iley, New
[Plenum Press, New Yorkl984); Mir, Moscow (1987, p. 73. York (1964; Mir, Moscow (1967].

16 - ; 5 )
B. V. Kadomtsev, in M. A. LeontovicKEd.), Reviews of Plasma Physics 2y A G . .
- . . . A. Godyak, A. A. Kozovnikov, and M. A. Khadar, Vestn. Mosk. Univ.
[in Russian, Vol. 4, Atomizdat, Moscow(1964), p. 325. Y

Y7L, D. Tsendin and Yu. B. Golubovskizh. Tekh. Fiz.47, 1839(1977 /7 Aston. No. 3, 3361973 . _
[Sov. Phys. Tech. Phy&2, 1066(1977]. V. M. Milenin, Candidate’s Dissertatiofin Russiar, Leningrad(19695.

18y, Kortshagen, I. Pukropski, and L. D. Tsendin, Photonics Spéitra :
6063(1995. Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 44, NUMBER 11 NOVEMBER 1999

Effect of the gas dynamic structure of a flow on the parameters of a self-sustained
discharge. |
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A study is made of self-sustained glow discharges in transverse gas flows and jets. The
distributions of the discharge current and voltage over the elements of a sectioned cathode array
are measured along with the temperature of the cathode array. The limiting current and
discharge voltage corresponding to the transition from a uniformly burning discharge to a
contracted state are measured. Two-dimensional and one-dimensional systems of equations for the
gas dynamics and vibrational kinetics are used for a numerical analysis of the experimental

data, and the results are used to determine the character of the distribuitN of the discharge,
wherekE is the electric field andN is the molecular density. The heat balance of the cathode

array is calculated. A model is proposed for self-consistently calculating the parameters of the gas
flow, the distribution of the current over the cathode array, and the discharge voltage, as

well as the values of the ballast resistances. 1899 American Institute of Physics.
[S1063-7841099)00811-9

INTRODUCTION ample, the spatial scale length of the local perturbation in the
density was estimated either from the characteristic size of
Studies of the gas dynamic structure of flows in dis-the nonuniformity in the averaged velocity profile or from
charge regions are of great importance for developing flowthe size of the turbulizer or another element of the discharge
through gas discharge lasers. They are needed for an aghamper. In the case of a transverse discharge, the strong
equate calculation of the output characteristics, the degree dhomogeneities in the velocity profile within the boundary
optical homogeneity of the active medium, the thermal operyayer and its complicated vortical structufie the case of a
ating regime of the cathode array, and the limiting characterg, -, jent boundary laygmere neglected.
istics of the discharges. Studies of the effect of the flow | his paper we develop an algorithm for an alternative
parameters on the discharge stability are of decisive priority,,ia hretation of the experimental data which is based on an
since disruption of uniform discharge operation leads to Cut'exact guantitative determination of the zone with an anoma-

off of the _Iaser emission and to critical overheating of thelously high energy input. Observations of the development of
elements in the cathode array. . . - : o
ﬁhscharge instabilities show that, as a rule, an instability

The effect of ihe degree gn_d scale .Of turbulence_, as Weoriginates near the cathode. The distribution of the discharge
of the average flow characteristics on discharge stability have

been examined 3 Interpretations of experimental data deal- current over the cathode elements depends on the distribu-

ing with this problem generally assume that the overheatingyon of the potentials and, therefore, on the distribution of the

ionization instability is the most to develop. This type of gas.density in the dispharge region..'This means that the the-
instability develops when the inhomogeneity in the gas denpretlcal study of the discharge stability requires development

sity distribution within the discharge volume reaches a criti-Of an algorithm for caIcuIating the distribution of the dis-.
cal level. charge current over the regions of the cathode falls. This

A local reduction in the density causE#N to increase algorithm will also find applications in numerical modeling
and this is followed by a nonlinear rise in the ionization rate.Of @ range of other processes in transverse-discharge lasers.
This implies that reducing the inhomogeneity in the gas denVP 1 now, the equations for the gas dynamics, vibrational
sity and speeding up diffusion processes should improve thkinetics, and radiation field in a cavity have been solved with
limiting characteristics of the discharge. Qualitatively, this isdistributions of the energy input determined from experimen-
consistent with experiments in which a discharge was stabtal data’
lized by enhancing the uniformity of the averaged flow pa-  We have studied the interrelation among the flow param-
rameters and generating small scale turbulence. This agters, the distributions of the discharge voltage and current,
proach to interpreting the experiments was not reinforced bynd the values of the ballast resistances over the cathode
an adequate mathematical model which might have bee@lements of a sectioned cathode array. The distributions of
used to calculate the limiting discharge current. The problenthe discharge voltage and current were measured in a trans-
arises, first of all, because of the uncertainty in estimating theerse flow and in a highly nonuniform flow. The latter con-
sites where a critical inhomogeneity develops and its trajecsisted of a system of jets. Gas was blown in through the
tory, and in determining its physical parameters. For ex-<athode array with initial velocities near sonic. The numeri-

1063-7842/99/44(11)/7/$15.00 1298 © 1999 American Institute of Physics
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FIG. 1. Sketch of the discharge chamb#ri— cathode,2—anode,3 —
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cal analysis of the experimental data employed equations fda:r:]?)asss_keéfgcﬁ;:gg ?éZ?Qrﬂgi ig?r:';zzr :I/grr:]:n%as inflbw:- gap,2 —

the flow of a gas in vibrational disequilibrium. The thermal

regime of the cathode array was calculated in order to set the

temperature boundary conditions. These calculations were

tested against experimental data. for experiments with a gas feed into the discharge region.
Between each pair of transverse rows of cathodes a slit with
a width of 0.15 mm was made at a distance of 7 mm behind
the first cathode along the flow.

The experiments to determine the valueedN averaged During the experiments the static air pressure in the dis-
over the channel height were done on an air flow in an opegharge chamber was measured and the mass feed of air in the
test stantl in two regimes: with tranditional transverse air channel was monitored. At a distance of 275 mm ahead of
flow through the discharge region and by feeding air into thghe discharge region a structure for mounting a turbulizer
discharge region only through slits in the cathode afray, was provided. In the experiments a turbulizer was used that
in the latter case without an initial transverse flow at the inletconsisted of eight cones which uniformly filled the trans-
to the discharge regignThe distance between the converg- verse cross section of the channel. The cones had bases with
ing channel attached to the channel for the purpose of equilidiameters of 25 mm and their height was 37 mm.
brating the velocity profile and the first cathode was 1.2 m.

Over the section from 0.9 to 1.2 m the channel was smoothly

ngrrowed in the lateral dirgction from 0.250 to 0.165 m; thegy sTEM OF GAS DYNAMIC EQUATIONS

width of the discharge region was 0.165 m. The distance be-

tween the cathode array and the anode was 33 mm. The system of gas dynamic equatiqiis—(5) describes

The cathode array was made of a fiberglass laminatehe flow of the gas in the approximation of a narrow channel
board, on which the knife edge cathode elements werand includes the steady state Prandtl equafidhs,equation
mounted, insulated from one another by a layer of bororof state of the gas, and the vibrational kinetic equatitws
alumonitrate. The thickness of the protective layer was 3.%emperature modglThe anharmonicity of the nitrogen mol-
mm and that of the fiberglass board, 5 mm. In a single rowecules, the diffusion of vibrationally exited molecules, and
eighteen nickel knife-blade cathodes with a working surfacehe accommodation of their energy at the channel walls were
area of 40<35 mm were mounted along the flow direction in taken into account. In the calculations we used an implicit
a row, separated from one another by a distance of 20 mngix-point scheme with second order accuracy with a rectan-
Three rows of cathodes were mounted on the cathode, sepgular grid’ The equations are
rated by a distance of 50 mm between their axes of symmetry
transverse to the flow. Figure 1 is a sketch of the discharge gpu dpv
chamber with a single longitudinal series. The cathodes were .~ + W =Y, ()
connected through individual ballast resistors to the power
supply. The plane anode, which occupied the entire lower

. au au dp o du
wall of the chamber was made of copper. The potentials of  pu—+pV—=——+ _(Meﬁ_)a
and currents to the cathodes were measured on the middle = 9% gy dx dy ay
row of cathodes while all three rows were working. The
temperature of the cathode array was measured with the aid aT aT €—¢€p

) X CppU—+Cypv—=jEa+ON
of thermocouples located at the points where the fiberglass “P"~ gx = P77 gy T
substrate and the base of a cathode element came into con-
tact. The temperature of the gas was measured with a ther- +ONQangn + i
mocouple on the axis of the channel a distance of 0.3 m past o ay
the outlet cross section of the discharge region.

Figure 2 shows a sketch of the discharge chamber used p=pRT, 4

THE TEST STAND

JT
)\eﬁw
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de de JE(1—a) e—eg channel walls, given byyy=0.033, anda is the thermal
Uox +VW ~ TN 1 speed of the molecules. Uniform distributions over the height
of the channel were specified for the flow parameters at the
_ 9 Je channel inlet: u(0y)=uq; T(0y)=Tgy, p(0)=py and
QangN+ DN,eff : (5) _
ay ay en(0y)=ey(Ty). Uy was calculated from the mass rate of

feed of air through the transverse cross section of the chan-
nel, Gy, uy=Gy/S/pg, WwhereSis the transverse cross sec-
tional area of the channel and the subscript O denotes values
at the inlet cross section of the channel.

The turbulent boundary layer was described using an
algebraic model in the framework of a two-layer Clauser
scheme. In the interior of the boundary layer the turbulent
diffusion coefficient was determined from the Prandtl for-
mula with a van Driest damping facttin the outer region
the turbulent viscosity was calculated using the Clauser for-
mula with a factor to account for the intermittence of the
flow near the outer layer of the boundary layer.

HereX,y are the axes of a Cartesian coordinate sy<teiq.
1); u,v are the components of the velocity vector alongxhe
andy axes;c,, p, p, T, andN are the specific heat, density,
pressure, temperature, and molecular density of thegas;
is the effective coefficient of viscosity ulg= u+ i),
where o is the dynamic viscosity ang,, is the turbulent
viscosity; N ¢ IS the effective thermal conductivityh(g= N
+Awr), Wherel is the coefficient of molecular thermal con-
ductivity and\y, is the coefficient of turbulent thermal con-
ductivity; e is the average number of vibrational quanta with
energyk® per gas molecule and stored in, Nholecules

(©=3360K); & is the equilibrium valueR is the gas con- The electric field strengtk in the positive column of the

stant of the mixturek is the Boltzmann constanE is the discharge, the curreit flowing through thath cathode, the

volume energy i”p“t.i”t.o the positive colum_n Of_ the dis- ballast resistanc®;, the power supply voltagél, and the
charge;Qangn Is the d|SS|pat_ed power of the vibrational en- channel height are related by the equation
ergy through the anharmonic channel of Molecules, used

in the form given in Ref. 8Dy ¢ is the effective diffusion
coefficient of vibrationally excited Nmolecules D.4=D*

+ D), WhereDy,, is the turbulent diffusion coefficient of
the molecules; and)* andD are the kinematic coefficients WhereU is the cathode potential fall arld, is the anode

of self-diffusion of the vibrationally excited and unexcited Potential fall. _
molecules, respectively. For calculating the cathode potentials, we assume that

Vibrational excitation of the molecules owing to a the conditionE/N=const holds in the positive column of the

change in the resonance exchange cross section can causdigeharge” E/N=const impliesE/p, =const, wherep,
change in the self-diffusion coefficient. For example, accord-=P(X) To/T(x,y). (* means that the quantity is reduced to
ing to the data of Refs. 9 and 10, for the C@olecule normgl or to the initial gas temperatur&@hen Eq.(6) could
D*/D=0.6—0.7. For the N moleculeD*/D=0.5—-0.3,and P written in the form

for O,, D*/D=0.5-0.7, both atT=1000-1500K!! In

this paper we tak®*/D =0.5. For high populations of the —pH, i+ iR+ Ug+Ux=U, @)
vibrational levels of the Bimolecule, the coefficients of ther- Pai

mal conductivity, viscosity, and diffusion of air should de- where

crease. As an example, we list values calculated according to H

formulas for gas mixture¥: For D*/D=0.5, T=300K, and H*i:HJ To/T(x;,y)dy

a change in the average number of vibrational quanta per 0

molecule of air g) from 0 to 0.7, the diffusion coefficient g the channel height reduced to the gas temperature at the
D* increased by a factor of 1.37. The thermal conductivity pannel inlet,x; is the coordinate of théth cathode; and,
and viscosity decreased by factors of 1.53 and 1.51, respegyp . is averaged over the channel height in the zone of

tively. . _ o __influence of theith cathode.
For calculations of air flows, the vibrational relaxation In the gas inflow regime, a one dimensional system of

time for nitrogen on Watefzmolecules was computed USingequations obtained by simplifying the systéf—(5), spe-

the formula 7=0.145<10 *Texp(-30.6M)éy,0, Where ifically for v=0 and zero gradients of the flow parameters
&u,0 Is the volume fraction of water molecules in the air. Thein the y direction, was solved. The gas inflow was modeled
fraction of the energy of the discharge going into direct heatby a gradual increase in the mass feed rate of the gas after
ing of the air,«, was determined from experimental ddta each transverse row of cathodes. The heated gas was as-
and approximated using the formula=0.002P(x)T,/ sumed to undergo instantaneous mixing in the discharge re-
T(x,y)+0.04, where[p]=Torr. The boundary conditions gion. The conditions at the channel inlet were written in the
for the system of Eq91)—(5) were written in the following form u(0)=ugy, T(0)=T,, p(0)=py, andey(0)=ey(Ty).

form: at the channel walls foy=0,H, we haveu=0, v  The cathode array contained 20 slits, one in front of the first
=0. The temperature was specified constant at the walls aathode row, on after the last row, and between every two
T=Tg. The degree of filling of the vibrational levels of the transverse rows there was one slit. Thug,was calculated
nitrogen molecule was obtained using the conditionusing the formulauy=0.05G/py/S, whereG,, is the mass

Dy ei(den/dy) = —0.5yyaey/(2— yy). Hereyy is the ac-  feed rate of air through the cathode array. The gas in the
commodation coefficient for the vibrational energy at thecavity lying between the cathode array and the delivery ap-

H
f Edy+|iRi+UK+UA:U, (6)
0
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erture controlling the mass feed rate of the air inflow was 400
assumed to b&,=300K. The pressure was measured di-
rectly in the experiments through a static aperture on the axis B
of the anode. The equation for calculating the temperature of «

the cathode array was W 200

z

L LT )\*((921—* P2T* ® i
C™p = +
ot 2 2
X ay ol
where c*, p*, and \* are the specific heat, density, and —60 40 0 4“0 80 120
thermal conductivity, respectively, of the material in the z, mm
cathode array. FIG. 3. The distribution of the temperature increase in the cathode array:

The boundary condition for the temperature at the pro+, ®, 0 — experimental data; smooth curves — calculatidrs110 mA;
tective surface was determined from the condition that the=20 (1), 180(2), 300s(3).
heat flux at the gas-cathode array boundary should be con-
stant. The continuous heat flux condition was also satisfied at ) ] ]
the interfaces of elements of the cathode array with differengtlated values were in satisfactory agreement with the ex-
thermal and physical parameters. At the working surface oP€fimental data for currents of 70 and 90 mA.

the cathode, a heat flux directed from the cathode fall region  1he temperature distributions were calculated using Eq.
into the cathode volume was specified. (8). The heat flux through the working surface of the cathode

was determined in the following approximations. Under the
experimental conditions, when the deviation in the current
density from the normal value was relatively small, the cath-
ode fall was essentially independent of the current. Estimates
The temperature of the cathode array was measured inghow that the most of the heat released in the cathode fall
transverse flow of air with ignition of a discharge from oneregion enters the volume of a cathode element. This is be-
transverse row of cathodes and an initial gas temperatureause of the low height of the cathode fall region and is
To=293K at the cathode array. The measurements showsonsistent with the experimental results. Thus, as a rough
that the temperature of the cathode array for a given disaccounting for the energy expended in creating electron-ion
charge burning timer is proportional to the current at the pairs the formula for calculating the heat flux can be written
cathode element. It depends weakly on the pressure, gas feadthe formq=yX(Ux—Q) X1« /S, whereUy is the cath-
rate, and the characteristics of the flow turbulence. For exede potential fallj  is the current flowing through a cathode
ample, forG,=20.6x10 3kg/s, |c=73mA, r=60s, and element;Sis the area of the working surface of a cathode
po ranging from 41 to 62 Torr, the maximum heating of the element;() is the cost of an ion; andy is the fraction of the
cathode array varied from from 73.5 to 67(8.3%), and for  heat from the cathode fall region entering the cathode. There
7=600s from 150 to 137 K9%). At the same time, gas on is an objective uncertainty in any determinationlhf under
the channel axis was heated from 50 to 785R%), indepen-  particular conditions. This quantity depends, for example, on
dently of the discharge burning time. The effect of changeshe state of the cathode surface. Here we did not measyre
in the mass feed rate of the gas was more significant. Faand we tookU, =208V in accordance with Ref. 16. The
po=52Torr,1x=73mA, 7=60s, and5, varying from from  best agreement between the theoretical and experimental
20 to 50kg/s, the maximum heating of the cathode arrayemperatures was obtained f@r=30V andy=0.7 over the
changed from 100 to 75 K0%), and forr=600s, from 150 entire range of currents, pressures, and flow velocities. Given
to 135K (10%). WhenG, was increased from 2010 3 to  the approximate character of the previous estimates, we can,
50x 10~ 3kg/s, the heating of the gas on the axis of the chanin fact, use the simple formulg=U 5x | /S, whereU is
nel decreased from 70 to 30 K7%). Installation of the the effective cathode potential fall. It is determined from the
turbulizers, which resulted in complete detachment of thecoincidence of the calculated and experimental data for one
boundary layer ahead of the discharge region and generatedagbitrary choice of parameters: the cathode current and the
large scale turbulence, had no effect on the cathode temperaelocity and pressure of the gas. The value calculated in this
ture. Thus, for a constant current, the gas temperature iway can be used over a wide range of initial flow parameters.
relative units depended much more strongly on the initial  This algorithm was used to set the boundary conditions
flow parameters than did the temperature of the cathode awith respect to the temperature on the surface of the cathode
ray. Thus, the cathode array was heated primarily by hearray for the calculations of the two dimensional gas flow.
transfer from the cathode fall region into the cathode volumeCalculations of the distribution of the temperature on the
with subsequent redistribution of the heat over the cathodeathode array when a discharge was struck from all the cath-
array. This is also indicated by the low degree of asymmetrypde elements showed that it has a sawtooth shape. The tem-
in the temperature of the cathode array relative to the locaperature maxima occur at the sites of the cathodes. The tem-
tion of a cathode. Figure 3 shows calculated and experimerperatureT,_,;=T(x) on the cathode surface was specified
tal temperature distributions of the cathode array for differenfor a discharge burning time of 300s. Its maximum was
discharge burning timed (=110 mA). A temperature maxi- 600 K. This discharge burning duration was consistent with
mum is observed at the site of a cathode element. The cathe time to make the measurements of the currents and po-

EXPERIMENTAL DATA AND NUMERICAL ANALYSIS OF
THEM
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TABLE I. 80 R,k

Cathode No. I, mA u,v W, kJ/(kg s) G;x10 3 kgls

1 120 2083 563 1.14
5 131 2408 162 5.1

10 167 2664 116 10.2
17 177 2905 76 18.2

tentials of the cathode elements. The conditib =Ty
was specified at the anode.

In the following we present the results of a study of the
limiting characteristics of the discharge. The operating char-
acteristics of each cathode were determined by measuring the
cathode current at the boundary of the stable discharge re-
gime, The measurements were made in a transverse floRG. 4. Distributions of the discharge current over the cathodes and of the
with discharge initiation from one transverse row. An analy-Pallast resistanced-3 — I;; 4,5—R; ; 1,2,4— transverse discharge;3
sis of these data showed thaF except for two cathode; witﬁeeégtirc'g: rgrzragﬂci:\ 'tchu;art]i?nst;gr_ofdt'ﬁghgi%ge't_h gas blown in through
reduced currents, the spread in the critical current relative to
the average was 10%. The deviation in the cathode current
for the two exceptions was 30%. For the subsequent studies |, the calculations for an air flow, we todk, =100 V.2

of the individual characteristics, four cathodes with similartpe calculations were done for a transverse discharge and for
critical currents, Nos. 1, 5, 10, and 17 along the flow, wer€peration with a gas inflow through the cathode array. In the
chosen. In the gas inflow regime, the limiting current andga|culations of the two dimensional transverse flow in a
discharge voltage were measured through the cathode arrgyiane intersecting the electrodes, the lateral constriction of
Measurements were made with discharge initiation from ongne channel was taken into account by a corresponding in-
transverse row witlpo=48Torr, To=293K, andGy=20.6  (rease in the mass feed rate of the gas through unit cross
X10"“kg/s. sectional area of the channel.

_ Table I lists the limiting currents, voltages, and energy  Figyres 3-5 show the distributions of the gas and dis-
inputs. The specific energy input were calculated using thenarge parameters, the experimentally measured potential
formula W= (U—Ux—Uu)I/G;, wherel is the discharge gjfference U,—U;) between the first anith cathodes, the

current andG; is the mass feed rate of the gas through thecaihode currents , the ballast resistanc& , the calculated
transverse cross section of the channel in the zone of influzgiyes ofE/p, , H, , andl;, and the temperature risET;

ence of theith cathode element. It is evident from the table — . _ T on the channel axis in the discharge region in the

that on going from the first to the second cathode, the criticaljirection of the flow. The calculations and experiments with
current changed little, but because of the increased gas fegfe transverse discharge and with the discharge with a gas
rate the limiting specific energy input decreased by a factoffioy  were done under the following conditions:

of 3.47. The limiting current for cathode No. 17 was 47-5%p0=58 Torr, To=293 K, andG,=20.6x 10 3kg/s.

higher, but the specific energy input was 7.4 times smaller
than for the first cathode.

17} R N N N N D R B B
0 2 & 6 8 10 12 14 16 18 20N

Thus, at the stability boundary for the discharge, the pa- 200 - — 4000
rameters in the cathode region have a relatively weak depen-
dence on the parameters of the large scale gas flow. This 13500
suggests that the instability develops when a critical current sk 2 y
is reached in the cathode region. The relatively weak depen- 1 3000

dence of the cathode region on the flow parameters is a con-
sequence of its small dimensions and the anomalously high = =~

electric field strength. The role of volume and surface pro- ';: e - 12900 5
cesses in the development of the instability of the cathode
layer has been studied elsewhé&fe'® 14000

We now proceed to the development of an algorithm for a0 J
calculating the distribution of the current over the cathode ~17500
elements. To study the character of the distribution of
E/p,;=const along the discharge vessel we calculated 0 L L1111 17000

02 3 57 8 10121311617 1820
E U;i—Ug—U,gx N
Pxi pH,; ' (9) FIG. 5. Distributions of the gas temperature increment in the core of the

. . . flow and of the cathode potentials2— AT; ; 3,4— U;; 1,4— transverse
whereU; is the experimental value of the potential of it gischarge2,3— discharge with gas blown in through the cathode aray;

cathode. is the number of the cathode.
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Hy,mm| E/p effect of the electrode regions. When the lengtlof the
Faraday dark space is taken into account, &j.can be
3k 4 rewritten as
E (Ui—Ux—=Up)
N : pri (P(H-D)JE TTo/T(x y)dy) (10
When gas is blown in through the cathode array, gas is
\___/__L’_,_“ removed from the Faraday dark space toward the anode. By
ok 4 analogy with a longitudinal discharge, it may be assumed
that this causes the Faraday dark space to become I&hger.
Equation(10) implies that we obtain a low value &/p,; if
0 Do the elongation ot is not taken into account.

0 é L é 8 1 12 74 15 18 2}”/ Figure 6 shows the calculated cathode currents. The cur-
rent at the first cathode was specified in the calculations, the
FIG. 6. Distributions over the cathodes of the channel height reduced to thgower supply voltage was determined from H6) using

normal gas temperature and of the réfifp, : 1,2— H, ; 34— Elp, : _ _
1,3— transverse discharg;4 — discharge with gas blown in through the Egs. (1) (7) _for an averagee/p, =13.2V/(cmTorr), and
cathode arrayN is the number of the cathode. the distribution of the current over the cathodes was com-

puted. Evidently, the calculated and experimental currents
are in satisfactory agreement for most of the cathodes.

The way in which the ballast resistances must be distrib-  The potentials and currents calculated using the pro-
uted over the cathodes in order to obtain a uniform distribuposed algorithm can be used to set the boundary conditions
tion of the discharge current over them depends on how théor a more detailed calculation of the discharge. For ex-
gas flow is organizedFig. 3). If the gas is blown in, the ample, two dimensional calculations of the positive column
uniform entry of cold gas into the discharge region levels oubf a discharge have been défhevith one dimensional gas
the gas temperature in the direction of the flow, while in thedynamics and without a consistent calculation of the cathode
transverse discharge regime the temperature increases monayer. The lack of a consistent calculation of the cathode
tonically in the direction of the flow. Therefore, in the trans- layer means that additional conditions have to be imposed on
verse discharge the cathode potentials fall off significantly inthe working surface of the cathode. A complete and consis-
the direction of the flow, while in the discharge with gastent calculation of the discharge, especially for a large num-
blown in, they vary relatively littlgFig. 4). Thus, in the first  ber of cathodes, is, so far, a separate problem.
case the ballast resistances were specified to increase down-
stream e}nd in the second, t.o be the same for all the Cat.hOdeéONCLUSION
Calculations showed that in the transverse flow the incre-
ment in the gas temperature on the channel axis in the zone We have studied the parameters of discharges funda-
of influence of the last cathode was 154 K, while the heightmentally different gas dynamic structures in transverse flows
of the channel, reduced to the temperature at the channahd in flows with a distinct vortical structure. A numerical
inlet, decreased substantially, from 33 to 21.7 mm. The valanalysis of the experimental data showed that for both meth-
ues ofE/p, ; corresponding to the different cathodes differedods of organizing the flow in the positive column of the
from the averagés/p, =13.2V/(cm Torr) obtained by av- dischargeE/N (averaged over the channel heigdepends
eraging over cathodes No. 2—17 by only 3#g. 5. This  weakly on the distance to the inlet cross section of the chan-
value of E/p, is consistent with data for a transverse dis-nel. The distribution of the ballast resistances for producing a
charge in atmospheric dirThe first and last cathodes were uniform current distribution over the cathode elements de-
not included in averaginde/p,.; since they are somewhat pends on the way the flow is organized. This behavior per-
anomalous. mits a fairly simple calculation of the flow parameters and

In the regime with gas blown in, the spread in the cal-the distribution of the current and discharge voltage over the
culated values ofE/p,; over the cathodes is somewhat cathode elements.
greater, probably because of the inadequate one dimensional The above results imply that the state of the cathode
model for the complicated vortical flow in the channel. region determines the thermal regime of the cathode array
When gas was blown in through the cathode array, the difand the stability of the discharge. It has been shown that the
ference in E/p,; from the averageE/p,=8.81V/(cm distribution of the current over the cathodes depends on the
-Torr) reached 10% only for the second cathode, and waBlow parameters. At the same time, the temperature profiles
less than 6% beginning with the third. Note that with gasof the gas flow depend on the thickness of the boundary
blown in, the mass feed rate of the gas through the transverdayer, the turbulence characteristics, the electrode tempera-
cross section of the channel increased from the first to théures, and the channel height and geometry. Thus, in some
last cathode by roughly a factor of 20. Against this back-cases, the ambiguous influence of turbulence on the dis-
ground the relatively weak variation iB/p, ; justifies the charge stability might be explained if these interrelations
use of the approximatiok/p, ;= const for the positive col- were consistently taken into account. The results obtained in
umn. However, this parameter depended on the way the dishis paper can serve as a model for calculating the limiting
charge is organized, which may explain, for example, thgparameters of the discharge.
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The limiting current of a self-sustained glow discharge is calculated. Two-dimensional equations
for the flow of a viscous, vibrationally nonequilibrium gas and a model of the cathode

sheath are used. The validity of the approximations which form the basis of the cathode sheath
model was tested with experimental data for anomalous and normal currents. The effects

of laminar and turbulent gas flow and of the geometric dimensions of the channel on the limiting
discharge current are examined. 1®99 American Institute of Physics.

[S1063-7842900911-3

INTRODUCTION ode made of a wire with a diameter of 0.74 mm enclosed in
an aluminum oxide tubee,_, was not measured thérbut
Instability of a transverse discharge with a sectionedts value was determined by estimating the magnitude of the
cathode array can show up in the form of brightly luminouspotential fall in the cathode dark space and its thickness. The
trails growing from some of the cathodes. The criticality of gas pressure was normalized with respect to the temperature
conditions in the cathode region for the development of aaveraged over the height of the cathode dark space, since the
discharge instability has been demonstrated repeatedly. Coparameters of the latter depend on the gas density, rather
tractions, for example, develop as a result of field emission,than on the absolute magnitude of the pressure. Starting with
nonuniformities in the oxide layer on the cathddand in- E,-o=const, which is satisfied for the critical currents at
creases in the collisional ionization and secondary emissiopressure®,= 25— 150 Torr, we concluded that a field emis-
coefficients resulting from an increase in the density of metasjon instability develops.
stable particled. More exact calculations show that normalizing the gas
In order to develop a physical and mathematical modepressure with respect to the average temperature is a crude
for the effect of the gas dynamic structure of the flow on theapproximation for determining the field at the cathode sur-
discharge parameters, it is appropriate to conduct expertace. The temperature of the cathode surface varies little
ments and analyze them numerically under conditions sucbompared to the remaining part of the cathode dark space as
that the initial gas temperature changes at the inlet to théhe current is varied. Thus, the field at the cathode for a
discharge chamber, while the density and velocity of the gagiven pressure was foundo be essentially independent of
are fixed. Then the initial gas temperature determines theéhe temperature distribution of the gas in the cathode dark
energy input to the discharge necessary to reduce the gapace. It might be determined by the gas pressure or the
density by a certain amount. Thus, varying the initial gasdegree of anomaly in the current. We denote the magnitude
temperature makes it possible to vary the degree of rarefaof the field, determined by analogy with Ref. 5, Bg. The
tion of the gas for a fixed energy input and constant initialthickness of the cathode dark spadg, which is defined in
conditions throughout the entire temperature range. Againgerms of the average densifylg, satisfies the condition
this background, it is easier to compare the structure of thelqdg~const. Given the linearity of the field distribution in
gas flow with the power input level and discharge regime. Inthe cathode dark space, we hav&gs~2Uy/dg
this paper we have not set ourselves the task of making & 2UNg/(Nsds)~constNg, whereU~const is the cath-
detailed analysis of the mechanism for the discharge instapde fall. Thus, in Ref. 5, the conditioEs~const should
bility. As criterion for the development of the discharge in- imply Eg/Ng~const, whereEg is a scale for the field in the
stability we have taken the attainment within the cathodecathode dark region.
dark space of a maximum value &/N. Note that for a
nonunifgrm gas temperature the maximumBm can !ie a}t ODEL FOR THE CATHODE FALL REGION WITH A
some distance from the cathode surface. The distribution A ONUNIFORM GAS TEMPERATURE
the discharge current over the cathode elements was calcu-
lated using the algorithm developed in the preceding arficle. ~ The preceding discussion shows the appropriateness of
This model was used to analyze experimental data frondeveloping a model for a cathode sheath with a nonuniform
Ref. 4. gas temperature. Modelling the cathode region and making
To a certain extent, the conditiorE(N) ., =const is  qualitative estimates of its parameters are done with different
analogous to the conditio, —,= const used for identifying degrees of complexity and consistency in the approxima-
the instability>® In Ref. 5, a discharge on a palladium cath- tions. Here we obtain equations for estimating the parameters

1063-7842/99/44(11)/7/$15.00 1305 © 1999 American Institute of Physics
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in the cathode fall region using the classical similarity rela-  For current densities close to normal, the calculations
tions, modified to account for a nonuniform gas temperatureshowed that electron diffusion has a significant effect on the
The degree of reliability of the results is tested by comparingcurrent voltage characteristics, while the effect of nonlocal-
the computational results with experiment. ization was substantially less.

Let us briefly discuss the main methods for modelling In Ref. 10 the effect of nonlocalization has been taken
the cathode sheath. The nonlocality of the electron energinto account by introducing a time delay between an elec-
distribution function owing to the strong nonuniformity of tron’s gaining the energy required for ionization and the mo-
E/N in the cathode layer requires that a kinetic equation benent of ionization. This was done by a suitable renormaliza-
solved for the electrons. The most complete numerical studyion of the Townsend coefficient and changing the form of
of the electron distribution function in the cathode dark spacehe original equation,
can be done using a Monte Carlo method. It has beerused i
for calculating the electron distribution function for high %:aj (x) (6)
fields. For low fields a diffusion- drift approximation is used. dx e
Calculations have been done for the cathode dark space and

the negative glow. Monte Carlo methods are rather compli- Because the nonlocalization beyond the confines of the

cated and time consuming. The most accessible method f&;f;\tgoge c;ark jpfoc € .WI‘ZS éakeln m;[o a}cpount, _th?hcalclulattllons
solving the kinetic equation has been proposed in Ref. 70! REIS. 5 an yielded a focal minimum In e electric

This method also describes nonlocalization effects, but it cageld strength. For nitrogen, they show@dhat agreement

also be used to model the hydrodynamic approximation an etweep the potential 'fallJN and the expenme nt.al data can
electron diffusion. It has been ugem calculate the layered € ob_talned by choos_lng the secondary emission cqgfﬁment
structure of a cathode sheath consisting of a cathode dark This was not possible for the n_ormal curre_nt dengity
space, a negative glow, and a faraday dark space. T ote g—% the problem of choosmg_ arose in all these
changes in the field on going from the cathode dark space tgape_r " but the proplem of calculating the normal current.
the positive column were shown to be nonmonotonic. Twolensity in a self-consistent manner has not yet been defini-
groups of electrons were obtained in the cathode dark spa&glely solved. i L
and the negative glow: fast and slow. As in Ref. 6, becaus%e Therefore, by renormalizing the Townsend coefficient in

the atoms are ionized by a beam of fast electrons, the maxI- diffusion- drift[or, simply, drift (5)] approximation it is
mum ionization rate lies outside the cathode dark 'space possible to determine several effects associated with the non-

In Ref. 9 the nonlocalization of the electron distribution Ipcal|zat|0n of the electron distribution function. At the same

function was taken into account by renormalizing the IocaIEI'_me' thz dlfi;{s!on;dr}ftl q afpp_roxmaﬂon tWI'tthh tr? local .
Townsend coefficient, ownsend coefficient yields fair agreement wi e experi-

mental current-voltage characteristic and field distribution in
o the cathode dark spa¢&!?In principle, this corresponds to
—=Ael BB, (1)  the classical Engel-Steenbeck thebtyyhich is still widely
P used for estimating the parameters of the cathode sheath: the
In order to account for the dependence of the ionizatiorfathode potential fall, the current density, and the thickness
rate on the field over the interva = (x— Ax, ,x), where of the cathode dark space. The major theses of the Engel-
Steenbeck theory have not been refuted by the results of
x ) more complex, modern techniques. The latter make it pos-
€ L Edx'=I (2 sible to compute the fine structure of the cathode sheath, but
' they are still complicated and do not guarantee a satisfactory

is the ionization potential, the ionization rate was written inresult.

the form Let us introduce the main propositions of the Engel—
Steenbeck theory in more detail as we require them in order
QU0 = pre(NelE]) = ax, e BPIEWL. (3)  to develop the model of the cathode dark space used here.

According to that theory, Eq(5) is satisfied for a one-
The equations for the field strength and current densitylimensional cathode layer with a uniform gas density in the

are written in the form steady state, along with the conditions
dE o . Y.
ax 4me(ne—ny), 4 Jetli=li  Jek=7YIik= Tr o (7)
and wherej is the current density in the cathode dark space and
jek @ndj;x are the electron and ion current densities at the
dje djj cathode.
X dx Q7 Anen:, (5) Equations (6) and (7) yield a condition for self-

sustainment of the discharge,
whereE is the electric field strengtmg, n;, j., andj; are §
the densities and current densities of the electrons and ions, _
. N o al E(x)]dx=In
and g is the recombination coefficient. 0

: ®

1
1+ =
Y
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In the theory, one solves the system of E(3, (4), and  calculating the normal current density was derived in Ref.
(6)—(8) for n;>n, and for a linear distribution of the field in 15. To derive it, a similarity criterion from E412) was used

the cathode dark space, and the gas density was reduced to the temperature averaged
over the height of the cathode dark space. The thermal con-
X L o
E(x)= EK( 1— _)_ (9)  ductivity of the gas was specified to have a temperature de-
d pendence of the formv=T%% A nonstationary cathode

The distribution(9) has been confirmed by probe mea- sheath was studied in Ref. 16 using a continuity equation for
surements, as well as by detailed calculations in some of thée current and the Poisson equation for the electric field.
papers cited above. The solution of E¢s) and (6)—(9) is  The Euler gas dynamic equations were solved in a simplified

not given in elementary functions and in order to obtain arfform. A matched system of equations for the continuity of
intuitive result, the approximation the current and the motion of a viscous thermally conducting

gas, as well as an equation for the distribution of the electric
E(x)=const, (100 field, were solved in Eq(17).
is used instead of Eq9) for the cathode dark space. Using Our derivation of the equation for the field distribution
this expression yields more or less the same parameters fét the cathode dark space and its other parameters is based

the cathode layéf on an analysis of quantities at slices of the cathode dark
space of lengthdy; 1»=Yi+1—Yi, bounded by fictitious
B — L :B—pd cross sections with numbeirs- 1, . . . M, wherey is the lon-

p C+lnpd’ ~* C+Inpd’ gitudinal coordinate in the cathode region. We shall assume

A that, as the gas is heated, the cathode dark space transforms
C=In————. (11)  and its fictitious cross sections move. In the normal regime,
In(1+1/y) they are “bound” to a value of the potential and in the
The similarity relations anomalous regime, to the same value of the potential, but

changed by the integrated anomaly coefficient. For each seg-
ment of the cathode dark space with the normal current den-
sity the coordinate and field undergo the transformations

Un=const, J—Nzconst, dyp=const, (12

p2

hold for the normal current density, whedés the thickness EN .
of the cathode dark spadd,is the cathode potential fall, and N
the subscripfN corresponds to values for the normal current Ni% 172
density.

When the current density deviates from normal, the pa-
rameters of the cathode dark space can be calculated using dj/dy=aj=jN(y)Aexd—BN(y)/E(y)].
formulas; for the dimensionless quantities

=const, 8y, 1N, ;,=const. (15)

These transformations conserve the form of &, i.e.,

_ _ In fact, with Eqg.(15), we obtain
U=U/Uy, E=(E/p)I(Ex/p),

- _ dj/dy=jdy*/dy-N*Aexg—BN*/E*]
d=(pd)/(pd)yn, j=ilin (13

or
Egs.(11) can be written in the form
. - . dj/dy* = JAN* exf— BN*/E* = a*].
| T d(1+ind)?’ U= 1+ind. = 1+ind (14 The scale for the normal current denftyias obtained from

_ . _ the approximationg=en, u E andn, ~(4me) dE/dy.

We shall be using Eq$9) and(12—(14) in developing  \we shall write the local derivative of the field in the form
a model of the cathode dark space for a nonuniform gagg/dy~ 5¢/(8y)2. For a small degree of anomaly, the po-
density. In all the previously cited papers, the gas densityential difference between two cross sections obéys
was assumed constant in the cathode sheath. This is true forconst. Using Eq(15) for the local scale of the normal
low gas pressures. Our estimates for a nitrogen-copper cat@yrent density giveg =+ E*N(y)35¢/(dy*)2N2(y).
ode system showed that neglecting the heating of the gas ifhys, for a nonuniform gas density, the transformaticis
the cathode dark space leads to errors in the determination @fake it possible to retain the form of all most all the initial
the current density at the cathode. For example, at pressurgguations from the Engel-Steenbeck theory used to derive

of 1, 5, 10, and 37.5 Torr the ratjdjy equals 0.864, 0.761, Eqs.(11), (12), and(14). In addition, Eq.(15) implies that
0.49, and 0.271, respectively, wheris the true current den-

sity at the cathode spot arnjg is given by Eq.(12). Heating
of the gas affects the cathode fall even in the anomalous f
regime.

There are few papers devoted to the study of the cathodee., as the length of the segment between two fixed cross
sheath with a nonuniform gas density. The effect of the gasections of the cathode dark space changes, the energy
temperature on the state of the cathode sheath has been stgdined over that segment by the electrons does not vary.
ied, for example, in Refs. 15-19. An analytic formula for Therefore, a similarity condition holds for E). The initial

y * *
Edy= fy NE*/N*dy*(N*/N)=fy E*dy* =1,
y1 yi v
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approximations are also consistent with Ref. 18, in that the Outside the cathode dark space it was specified that
electron distribution function depends on the potential ande/p=0.1V/(cm- Torr) and the pressure in the cathode
local field. sheath was uniform over its height. The boundary condition
The following propositions have also been formulatedat the cathode surface was specified in the fdmn,=T;,
for developing an algorithm for calculating the parameters ofand Ty is the temperature of the working surface of the cath-
cathode dark spaces with a nonuniform gas density and dilede. At the upper boundary of the computational region, a
ferent degrees of local anomaly. boundary condition was specified from calculations of the
1. If the current at a cathode occupies and area than theemperature in the boundary layer of the flow with the aid of
working surface of the cathode, then the principle of thethe system of equations from Ref. 3.
minimum cathode potential fall is satisfied, i.e., the cathode  Satisfactory agreement has been obtain&between
spot occupies an area such that the cathode fall is minimalcalculated normal current densities for a copper cathode and
2. The local value of the normal current density obeysnitrogen using Eqs.(16) and (17) and experimental
the conditionj, ;,%N2. values??*The calculations were done for pressures of 37.5-
3. Local analogs of the parametric equatiqidg) are 300 Torr and yielded values in agreement with the data of
satisfied. They can be used to find the correctiin® the  Ref. 23, to within the experimental error, for air and a copper

local field strength when the local current density deviategathode ap=22.5-45Torr. For an N+ He mixture and a
from the local normal value: i-e--j_:ji+1/2/ji'\‘+1/2- copper cathode, good agreement with experiffemas ob-

= 1/5/(1+ Inﬁz, andE= 1(1+1n8). Hereji . 1, is the ac- talne_q forp=79.$T0rr. T_he caIcuIaUpns were do_ne with the
. mobility of the nitrogen ions essentially depending strongly
tual value of the current density. . : ; . )
X anly on the nitrogen density. This made it possible to replace
For calculating the parameters of the cathode dark spacg . ; . .
. L e total density of atoms and molecules in the mixture with
using our model, it is first necessary to calculate the loca ) .

— ) he density of nitrogen molecules. Note that the form of the
valuesj; . ; they are used to calculate the local correctionsigyip tion of the ratioj/j(y) in the cathode dark space,
for the anomaly,di 1= 6(ji+12) and Eiy1,=E(di+12).  wherej is the current density at the cathode spot @) is
The normalized segments of the cathode dark space resultiRge |ocal value of the normal current density, implies that for
from the deviation from the normal value are defined asT, _,=T.. near the cathodg/y(y)<1, while near the outer
8Yi+ 1= 0y, 1,,0No /N, where the subscript 0 corresponds boundary of the cathode dark spagéjn(y)>1, i. e., for
to parameters in the initial uniform gas density in the cathodgp>1 Torr one can speak of a normal current density only
dark space and to its normal parameters. Now the cathodeonditionally. A subnormal regime exists near the cathode

sheath thicknesd can be calculated from the equation and an anomalous regime, near the outer boundary of the
M-1 M-1 cathode dark space. The distribution of these zones is such
> 8Y°, 1 p=dy= > 8y 1NI(ONg) that the principle of a minimum cathode fall is satisfied in the
i=1 i=1 sum.

Calculations of the cathode fall in highly anomalous dis-
charges are also given in Refs. 19 and 20. The calculated
values are in satisfactory agreement with experimiéithe
experiments were done pt=23, 40, and 90 Torr. The maxi-

. . . . ... ._mum cathode fall for nitrogen gi=23Torr and a copper
YfYQecnrotzse S:(ftigr?nvili% i?)\g?(ﬁsa;éor:h;t;?:% rrgods'i?itéf;t'on’cathode was ab(_)ut 1500 V. This shows that the model can be
where the relationshio between th dinates i ’d tu_sed for estimating the parameters of a cathode sheath with a
here the refationship betwee ese coordinates 15 Ao nuniform gas temperature over a wide range of pressures.
mined by The initial values olUy, jn/p?, andpdy in the calculations
y — were chosen in accordance with experimental data from Ref.
JO N(y)/[Noo(y)]Jdy=yp. 14. There are no published data pdy for nitrogen and a
copper cathode, so it was chosen from coincidence of the
Similarly, the local electric field Strength is determined from calculated and experimenta| normal current densities. The
the formulak;, 1= E?H,ZEN/NO, while the distribution of choice was made for an arbitrary pressure.
the field in the cathode dark space, given E®). and the

normalized coordinates of the fictitious cross sections, is
CALCULATING THE LIMITING DISCHARGE CURRENT AS A

or, in the limitM — o,

d _
Wi+1/2—>0f0 N(y)/[Noo(y)ldy=dy.

given by
FUNCTION OF THE GAS TEMPERATURE
E(y)= % ME( )( 1— fy&dy). (16) The effect of the temperature of longitudinal and trans-
dyv  No 0 Npd(y)dy verse flows of dry air and commercial nitroger 2%0,)

In the steady state case, the density, pressure, and teffi? discharge uniformity has bee_n studfeieh. the transverse
perature are related by the equation of stateNKkT. The discharge the anode was made in the form of a copper plate

temperature distribution is calculated using the equation @nd the ten copper cathodes with a working area of 0.040
g X 0.15 mnt were mounted 30 mm apart along the flow and

a connected to a power supply through a resistance ofL8 k
dy The discharge gap was chosen to be 30 mm. The gas tem-

A(T)S—:;)—#Ej:o. (17)
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perature at the inlet to the channel was varied with the den- T,K
sity and velocity of the gas flow held constant. The dis- 3000.0
charges in a flow of commercial nitrogen with an velocity of

90 m/s,averaged over the cross section, and a pressure of B
80 Torr, normalized to standard temperature, were nonuni-

form for gas temperatures below 19Q00 K. At tempera- 2000.0
tures of 200-240K a uniform discharge developed and a

further increase in the temperature led to a rise in the transi-

tion current from a uniform to a nonuniform discharge from

0to 1.3 A. In experiments with a change in temperature from 1000.0
160 to 350K the discharge voltage changed imperceptibly.

This is explained by the fact that in the positive column of

the discharge, the conditid®/ N= const holds, while the gas

density was kept constant at the channel inlet. 0.0 ) | | t ) \
The experiments of Ref. 3 showed that the discharge 0.0E+0 4.0E-4 8.0E-4 1.26-3
instability was initiated in the cathode sheath. Given the ¥, m

Slm”ar!ty of the d|s_charge chambers in Refs. 3 and 4, InFIG. 1. The distribution of the gas temperature in the cathode fall region:
analyzing the experimental data of Ref. 4 we assume that the- —go Torr, 1 =0.23 A; T,= 150 (1), 350K (2).

discharge instability developed in the cathode fall regions. In

the algorithm for calculating the limiting discharge current, a

gradual increase in the number of functioning cathodes WZ]\TW the cathode region for two values of the initial nitrogen

emperature,T,=150 and 350K, for a currert=250 mA

a pressure, reduced to standard temperature, of
=80 Torr. Evidently, the lower the initial temperature is,
he greater the overheating of the gas in the cathode layer,

q h It the id| thodes that located &Rce, as the initial temperature is lowered, a smaller tem-
oes the voltage on the Idie cathodes thal are focated Ups oy e change is needed to produce a change in the gas

stream. After the potential on the idle cathodes reaches t &ensity by a specified amount, while the more the gas is

breakdown value_, the gas break_s down from the aUXiIiar3ﬁeutralized in the cathode sheath, the higher the degree of its
upper cathode. Simultaneously with the new breakdown, th‘E;'inomaly and the higher the level of Joule heating will be.

power supply voltage drops, since there is increased heatiqgigure 2 shows the distribution of the ratio of the electric

of the gas in the discharge regions located downstream, Steld strength in the cathode fall region to the local pressure

that the electric field strength decreases. This process of SUfsduced to standard temperaturg/§* )« . The parameters
cessive upstream ignition of the discharge continues until thg:;1re E/N and E/p*)y uniquely reIateth.o one another. As
critical conditions for development of a discharge instabilityOploosed to the linear distribution of the field in the cathode

are Irteallzed at onedoft:lhetz CathOdtesb.'l't ¢ th thode f IIdark space observed for a constant gas density, when the gas
was assume at an Instability of-Ihe cathode fa density is nonuniformE/p* )k develops a maximum inside

region develqp_s_ aiter a certain value @N’ V\_’h'Ch is the the cathode fall region, rather than at the cathode surface.
same for all initial gas temperatures, is attained there. The

rates of the volume processes involving the electrons are
dependent oiie/N; under typical conditions they do not de-
pend on the electron density and, therefore, on the current
density?® The critical value ofE/N was assumed to be inde-
pendent of the gas temperature because the gas density and,
therefore, the initial conditions in the cathode region, did not
depend on the initial temperature.

The distributions of the temperature of nitrogen in the
discharge region and of the currents over the cathodes were
calculated using the equations of nonequilibrium gas dynam-
ics for E/p* =28.8 VIcm- Torr). For this value oE/p*, the
discharge voltage lay within the limits of error of the experi-
mental datd. By analogy with our experiments in air, the
breakdown field was specified to be 1.32 times the working
value. The parameters of the cathode fall region and the dis-
tribution of the gas temperature within this region were cal- 0.0E0 . '
culated using Eqs16) and (17). As in Ref. 19, it was as- 0.0£+0 2.08-% m
sumed that the cathode dark space expands in the direction ¥

of the anode, in this case at an angle of 45°. FIG. 2. The distribution of E/p*), in the cathode fall region for
Figure 1 shows the distributions of the gas temperature* =80 Torr andT,= 150 (1), 350 K (2).

taken into account, consistent with the increase in the tot
discharge current. By analogy with the real process, it wa
assumed that after breakdown, the discharge ignites initiall
at the last cathodes. Then, as the power supply voltage i
creases, the currents at the functioning cathodes increase,

1.2E44

8.0E+3

4.0E+3

/:'/p*, V/(cm - Tor)

1

! J
4.0F~4 6.0E-4%
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FIG. 3. The dependence of the maximum valuetf* )« on the current at 150.0 200.0 250.0 3000 350.0

a cathode element fop* =80 (1-5), 40 (6), and 160 Torr(7) and T, 7. K
=150(1), 200(2), 250(3), 300(4), 350(5,7), and 120 K(6). ’

FIG. 4. The limiting discharge current as a function of gas temperature:
+ — experiment},2,4— laminar boundary laye — turbulent boundary
layer; H=0.03(1-3), 0.048 m(4); L=0.1(1,4); 1 m (2,3.

Figure 3 shows plots of the maximum dEfp*)y as a

function of the cathode current. The horizontal line denotes

the critical level we have assumed. It was assumed that theurned from all ten aff,=350K. The calculated limiting
inhomogeneity of the discharge is lost when the parametegurrents are close to the level of the lower boundary of the
(E/p*)k at an individual cathode reaches a value corre€xperimental value$The calculations also showed that the
sponding to the maximum ofE/p*)« for T,=350K and discharge stability depends on the flow parameters and the
| =242 mA. It is evident from Fig. 3 that, as the initial tem- geometric dimensions of the channel. When the length of the
perature is lowered, the degree of anomaly of the cathodgegment of the channel attached to the discharge chamber
sheath increases and there is a significant drop in the criticj¥as increased frorh =0.1 to 1.0 m, the limiting discharge
current. At To,=160K the critical level of E/p*)¢ is  current was lowered. The transition from a laminar flow in
reached byl =122 mA. This value is roughly equal to the the boundary layer to a turbulent flow increased the limiting
current jump during breakdown of the discharge gap. In factdischarge current slightly. Increasing the channel height
given the difference between the breakdown and Workindrom 0.03 to 0.048 m while maintaining the initial density
electric field strengths, the current jump at the cathode durand velocity of the gas reduces the limiting current substan-

ing breakdown can be calculated using the formula tially, by almost a factor of two, and increased the critical
temperature. This is consistent with the results of Ref. 26.
Alim=0 32( E) Hp* 18 If we had assumed that the mechanism for the discharge
b p*/ Ri ' instability is purely based on field emission, then the match

between the calculated and experimental data would have
been considerably worse, since under these conditions the
field strength at the cathode surface depended weakly on the
current and was practically independent of the initial gas

with other data from Ref. 4. For example, whefi was o nerature. We have related the transition from a uniform
increased from 40 to 160 Torr thet¢he critical temperature to a nonuniform discharge to a level dEp*)x=2734V/

rose from 120 to 350 K. The jumps in the breakdown CurrenI(cm Torr) in the cathode fall region. If the assumption that a

given by Eq.(18) for p* =40 and 160 Torr are equal 1 qjtica) Jevel of (E/p* )y exists is fundamentally true, then its

=61 and 246 mA, respectively. Itis evident from Fig. 3 that 5,5 te magnitude may depend on the specific conditions.
for p*=40Torr andTy=120K and forp* =160 Torr and

To=350K, the critical cathode currents equal 82 andco'\lCLUSIO'\IS
267 mA, respectively; that is, they are quite close to the cur-
rent jumps during breakdown of the discharge gap. A modification of the main formulas from the Engel—
Figure 4 shows the calculated and experiméntalues  Steenbeck theory has made it possible to study the effect of
of the maximum total discharge current for which a uniforma nonuniform distribution of the gas density on the param-
discharge existed. It is obvious that, as in the experimentters of the cathode dark space. The effect of a density non-
increasing the initial gas temperature causes the limiting disaniformity increases as the pressure rises and is substantial
charge current to rise. At the same time the current rose, thi®r pressures exceeding 5 Torr. Calculations with a change in
number of cathodes on which the gas broke down with ahe initial gas temperature have shown that, for a given cath-
uniform discharge also increased. While the discharge didde current, the overheating of the gas in the cathode dark
not “ignite” on any one of the cathodes ai,=150K, it  space and its degree of anomaly increase as the initial gas

At a pressure ofp* =80 Torr it equals 123 mA. Thus, for
temperatures below,= 160K, a uniform discharge was not
ignited. The chosen critical level oE{p*) is in agreement
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Development of ionization in nonequilibrium inert-gas plasmas in magnetogasdynamic
channels
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Effects accompanying the interaction of a flow of preionized inert gas with a magnetic field are
studied: selective electron heating, the development of nonequilibrium ionization, and the

onset of the ionization instability. Local and average densities and temperatures of the electrons
are measured and the average ionization rate is determined. It is found that the average

electron density increases as the magnetic induction is raised, in both stable and ionization unstable
plasmas. The difference in the rates at which ionization develops in these two states is

revealed. The mechanism for the coupling between the average ionization rate in an ionization
unstable plasma and the spatial-temporal characteristics of the plasma inhomogeneities is
established. ©1999 American Institute of Physids$S1063-78499)01011-9

This paper is a continuation of a series of papers on theone in the magnetogasdynamic channel was 0.1 m and the
possibility of using pure inert gases as working materials inchannel height was 0.01 m. The Mach number of the flow in
nonequilibrium magnetogasdynamic chanrtefs. These  the magnetogasdynamic channel lay in the interval 4-2, the
studies have been made at magnetic fields below the criticahagnetogasdynamic interaction parameter, 0—0.05, the Hall
values for development of the ionization instability, as well parameter, 0—4, and the conductivity, 100—-600 S/m. The ap-
as at fields above critical. Special attention has been devotguhratus and measurement techniques have been described
to studying the development of ionization and the ionizationelsewheré=* The electron temperature was determined from
instability in the plasmas. It should be noted that most of thehe decay of the continuum in the near ultraviolet and the
studies of the ionization instability have been done in inertelectron density, from the continuum intensitfhe param-
gases with an alkali metal additifdn this case, the ioniza- eters of the flow behind the incident shock wave in the shock
tion of the gas is determined by the ionization of the addi-tube, which are close to the parameters in the magnetogas-
tive, the degree of ionization in the initial state and in thedynamic channel, were used as a standard. The experiments
inhomogeneities is close to the equilibrium values deterwere done in xenon in three gasdynamic regimes |, Il, and
mined by the electron temperature, and the maximum eledil, specified by Mach numbers 6.4, 6.9, and 8.4, respec-
tron density in the inhomogeneities is limited by completetively, in the shock tube. The initial pressure in the low pres-
ionization of the additive. The ionization processes in thesure chamber was 26 Torr. Most of the experiments were
pure inert gases differ in that, for the plasma parameterdone in regime Il. Figure 1 is a sketch of the apparatus.
typical of magnetogasdynamic channels, the characteristic The dynamics of the evolution of the luminous inhomo-
ionization and recombination times in them are orders ofyeneities (magnetic striations was studied using a high
magnitude higher than in the alkali metals, so that the plasmspeed moving picture camera which recorded fragments of
state is far from equilibrium. In addition, there are no limits the disk channel with the aid of rotating mirrors. An analysis
on the maximum electron density. Therein lies the novelty ofof the moving pictures showed that the striations have the
these plasmas compared to those employed previously. form of spokes inclined at an angle of roughly 20°-30° to
turns out that the ionization instability in pure inert-gas plas-the azimuth, the azimuthal separation between them is about
mas has an unusual property. It has been observed previou®9°, their radial length is about 0.03 m, and 2-3 of them
that their effective conductivity increases when the magnetiexist simultaneously in the channel. The striations develop
field is raised:™® In the present study, primary attention is with a certain spacing and their propagation velocity is close
devoted to studying the structure of the inhomogeneities antb the flow velocity. As the striations propagate along the
their lifetime, to finding a correlation between the local tem-channel, their luminosity increases, they expand somewhat,
perature and density of the electrons in the inhomogeneitiethey orient themselves more closely to the direction of the
and their average values and to determining their averageitial current, and their structure becomes more compli-
ionization rate. cated. Figure 2 shows photometric traces of a film along the

The experiment was done in a disk magnetogasdynamichannel radius. It should be noted that the ordinate is the
channel attached to a shock tube in which a flow of thermallyrelative photometer reading, for which the maximum dark-
equilibrium gas was created. An annular Faraday current wasning exceeds the linear darkening limits for the film. Here it
induced in the disk magnetogasdynamic channel, while thés possible to follow the appearance of individual striations
Hall current was not closed. The length of the interactionand their increasing luminosity as they propagate along the

1063-7842/99/44(11)/6/$15.00 1312 © 1999 American Institute of Physics
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X 10 *s, about 8 large scale striations pass by. Given that
Ar=uAt and the flow velocity is about @n/s, we estimate

B the transverse size of the large scale striations to be 0.02—
0.3m. The large scale striations follow one another by 3
X 10"°—5x 10 °s and the time between the appearance of

u @j the striations at the first and second cross sections is close to
l\ d the time for them to move a distance,(-r;). Small scale
| \ ! i | ) | inhomogeneities with sizes of about 0.01 m or less appear
0 2 & 6 8 170 /A toward the end of the channel and develop in the large scale
Radius, 07%m inhomogeneities with a higher electron density. Here there is

some analogy with the development of classical turbulénce,
where small scale fluctuations are regarded as a fine detail
structure imposed on a large scale inhomogeneity. As they

channel. Once they appear, the striations do not decay. ThéiOVe. the electron density in the magnetic striations in-
lifetime exceeds the drift time. The evolution of the striations®"€aS€s. _ _
can be followed in more detail by analyzing oscilloscope ~ Figure 4 shows the electron density and temperature in
traces of the light detected by photomultipliers located at twghe fluctuations passing the observation port &0.096 m

radii r, andr, at a single azimuth. Figure 3 shows the timefor B=1T. The middle of the slug of hot gas has been
variation in the electron densities at two radii in regime 1 asisolated here. Evidently, an elevated electron temperature is
the different plasma volumes move past the observation winobserved mainly in regions with a higher temperature, and
dow. The rise in the average electron density with time isvice versa: in regions with a reduced electron density the
caused by the finite ionization relaxation time in the plug oftemperature is also lower. In the large scale inhomogeneities
shock compressed gas. In the density fluctuations, large scalee maximum an minimum electron densities differ by
inhomogeneities can be identified and, against the backoughly a factor of 3—3.5, while the electron temperature
ground of these, smaller scale inhomogeneities that show ugaries from 8500 to 7000 K. In the small scale inhomogene-
more clearly at the larger radius. Over a drift time of 4.5ities, the electron density varies less, by roughly 50%, while

FIG. 1. Sketch of the magnetogasdynamic channel.
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FIG. 2. Radial photometric scans of the moving picture framds.the instantaneous readout of the microphotometer®dnid the background readout. The
numbers on the scans denote the number of the picture frame. The intervalis. 3The Roman numerals represent the numbers of the striations which
appear. Regime 1IB=1T.



1314 Tech. Phys. 44 (11), November 1999 Vasil'eva et al.

v
’?E §5 FIG. 3. The time variation in the electron den-
A ) sity at two radii. Regime Ilty; andtg, are the
[~ - arrival times of the shock front at the first and
" & second measurement cross sections.
&

I 1 1

|
500 ¢, HS

the electron temperature goes higher, to 10 000—11 000 K.5500 K. Measurements df, in the stability region indicate
The electron density rose little, probably because theyood agreement with the calculations. The average values of
small scale inhomogeneities developed later and their lifeT, in the ionization unstable plasma are lower than those
time is insufficient for ionization to develop strongly. It calculated assuming stability. It should be noted that previ-
should be noted that the lowest valuesTgfexceed its values ous experiments showed that the effective conductivity of
at the channel inlet. the ionization unstable plasma increases with the magnetic
Figure 5 shows the electron temperature, averaged ovdield.1 This ought to reduce to more intense Joule heating of
the channel, in regime II. The values @F,) at the two radii  the electrons, but this probably does not happen because part
r, andr, differ little from one another. Also shown here is of the Joule energy is lost in fluctuatiofs.
T.=f(B) calculated assuming a stable plasma. This curve The degree to which the instability develops, which is
illustrates the features of the process at a collisional levelexpressed in the relative fluctuationsrip, depends on the
T.=f(B) is nonmonotonic and aB is increased,T, de- degree of supercriticalityB/B,,, of the magnetic field. Fig-
creases, since Coulomb collisions play an increasing role asre 6 shows the root mean square relative fluctuationsg, in
ionization develops and this leads to a higher rate of energgs a function ofB in the three regimesB, is determined
transfer, and, therefore, to a reduction in the selective heatinfjom the sharp increase in fluctuations; the larBes com-
of the electrons. In addition, selective electron heating is afpared toB,, the higher the level of fluctuations is. For a
fected by a slight reduction in the flow velocity owing to the given radiusB,, increases from regime to regime. This hap-
ponderomotive force. At the average of the radii examinegens because of the difference in the degree of ionization of
here { =0.085m), wherB increases from 0 to 1 T, the flow the gas at the inlet to the magnetogasdynamic chamngl:
velocity decreases from 1210° to 1.0x10°m/s and the =10 %, ag;=3X10 4, ag,=1.1x10"3. For high degrees
calculated densities of the atoms increase fromkIL0**to  of ionization, because of the increased role of Coulomb col-
1.2x10**m 3. The calculated temperature of the heavylisions there is an increased rate of momentum transfer,
component increases more significantly, from 1800 towhich leads to less selective heating of the electrons, in-
creases the characteristic ionization time and, therefore, in-
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FIG. 5. Average electron temperature as a function of magnetic induction.
FIG. 4. Variations of the electron density and temperature in inhomogeneThe points are experimental data and the curve was calculated assuming a
ities atr,=0.096 m. Regime II. stable plasma.
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netic field in regimes I-Ill.

regimes I-lIl.

creases the time for the instability to develop. Thus, in Ordeﬁynamic channel is longer, and the fluctuations observed at
for the instability to develop at a given radius, the magneticthe end of the channel are stronger

field must increaseB,, at different radii was determined in
more detail in regime Il. The results are plotted in Fig. 7.

Figure 8 shows the electron density, averaged over the
channel, as a function of the magnetic field at different radii

When the magnetic field is higher, the instabilities developror the three regimes. Each point was obtained by analyzing

closer to the channel inlet, their lifetime in the magnetogas

1.0}F
o

~ 081
"; =
Q06 N

0.4
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several oscilloscope traces. Evidentlne) is higher for
higher B and increases along the radigs,) increases the
most in regime |, where the degree of supercriticality of the
magnetic field is higher and the least in regime Ill, where the
degree of supercriticality is lower. In all cases, the electron
densities are substantially lower than the equilibrium values
corresponding to the average electron temperatures.

The average ionization rates were estimated by analyz-
ing several measurements {@f.) and(n,) at the two radii,
r,=0.069 m andy,=0.096 m,

A<ne> _ <ne2>7<nel> _ <ne1> ) Na2 = Na1
At At Na1 At

The second term accounts for small corrections associ-

FIG. 7. Critical magnetic field as a function of channel radius. Regime II. ated with the change in the density of atoms and is taken



1316 Tech. Phys. 44 (11), November 1999 Vasil'eva et al.

B v tion of the gas is much lower than the equilibrium level, the
. 6L ionization instability can develop for arbitrarily low values
o of the Hall parameter, but the lower the Hall parameter is,
""E B the longer the time for the ionization instability to develop
8 4| [ v will be. The time for the instability to develop is comparable
S | in order of magnitude to the characteristic ionization time.
s | | Thus, the concept of a critical magnetic field, as this experi-
S 2F | v ment has shown, is meaningful only for a certain radius of
3 - _’/v| V_/ the magnetogasdynamic channel and means that, in this
, v v Vi ! 1 ; . channel, the selecti\_/e_hgati_ng Qf thfa electrons is sufficient_to
0.0 0% 8, 0.8 BT make the characteristic ionization time shorter than the drift

time. An analysis of the experimental data shows that the
FIG. 9. Average ionization rate as a function of magnetic induction. Regimgnonlinear stage of the instability development proceeds in
II. The points are experimental data and the curves were calculated. this fashion. Initially, as the plasma loses stability with re-

spect to small oscillations in the electron temperature and,

therefore, the density, large scale regions with elevated and
from calculated data. Since the flow velocity) (varies little reduced electron temperatures develop n the plasma. The
S _ - average electron temperatures are determined by the electron
in this segment of the channélt=(r,—r,)/u. The ioniza-

energy balance and greatly exceed the gas temperature. It

tion rates measured in this way are comparable to the Ca|Cl%-

lated values for the average temperatures and densities of tha s out that these inhomogenesities are long lived objects, at

least their lifetime exceeds the drift time. In a first approxi-

electrons, .
mation we can assume that volumes of plasma are somehow
A “frozen” into these regions. With the passage of time, in the
<ne> <nel> . - .
At At [exp(ty/{m))—1], hotter regiongstriationg as the electron temperature oscilla-
tions are pumped more strongly, the electron density in-
where creases. In the regions with a reduced temperature, the elec-
tron density does not change significantly because of the
1 long characteristic recombination time. Thus, the average
tg=(r,—rylu, (7)= W conductivities in the plasma increase. As large scale inhomo-
I e a

geneities develop at the end of the channel, bifurcation of the

tq is the drift time (time of flight) and 7, is the ionization ~Plasma state takes place and small scale inhomogeneities
time. with higher electron temperatures show up against the back-

The values of the ionization coefficieri; , were taken ground of the large scale striations. Probably, if the magnetic
from Ref. 9. Recombination p|ays no Signiﬁcant role, so |tf|€|d is increased further or the channel Iength is increased,
was neglected. The results of this analysis are shown in Fighe striations will be destroyed and an irregular, turbulent
9. In the stable plasma region wiB<B,,, the measured distribution of the electron density and currents will develop.
ionization rates were lower than the calculations. Howeverhe results in this paper apply to this phase of the develop-
the deviation lies within the experimental error, since, in thisment of the ionization instability, when regular structures
region,An, is given by a small difference of large quantities exist within it. Later, when the striations have an elongated
and the accuracy is no better than 50%; an error of 3%,in Shape in the form of spokes and approach the direction of the
gives an error of about 50% in the ionization coefficient. InFaraday current, an increase in the average conductivity, de-
the ionization unstable plasma regid;>B,,, the average Spite the stratification of the flow, will produce an increase in
ionization rate is, on the other hand, considerably higher thafhe effective conductivity and, accordingly, in the Joule heat-
the calculations for the average temperatures. This happefid. This explains the experimentally observed rise in the
primarily because regions with elevated temperatures play @lectron density on moving along the radius and in the aver-
dominant role in the development of ionization through rais-2ge electron density as the magnetic induction is increased.
ing the average electron density_ This work was Supported by the Russian Fund for Fun-

The overall picture of the instability development looks damental ReseardiGrant No. 98-01-01121
like the following. Fluctuations in the plasma electron tem-
perature develop and the degree of ionization changes in ac-
cordance with the kinetics. In layers with an elevated tem-1R. v. vasileva, A. L. Genkin, V. L. Goryacheet al, Nonequilibrium
perature, which are inclined at a certain angle to the initial Inert-Gas Plasmas with Nonequilibrium lonization in Magnetogasdy-
current because of the additional currents created by the elec—gz':;'r‘:stﬁ‘ﬁ;‘igg%r@” ?ggs'a'}' A. F. loffe Physicotechnical Institute, St.
tron density gradient in a transverse magnetic field, morez 'y yasireva, EpA D'yakonova, A. V. Erofeeet al, zh. Tekh. Fiz.
power is released and this may exceed the increased electros7(12), 6 (1997 [Tech. Phys42, 1376(1997].
energy loss in collisions with heavy p|asma Species_ This, in3T. A. La}pushkina, R. V. Vasil'eva, A. V. Erofeev, and A. D. Zuev, Zh.
turn, increases the electron temperature and the degree Qie'@h'g iz.67(12), 12 (1997 [Tech. PhysA2, 1382(1997].
Lo S . . . . V. Erofeev, R. V. Vasil'eva, A. D. Zueet al, in Proceedings of the
ionization. Thus, oscillations are driven. A linear analysis

: R Y=t 12th International Conference on MHD Electrical Power Generation
shows that in an ionized plasma where the degree of ioniza- Yokohama, Japafi996, Vol. 1, pp. 74—82.
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The emission properties of a plasma cathode based on a nanosecond pulsed glow discharge with
currents of up to 200 A at a pressure ok30 2 Pa are studied experimentally. Stable

ignition and burning of the discharge are ensured if the current in the auxiliary pulsed discharge
is 25—-30% of that in the main discharge and its pulse duration exceeds that of the main
discharge by more than an order of magnitude. Emission current pulses from the cathode with
amplitudes of up to 140 A fully reproduce the discharge current and are determined by

the transparency of the grid anode. 1®99 American Institute of Physics.

[S1063-784109)01111-3

1. INTRODUCTION of the large size of the cathode, a discharge system that sat-
. . . _ 1/2 . .-
High current, nanosecond electron beams with short curJ-.Sf'eS the con'd|t.|0rSk/Sa—(.l\/|/m) was not Stl.Jdled' Ini
&|ally, the emission properties of a standard discharge sys-

rent pulse rise and fall times are required for electron an d o similar to that of Ref. 9. which consisted of a hollow
x-ray pumping of lasers. Usually accelerators with explosive™" " . . o
y bumping y P athode with a diameter of 20 cm and a length of 75 cm, a

emission cathodes, which provide currents of up to a few’

kiloamperes;? or accelerators with plasma cathodes base(ﬁneSh anode of length 70 cm and width 3 cm located a dis-

on vacuum arcs® are used for these purposes In both case t’ance of 5 mm from a rectangular window of area 2

the continuous operating period is limited by the lifetime of ><70_cm in the side surface_ of the_ cathode, an auxiliary an-
the cold cathode to on the order of‘1pulses, at best. Fur- ©4€ in the form of a rod with a diameter of 2mm, and an
thermore, when the beam area is large, it is difficult to ensur&X{raction electrode mounted a distance of 1cm from the
a uniform distribution of the current density over the beam™Mesh anode. L o
cross section. A long continuous operating time can be ob-_ [N this system, a low current initiating discharge is ig-
tained by using a hollow cathode glow discharge with pulsedﬁlted between the auxiliary anode and the hollow cathode

current densities of up to 1 A/dhas an emittef:” The high ~ With @ current of up to SmA in an He pressure above 1Pa,
gas pressurél—10 Parequired for stable ignition and burn- while the main pulsed discharge is ignited between the same

ing of a discharge at high currents and the use of He as follow cathode and the mesh anode. Two burning regimes

working gas at high accelerator voltages on the order of 10(P" the pulsed discharge were observed: normal and anoma-
KV limits the use of these discharges only in dc acceleratorPUs With strong oscillations in the discharge current. Similar
with current densities of several tens of milliampetéghe ~ Purning regimes have been observed in hollow cathode dis-

0 .
operating pressure in a hollow cathode glow discharge ha&12r9es befor&: Figures 1 and 2 show the current-voltage
been lowered to 10 Pa by operating under conditions such characteristic and the pressure dependence of the discharge
that the cathode are() exceeded the anode ared.) by current with a constant voltage on the discharge gap for the
JM7m times® Thus, when nitrogen is used as a working normal discharge. The transition from one burning regime to
gas, the cathode area should be at least 200 times the ano ! . .
area. With a large beam cross sectional area, this kind e rate of rise and amplitude of the dlscharg_e current.
discharge system creates design problems associated with the It was also found that when the pressure is reduced, the

large cathode size. Additional shortcomings of this systemtMe t0 form the discharge increases. The discharge current

which show up during the shaping of nanosecond pulsediSes [0 its maximum over a time of 205 at a pressure of
will be discussed later in this paper. P=3.9Pa and over 4bs atP=1.4Pa. The discharge for-

mation time and, therefore, the duration of the discharge cur-
rent pulse, can be reduced by creating a substantial overvolt-
age across the discharge gap. However, this increases the
The studies discussed below were aimed at clarifying theate of rise of the current, which causes the discharge to
possibility of creating an accelerator that is ultimately ca-undergo a transition into the anomalous regime with a strong
pable of generating a wide aperture electron beam with amodulation in the current, as noted above, initially in the
energy of hundreds of keV, a current of several hundredront. As the pulse duration is reduced or the discharge cur-
amperes with nanosecond duration, a high pulse repetitiorent increases further, the amplitude of the modulations in-
rate, and a lifetime on the order of%010° pulses. Because creases and gradually the entire pulse is modulated by high

g other depends on the pressure of the working gas and on

2. EXPERIMENTAL SETUP AND RESULTS

1063-7842/99/44(11)/4/$15.00 1318 © 1999 American Institute of Physics
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FIG. 1. Current—voltage characteristic of the hollow cathode discharge.
FIG. 2. The hollow cathode discharge current as a function gas pressure
(helium).

frequency oscillations. In addition, in the experiments we
observed contraction of the main discharge, which could be
avoided by turning to the use of a low current dc dischargeplasma forming gas. The plasma generator, in turn, consists
for initiating the high current pulsed discharge. Electron ex-of a hollow cathodel and an intermediate electrod In
traction experiments showed that for an accelerating voltagerder to increase the lifetime of the system a glow discharge
of 17 kV applied between the mesh anode and extractioiis also used in the plasma generators. A 0.3 T magnetic field
electrode, the plasma cathode yielded an emission current ofeated by annular permanent magnets reduces the ignition
up to 100 A with a discharge current of 120 A and a pressureoltage for the discharge, the working pressure in the plasma
of 2.6 Pa. The current pulse shape was sinusoidal with generators, and the jitter in the discharge ignition time. Os-
duration of 5us at its base. cilloscope traces of the initiating discharge between the cath-

The above shortcomings, as well as the high gas presadel and the electrod® and of the auxiliary dischargeised
sure, narrow range of working pressures for which the disto fill the cathode hollow with plasmdetween the interme-
charge operates stably, and low electrical breakdowmliate electrod® and the hollow cathod& are shown in Figs.
strength of the accelerating gap at high pressures have stimda and 4b, respectively.
lated a study of a discharge system in which a low gas pres- The current in the initiating discharge and the delay in
sure is attained in the hollow cathode and accelerating gafurning on the auxiliary discharge were chosen subject to the
through preliminary filling of the cathode hollow with an condition of filling the hollow anode uniformly with plasma
auxiliary pulsed discharge plasma. from the auxiliary discharge. For shorter delays and lower

The experimental apparatus is shown schematically ircurrents in the initiating discharge, the plasma in the hollow
Fig. 3 and consists of a hollow cathode with a diameter of 2Gathode developed in the shape of a filament with temporal
cm and length of 75 cm with two plasma generators mounte@nd spatial instability. The main nanosecond discharge volt-
on its ends to create a preplasma in the hollow cathode. Thege was applied between the hollow cathode and the mesh
plasma generators are attached to the hollow cathode througimode with a delay of 6 —10s relative to the time the aux-
small (diameter 5 mm apertures across which a pressureiliary discharge was ignited. The trigger and burning voltage
drop is created such that the pressure in the plasma geneifar the main discharge lay within 4—6 kV.
tors is an order of magnitude higher than in the hollow cath-  The rate of rise of the current in the main discharge is
ode. The working pressure in the cathode hollow usually didletermined initially by the shape of the applied voltage, but
not exceed % 10 2 Pa and nitrogen or air were used as theat the peak it depends on the delay in turning on the main

FIG. 3. Sketch of the experimental apparatlis— plasma generator cathode— intermediate electrod® — hollow cathode4 — insulator,5 — mesh
anode,6 — vacuum vesself — magnets8 — extraction electrode9 — power supply PS110 — PS2,11 — PS3,12 — electron beam.
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a just one plasma generator for creating a plasma in the hollow
30r ﬂ 3000 cathode, substantially improve the emission current density
251 -1 2500 distribution (=7%), andreduce the power demand by the
20 -1 2000 . plasma emitter by half.

< 15F 41500 =5 In order to examine the continuous operating period of
~ the plasma emitter we have tested the plasma generators,
10 ] 1000 which determine the lifetime of the plasma emitter, at initi-
1 500 ating and auxiliary discharge currents and voltages indicated
1 0 above with a pulse repetition rate of*pulses per second
2 4 6 ¢ 88 10 12 14 for 4h, which corresponded to 1x2L0° pulses. Visual ex-

> B amination revealed no significant changes in the configura-

b tion or sputtering of the copper electrodleor the stainless-
100 72500 steel electrode.

80 } 42000
< 60 - 1500 >
~ 40+ 41000 R 3. DISCUSSION OF RESULTS
20 1 500 Even the use of a initiating di i
J pulsed initiating discharge in a system
0 0 of electrodes with a rod anode in a high current glow dis-
2 6 10 14 18 charge does not solve all the problems of shaping nanosec-
L, pus ond and microsecond pulses with short rise and fall times

FIG. 4. Oscilloscope traces of the burning voltage and current of the initi—_be.?al_Jse O_f its low energy efﬂuengy. At low pressures, the
ating (a) and auxiliary dischargeg). initiating discharge develops over times of a few teng.ef
and when the duration is reduced, strong oscillations of the
type seen in Ref. 10 develop. We assume that the oscillations
discharge relative to the time the auxiliary discharge is trigin the discharge current are caused by the time lag in the
gered, as can be seen in Fig. 5. Further reduction in the delagreation of charged particles and their low mobility in the
leads to a narrowing of the discharge current for fixed auxplasma, rather than by explosive processes at the inner sur-
iliary discharge current and voltage between the hollow cathface of the hollow cathode, as assumed in Ref. 10. Similar
ode and mesh anode. The shape of the emission current cofffictuations occur in arc discharges with a hollow anode and
pletely reproduces that of the discharge current. The negative anode falf
maximum emission current obtained in these experiments Short-duration beams are formed in these systems either
was 140 A for an accelerating voltage of 15 kV between théby introducing an additional control grid or by use of a
mesh anode and extraction electrode. The electron extractiqgrulsed accelerating voltage. For beam currents up to several
efficiency, which equals the ratio of the emission current tohundred amperes and nanosecond current rise times, the ca-
the discharge current, is proportional to the transparency gbacitive currents exceed the beam currents, and this creates
the mesh anodey, i.e., .= 7%Xl4. The uniformity of the certain problems. In the system considered here, nanosecond
distribution of the current density along the major axis of thebeams are formed at lo¢—5 kV) voltages and this greatly
beam cross section was15%. simplifies the accelerating system and substantially reduces
Changing the polarity of the electrodes of the initiating the energy costs. Further acceleration of the electrons is done
and auxiliary discharges made it possible to reduce the burrwith a dc voltage applied to an accelerator gap.
ing voltage of the auxiliary discharge by a factor of 2, use  The formation of filament discharges in a hollow anode
at high discharge currents is probably related to the forma-
tion of a double layer in the aperture because of the large

250 difference in the plasma pressures and densities. Electrons
B 1 accelerated in the double layer make it easier for a high
200 - current to pass through the small aperture and ensure conti-
3 nuity of the current in the two plasmas with their different
<150 : 2 densities. The formation of a double layer can explain the
~“100 B high burning voltage of the auxiliary discharge. A higher
| burning voltage in a glow discharge has been obséfved
50 F when a double layer develops.
5 As to the change in the pulse shape and the dependence
0 1 L L L ! L 1 ! of the peak current on the delay in switching on the main
20 40 60 t80ns 100 120 140 discharge, these can be explained as follows. For stable burn-

ing of a glow discharge with curremy at low pressure, it is
FIG. 5. Oscilloscope traces of the main discharge curtdatay 10(1), fI!’St necessary to create ?‘nd maintain a certain plasma den-
6 us (2)). sity in the hollow anode, in order to compensate the loss of
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electrons from the hollow cathode into the anode region.'E. N. Abduliin, S. I. Gorbachev, A. M. Efremost al, Kvantovaya fe-
When the density created by the auxiliary discharge is not ktron. (Moscow 20, 652 (1993 [Quantum Electron23, 564 (1993].
high enough the main discharge reacts by reducing the diSEE' N. Abdullin, S. P. Bugaeyv, S. |. Gorbachetal, in Laser Optics 93.
’ . D Proceedings of the SPIE Conference on Laser Physts Petersburg
charge current or by _reducmg the current at the beglnnmg of (1993, vol. 2, pp. 38-45.
the pulse. A comparison of the oscilloscope traces of Figs3v. I. Gushenets, N. N. Koval’, D. L. Kuznetsat al, Pis’'ma Zh. Tekh.
4b and 5 implies that the auxiliary discharge current shouIdAFiZ- 17(23), 26 (1991 [Sov. Tech. Phys. Letll7(12), 834 (1991)].
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A model proposed previously for processes in nano-Mivetal—insulator—metadiodes with a
carbonaceous active medium is developed and refined. The inclusion of percolation effects

in the insulating gap yields qualitatively new results and provides better agreement between the
calculations and experimental data for physically reasonable values of all the parameters.

An analysis of the model has made it possible to distinguish two different elements in the
mechanism upon which it is based, which are important for understanding the essence

of the processes that take place in electroformed nano-MIM diodes with a carbonaceous active
medium: an internal negative feedback in the structure and modulation of the parameters

of the cathode potential barrier. These elements show up in different ways in the observed
characteristics of MIM structures. @999 American Institute of Physics.

[S1063-784299)01211-9

INTRODUCTION temperature of the formed dielectric, which, on the other
hand, should reduce the current. In is significant that this
The N-shaped current—voltage characteristics of diodeg/pe of mechanism includes an internal negative feedback,
with a metal—insulator—metal structuidIM-diodes) placed  with one of the links in the feedback loop being the structural
in a vacuum with the vapor of organic compounds and subeharacteristics of the system, specifically the concentration of
jected to electroforming have been observed by many rethe particles in the conducting carbonaceous phase and the
searchers over several decadl@everal attempts have been barrier width that depends on it. Thus, we can speak of self-
made at a not very deep theoretical description of these olfermation of a nanometer structure in the insulating gap. The
jects; of these, the most successful is evidently the modedccurrence of these nonlinear processes in the insulating gap
with multiple burned-out and newly regenerated conductingof a MIM structure, which lead to an N-shaped current—
paths? Based on experiments using a scanning tunneling mivoltage characteristic, is indicative of a carbonaceous active
croscope, a more detailed mechanism has been prcﬁ)tnsed medium in the device.
explain the region of the current—voltage characteristic with  There is convincing experimental evidefiée¢hat a na-
a negative differential resistance, the important feature ohometer segment of the insulating gap is actually operating
which is a nanometer width of the insulating gap of the MIM in the case of traditional MIM structures, as well. Thus, the
structure that is open to the arrival of organic molecules. Weyroposed mechanism may be universal. Furthermore, it has
refer to this kind of structure, as opposed to the traditionabeen showf that electroforming essentially involves the
structures, by the term “nano-MIM diode.” self-organization of the nanometer insulating gap in the car-
This mechanism, referred to as barrier width modulationbonaceous conducting medium formed in these devices. A
by stratification of the dielectric, includes the following pro- model based on this mechanism provides a qualitatively
cesses. The current through the MIM structure is limited bycorrect description of the current—voltage characteristics
tunneling of electrons through a barrier near the cathodenano-MIM diodes for physically reasonable values of all the
because of the nanometer size of the gap, the required elegarameters but one. This parameter, the maximum concen-
tric fields are achieved even at low voltages. Passage of elegration (volume fraction of particles in the conducting car-
trons injected from the cathode through a gap filled withbonaceous phase in the formed dielectrig, ends up too
organic molecules is accompanied by electron-impact dissdarge. Here a percolation threshold must be realhiezl, a
ciation of the latter, which leads to stratification of the or- qualitatively new effect appears: part of the formed dielectric
ganic dielectric owing to the release of particles in a conductin the insulating gap becomes a conducting medium owing to
ing carbonaceous phase from the anode side. Thpercolation and this should change the situation significantly.
corresponding region, which we refer to as a formed dielectn this paper we propose a simplified model for nano-MIM
tric, is a composite materidl‘conducting particles in a di- diodes that includes this effect.
electric matrix”). This changes the potential distribution in
the gap, reducing the barrier width near the cathode, which
leads to an increase in the current through the structure an
to heating of the dielectric. Because of some thermally acti- We shall follow Refs. 3 and 7 on the basic elements of
vated process, such as desorption, the concentration of paike mechanism and the approximations to be used, except
ticles in a conducting carbonaceous phase decreases with thénere specially noted. Here the goal is to describe the sta-
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£ wherej, is the current density at the cathode surface land
o =tané/r is the variable parameter of the model.
& We assume that neighboring electron beams do not over-
v g g
} lap, i.e., the nanotips are sufficiently far apart on the cathode
Metal 1 ] ) and the divergence angles are small; then, in the cross sec-
(cathode) tion ath there are no activ@érradiated regions with a cur-
rent density different from Eq(l) and the total current is
5 1 2 Metal II obtained by summing the individual beams.
h As in Ref. 7, we assume that the heat dissipated in the
H formed dielectric owing to the passage of the electron current
through it is removed only to the substrate through a layer
with a reduced thermal conductivity. Then the temperaiure
FIG. 1. Simplified potential diagram of an MIM structure with percolation of the dielectric relative to the temperatuifg of the sub-
in the formed dielectricd is the barrier height for electrons at the cathode- Strate, which is regarded as a thermostaf € T—Ty), at

insulating gap interface, is the barrier height at the boundary of the the cross section atis given by

formed dielectriq1) with the carbonaceous conducting medi(anode 2);

U is the voltage across the electrodess the width of the insulating gap of AT,=Cj.Eq, (2)
the MIM structure; andh is the width of the insulating gap.

Da

whereEy is the field strength in the formed dielectric a@d
is a constant.

The concentratiorv, (volume fraction of particles in
the conducting carbonaceous phase, which is determined by
gﬂe local current density, and temperaturA T, (see belowy,
also depends on the coordinater, increases with distance
As opposed to Ref. 7, we at once take the nonuniformit rom th.e cathode_ towgrd the anode.-At soreh the con-

centration of particles in the conducting carbonaceous phase

of the emission from the cathode surface into accdbid. h itical val 1o th lation threshold
2). Since emission is mainly from nanotips, the correspond—reac es a critical valug, equal 1o the percolation threshold.

ing electron beams will diverge owing to defocusing in theThe corresponding values of, for different spatial lattices

local electric field. Scattering in the formed dielectric causeéIe W't?'t?‘ thﬁmrlangte O't30'6' Tth|§ means;hat fox>h, thed ¢
the electron flow to diverge further. It is rather difficult to gap of the structure contains a carbonhaceous conduct-
g medium which serves as an effective an6ig. 1). As

take all these factors into account quantitatively, so we shal?Cannin tunneling microscone measuremfeotshe poten
limit ourselves to introducing a constant divergence anglet.al i th?e ins Iat'ng ab of apformed MIM diode srr])o this
2¢&, for a beam of initial linear size at the cathode and a all insulating gap ! w, Tl

uniform distribution of the current density in any transverse.m""t.erlal has a very high conQu;twﬂy and approaches graph-
te in terms of its characteristiésThus the voltage drop

cross section. Given that the width of a beam in a plané th b ducti di b
perpendicular to the plane of Fig. 2 is constéiis deter- ~2C'0SS € carbonaceous conduciing medium can be ne-

mined by the thickness of the film of formed dielectrioe glected, and its boundary at=h becomes a moving anode.

obtain the following expression for the current density at the The Vall.Jer correqunds o a critical .temperatuTQ
cross section with coordinate (see below, in terms of which one can obtain from Ed4)

and (2) an expression foh, which determines the width of

tionary situation in the gap of a flat MIM structure for dif-
ferent voltagedJ across its metallic electrodes, which lie a
fixed distanceH from one another in a single plane on the
surface of an insulating substrate. Figure 1 shows a potenti
diagram for the structure.

o the insulating gap,
= 1¥bx @ 1 cjE
fd
== 3
bl (Te—To) ®

Therefore, as opposed to Ref. 7, in the insulating gap of
the MIM structure we now have three different segments in
terms of their propertiesFig. 1): the dielectric of a tunnel
barrier, the formed dielectric, and a carbonaceous conducting
medium. The boundary between the first two is determined,
as in Refs. 3 and 7, and that between the second and third, by
percolation in the formed dielectric with a temperature and
particle concentration in the conducting phase that depend on
X. In principle, this variation may not only be related to the
divergence of the electron flow, but can also be determined
by a localized heat sourcénside the formed dielectri¢
which leads to a drop in the temperature with distance from

x h X its center. However, the change in the flow density at the
FIG. 2. Divergence diagram of the electron flow in the insulating gap in aheat source is a more important factor; in addition, taking its
plane parallel to the substrate surface. finite size into account would require solving more compli-
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cated heat transfer problems that are justified by our qualita-

tive model. We shall return to this question later. j0=—2exp(— B&(®/2)%9), (10
Another important approximation is the replacement of 26

quantities characterizing the situation in the formed dielectriGqyvhere A and B are constants and the width of the potential

and dependent on the positionby constant averages over parrier, 8, at the Fermi level for the cathode is given by
the formed dielectric region. This means that, having ob- ®

tained an expression for the coordinate of the “boundary of _ ]
the carbonaceous conducting medium” and thereby taking =

this qualitatively new factor into account, we again returnto aq in Ref. 7. we have assumed that the current through

a uniform distribution of all quantities within the confines of {no MIM structure is limited by tunneling at the cathode, so

the formed dielectric. This is allowable for small electron j agrees with Eq(10) when the area of the emitting cathode
beam divergence angles, an assumption that appears t0 B8 ace is constant.

justified for the high electric fields in the gap and also fits the Equations(3) and (5)-(11) are a closed system of equa-

(11)

qualitative features of the model. o tions for the stationary state of the insulating gap of an MIM
~ In this approximation, the current density in the formedgircture which we have solved numerically for the param-
dielectric is given by etersh, Tey, ¥4, Tk, Ew, €, jo, and & as functions ofU.
1 The remaining parameters were varied near physically rea-
jfd=§(j sTin), (4) sonable values.

and its temperature, by

; DISCUSSION OF RESULTS
T1a=CEsgjtat To- ®)
Here, by analogy with Ref. 7, we have Some typical computational results from our mpdel are
_ shown in Fig. 3(curvesl). These curves were obtained for
a0 voltagesU on the structure exceeding,=2 V, since, as

Y™ e fexp — Q/kTrg) + 0jrg’ ©)

will be pointed out below, a smaller voltages there is a
i ) ) ) change in the mechanism for the conductivity of the insulat-
whe.re o is the effecﬂvg cross section for forr'natlon of a ing gap. As in Ref. 7, the current—voltage characteristic has a
partlcl'e of the conduct!ng carbonaceou; medlum from ar?egion with a negative differential resistance. The width of
organic moleculddissociation by electron impact( is the the insulating gap, which is now a variable quantity, de-

activation energy for the reaction in which this particle is ;05505 monotonically with the potential fall, and at the point
lost, f is a constant with dimensions of frequeneyis the U=d, we haveh= 4, i.e., the formed dielectric region dis-
electron charge, and is Boltzmann’s constant. appeargFig. 1) and the boundary of the carbonaceous con-

The critical temperature corresponding to the percolatioqjucting medium(anodé rests at the edge of the cathode

threshold is found from an expression analogous t0(BX.  ,stential barrier. When the voltage is reduced further, the
for the current density and equals the temperature at the Crogﬁape of the potential barrier will change from triangular to
section ath,

trapezoidal.
Q It should be noted that a change in the widitlof the
Tk:Kln[ef/(O'jh(a’/Vk— ml (7 insulating gap represents the introduction of an additional

feedback into the operating mechanism for nano-MIM di-
This last approximation can also be used, as before, todes: yet another structural characteristic,which, along
examine an insulating gaff-ig. 1) as a two-layer dielectric with the concentration of carbonaceous conducting particles
with constant relative permittivitie&ielectric constanjsof ~ and the barrier width, tracks changes in the voltagand
the layersggy andey,. Then the solution of the correspond- stabilizes the nanometer gap. In principle, this feedback can
ing equations of electrostatics for the field in the formedwork independently of the first described in Ref. 7. In fact,
dielectric gives let us consider a simplified model for nano-MIM diodes
without any formed dielectric region at all. Here, in accor-

Efd:M—aJFSU’ (8) dance with Eq(10) the emission of electrons at the cathode
eh will lead, by the same processes, to the formation of a car-
where, as in Ref. 7, bonaceous conducting medium with a boundary determined
by the same Eq(3), but the insulating gap will consist of a
Eid 1 uniform dielectric with a relative permittivitye, (e=1),
& T 3 9 while the equations characterizing the formed dielectric van-

sb_(l_Vfd)g, . . .
ish. It might be expected that for a given voltage on the

while the way to find the remaining quantities is clear fromstructure, an equilibrium characterized by certain values of
Fig. 1. It was assumed that the potential barrier at the caththe gap widthh and current density, should develop, since
ode is triangular, i.e., imaging forces were neglected. h sets the electric field and the latter determines the barrier
For the current density at the cathode we have used Sinwidth & and, thereby, the current density. The operation of
mons’ formula® which in our cases reduces to such a device should involve simply a change in the gap
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FIG. 3. Calculated dependences of the current defgitinsulating gap widthh, and temperatur& of the formed dielectricl1 — including percolation and
the existence of the formed dielectrib;=2 V, ®,=2 V, b=0.1nm %, 1,=0.4, =0.6, =10 2*cn?, f=10"s"!, C=10"8cn-deg W, Q=2 eV, and
To=300 K; 2 — without a formed dielectric and with the same model parame8ers;with the formed dielectric and including the additional cooling effect,
I=3 nm,w=0.5, and the remaining parameters the safne; as curve3, but withw=0.2; 5 — without the formed dielectric, but including the additional
cooling effect and with the same parameters as cdné— current—voltage characteristic of a tunnel gap with a constant width=d#.9 nm andb=2 V.

width as the voltagé) varies. The corresponding system of back, but, as can be seen from the graph, the current—voltage
equationg3), (7), (8), (10), and(11) yields stable solutions, characteristic lacks a region with a negative differential re-
which are shown in Fig. 8curve2) and confirm these ideas. sistance. This last difference is related to the loss of the
This simplified mechanism retains the internal negative feedmodulation in the barrier widths, which was caused by
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stratification in the insulating gap, when the formed dielec- L
tric was eliminated. 2
This result is clearly illustrated by the following conclu- Cathode L
sion. In the general mechanism, we must isolate two differ- v
ent elements which are important for understanding the es- )
: ; Y
sence qf the processes taklng_place in a fqrmed nano-M.IM % 1% % % %
diode with a carbonaceous active medium: internal negative |
feedback and modulation of the parametnsthis case, the T
width) of the potential barrier. The feedback loop, whose
links include, in particular, the structural characteristics of -
the systenspecifically the concentration of the particles of .
the carbonaceous conducting phase, the barrier width, and . '
the width of the insulating gapcauses self-formation of the ts >
nanostructure in the carbonaceous medium as the nano-MIM Shn' h
diode operates. Since this feedbaCk, IS nega(a/glturrent FIG. 4. A sketch of an insulating gap and the distribution of the temperature
through the structure causes formation of particles of therin a formed dielectrict of thickness (2 — as in Fig. 2.
conducting carbonaceous phase but a rise in the current leads
to heating of the formed dielectric and the disappearance of
the particleg, the resulting nanostructure exists stably in an_ . L . . : o
MIM-diode. These considerations fe the concept of elec- butit does simplify the d'SCUSS'Qn' The linear d'smbl.m(.)n 9f
. . ._the temperature over assumed in the above model is indi-
troforming as a self-organizing process for a nanometer in- : : - o
. ; ... cated in the figure by the solid lines. The actual distribution
sulating gap and the gap itself was treated as a dissipativeé_ | . N
i : resulting from the finite size of the heat source and the loss
structure that develops in a carbonaceous conducting me- . T
dium under certain conditions of heat through the side surface is indicated by dashed
: curves; that is, at the boundary of the formed dielectric with

At the same time, the existence of feedback, as such, |% . . L
the carbonaceous conducting medium the temperature distri-
not enough to create an N-shaped current voltage charactetg—

istic. That is ensured by modulation of the barrier width for ution will be smeared OL.H over a.sca"? length determined
by |. For largelL this refinement is unimportant, but for

:c‘unnellrlg e!egtrons, e, by some mechanism for .'tSL=L’<I the situation changes. Besides the spatial smearing
forced” variation, whereby the transparency of the barrier .
! out of the temperature, its average value also decreases sub-
decreases as the voltage on the structure increases. In thItS : : . R
) e stantially in the formed dielectric, since the heat flux through
case, this happens as a result of the stratification of the di; . . X
. . . . he side surface becomes comparable to the main vertical
electric, but other mechanisms are possible. In particular, onﬁ . ; .
X . ux into the substrate. This factor, which can be referred to
such mechanism may be the increased transparency of the o . . . ;
i . . . . as the additional cooling effect is most easily taken into ac-
cathode potential barrier owing to imaging forces. In fact, as . : ; -
L 4 . . count by introducing an effective heat transfer coefficient or,
opposed to the situation described in Ref. 7, in the case of &~ . ; .
X . : equivalently, replacing the constatin Eq. (2) by an effec-
moving anode, as the voltagé decreases the insulating gap .. : .
: . tive valueC defined as follows:
is narrowed to very small width&@n the order of 1 nm for
the model parameters used her&s h decreases, the imag- C for L=1,
ing forces can cause a reduction in both the height and width
of the barrier!® which represents a modulation in its trans-
parency. Here we have neglected this effect, but it can evi-
dently be important. Equation(12) simply represents a linear approximation
The mobility of the anode and the possibility of reducing for C; from C to wC asL is reduced from to w, respec-
the width of the formed dielectric region to zero in this tively. This approach allows us to retain the form of E).
model make the above approximatiomhereby we neglect over the entire range of variation of the parameters while
the finite size of the heat source in the formed dielectrictaking qualitative account the additional cooling effect. Esti-
which has a finite thickneggoo crude. There the heat flux mates show that, based on the atomic discreteness of the
through the side surface which bounds the carbonaceowstructure of the formed dielectric, the coefficientan range
conducting medium is neglected. For a formed dielectric obetween 1 and 0.1.
width L=h— 6§ comparable to its thicknedswhich we can Calculations according to the complete model with Eq.
estimate as a few nanometers, the temperature ends up fdr2) are shown in Fig. 3curves3 and4). Their major feature
too high. The resulting situation is clarified in Fig. 4. We is substantially higher current densities at low voltagies
assume that the heat source exists only in the formed dieleend, thereby, a more distinct region with a negative differen-
tric region, since the mean free paths of the electrons in th&al resistance. This seems natural, since considerably higher
disordered medium are very short and they lose all their eneurrents are required to maintain the critical temperaiyre
ergy within this region. Little heat is released in the carbon-because of the additional cooling effect. Less evident is the
aceous conducting medium because of its high conductivityincrease in the temperature of the formed dielecffig. 3b
We also assume that there is no heat flux through the verticals the voltag®J is lowered. This result becomes understand-

plane at the cross section xat §; this is not well founded, able, however, if we note that, according to Eg), the criti-

A

/

(12)

ef

L
wC+ I—(l—w)C for L<I.
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cal temperature also increases as the current density il
creases. We will not present a plot ofU) here, but it is
monotonic, decreasing from=1,=0.4 forU=d_,=2V to 12,3

v~0.01 forU=15V. On the whole, it should be noted that 0T a
including the additional cooling effect, with its obvious

physical significance, introduces an independent parameter g i
which makes it possible to vary the steepness of the branche<

in the negative differential resistance over wide limits. -élo,;
curvesl, 3, and4), something which was not possible up to -~

now by varying any of the other model parameters. The re 10 |-
sulting current—voltage characteristics are closer tc
experiment.

The question of how the solution would look for a model i ' Unin 2
with additional cooling but without a formed dielectric is of 0 0
some interest(That is, as above, we leave a uniform dielec-
tric with a constant relative permittivity, in the gap and we
solve the contracted system of equations together with Ec
(12).) The results are illustrated in curvésof Fig. 3. It can
be seen that, as opposed to cu?y¢he current—voltage char-
acteristic has a region with a negative differential resistance
i.e., the additional cooling effect can be regarded as one c 1200
the mechanisms for modulating the barrier width for the tun-
neling electrons. B

Finally, we return to voltages on the structure ranging
from 0 to ®,. As noted above, here a cathode barrier will 1000
have a trapezoidal shape. The observed experimental ma
mum in the current—voltage characteristic is naturally relatec -
to the singular pointy=®,. There, the barrier shag€ig.
1) changes and the formed dielectrin= 5) vanish. It is 800, — "1 L é ' 1'2 : 1|6 v °
important that the tunneling electrons no longer fall into the ’
conduction bandor the impurity bangof the dielectric, but FIG. 5. Calculated variations in the current densigy insulating barrier
immediately show up in the conductivity band of the anodewidth h, and formed dielectric temperatufe The conditions and parameters
(carbonaceous conducting mediurhlere the formation of ' the same as for curvésf Fig. 3;b=0.1(1), 0.2(2), 0.05 't (3).
conducting particles from organic molecules by electron im-
pact becomes impossible, for the appropriate inelastic tun-
neling processes are evidently improbable. It is natural t@ence angle of the electron flux emitted from the cathode,
suppose that as the voltageis lowered, after passing the has little effect on the current—voltage characteristic of the
pointU=®,, the width of the insulating gap ceases to vary.structure, but does significantly affect th¢U) and T(U)

This is indicated indirectly by the experimental data of Ref.curves(Fig. 5). As the divergence angle increases, naturally,
4: in the highly conducting state of an MIM diode, even for the temperature of the formed dielectric increases, since it is
a small voltageJ, all the voltage falls, as before, across thean average betweeh,, which varies little forU>4V, and
nanometer insulating segment of the gap and is not spreatie temperature at the cross sections. The width of the
uniformly over the gap length, as might be expected if theinsulating gap then decreases, since the current density and
gap collapsed. But, then its current—voltage characteristitemperature decrease more rapidly wittand the point at
would simply have the standard forgh0) only for low volt-  which T, is reached comes closer to the cathode.
ages(including the reverse tunneling proc¥3s Figure 3a Special attention should be paid to the behavior of the
shows the corresponding calculatiofmurve 6) for a gap  minimum in the current—voltage characteristic. The ascend-
width equal to the final value=®,=2 V) for curve 5 ing branch of the characteristic in this region becomes much
(6=0.9nm. This branch is not shown for the remaining more mildly sloping than in Ref. 7, in better accord with
quantities simply because it is evident. The shape of c@rve experimental data.This result is also a consequence of the
is in good agreement with experiméntt should be noted variable gap widthh: the field strength and, thereby, the
that in this model, the maximum of the current—voltage charcurrent change very little here in comparison with the case of
acteristic corresponds td,, while its experimental value a fixed gap width. The presence of a minimum, as such, as
(3—4V) is in satisfactory agreement with the valuesdaf  that of the ascending branch of the current—voltage charac-
expected from physical considerations and which should béeristic for high voltages, is related to the divergence of the
slightly lower than the work function for these metals. electron beam. The slope of the curves in this region and the

We now present calculations in which the additionallocation of the minimum are controlled by the constbnas
model parameters introduced in this pagegyond those of is quite evident in Fig. 5.

Ref. 7 are varied. Varyind, which characterizes the diver- Increasing the thicknedsf the formed dielectric broad-

10

h, nm
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ens region where the temperature spreads(big. 4 and  answers the question of which processes in MIM diodes can
produces a corresponding expansion of the range of voltagdse responsible for their nontrivial features and in what man-
U in which the additional cooling effect operates. In thener.
current—voltage characteristics this shows up as a reduction Although the model is qualitative in character and uses
in the steepness of the branch with a negative differentiatather crude approximations, its improvement through refine-
resistance while retaining the maximum current; the depenment of these approximations is quite inappropriate at this
dences of the other quantities &h change little. Finally, time. First, that would increase the number of parameters to
increasing the percolation threshalgdproduces a significant be selected. Second, as the experience of the present calcu-
rise in the current maximum &l =®,, which steepens the lations shows, the current—voltage characteristic is insensi-
characteristic significantly, in accordance with Ref. 7; heretive to improvements of this sort. This has a simple explana-
the T(U) curve is shifted downward, parallel to itself, as ation. As noted previously,the mechanism at the foundation
reflection of the drop inT,. The associated graphs are not of this model is based on a balance of the exponentials in
shown here because they provide little other information. Eqs. (6) and (10). Against the background of these very

In evaluating the proposed model as a whole, we musstrong nonlinear dependences, most refinements will just
note its advantages over the earlier mddEirst, it agrees yield some insignificant corrections.
better with experiment, including the current—voltage char-
acteristics of MIM diodes, and in terms of the whole series of
elements mentioned above. Second, as it takes percolatiofH. Pagnia and N. Sotnik, Phys. Status Solid8g 11 (1988.
into account, it provides a more correct description of thezA- K. Ray and C. A. Hogarth, Int. J. Electrofi9, 97 (1990.
processes taking place in the insulating gap of an MIM struc- E#e'\élﬁ ’\l/akr)];dsvslgtsg 432‘59;’4]'-' Levin, Zh. Tekh. Fi64(12), 88 (1994
ture. Thus, in particular, all the model parameters havesy pagnia, N. Sotnik, and W. Wirth, Int. J. Electr@®, 25 (1990.
physically reasonable values. Third, by varying these paramv. M. Gaponenko, Izv. Vyssh. Uchebn. Zaved. Fiz. No. 5, pp. 115-120
eters, it is possible to vary the current-voltage characteristic (1992. _ _ _
over wide limits, which was difficult in the earlier mod7el. K. A. Valiev, V. L. Levin, and V. M. Mordvintsev, Zh. Tekh. Fif7(11),

) . 39 (1997 [Tech. Phys42, 1275(1997)].

This meant that some important factor had not been takeny, w. Mordvintsev and V. L. Levin, zh. Tekh. Fiz66(7), 83 (1996
into account. Despite the comparatively large number of se- [Tech. Phys41, 679(1996].
lectable parameters, further development of the model andB. I. Shklovski.and A. L. Efros,Electronic Properties of Doped Semi-
comparing it with more detailed experiments may provide Z‘;gd”Ct_ors[s’)””ger've”ag' New York1984; Nauka, Moscow(1979,
independent and important estimates of these parameters &g pagnia, Int. J. Electror9, 33 (1990.
various operational limits for MIM diodes, each of which is *°J. G. Simmons, iMunneling Phenomena in Solidsdited by E. Burstein
described by only a few of these parameters. But even if this @d S. Lundquis{Plenum Press, New Yorkl969, pp. 135-148; edited
turns out to be impossible for some reason, the significance® V- - Pérel’ Mir, Moscow(1973, pp. 131-142
of the model, even in its present form, lies in the fact that itTranslated by D. H. McNeill
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An exact dispersion relation for the guided modes of a four-layer planar structure with an
exponential permittivity profile in the main waveguide laysiab is derived for the first time on

the basis of the wave approach. Periodicity of the mode characteristics as functions of the
cladding thickness is established. The dependence of the energy flux distributions of various modes
in the waveguide structure on the thicknesses of the cladding and slab layers is investigated.
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INTRODUCTION whereg, andes are the maximum and minimum permittivi-

] ) ties of the slab, which occur at the interface with the cladding
The operation of many planar waveguide structures rez 4 in the bulk of the slab respectively.

lies on the application of a thin-film cladding on the surface ¢ region of the structure>a is regarded as the sub-

of the main guiding layeslah. For example, metallic clad- grate: from now on we refer to the parameaef the profile
dings are used to create polarization filters, to separate TEq (1) as the thickness of the slab. The dielectric permittiv-
and TM modes, and to enhance the localization of radiatiorpty of the cladding is assumed to have the vaiye and the
in the slab. However, metallic claddings produce Sig”iﬁcampermittivity of the cover medium is,; the following rela-

attenuatign Of, the .guided. modes i'_" their direction Oftion holds between the permittivities of the various layers:
propagatiort. Dielectric claddings are widely used to correct £4<e3<8,<s,. The structure is oriented so that thexis

the dispersion characteristics of the corresponding guidefl hehendicular to the interfaces, the slab—cladding interface
modes’ The theoretical analysis of guided-wave prOpagat'Orbccupies the plane=0, and the interface between the clad-
of light in four-layer structures with a dielectric cladding of ding and the cover medium occupies the plame—L. The
finite thickness has been aimed primarily at structures havmﬂwagnetic susceptibilities of all the layers are assumed to be
a step distribution of the dielectric permittivify® Wave- equal to unity in the operating optical range.

guide regimes in four-layer graded-index waveguides with ~ \y/o describe the field of a mode propagating in the

linear and parabolic permittivity profiles have been waveguide along the axis by the components
investigated® on the basis of approximate solutions of the

electromagnetic field equations. An exponential permittivity ~ F;(x,z)=CFj(x)exp(—iBz), j=X,y,z, 2
profile is a close approximation to the profile formed in the . . i
where C is a constant normalized to the radiation power

thermal diffusion of metal ions on the surface of glass ort tted into th id6.is th i tant
optical crystals-® This profile can be used to approximate ransmitted into the waveguidg, is the propagation constan

other profiles encountered in graded-index waveguides — 8;‘]the ?ui_dedtgwoofl_e,ldanfj EXEJ zi_re proffilti functi((j)ns, I\Nhidlh
linear profile in particular. In this paper we consider theharacterize the ne IStribution ot the mode along the

thickness of the waveguide for the chosen distribution of the

waveguide regimes of light transmission in a four—layerd. lectri ivit the | f th id
structure whose main guiding layer has an exponentially pro-Ie ectric_permitivity among the layers ot the waveguide

filed permittivity. On the basis of an exact solution of the structure. . . , L

boundary-value problem and a numerical analysis of the re- The wave equations des_crlbnjg the profile function in
sulting dispersion relation we investigate the specific characgach of the media can be written in the form
teristics of these regimes associated with the presence of a d2F (x)

high-permittivity cladding layer. )
dx?

+[k3e(x)— B2]F(x)=0, A3)

whereky= w/c, w is the frequency of the radiation, ands
FIELDS IN THE WAVEGUIDE STRUCTURE the speed of light in vacuum; the permittivig(x) is equal
to e, ande, for the cladding and the cover medium, respec-

The investigated planar waveguide structure consists chvely, and is given by Eq(1) for the slab and substratthe
a slab waveguide with an exponential permittivity profile, aregionx=0).

permittivity along the normal to the surface of the slab isfunction 7(x) relative to the interfaces. For a TE mode the

described by the equation componentF, has the meaning of the electric field compo-
nentE,, and for a TM mode it is the magnetic field compo-
e(X)=ez+(g1—ez)exp(—x/a), (1) nentH,. Here

1063-7842/99/44(11)/5/$15.00 1329 © 1999 American Institute of Physics
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Dexgq(x+L)], X<-—L, facilitate the analysis, we have introduced the dimensionless
parameterx, which takes values from zero to unity. In this
case the mode index, does not influence the form of the
Jou[2v exp(—x/2a)], Xx=0, B(a) curve, and the corresponding dispersion curves plotted
where we have introduced the notationakgye,— &3, fqr waveguide structur_es .With ideptical paramete{sand
w=ap; Jo(¢) is the Bessel function of ordem2 (Ref. 1. different valges .ofvz coque. We mtroduce.the thickness
The transverse components of the wave vector in thénh=7/h, which is a function of the propagation constght
cladding, cover layer, and substrate are given by the expredd general. In the range of the propagation constansko

Fy(x)={ Acoshx+Bsinhx, —L=<x=<0, (4

sions <p=<\e,k, the thicknessL, varies between the limits
N2\e,—ea<Lp=<\/2\e,—¢&q1, Where\ is the light wave-
h=kge— 8% d=B*—Kgea, length. If (e,— e5)/e5<1 and if the permittivity of the clad-
ding is much greater tha#, andes;, we can assume with a
p= VBT~ &4k, R y s

high degree of accuracy tha, is constant. We then have
The z components of the profile functions for guided L=(v,+ @)L}, whereL,, is the characteristic period for the
modes obey the relations cladding thickness. Far=0, i.e., forL=wv,L},, the disper-
AF sion relation(8) goes over to the corresponding equation for
- (6)  athree-layer structure.
Y(X)ko dx If the transverse component of the wave vector in the
where the upper sign corresponds to Bhecomponent of a  Substrate is equal to zerp€0, S=Kkoy/e3), the correspond-
TE mode, withy(x)=1 in all of the media, while the lower ing guided mode has a cutoff, i.e., it is transformed into a
sign corresponds to the, component of a TM mode, with leaky mode. The effective cutoff thickness of the stabis
y(x)=¢(x) in each of the media. determined from Eq(8) and is given by the expression
From the condition of continuity of the tangential com-

F(X)==*

J(,)(ZVO)Vo(T[qotstanhoL + hO]

ponents of the fieldE andH at the interfaces we evaluate = , 9
the constants in Eq4): ®" Jo(2vo)hol ho tanhol —0pd] ©
Vo where the transverse componetitg=Kkyye,—e3 and qq

A=J,,(2v), B=-— EJéW(ZV), =kgVez— &4, the parametevy=agkgVe,— e3.

Inasmuch aw is a function of the cutoff thickness, the
Vo determination ofa, requires the numerical solution of Eq.
D=Jau(2v)coghL) + —-J35,(2v)sin(hL). (7 (9). For modes withv;=0, if &= a,, the slab waveguide
does not have a thickneag corresponding to cutoff. It also
Here we haver=1 for a TE mode and=¢;/e; fora TM  follows from Eq.(8) that the intervaky, < a<a., contains
mode; the Bessel function derivatives used above are givea thickness valu@,, above which the cladding becomes a
by the expressiordy,,(¢)=2wWJp (@) ¢—Jou+1(®) (Ref.  waveguide layer for the mode, and its propagation constant

10). lies in the intervah/e ko= B=< \/e ,k,. The quantities, ao,
and a;; can be evaluated only by solving Ed8) and (9)
DISPERSION RELATION numerically.

The dispersion relation connecting the propagation cong MmERICAL ANALYSIS
stant of the corresponding guided mode to the parameters of
the waveguide structure and the radiation can be written as We now analyze the above-derived relations for the TE
follows in our case: modes. We choose the parameters of the layers to match a
, real waveguide structure: A slab waveguide with the expo-
Jaw(2v)ah(qé—htanhl)+J;,(2v)va(qdtanhL+h) =0, henial profile (1) and a surface permittivitg,=2.67 is

®) formed by the thermal diffusion of silver Agions on a glass

where =1 for TE modes, and=¢,/e, for TM modes. substrate withe ;= 2.40; for the cladding we choose a glassy

Without the cladding layerl(=0) Eq.(8) goes over to chalcogenide semiconductor with a permittivigy=6.15,
the well-known dispersion relation for a three-layer wave-and the cover medium is air witky=1. The working wave-
guide structuré:? An analysis shows that the solutions of the length of the laser beam is assumed to Xe0.633um;
above dispersion relation in the general case of a four-layetlose to this wavelength we can assume that all the layers of
waveguide structure are governed by the set of mode ordethe waveguide structure are nonabsorbing, and the permit-
v=v,+ vy, Wherev, corresponds to an integral number of tivities of all the layers are real-valued.
energy minima of the mode field in the slab, angdcorre- Figure 1 shows the dependence of the propagation con-
sponds to the same in the cladding. The mode indigeand  stant on the slab thicknesa for various TE mode orders
v, therefore determine the nature of the field distribution of aand for various values of: «=0 (curves5,7,9, 0.15(4),
given mode ordemw corresponding to the total number of 0.2 (3,6,8, 0.23(2), 0.25(1). The calculations are carried
energy minima in the waveguide structure. out for mode indices’;=0,1,2 (curvesl-5, 6 and7, and8

The phase shift of a guided mode in the cladding isand 9, respectively. For the investigated structure at the
conveniently written in the formLh=(v,+ a)m, where to  given wavelength the thickness, remains essentially con-
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FIG. 1. Dependence of the propagation constant on the thickness of the slab

waveguide.

—4. Clearly, ass; approaches the valug,=2.40, and ag4
approaches;=2.67, we achieve the case of a weakly direc-

stant and equal to (0.1570.002)xm for all modes of the tional waveguide, which is characterized by an abrupt in-
slab waveguide. It follows from the graphs that an addecdfrease in the mode cutoff thickness.

cladding with a higher permittivity than the slab reduces the

mode cutoff thicknesa, and increases the mode permittivi-

ties in comparison with a three-layer waveguide structure. ao,;fm

For a cladding of thickneds=v,-0.157um, i.e., fora=0,

the dispersion curves for the modes of the four-layer wave-
guide structure coincide with those of the three-layer struc-
ture (dashed curves, 7, and9). In this case the mode with
v=v, becomes the first modev{=0). The lowest mode -
orders are absent from the given diagram, since they are
cladding modes and become leaky modes for the slab. For 06+
modes with indexv;=0 a cutoff thicknesg, does not exist
for «>0.2. The range ofx in which slab modes are trans-
formed into cladding modes is bounded by the endpoints
a1 =0.23 anda,,=0.302.

Figure 2 shows the dependence of the permittivity for 0-02 0
the first four modes withv=0—3 on the normalized clad- ‘
ding thicknesd./L, for various slab thicknesses The solid
curves represena=0.05,0.5,0.84,1.14m, which corre- dp,um
spond to the cutoff thicknesses of the indicated modes in the 1.6
unclad structuréfor L=0), and the dashed curves represent '
mode ordersy=1-3 for a=0.3,0.575,0.2m. In accor-
dance with the assumed representation of the thickness of the
transverse layet. = (v,+ a)L, the parameter is equal to
zero for an integer-valued/L, . It is evident from the
curves that in the range of smail an increase in the clad- 0.8
ding thickness leads to the most pronounced variation of the
permittivity for TE modes. In the range= ek, the
guided modes become cladding modes, where now the layer
with an exponential permittivity profile is the substrate of the
waveguide structure. 0.0 I

Figure 3 shows the dependence of the cutoff thickness 1.0 1.8 2.5 8

ag on the maXir.m.Jr.n value; (a) and the minimum value s FIG. 3. Dependence of the cutoff thicknegson the maximum value; (a)
(b) of the permittivity of the slab for TE mode orders=0 and the minimum value (b) of the permittivity of the slab.

12+
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DISTRIBUTION OF ENERGY FLUXES
The distribution of the transported radiant energy flux 24
over the cross section of the waveguide is given by the equa- g -
tion >
m -
c 8
S(x)=gRe[E(x)><H*(x)]. (10) o l2F
) 5
When the geometry of the investigated structure and the
fields in the waveguidé€2) are taken into account, E¢L0) B
assumes the form 0 )
) ) o 0.0 0.2 0.4 x/a
S(x)=e sofy(x)(r ]:y(x)dx) (11)
0 y(x) | e (%) '
where the unit vectoe , indicates the direction of the energy
flux in the waveguide structure, ar®) is the amplitude of 6 L
the energy flux coupled into the waveguigeer unit length g
of the waveguide along thg axis). 4 i
If the layers are nonabsorbing, the energy flux does not &
have a component along theaxis!! Invoking the expres- <>
sions for the longitudinal function@) and integratingS (x) s 3r
over the coordinate within the limits of the corresponding v
layer, we can find the linear energy flux density of the mode i
S, in each of the four media. We introduce the localization
factor %05 ., 0.00 005 &
S, ( Fo(x) )( = Fo(x) ) ! -
Ni=< = f dx f dx , (12 FIG. 4. Distribution of the energy flux transported by the fundamental (
So Li y(X) — ¥(X) =0) TE mode over the cross section of the waveguide structure.

which characterizes the fraction of the energy flux trans-
ported by the mode in thigh layer. The effective thickness
of the waveguide for slab modes depends on the sum of the The energy flux distribution for slab modes witls 1 is
thickness of the slab, the thickness of the cladding layer, andhown in Fig. 5. The corresponding curves are plotted for the
the small penetration depth into the cover medium, whictparametersy;=1, v,=0 (a8 and »,=0, v,=1 (b); =0
can be disregarded in most cases. (curvesl,d), 0.2(2), 0.22(5), 0.27(6), 0.3(3). It is evident
Figure 4 shows the distribution of the energy flgx) that the corresponding variation of the parameteas the
transported by the mode=0 in a structure with a slab of cladding thicknesd is increased causes the energy mini-
thicknessa=3 um for various cladding thicknessés The  mum in the slab to shift toward the interface with the clad-
amplitude of the mode field is chosen such that the lineading, and in the limita=1 the slab mode with indices,;
energy flux density propagating along the waveguide is equand v, becomes a mode with new indices—1 and v,
to 1 erg/scm. For the construction of these curves we have+ 1. The total number of energy minima in the waveguide
chosen cladding thicknessés=0.157« um, which corre-  structure, which is dictated by the mode ordelis constant
spond to values of the parameter0,0.15,0.2,0.23(Fig.  in this case. The dependence of the fraction of the TE mode
4a, curvesl-4) and 0.25,0.3,0.5Fig. 4b, curves5-7). energy localized in the cladding on the parametds most
Curves1-4 refer to slab modes, and curvés7 represent pronounced in the intervat~0—0.35, where the influence
cladding modes. The dashed linesxat—L/a correspond to of the cladding on the mode propagation constants is the
the interface of the cladding with the cover medium. It fol- strongest. The maximum fraction of the mode energy in the
lows from the graphs that increasing the cladding thicknessladding corresponds te~0.23—- 0.3, for which the energy
shifts the maximum of the energy flux closer to the slab—maximum is situated at the slab—cladding interface; the frac-
cladding interface. As a result, strong localization of thetion of energy in the cladding is a minimum far~0.7
mode energy near the interface can be achieved for modes 6f0.8, when the energy minimum occurs at the interface.
the investigated typex=0) at a thickness close . (a,  Close to the mode cutoff thicknesg, the presence of the
=3 um for «=0.236). A further increase in the thickndss cladding can significantly enhance the degree of mode local-
converts the slab modes into cladding modes, where the eieation, producing severalfold variations in the values of the
ergy maximum continues to increase, the mode energy isnergy maxima. Here the influence of the cladding on the
localized mainly in the cladding, and the thickness of theenergy distribution of weakly localized modes in the wave-
guiding structure diminishes drastically, approaching theguide structure is strong even fat>0.7.
thickness of the cladding layer. Adding one to the index, for constant values ok and
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FIG. 6. Distribution of the energy flux in the claddif@ and in the slab and
] o ] the substratéb).
v, produces one more energy maximyminimum in the

cladding. The distribution of the mode energy flux in the slab o ) )

and the substrate remains essentially constant in this case@red by the thermal diffusion of metal ions into a glass
For L=w,L,, i.e., whena=0, the flux distribution coin- substrate is well approximated by an exponential profile.
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A metal—insulator—semiconductor structure based on silicon carbide with a subgate layeg of LaF
solid electrolyte is discussed as a gas sensor. The kinetics of the variation of the flat-band
potential of a Pt/Lak/SiO,/SiC structure in interaction with chlorofluorocarboffgeons is
investigated in the temperature range from 300 to 530 °C. The activation energies of the

gas sensitivity are estimated from the temperature dependences of the response rate of the sensor
to various Freons. The possibility of detecting all the investigated chlorofluorocarbons at a
concentration level of 10 ppm in air is demonstrated. 1899 American Institute of Physics.
[S1063-784299)01411-1

INTRODUCTION 1.15-eV band gap, does not exceed 200 °C. By replacing the
silicon with wide-gap silicon carbidéwhich has a 2.9-eV

The presence of chlorofluorocarbo(feons in the at-  band gap the working temperature of a Pt/LgFSiO, /SiC
mosphere is highly destructive to the earth’s ozone layerstructure can be raised to 530 °C. In the interval from room
Despite the ban against compounds of this kind, Freons conemperature to 200 °C the sensor signal is weakly dependent
tinue to enter the atmosphere, inflicting significant damagen the working temperature, and only a slight change is ob-
upon the ecology of the planet. Chemical sensors with &erved in the sensor response kinetics. An estimate of the
sensitivity to fluorine-containing gases hold considerableeffective activation energy from the initial rate of the sensor
promise for monitoring the indicated processes when it igesponse process after exposure of the structure to fluorine
required to know the concentration of pollutants in the air.gives a value of 0.2eV.
Structures fabricated from metal-oxide semiconductors of The objective of the present study is to investigate the
the type V—Mo—-A}O5/Zn0O or stannic oxide are sensitive to influence of temperature on the characteristics of a
such Freons as GEH,F and CCJFCCIF, (Ref. ). How-  Pt/LaR;/SiO,/SiC sensor in the measurement of Freon con-
ever, sensors that utilize metal oxides react not only to theentrations. We consider such characteristics as the sensitiv-
presence of Freons in the air, but to other gases as welity, the initial rate of change of the bias voltage of the struc-
hydrocarbons in particular, i.e., they are nonselective in theiture when exposed at timg to a concentration “step” of
sensitivity to chlorofluorocarbons. The selectivity can be enthe investigated gagAU/ at|t:to, and, finally, the selectivity
hanced slightly by doping the gas-sensitive layer withgf the sensor.
sulfur? It should also be noted that for sensors of this kind to
exhibit stable operation, they require the presence of oxyger),
in the investigated gaseous medium. This consideration can
severely limit the domain of application of gas sensors based The structure of the gas sensor is described in detail in
on metal-oxide semiconductors. Ref. 4. A layer of solid Lak (of thickness 240 ninis depos-

We have previousfdescribed a sensor that can be usedted by thermal evaporation onto a silicon carbide semicon-
to record the fluorine and hydrogen fluoride content both inductor substraféwith a 6H-SiC epitaxial layer §-type, car-
free air and in an inert medium; its operating principlerier density 16°—10%%m3, thickness Sum) and a SiQ
is based on the field effect. The active components of théayer (35nm). A catalytically active platinum electrod@f
Pt/Lak;/Si;N,/SIO, /Si structure were a platinum electrode diameter 0.7 mm and thickness 30nis then deposited by
and a layer of Lafsolid electrolyte, which together with the magnetron sputtering. A high-temperature Ohmic contact of
investigated gas formed a three-phase boundary. It has beenrned-in nickel is formed on the opposite side of the sub-
shown that a sensor based on such a structure is sensitivestate.
a temperature of 180 °C to fluorine-containing gases, in par- The Pt/Lak/SiO,/SiC gas-sensing structure is shown
ticular to 1.1,1.2-tetrafluoroethane. However, this workingschematically in Fig. 1a, the distribution of the potential
temperature has been found to be insufficient for stable opg(x) along the thickness of the structure is shown in Fig. 1b,
eration of the instrument in the detection of other chloroflu-and its capacitance—voltage curve is shown in Fig. 1c. As a
orocarbons. Unfortunately, the highest possible workingresult of processes taking place at the three-phase boundary
temperature of sensor structures utilizing silicon, which has &between the investigated gas, the catalytically active metal,

ETHODS OF INVESTIGATION, DEVICES, AND EQUIPMENT
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6H-SiC

FIG. 1. Schematic view of the sensor structa® showing the charge
double layer(1); distribution of the electronic potential along the structure
(b); high-frequency capacitance—voltage curve of the structdren the
absence of fluorindgsolid curve$ and when exposed to fluoringlashed

Filippov et al. 1335

and the solid electroly}ea charge double layer is formed in
the subsurface region of the LaFThis alters the potential
distribution and, as a consequence, shifts the capacitance—
voltage curve. If a simple oxidation—reduction reaction takes
place at the three-phase boundary, the differeaée be-
tween the steady-state values®f, , at two different con-
centrations of the investigated gas is related to these concen-
trations by the Nernst equation

wherek is Boltzmann’s constan¥ is the number of elec-
trons taking part in the reaction,is the electron charge, and
C, andC, are the initial and final concentrations of the gas.
The quantityAU can be determined from the shift of the
high-frequencyC-V curve of the structure. The method
used in our work is to measure the variation of the bias
voltage of the structure at a fixed capacitance. To maintain a
constant capacitance during exposure of the structure to the
gas in this case, the bias voltage corresponding to the
given capacitance is incremented by the amaldt which
is recorded by the instrumentation. Information about the
characteristics of the gas-sensing structure is obtained by
processing the relaxation curves=f(t) recorded by the
above-described procedure after the input of a concentration
step of various Freons in air into the structure in the tempera-
ture interval from 300 to 530 °C. Figure 2 shows a block
diagram of the experimental arrangement. A gas chamber
containing the structurg is mounted in an external heat&r
The working temperature in the gas chamber is monitored by

e e U o 2 B U U U U G e L L L q/w rrrrrrrrr

;-\;H—-b—'— =

FIG. 2. Block diagram of the experi-
mental apparatusiA) fluorocarbon;
(B) synthetic air.

curves.
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FIG. 3. Relaxation curva U =f(t) after the input of a Freon concentration

step into the gas chamber. F-11 concentration inJlai+ 1000 ppm;2 — FIG. 4. Relaxation curves in response to 100 ppm, 200 ppm, 300 ppm, and
2000 ppm; 3 — 3000 ppm; 4 — 5000 ppm. Baseline concentration 500 ppm F-11 in air. Baseline concentrati®g= 500 ppm.

Cy=500 ppm, pulse duration 500 s, temperatlire458 °C.

Figure 5 shows the sensitivities of the sensor to F-11
(458°C), F-113, and F-133 (450°C) as functions of the
concentratiorC of the investigated gas at a baseline concen-
tration of 500 ppm. It is seen that the sensitivity depends
“linearly on the logarithm of the concentration. This behavior
is consistent with the Nernst equatigh), but the formal
Sumber of electrons involved in the reaction varies from 2 to
5 for different gases and can vary with the temperataee
“Table |). This result indicates that the processes taking place
Mat the three-phase boundary under the given experimental
conditions have a different character than in fluorine
etectior® whereZ=2.

Figure 6 shows the temperature dependence of the initial
of change of the bias voltage for two chlorofluorocar-

a Pt—Pt+ 10%Rh thermocoupl& and is controlled by the
electronics sectiod. A gas mixture prepared by dynamic
mixing of synthetic air and Freon is injected into the cham
ber by way of a capillary tub&. The required concentration
of the investigated gas is set by RRG-91 electronic flow-rat
regulators 6. The dimensions of the capillary tube
(¢ 0.8mm,L=25cm) are such as to maintain the tempera
ture of the gas at the input to the chamber equal to the te
perature of the heater at a gas flow rate of Z/am The
materials of the chamber and the capillary tube are chosen
prevent catalytic dissociation of the Freons at the walls. The
sensor signal, i.e., the variation of the bias voltage on th?ate
structure at a fixed capacitance, is recorded by an HP 42846‘ons. On the assumption that the temperature dependence
LCR meter7 and is processed by an IBM PC 486 computerhas an activational character

(8, which controls the entire operation of the apparatus. Spe- '
cial software has been developed to control the variation of JAU —Ae

the Freon concentrations and to generate the relaxation T‘ ~cons§-exp( kT )

curves in automatic mode. In this study we have investigated =t

air mixtures of the chlorofluorocarbons GEI (F-11), these curves are plotted in Arrhenius coordinates. The acti-
CHCIF, (F-22, CR;CCl; (F-113, CR;CH,CI (F-133, and  vation energy is estimated to hke=1+0.2eV. For the
CF;CH,F (F-134 and also tetrachloromethane and methane.

@)

90

RESULTS AND DISCUSSION 80

Figure 3 shows a characteristic relaxation curve ( 7

=458 °C) for the input of concentration steps of Freon in air 60
(1000, 2000, 3000, and 5000 ppimto the gas chamber at a g 50
baseline concentratio@,=500 ppm. The same figure also 3 40
shows how the sensor characteristics are determined: The

TTrJvrrrrvrrrrrTra17 T

sensitivity AE (from the difference between the steady-state 30 >
values of the change in the bias voltagad the initial rate 20 5

of change of the bias voltagizsU/ath:to (from the deriva- 10

tive on the initial part of the relaxation curnveAnalogous 0 1 L ORI S T TN S |
curves have been obtained for all the investigated Freons in 0 10
the working temperature range. An increase in the tempera- /Gy

ture has the effect of Increasing the sensitivity and the reI_:IG. 5. Dependence of the sensor sensitivk¥ on the concentration

sponse rate of the sensor, as is evident in the example @f F.11 (v), F-113 (0), and F-133 @®). Baseline concentration
F-11 (Fig. 4). Co,=500 ppm.
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TABLE I. 10F
Freon Tempera-  AE, z o Ae, -
ture, °C mV/dec. eV L
F-11 (CCLF) 458 79 2 051 1.0 > 7
F-134 (CRCH,F) 450 62 2 079 16 & 1k
F-22 (CHCIR) 458 29 5 064 08 & F
F-133 (CRCH,CI) 450 28 5 075 13 3 -
F-113 (CRCCly) 450 51 3 1.2 1.0 < -
411 43 3 11 ©or
390 55 2 1.1
340 60 2 0.9
0.1
C | 1 I S T I | L 1 1 1.l
300 1000 7000
majority of the gasegsee Table )l the activation energy is (C-Co), ppm

much higher than its counterpart for fluorine. Moreover, inFIG 2 Initial rate of chan .

. o . 7. ge of the voltage on the structure versus F-113
order of magnitude the activation energy is close to the aCgoncentration aT =450 °C (@=1.2) (W), 411°C (@=1.1) (@), 390 °C
tivation energy of the pyrolysis reaction of complex (a=1.1) (A), and 340°C &=0.9) (). The power exponent in Eq. (3)
molecules. We can assume from this fact that the sensitivityis estimated.
of the investigated structure to Freons involves the prelimi-
nary dissociation of molecules at the three-phase boundary
and the subsequent detection of dissociation products. ~ changes in their concentration in air at the level of 10 ppm at

It has been shown previouélghat the derivative at the @ temperature of 500 °C. However, at zero baseline concen-
initial time can be correlated with the concentration of thetration, i.e., when synthetic air is initially injected into the
investigated ga€ and can serve as a sensor signal. From th&as chamber, a signal of opposite polarity has been observed
Standpoint of practica| app”cations of the sensor for the meator certain Samples with Freon concentrations at the level of
surement of Freon concentrations it is important to analyz&everal parts per million. It is conceivable that what is de-

the concentration dependence of the derivaiis@)/at|,_,. ~ tectedin this case is a change in the oxygen concentrédion
We can now write Eq(2) in the form the degree of oxidation of LaFat the three-phase boundary

is under the influence of a small quantity of dissociation
dAU % —A8> products of Freon molecules formed at the interphase bound-
— ~CoNnsh- ex (C—=Cp)“~. (3 . : . L
at kT ary. Prevention of this effect requires stabilization of the
properties of the subsurface layer of the solid electrolyte, for

Figure 7 shows the concentration dependence of the iniexample, by pretreatment of the structure with fluorine.
tial rate of change of the bias voltage in log—log scale for  Tetrachloromethane and methane were used in the ex-
Freon 113 at several different temperatures. It is seen frorperiment to investigate the selectivity of the sensor structure.
estimates of the coefficient that this dependence is almost Figure 8 shows the response of the sensor to the input of a
linear for F-113. The results for the other gases are summaoncentration step of 500 ppm GGh air at two tempera-
rized in Table I. tures. An increase in the temperature leads to a substantial

An estimate of the lowest detectable Freon concentrachange in the response kinetics but has essentially no influ-
tions demonstrates the feasibility of stable detection ofnce on the steady-state signal of the sensor. The nature of
the sensitivity of the structure to tetrachloromethane is still
not very well understood. This molecules does not have a
dipole moment, and so the space-charge region in the semi-
conductor is not affected by molecules adsorbed at the Pt/
LaF; interface® Also, it would be difficult to expect any
direct sensitivity of the structure to chlorine. Nonetheless, to
explain the nature of the sensitivity of the structure to SCI
it would be most interesting to conduct experiments with
chlorine; unfortunately, such an undertaking exceeded the
experimental capabilities of the present study.

Figure 9 shows relaxation curves of the increment in the
bias voltage upon the input to the structure of a step of

t=ty

0AU/9t, mV/s

0.01 500 ppm of methane in air. At both temperatures the polarity
TR R TR N U R SPU N S S TN B | of the signal is opposite to the so-called fluorine response.

1.35 1.40 1.45 1.50 1.55 1.60 1.65 1.70 1.75 1.80 The nature of the response signal, specifically a shift of the

VT, 10°K" bias voltage toward negative values, is similar to the re-

FIG. 6. Initial rate of change of the voltage on the structure versus recipro-Sponse of an Ordmary metal-insulator—semicondudts)

cal temperature after the input of F-1¥) and F-113 ©) into the gas StrUCtur_ej(WithOUt the Lak SUbga_te layerto hydmgen?- Sen-
chamber. sors utilizing MIS structures with catalytically active elec-
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trodes made from metals of the platinum group have a higltan be regarded as a kind of initializing of the sensor, en-
sensitivity to hydrogen. However, an experiment with a Pt—hancing its selectivity.
Si0,—6H-SIC structure has shown that no ghesponse Raising the working temperature of the sensor to 600 °C
signal is generated at the given temperatures. This result comight diminish the response of the sensor to methane and is
vinces us that the dissociation of methane with the formatiorone of our future research goals. The increased rate of cata-
of hydrogen on the surface of Pt does not occur at the indilytic oxidation of methane on the surface of the platinum
cated temperatures. In the case of methane we are probal#jectrode could decrease the concentration of this gas react-
dealing once again with a change in the degree of oxidatioing with the interphase boundary of the structure.
of the subsurface layer of the LaBue to a methane oxida-
tion reaction. _  CONCLUSION

If we compare typical chlorofluorocarbon relaxation
curves (Fig. 4) with those for CCJ] and CH,, we find a We have demonstrated the conceptual possibility of us-
significant difference in the rates of the leading and trailinging a Pt/Lak/SiO,/SiC structure to diagnose the content of
edges. After the injection of pure air into the measuremenseveral chlorofluorocarbons in air. An increase in the work-
chamber recovery of the initial bias voltage is so slow thating temperature enhances the sensitivity to Freons and im-
the influence of these gases on the structure can hardly h@oves the response time of the sensor. At a working tem-
deemed reversibléigs. 8 and @ Consequently, the succes- perature of approximately 500°C it is possible to detect
sive action of CCJ and CH, concentration pulses on the changes in the Freon concentrations at the 10-ppm level, and
structure eradicates the response. This effect on the structutiee time to attain a steady-state signal is approximately

40 -

5000
4000

> g

& 3000 © :

= 3 FIG. 9. Sensor signal after exposure of

a an) the structure to 5000 ppm methane in air.

O The concentration step of the investi-

2000 gated gas is also shown.
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Influence of the structure of the director field on the optical properties of a nematic
liquid-crystal droplet
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The changes in the optical properties of a spherical, bipolar, liquid-crystal droplet due to the
change in structure of its director field under the influence of an applied external field are
investigated on the basis of calculations using the nested-ellipsoids model in the discrete-

dipole approximation. Graphs are plotted for the attenuation efficiency factor and the angular
structure of the scattered radiation for the two typical cases of strong and weak

dependence of the optical properties of the droplet on the change in structure of its director field.
© 1999 American Institute of PhysidsS1063-7849)01511-1

INTRODUCTION inconsequential in other situations, can significantly increase
or decrease the turbidity of the sample. In this case the ex-
The application of liquid crystals in the form of ternal field-induced transformation of the structure of the di-
polymer-dispersed liquid crystdPDLC) droplets in optical rector field of the PDLC droplet must be taken into account.
devices is attracting attention as a promising technique for The present study is devoted to the investigation and
the design of a number of PDLC-based electrooptical eleassessment of the influence of transformation of the structure
ments. The electrooptical parameters of such systems depenél the director field on the optical properties of a PDLC
on their production technology* They are determined by droplet in the example of the most commonly encountered
the size and shape of the droplets, the concentration anshse of a bipolar director structure. Our choice of analytical
orientation of the droplets in the layer, the refractive indicesmethod is the discrete-dipole approximati@DA), because
of the polymer and the droplets, etc. The most significanthe accuracy of conventional approximatidtise Rayleigh—
factors affecting the properties of the PDLC layer, as a ruleGans and anomalous diffraction approximatjoissnot al-
are the orientation of the droplets in the sample and thevays sufficient for the description of scattering by a liquid-
greater or lesser extent to which the directors of the indicrystal droplet.
vidual droplets in the PDLC layer are ordered. The degree of
this order changes when an ex_ternal elect_ric field is appliegsic RELATIONS
to the sample, so that the optical properties of the sample
itself change under the influence of the electric field. In the ~ We consider a liquid-crystal droplet imbedded in a poly-
majority of cases this effect is far greater in magnitude tharimer with a refractive indexn, in an incident light field
all others and is the only effect taken into account in calcuE"“=€&Eeexp(ko-r), whereg, is the unit polarization vec-
lations. On the other hand, in the presence of an applieéPr- We denote bk the wave vector in the scattering direc-
electric field other changes influencing its optical propertiedion, align thex axis of a Cartesian coordinate system with
are known to take place in a PDLC sampféAs a rule, to  the direction of the droplet director, and denote the angle
include these changes poses a fairly complex problem, an@etweenk and the droplet director by (Fig. 1). We write
their contribution to the optical properties of the sample isthe scattered field in the usual form
not as pronounced as the contribution from the droplet ori- E ) S, S, Einc
entation effect, and in most papers this disparity is exploited I _exp(ikr) |
to describe the optical properties of droplets on the basis of
simplified model$ 12
One effect is a transformation of the internal structure ofwhereE, andg; are the components of the vectoiperpen-
the director field of the PDLC droplet under the influence ofdicular and parallel to the scattering plane.
an applied external voltage. For a sample in zero field orina  We use relative refractive indices below, settimg=1.
weak electric field, when the directors of the droplets aré/Ve denote the wave number y=27/\, where\ is the
disordered, the influence of this effect is obviously insignifi- wavelength in the polymer matrix. We assume that the liquid
cant. In the transparency mode, on the other hand, when tH@ystal is uniaxial. In this case its dielectric tensor, reduced to
droplet directors are more or less ordered under the influenagiagonal form, has two identical values- diag (n§ ,n§ ,ng)
of the field, its influence can be appreciable. For PDLC lay{n, and n, are the refractive indices of the ordinary and
ers we encounter the problem of inadequate transparency, extraordinary rays, respectively
turbidity, even in an applied external field.In the transpar- To calculate the optical properties of the liquid-crystal
ency mode the influence of the indicated effect, which isdroplet, we use the discrete-dipole approximation, which is

=ik | S S| EM (1)

E,

1063-7842/99/44(11)/5/$15.00 1340 © 1999 American Institute of Physics
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Uy U @;, Bj, andy; are the angles of rotation of th¢h dipole
about thex, y, andz axes, andR,(a), R,(8), andR(y) are
A X the matrices of rotation about these axes, respectively.
y We use the nested-ellipsoids model to describe the field
- of the director in a particle. In this parametrization the liquid-

crystal molecules in the droplet are oriented along a line
lying in the same plane as the director of the droplet and
tangential to the surfaces of a system of nested concentric
ellipsoids with a common axig-ig. 1).

In this case the polarizability tensérj for a spheroidal
droplet is obtained by rotating the polarizability tenser
used in Refs. 13 and 14 through the angles

aj=arctariz; ,y;j), (53
B;=0, (5b)
an
\ Y= —arctaix; Vyf +zf,(b(1+ u))2—x?%), (50
_d-b 5
3 U="p (50
\‘\ / / )\ —b/2<x;<b/2, (50
/ a \k —al2sy;<al2, (5f)
\
—al2szj<al2. (59)

FIG. 1. Geometry of the nested-ellipsoids model for a liquid-crystal droplet
with & bipolar structure. Herea andb are the lengths of the axes of the ellipsoidal
droplet, andd is the common axis of the system of nested
ellipsoids modeling the director configuration in the droplet

based on representation of a scatterer by an array of smdffig. 1); if s=sin¢) andc=cos¢), then arctargc)=t.
scatterergdipoles, whose polarizability is determined from For simplicity we shall assume from now on that the
their size and the characteristics of the droplet medium. Eactroplet is spherical, i.ea=b. The tensow is determined in
scatterer has its own characteristic position and polarizabilaccordance with Refs. 13 and 14 for the dielectric permittiv-
ity, the choice of which poses a nontrivial problé?t? ity e=diag(e,,ee,e,).

In accordance with Refs. 13 and 14 the problem of find-  The parameteu given by Eq.(5d) is equal to zero for a
ing the polarization of each elementary dipole in the externabipolar ellipsoidal droplet without an external field. As
field E™ is reduced to solving the system of linear equationstends to infinity, the bipolar droplet goes over to a droplet

with uniformly oriented molecules. We shall regard the pa-
2) rameteru below as a model external voltage applied to a
bipolar ellipsoidal droplet. The nested-ellipsoids model has
been used previously®1"to describe the structure of a bi-
polar droplet.

E‘ﬂ%% APyl

Here&j is the polarizability of thg th dipole(see the expres-

sions fore; in Refs. 13 and 14 and the termA; P repre- For the scattering efficiency factor, which is equal to the
sents the field induced at théh dipole by thekth dipole  ,uenyation efficiency factor in the case of nonabsorbing
with polarizationP . droplets, we havé

As a rule, the solution of the system of equatid@$

reduces to iterations with the physical significance that N _

higher and higher multiplicities of scattering by the system Qg (xE 2 Im (kst-E}”C), (6)

of N elementary dipoles are included. For the polarizability 0/ 1=

of the jth dipole we have wherex=ra/\ is the diffraction parameter of a spherical

droplet.
In the ensuing calculations we characterize the angular

wherea is the diagonal polarizability tensor given in Refs. Structure of the scattered radiation by the function
13 and 14,

Mj=Ry(a)Ry(B) R, 7)), (4

=M; 'aM;, (3)

1
1=Z(IS*+1Sl%). W)
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FIG. 2. Dependence of the attenuation efficiency fa€oof a spherical,
bipolar, liquid-crystal droplet on the droplet diametefor: n,=0.999 (a)
andn,=0.99 (b), n,=1.15, values of the parameter=0, 0.1, 0.5, and 16
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corresponds to a bipolar scatterer in zero field, ardl6
essentially corresponds to a homeotropic crystaldirec-
tional axes of the liquid-crystal molecu)es

The choice ofn,=0.999 for the ordinary refractive in-
dex leads to a strong dependence of the attenuation effi-
ciency factor on the parameter For example, the factor
differs by more than two orders of magnitude for0 and
u=16. This means that even if the sample parameters are
selected very precisely, the change in structure of the bipolar
scatterer upon application of an electric field produces a sig-
nificant variation or, on the whole, turbidity of the PDLC
sample.

Figure 2a also shows the variation of the attenuation
efficiency factor of a homogeneous dropl@ie scatterer
mode) whose refractive index is equal to the ordinary
index n,. The fact that this curve is very close to the
=16 curve indicates that the model of a homogeneous par-
ticle with an effective refractive index is applicable for de-
scribing the attenuation efficiency factor of a bipolar droplet
in a high field in our situation. In Fig. 2lng=0.99), on the
other hand, a strong dependence of the attenuation efficiency
factor on the model voltage is not observed. The curves for
u=0 andu= 16 differ only slightly, and the Mie scattering
curve and thei=16 curve coincide.

The difference in the patterns of behavior of the attenu-
ation efficiency factor as a function of the parametér Fig.

2 can be attributed to different ratios between the contribu-
tions of two parts: scattering by the homogeneous effective
scatterer and scattering by inhomogeneities of the refractive
index (structurg of the scatterer. In Fig. 2bng=0.99) the
absolute value of the scattering efficiency factor is much
higher than in Fig. 2an,=0.999). On the other hand, the
contribution of scattering by structural inhomogeneities of
the droplet is approximately equal in the two caésace it
depends mainly on the extraordinary refractive indg»and

the structure of the directpand is of the order of 1T in

Fig. 2. Whereas the value of this contribution is substantial
against the background of a total attenuation efficiency factor

(@ andu=0 and 16(b), and light incident in the same direction as the Of the order of 10%-103in Fig. 2a, its influence is slight
director of the droplete=0. The dot-and-dash curves are calculated for aat the attenuation efficiency factor of the order of 10

homogeneous Mie scatterer with refractive indices 0.999 (a) and
n=0.99 (b).

The dimensionless value bis related to the differential
scattering cross sectiato/d{) for natural light by the equa-
tion

do

I= Ekz (8)

RESULTS OF THE CALCULATIONS

—10 ' in Fig. 2b.

The graphs in Fig. 2 can be used to estimate the influ-
ence of the change in structure of a bipolar PDLC droplet on
its optical properties. For the description of a PDLC sample
the frequently encountered homeotropic droplet mddel,
disregard for the influence of the droplet strucjutescribes
its optical properties in most cases. On the other hand, for a
sample in the transparency mode, when the directors of the
particles are oriented along the field, the influence of the
change in the structure of the director field in the presence of
an external field can make a significant contribution. More-
over, it may be necessary to take this effect into account in
order to solve the turbidity problem for PDLC lay&ia the
transparency mode.

Figure 2 shows the results of calculations of the attenu-  Figures 3a and 3b show the variations of the angular
ation efficiency factor of a bipolar spherical droplet as astructure of the scattered radiation far=5, the same refrac-

function of its diameteix and the model voltage for n,

tive indices as in Figs. 2a and 2b, and values of the param-

=0.999(a) and 0.99b), n.=1.15, and values of the voltage eteru=0,0.1,0.5,2, and 16a) andu=0 and 16(b). Also

u=0,0.1,0.5, and 16a) andu=0.16 (b). The valueu=0

shown in Fig. 3 are graphs of the angular scattering function
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71E-1 K - 75. ne=1.15, values of the model voltage=0 and 16, and light at angles of
——Mie incidencea=0°, 10°, 20°, and 30°.

LB BRILY]
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1E-2 Figure 4 shows a graph of the scattering efficiency factor
i as a function of the droplet diameter for two model voltages
[\ NS u and four values of the angle between the director of the
~ \.\., L droplet and the direction of incidence of the light. The pa-
T rameters of the droplet in Fig. 4 correspond to the parameters
of the droplets in Figs. 2a and 3&,=0.999, andn,
e =1.15. It is evident from the figure that the attenuation ef-
] ficiency factor for a droplet in a strong field and without an
\/ external field differ by more than two orders of magnitude in
1E-5 | L LV Ly our case forae=0, whereas forxr=30° the difference is ap-
0 40 80 120 760 proximately twofold. This stark contrast is attributable to the
) fact that when the angle between the direction of the di-
FIG. 3. Angular structure of scattered radiation (| Sy|%+]S,|?)/2 from a _reCtor of the dr0p|6t_ and the dlr_ectl_on of light propaga’u_on
spherical bipolar droplet of diametar=5 for: n,=0.999(a) andn,=1.15  increases for an ordinary refractive index chosen essentially
(b), values of the parameter=0, 0.1, 0.5, and 16a) andu=0 and 16(b), to coincide with the refractive index of the medium, the
and illumination by natural light incident in the same direction as the direc—drop|et as a whole becomes more rigid, and the influence of
tor of the droplet ¢=0). The dot-and-dash curves are calculated for athe change in the structure of the director field on the optical
homogeneous Mie scatterer with refractive indices 0.999 (a) and . . .
n=0.99 (b). properties of the droplet diminishes against the background
of strong scattering.
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. . Lo CONCLUSION
for a homogeneous particle having a refractive index equal to

the ordinary index of the liquid crystdMie scatterer. A We have attempted to assess how the optical properties
comparison with the graph for a homogeneous particleare affected by the change in structure of the director field of
shows that for a PDLC droplet in a strong field the homeo-a polymer-dispersed liquid crystal in the presence of an ap-
tropic droplet model well describes not only the total attenu-plied voltage. To model the applied external field, we have
ation of the light beam, but also the angular structure of thaised the parameter, which is equal to the ratio of the axes
scattering. On the other hand, for a bipolar structure and lovef a system of nested ellipsoids representing the direction of
“voltages” u the structure of the scattered radiation at largethe director of the liquid crystal in the droplet. The relation-
angles is dependent in either case on scattering by inhomeahip of this model voltage to the true voltage depends on the
geneities of the refractive index of the droplet. This meangparameters of the PDLC layer, but certain conclusions can
that the configuration of the director must be taken into acstill be drawn on the basis of our simple analysis.

count in order to describe the angular structure of the scat- On the whole, the simple homeotropic model adequately
tered radiation, even in cases where the attenuation effdescribes the attenuation of light by a PDLC droplet. On the
ciency factor is satisfactorily described by the homeotropicother hand, to describe a PDLC layer in the transparency
model. mode and the angular structure of the scattered radiation, it
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The principles of constructing optical devices on the basis of diffractive structures with a
vanadium dioxide film for the control of radiation in the mid-IR range are analyzed. Methods are
described for the practical implementation of such devices=a10.6um, and their

response characteristics are calculated. It is shown that a contrast éfcari®e attained in
diffractive optical elements, and the actuation time of the elements when switched on

by an intense laser beam can be shortened to tens of hanosecond999¢\merican Institute

of Physics[S1063-78499)01611-9

INTRODUCTION transmissivity. In MLI systems of the reflection type the
derivativedR/dT can be positive, negative, or an alternating
The recent fascination with diffractive optical elementsfunction, depending on the type of interference systeamd
(DOE9 derives mainly from the encouraging outlook for phase modulation of the reflected radiation can be achieved
their application in optical signal processing and imagingwith a small variation of the reflectivitiR (Ref. 11. In the
systems, including computer optics. Apart from the tradi-second place, systems of the reflection type containing VO
tional use of DOEs as spectral selectors, in recent times wiims have a much higher resistance to beam damage than do
have seen the development of a sizable assortment of diffesystems of the transmission type and can therefore be used to
ent types of DOEs capable of implementing many othercontrol high-intensity radiation.
functions: beam multiplexirigand shapind,the allocation of In this paper we discuss the principles of construction of
optical signals to processing channélgave-front shaping,  controlled DOEs with a V@ film in the spectral range 2.5
etc. The optical characteristics of such devices can be fixed; 12um. The principal application of such DOEs is in the
or they can be controlled by the introduction of electroopticalcontrol of high-intensity chemical, CO, and gQaser
materials>® The above-indicated domain of application of beams. Our analysis is therefore concerned primarily with
DOEs is the reason that the majority of DOE research andnethods for achieving maximum contrast while preserving
development is conducted in the visible and near-IR rangeghe high beam stability of DOEs. The main results are given
A whole series of problems is also encountered in confor A=10.6um (the emission wavelength of a Gase).
nection with the processing and switching of optical signals
in mid-IR laser optical systems. Examples can be found irPRINCIPLES OF CONSTRUCTION OF CONTROLLED
the problems of separating weak and strong signals in lidabIFFRACTIVE OPTICAL ELEMENTS WITH A VO , FILM

systems, the distribution of signals among photodetection de- Controlled DOEs that utilize MLI systems of the reflec-

vices, and the temporal and spatial selection of signals. Ont?on type with VO, films constitute interference systems in

of the most important problems is the protection of photode—Which a spatial structure is formegig. 13 from alternating

nggtr)rt])eierxges against damage and “blinding™ by Intenseregions with constgnt and temperature—dependent op;ical pa-
Multilaye.r interference(MLI) systems utilizing a V@ rameters. .T.he regions of the first type are characterized by

film as a control element are widely used for the modulatio the reflectivityR, and by the phase, of the reflected beam,
hile the corresponding parameters for the regions of the

gf r?d|at|0r1 Ilnt the .Tc}d;LRtrfnkge' 'I;he rt_ever3|ple|semlcE)T-second type ar®,(T) and ¢,(T). Figures 1b—1d show the
uctor—meta transiionnat takes place in a single-crysta simplest DOEs of this type: a constant-period diffraction

or polycrystalline VQ film as the temperature varies is ac- grating (b), a one-dimensional Fresnel zone pléte which

companied by significant variations of its optical constants.Can be used to focus radiation into a line, and a Fresnel

Th!s b ehavior can be exploited to ch.j'f.y the optical Ch"’Ir"’m'concentric zone platéd), which can be used to focus radia-
teristics of an interference system utilizing a Y@m.

Multil interf ¢ taini a tion into a point(or spo}. The figures show only the first
bu f'zy?r Itn der erfnce sysﬁems Cf?n ?lnr!?ndg a.é/ rr|1 diffraction order. The function of the mirrors M1 in Figs. 1c
can be fapricated as ransmissiar retiection devices. In o4 14 5 1o spatially separate the incident and diffracted

this paper we discuss only interference systems of the reﬂe%’eamS' the central Fresnel zones are not involved in the dif-
tion type — VO, mirrors. This choice is dictated by two !

. . ) . . ... fraction process. For the investigated DOE structures and a
considerations. First, VO mirrors can invest DOEs with b 9

broader functional bilities. F le. in MLI svst Splane wave at normal incidence the radiation intensity in a
roader functional capabilities. -or exampie, In SYSeMSyittraction order can be written in the form
of the transmission type the transmission can only decrease

as the temperature is increasetiA(d T<<0, whereA is the I=1K(R{+R,—2VR;R, coq ¢1— ¢5)). (1)

1063-7842/99/44(11)/6/$15.00 1345 © 1999 American Institute of Physics
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FIG. 2. Temperature dependences of the reflectR{f}) (solid curveg and
the phasep(T) (dashed curvesof the reflected radiation for VOmirrors.

FIG. 1. a: Structure of a DOE with a \VOfilm: 1 — substrate;2 —

multilayer interferencgMLI) system;3 — periodic structure with a V®

film; b—d: Various DOE configurations. controlled DOEs. Only the ascending-temperature branches
of the temperature hysteresis loop are shown for ¢€)
curves. The curves shown here correspond to the following

Here |, is the intensity of the incident beam, akdis a interference system configurationsa) Ge(0.66—Bak,

parameter that depends on the geometry of the diffractiof1.96)—VG;(0.3)—2ZnS(0.815)—Al(0.1)—substrate, dR/

structure and the diffraction order. It follows from this equa-dT>0, Ry;,=1%, R,,=97.5%; (b) Ge(0.66)—

tion that the contrast in a controlled DOE can be maximizedZnS(2.435) — VQ(0.25) — ZnS(1.26) — Al(0.1) — substrate,

if one of the states of the DOE corresponds to a mirror withdR/dT<0, R,,»=98%, R,in=0.1%; (c) Ge(0.66)—

a uniform reflectivity and a reflected beam with a uniformZnS(0.87) — VQ(0.25) — Zn$1.26) — VO5(0.25) — ZnS

phaselR;=R, and ¢, = ¢,. In this case all the incident ra- (1.26—Al(0.1)—substrate, alternatingR/dT, R,,,,(30°C)

diation is specularly reflected, and the radiation intensity in=98%, R,in(56 °C)=0.4%, R,,»(70 °C)=94%. The num-

the diffraction orders is equal to zero. The situation of greatbers in parentheses give the thicknesses of the films in mi-

est practical interest is when the reflectiiRy is equal to the  crometers. The optical characteristics of the listed interfer-

maximum reflectivity, R,(T) =R,max- The maximum dif- ence systems are calculated from the Fresnel equations by a

fraction efficiency in the diffraction orders is achieved whenrecursive method. The temperature dependences of the re-

either of two conditions is satisfie®;>R, or ¢;—¢,=7  fractive indices and the absorption of the stoichiometric,VO

andR;=R,. film! are used in the calculations. The configurationcon-

Figure 2 shows calculated temperature curves of the reains two VQ films, one of which (V@) has the phase
flectivity and the phase of the reflected beam for the thredransition shifted to lower temperatureb=€ 30—50°C) as a
main types of VQ mirrors suitable for the fabrication of result of doping.?
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It has been shown above that the maximum contrast is %/2 :_.__:__._:]
S—

attained under the conditior®; =R, o and ¢1=¢,. It is
important to inquire, therefore, how closely the quantities .
AR=R;—RynhaxandA o= ¢, — ¢, approach zero under the \~\_'Z_,/-/
conditionR; =const. One possible way to form regions with g
a constant reflectivity is by inserting a thin metal film into | 450
the MLI system. An analysis shows, however, that only one
parameter — eitheAR or Ao — can be minimized in this
case. BotAR andA ¢ can be minimized simultaneously by
introducing at least two additional layers into the MLI sys-
tem. As an example, we consider the configuratid) in ~7/2 2 N /
which regions having a constant reflectivity are formed by 55 = 50 65 70

two thin metal films situated on opposite sides of the,VO o

film: Ge(0.642)—Bag(1.96)— Ti(0.0044) —V((0.3) — L, ¢
Au(0.015)-2nS(0.815)—Al(0.1). In this configuration the .~ 5 116 same as Fig. 2 for a phase DQE: ¢(T) for regions of the

Au film provides imparts a high reflectivity to the system pog with ©,; 2 — o(T) for regions of the DOE withp, ; 3 — R(T) for
before the onset of the phase transition in the,\fin. The  regions of the DOE wittR, andR,.

main purpose of the TiF Film is to equalize the phase of the

reflected beam between the regions of constant and variable

optical characteristics after the completion of the phase trans_tandpomt in that, unlike the electron-beam technique, they

sition. Additional phase matching is achieved by slightly de-2fford the capability of heating a large area of the DOE sur-

creasing the thickness of the Ge film. For a DOE incorporatface' Experimental and analytical restfitshow that when

ing the above-described structure we havB(70°C)=4 the VO, mirror is controlled by a thin-film heater, the mini-
x1075%, and Ae(70°C)=5.5x10 *rad. During the mum actuation time of the mirror is limited by the dielectric

breakdown strength of the MLI system and is equal to
1-5us. The minimum actuation time of laser-controlled
VO, mirrorst® is limited by the resistance of the mirrors to
high-intensity beam damage. For Y@irrors with dR/dT
>0 the damage threshold is-5 MW/cn? for a laser pulse
of duration shorter than As. For a beam intensity
~1 MW/cn? the actuation time of the VQmirrors is 10—
100 ns, depending on the type of Y@irror, the thickness

R, %

?
~\

S~

phase transition in the V{film the reflectivityR; varies by
approximately 1%, which scarcely affects the optical charac
teristics of the DOE. A similar result can be obtained for the
VO, mirror configurationgb) and(c) as well.

It is evident form Fig. 2 that the phase of the reflected
beam varies considerably near the minimum of the reflectiv
ity. Inasmuch aRR,;;<Rax for the investigated V@mirror
configurations, DOEs utilizing them closely approximate .
pure amplitude elements, and their diffraction efficiency isOf the ML syste_m, and the sub;trate material.
no more than a few percent. The diffraction efficiency can be The decay time of the VOmirrors depends on the rate

raised to 10% by combining a DOE with a Fabry—Perot eta—Of heat transfer from the MLI system into the substrate by

lon and choosing a “resonance” angle of incidence of radia-heat conducupn and can ha\_/e values of BD us for meta}l_ .
tion on the DOE=314 substrates. Since the actuation and decay of DOEs utilizing
VO, mirrors are governed by a thermal mechanism, their
application for the control of high-intensity radiation is lim-

ited to pulsed and periodic-pulse operation.

Another possible approach to improving the diffraction
efficiency of DOEs is to use VOmirrors that provide phase
modulation of the radiation with a small variation of the
reflectivity 1! Figure 3 shows the phase and amplitude re-
sponses of such a imirror with the following MLI sys- STATIC RESPONSE CURVES OF DIFFRACTIVE OPTICAL
tem configuration: Bajf{4.522)-VQ(0.25)-Al(0.1)— ELEMENTS WITH A VO, FILM
substrate(the ascending-temperature branches of the tem- The modulation characteristics of amplitude DOEs were
perature hysteresis loop are shown in the figufdis MLI  analyzed forAR=10 %% andA¢=5x10"“rad. Figure 4
system consists of a Gires—Tournois interferom&tein shows the temperature dependence of the radiation intensity
which the VG film functions as a control element. Regions | in a diffraction order, normalized to the maximum radiation
with Ry and ¢4 are formed in such a system by varying the intensityl ., in the given diffraction order. It is evident that
thickness of the BaFfilm. For example, a reduction of the the radiation intensity in the diffraction orders decreases as
thickness of the Baffilm to 4.51um produces thep(T) the temperature increases in a DOE utilizing a M@irror
curve 2 in Fig. 3. TheR(T) now coincides with theR(T) with dR/dT>0 (Fig. 4a, curvel; the temperature depen-
curve for the above-described structure within 0.1% errodence of the reflectivity of this mirror is shown in Fig.)2a
limits. A phase DOE constructed on the principle discusse@nd it becomes equal to- 40/l ., at the maximum values
here has the following characteristica ¢(55°C)~, of AR andAe.

Agp(70°C)=0.015rad. In a DOE utilizing a VQ mirror with dR/dT<0 (Fig.

The DOE can be controlled by means of an electron2b) the radiation intensity in the diffraction orders decreases
beam'® a thin-film heatel’ inserted between the MLI system asR, decreases with increasing temperature. When an inter-
and the substrate, or an intense laser beam. The second diedence system with an alternating derivatd®/dT is used
third techniques are the most intriguing from the practicalin the DOE(Fig. 29, the radiation intensity in the diffraction
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P=14(1—R). )

The DOE with a VQ mirror contains regions whose
reflectivity depends on the temperature. This dependence
makes the specific power of heat release in these regions
dependent on the temperature as well when the DOE is
heated by radiation in the temperature interval of the phase
transition in the VQ film: P(T)=f[R(T)].

The actuation-time dynamics of a DOE driven by a ra-
diation pulse can be analyzed on the basis of the approxima-
tion of the thermal model of a thin slaMLI system in
ideal thermal contact with a semi-infinite bodsubstrate
For a heating timé<500 ns and a diffraction structure with
a period typical of the mid-IR range, heat flow along the
surface of the DOE by heat conduction can be disregarded.
The temperature variation of the MLI system at a point
z=h (h is the thickness of the MLI systenn heating by a
radiation pulse during a tim&t can be written in the forf?

[

1 t P(T
AT(z)= ——{ > M"*! (0
\/;7]1 n=0 0 JAt—7
-8 1 ! 1 1 ] ! 2 %
2nh+h—-2)
20 40 50 & cexd n
1, © F{ day (A= |97 2 M
FIG. 4. Static responses of DOEs with Y@nirrors. a:1 — MLI system At P(T) (2nh+ h+Z)2
with dR/dT>0; 2 — with dR/dT<0. b: 1 — alternatingdR/dT; 2 — xJ' EXF{ - |d7¢{,
de/dT<0. o JAt—r7 4a1(At—17)
orders reaches a maximum in the temperature interval 50 M= 1+K’ T )

—55°C, after which it decreases to the initial leyElg. 4b, . _
curve 1). For a DOE with a VQ phase mirror(Fig. 3 an  Here the subscripts 1 and 2 refer to the slab and the semi-
increase in the temperature to 70° causes the radiation intefffinite body, respectivelyy= ycdk, cis the specific heat]

sity in the diffraction orders to drop te-5x 10 °l,,,, (Fig. IS the specific gravityk is the thermal conductivity, analis
4b, curve). the thermal diffusivity. The actuation-time dynamics of the

Thus the switching on and off of radiation in the diffrac- DOE is modeled for the following conditiondR/dT>0, Ge
tion orders can be achieved in controlled DOEs with,VO Substrate, square radiation pulse with a uniform intensity dis-
mirrors, and these two functions can be combined in a singl&ibution and1,=1MW/cn?, and To="55°C. Thickness-
DOE. For amplitude DOESs the derivatigd/d T has the op- ~averaged thermophysical parameters of the MLI system are
posite sign from the derivativdR/dT of the VO, mirror. ~ used in the calculations.

For the investigated phase DOE the derivativéd T has the The time dependence of the radiation intensity in a dif-
same sign as the derivativée/d T anddR/dT of the VO,  fraction order of a DOE with radiation pulse control is
phase mirror. shown in Fig. Scurvel). It is seen that the intensity drops to

the level 10°I,,,,in 25 ns, after which the rate of change of
the intensity decreases. This behavior is attributable to the
fact that the DOE at this time is already in a state corre-
sponding to a mirror with a high reflectivity, so that the
The actuation-time dynamics in the switching of a DOE fraction of radiation energy absorbed by the mirror and spent
by a pulsed heat source depends on its power, type, arid heating it, decreases. The transient process is completely
thermophysical parameters of the DOE and on the initiafinished at =50 ns. A decrease in the temperatligghas the
temperature of the V&Ofilm (T, in Fig. 28. The operation of  effect of delaying the actuation of the DOE. For example, at
greatest practical interest is the switching of DOEs driven byTg=45 °C the transient actuation of the DOE begins 15ns
strong pulsed radiation, because the actuation time can kadter initiation of the radiation pulse.
minimized in this case. For a DOE utilizing a Fresnel zone platEig. 10 the
The VO, mirrors discussed in this paper have zero trans<ontrast can be further enhanced by employing g Yf@ror
missivity (owing to the presence of a high-reflectivity metal with dR/dT<0 as the mirror M1. This effect is illustrated by
film in the MLI system configuration Consequently, the curve 2 in Fig. 5 for the case when M1 is situated in the
specific power of heat release in the MLI system with radia-plane corresponding tg2-fold constriction of the beam af-
tion heating can be written in the form ter reflection from the zone plate. The mirror M1 is actuated

DYNAMIC RESPONSE CURVES OF DIFFRACTIVE OPTICAL
ELEMENTS WITH A VO, FILM
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FIG. 5. Dynamic responses of a DOE utilizind: — a VO, mirror,
dR/AT<0, l,=1 MW/cn?; 2 — a Fresnel zone platelR/d T<O0 (serving
as mirror MJ).

att=11ns in an avalanche manner as a result of the increase
in the actuation rate as its reflectivity decreases. The mini-

mum radiation intensity attained at the output of the iVenFIG. 6. Spatial distribution of radiation in a diffraction order for one-
. . y "0 P 9 dimensional DOEs. a: MLI system withR/dT<0 at:t=260 ns(1); 500 ns
optical system is~5x10 -

max- It IS obvious that even (2): 730ns(3); b: MLI system with alternatingdR/dT at: t=50 ns (1);
higher contrast can be achieved if the mirror M1 is a DOE100 ns(2); 150 ns(3).

utilizing a VO, mirror with dR/dT>0.

It is interesting to consider the actuation-time dynamics
of a DOE with a one-dimensional periodic struct(iféggs. 1b  CONCLUSION
and 1¢ when an initial temperature gradient along the “rul-

Ings™ is .sp_ecmed in the V@ f|!m, €., whendTO/dx=Q taining controlled interference systems of the reflection type
(thex_aX|s is parallel o the “rulings” of the structuyeThis based on VQ films can be used to make optical switching
technique causes regions of the DOE .Wlth a onver tem.peradevices for the mid-IR range which exhibit the attributes of
ture To t0 be actuated later than regions having a hlgherhigh contrast, fast response, and extensive functional capa-
%ilities. The principal application of such devices is for the
control of intense laser beams in pulsed and periodic-pulse
laser optical systems, including the separation of weak and
strong signals, time selection, spatial scanning of radiation,
and the protection of photodetection devices against high-
intensity radiation damage.

The results show that diffractive optical elements con-

diation intensity in a diffraction order of a DOE utilizing a
VO, mirror with dR/dT<0 for the following conditions;
dTy/dx=—5K/cm, To(x=0)=55°C, |,=0.1 MWi/cn?,
copper substrate. At the initial time a uniform intensity dis-
tribution with 1,=5X 10" "I ., €Xists in the diffraction or-
der. With increasing time a region with the intensity .y
emerges in the vicinity ok=0 and subsequently spreads in
the direction ofx>0. Under the given conditions, therefore, 'D.Mendlovic, Z. Zalevsky, G. Shabtat al, Appl. Opt.35, 6875(1996.
a “gate-opening” function is implemented. The rate of .I-Dresel M. Beyerlein, and J. Schwinder, Appl. OBE, 6865(1996.

. . . °K.-H. Brenner and F. Sauer, Appl. Of&7, 4251(1988.
travel of the actuation wave under these conditions ISR piestun and J. Shamir, Opt. Let®, 771 (1994,

~30mmius. 5T. Tatebayashy, T. Yamamoto, and H. Sato, Appl. Gfif.2770(1992.
Figure 6b shows the variation of the intensity in a dif- jQ. W. Song, X.-M. Wang, and R. Bussjager, Appl. C§f, 7031(1996.
fraction order of a DOE utilizing a V@mirror with an al- A A- Bugaev, B. P. Zakharchenya, and F. A. Chudnovsietal-

. L . . Semiconductor Junction and Its Applicatidms Russian, Nauka, Lenin-
ternating derivativedR/dT. Modeling is performed for the grad (1979, 183 pp.

same conditions as in the preceding case except that NOWH. Jerominek, F. Picard, and D. Vincent, Opt. E(Bellingham) 32, 2092
lo=1.5 MW/cn?. It is evident from the figure that a narrow g(1993- _
region of high intensity is formed in the diffraction order and ﬁ]'ssdxveE'Cng' (g'P%“gé%ﬂiggﬁlgvgf“””'”gham' Proc. Soc. Photo-Opt.
moves tpward Increasing V\.”th' the_ passage_Of t'me' The g p, Konovalova, A. 1. Sidorov, and I. I. Shaganov, Opt. BB, 20
constriction of the spatial distribution of the intensity about (1998.
the maximum is associated with the high rate of change 01‘123- P{g Konovalova, A. I. Sidorov, and I. I. Shaganov, Opt. B5, 24

. ; 1998.
the refl_ectlwty at va_Iues cloie mm_,n. Th_|s” case _corresponds 12\, Tazawa, P. Jin, and S. Tanemura, Appl. CBY., 1858 (1998.
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Angular dependence of the spin-wave resonance spectra in multilayer films
A. M. Zyuzin, A. G. Bazhanov, and V. V. Rada kin

N. P. Ogarev Mordovian State University, 430000 Saransk, Russia
(Submitted March 2, 1998
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The angular dependence of the spin-wave resonance spectra is investigated in multilayer
magnetic films in which the spin pinning mechanism changes from dynamical to dissipative. A
fundamental difference is observed in the character of the angular dependences of the

spectra for three-layer films as opposed to two-layer films. In particular, the number of peaks in
the spectrum of three-layer films is observed to decrease and then increase twice as the

angle between the magnetic field and the normal to the film is varied/By © 1999 American
Institute of Physicg.S1063-7849)01711-7

Despite the vast number of papers devoted to spin-wave The investigations were carried out on single-crystal iron
resonancg SWR) in thin films (see, e.g., Refs. 134the  garnet films prepared by liquid-phase epitaxy @il])-
angular dependence of the SWR spectra has not receivestiented gadolinium—gallium garnet substrates. Two-layer
nearly the attention that it should. In virtually every paper theand three-layer films were obtained by successive immersion
analysis and experimental investigation of SWR spectra argy two or three different solutions in the melt. The thick-
carried out for perpendicular or parallel orientation of thepesses of the layers were measured by the interference
static magnetic field relative to the plane of the film. On method, and the saturation magnetizationM was mea-
the other hand, the analysis of the angular dependence c@jreq by a procedure described in Ref. 7. The effective
provide a bett_er_understanding 01_‘ the properties anq diStinQJniaxial anisotropy fieldH Eﬁ: H —47M (whereH s the
tive characteristics of the excitation of spin waves in mag'growth component of the uniaxial anisotropy fielthd the

netic ﬂlm_s. Moreover, the _vanauon of the angle betwéen yromagnetic ratioy were calculated from the resonance
and the film can, for certain values of the layer parameter ) . . . .
elds in perpendicular and parallel orientations. The cubic

serve as a technique for smoothly varying the degree of spin_. ; . .
- . . anisotropy fieldH ., was determined from the azimuth de-

inning. The meager attention given to the angular depen- . . .

P g g g g P endence of the resonance fiéldnd the Gilbert magnetic

dences of the SWR spectra is largely attributable to the comP . . -
plexity of their interpretation. Of all the papers known to us,damplng parameter was determined from the half-width of

we can cite twd®in which it is demonstrated experimentally (he absorption lindH, «=AHy/w, wherew is the angular

how the SWR spectra evolve as the an@lg between the frequency of the microwave field. ,

field H and the normal to the film is varied. In these papers, Theé SWR spectra were recorded on an-Fib1 rf spec-

however, the results are given only for two-layer films with trometer(frequency of the microwave field 9.3410° Hz) at

close values of the damping parameter in the layers. room temperature. The magnetic field was measured by
The objective of the present study has been to investinuclear magnetic resonance using a magnetometer. Since the

gate the angular dependences of the SWR spectra in tw@&WR spectra were recorded at a constant frequencthe

layer and three-layer films having a broad range of magnetidispersion curves were plotted as the difference between the

parameters. resonance fields of the zeroth anth modes Hy—H,,) ver-

TABLE |. Parameters of the investigated films.

Sample Layer

No.  No. Composition h,um 47M,G a HE", Oe 3,100 0e''s?
1 1 (BiSmTm)(FeGasOy, 11 600 0.09 2280 1.75
2 (GdYTm)(FeGajO;, 0.4 600 0.015 480 1.57
2 1 (YSmLuCa)(FeGe)O;, 2.1 470 0.15 1210 1.74
2 YouSMyoFeOr 056 1740 0003 -1715 1.76
3 1 smju a0, 1.4 1760 0.12 790 1.76
2 YouSMyoFeOr, 054 1740 0003 -1715 1.76
4 1 (SmEnFeO;, 1.8 1330 02 96 1.38
2 YouSMyoFeOr, 084 1740 0003 -1715 1.76
5 1 (YSmLuCay(FeGe)O;, 2.1 470 0.15 1210 1.74
2 Y0SMyeFe0r, 056 1740 0.003 -1715 1.76
3 (YSmLuENy(FeGayO, 1.3 830 0.16 190 151

1063-7842/99/44(11)/5/$15.00 1351 © 1999 American Institute of Physics



1352 Tech. Phys. 44 (11), November 1999 Zyuzin et al.

sus Q1+ 1/2)? for two-layer films and versus (2+1)? for angular dependence of the SWR spectrum. In perpendicular
three-layer films. Heren=0,1,2 ... enumerates the spin- and parallel orientations the spectra become similar, and the
wave mode orders. The parameters of the investigated fiimslopes of the dispersion curves differ insignifican(iig.
are summarized in Table I. Note that the damping parameter2a). At an angle®,=40-50°, however, only one absorp-
in one or two outside layers of the filnpinning layer$  tion peak is again observed in the spectrum. In sample 3,
increases in order of increasing sample number. As a resuliyhere the value ofx in one of the layer is raised even
the spin pinning mechanism changes from dynami¢al higher, even though the number of excited modes at interme-
dissipative’ diate angles®, (®,=35—45°) decreases, there is no
We infer from the results that the angular dependence olonger a transformation of the entire spectrum into a lone
the SWR spectrum depends strongly on the valuesa af zeroth mode from both layef§ig. 3). The dispersion curves
the pinning layer. If the values af in both layers are suffi- for perpendicular and parallel orientations are close, but as in
ciently small(sample ], the SWR spectrum, as in Refs. 5 sample 2, the number of excited spin-wave modes in the
and 6, undergoes significant changes as the diglés var-  perpendicular orientation is somewhat higher than in the par-
ied. The form of the spectrum, the number of modes, and thallel orientation. When the value af in the pinning layer
dispersion curves differ considerably between perpendiculancreases to 0-20.85, the SWR spectrum becomes essen-
and parallel orientation§Figs. 1la—1¢ For ®=65° only tially isotropic (Fig. 4). At intermediate angles the slopes of
one peak is observed in the spectrum, and in the intervahe dispersion curves increase somewhat, owing to the influ-
®,=65—-90° the resonance absorption spectrum consists afnce of a variation in the equilibrium orientation of the mag-
two peaks corresponding to the zeroth modes of each layenetization as the SWR spectrum is being recorded.
A difference of more than an order of magnitude between the One conspicuous feature is the fundamentally different
values of« in the layers(sample 2 produces a different character of the angular dependences of the SWR spectra of
three-layer films as opposed to two-layer films. Whereas in

d_PT "
H x 10 k x 10

L6}
2 L
12} y
f . -~
' 2 1.0
041 :l c
L f=]
00K T 0.5
0 10 20 30 n+112)

FIG. 1. a: Angular dependences of the uniform resonance fields in the 0.0 . .

excitation(1) and pinning(2) layers(the other curves represent the angular 0 40 80 (n+ 1/2)2
dependences of the resonance fields of excited spin-wave made3WR

spectra for:®,=0 (1); 0<®4<90° (2); ®,=90° (3); c: dependence of FIG. 2. a,b: The same as Fig. 1, for sample 2; c: dependend¢g-oH,, on
Ho—H, on (n+1/2)? for perpendicular k) orientation of sample 1. (n+1/2)? for perpendicular X) and parallel {\) orientations.
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FIG. 3. The same as Fig. 2, for sample 3.
FIG. 4. The same as Fig. 2, for sample 4.

two-layer films the number of peaks decreases and then in-
creases a®, is varied from 0 to 90°, in a three-layer film ing parameter the principal spin pinning mechanism in both
(sample 5 this process is observed twi¢gig. 5). Moreover, layers is dynamical. It follows from earlier resiifsthat the
in two-layer films, beginning with a high mode order, the localized modes excited most intensely by a homogeneous
excitation of successive spin-wave modes cease€),ass  microwave field are those which are harmonic in one layer
varied, while in three-layer films, at approximate®y (the layer with the stronger field for uniform resonartg)
=12°, only odd-ordefintermediat¢ peaks vanish. Then in and decay exponentially in the other layer, which in external
the interval of angles 40®,,<55° they reappear. Their in- fields stronger than its uniform resonance fielg, is a re-
tensity gradually increases and attains a maximum, beconactive (elastio medium for spin wave§ and thus induces
ing comparable with the intensity of the previously observedspin pinning. For fieldsH smaller thanH,, and Hy; both
peaks. A further increase in the angle once again leads to tHayers become dispersive media for spin waves, and the ef-
reverse process. The variation of the SWR spectrum of #iciency of excitation of spin-wave resonance drops abruptly
three-layer film is accompanied by a clearly pronouncedas a result. In this case spins are not pinned either at the free
modification of the dispersion curvéFig. 50. In contrast surfaces or at the interface between layers, and there is no
with two-layer films(Figs. 1c—4¢, the slope of the disper- longer any reason for the spectrum to exhibit the sharply
sion curveH,—H,=f(2n+1)? at intermediate angles de- defined discreteness observed ky;>H>H,. For a dy-
creases considerably and ther®gf=90° comes back to the namical pinning mechanism, therefore, the interval of fields
original value. In three-layer films for which both pinning in which spin waves are strongly excited is boundedyy
layers have a high value ok («=0.24), the number of andHg,. Inasmuch as the intervad,;—Hy, decreases as
modes, as in the two-layer sample 4, does not depend on th,, is varied, this behavior is accompanied by a decrease in
angle®y. the number of excited modes. At a certain an@lg the
The multitude of angular dependences of the SWR spedields Hy; and Hy, become equal, causing the spectrum to
tra can be explained as follows. In films having a low damp-ose all modes except the one common zeroth mode. Finally,
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lows from the experimental results that any possible anisot-
ropy of « in the investigated iron garnet films does not ex-
ceed the error of measuremei®®o) of this parameter. An
increase in the value at in one of the layergthe pinning
layen has the effect that the influence of the dissipative
a mechanism becomes stronger, and for both perpendicular
and parallel orientation the layer having the smaller value of
a (the excitation layerpersists as the region of excitation of
harmonic spin-wave modes. However, as the uniform reso-
nance fields in the layers merginis happens, for example,
in the case of sample 2 &,,=40-50°), again only one
mode is observed in the SWR spectfag. 2). The invari-

dP ance of localization of the region of excitation of spin-wave
=L x1 x1 x1 x1 . . . e
TdH modes is evinced by the very slight variation of the slope of
x 50 x50 x50 x 50 the dispersion curve a@y, is varied from 0 to 90°. An
L b analysis of the evolution of the SWR spectrum by etch peel-
1 2 3 4 ing further corroborates this result. The etching of a film
H, H, H, , whose top layer has the higher value @freveals that no
159'6 kOe kO'__e| kOe appreciable changes in the spectrum occur down to a certain
4.0 4.5 2530 | 2025 1.020 thickness of the top layer, after which the zeroth modes van-

ish. But the etching of a film whose top layer has the smaller
value of « discloses a smooth increase in the slope of the
dispersion curve for both orientations, indicating a decrease
in the thickness of the layer in which harmonic spin-wave
modes are excited.
Further strengthening of the dissipative mechanism
c (sample 3 eliminates the transformation of the entire spec-
trum into a single common mode from both lay€Fsgs. 3a
and 30, even wherHy; andH, are equal. The greater num-
ber of spin-wave modes excited in perpendicular orientation
relative to parallel orientation can be attributed to the fact
that the pinning layer for spin waves excited by harmonic
FIG. 5. a: The same as Fig. 1, for sample 5; b@;y=0 (X, 1); standing waves localized in the layer with the smaller param-
30° (A, 2); 45° (*, 3); 90° (A, 4). etera is a reactiveelastio medium in this case. The simul-
taneous action of dissipative and reactive properties leads to
more rapid spin-wave damping and, hence, a higher degree
of spin pinning. In parallel orientation, on the other hand, it

with a further increase i1, the field Ho, becomes larger fpllows from Figs. 2 and 3 that the pinning layer is a disper-
thanH,;, so that the second layer emerges as the region Al e medium

excitation of localized harmonic modes. If the thickness, the Large values ofa (¢=0.2) and 4rM in the pinning

exchange constawt, and the magnetization differ in the first N e . :

. ; . layer make the dissipative pinning mechanism dominant over
and second layers, the result is a difference in the slopes e dvnamical mechanism and. as a result. render the SWR
the dispersion curves Y . . > '

spectrum essentially isotropi€ig. 4).

2 In our opinion, the observed difference in the depen-
dences of the spectra of two-layer and three-layer films on
®y=0 can account for the transitions in a three-layer film

for perpendicular and parallel orientations. This accounts fofrom asymmetric to symmetric boundary conditions, and

the angular dependences of the SWR spectra of two-layerice versa, a® is varied. For symmetric boundary condi-
films with small and close values af in the layers. tions (spin pinning at both boundaries of the excitation layer
When « is increased in one layer of a two-layer film or modes that span the thickness of the excitation layer with an
in the two outer layers of a three-layer film, the influence ofodd number of half wavelengths are excited by a homoge-
the dissipative spin pinning mechanism begins to incréaseneous microwave field. Asymmetric boundary conditions

This mechanism essentially entails the onset of a spin-wavépinning at only one boundary of the excitation layer or non-

node at or near the interface of two exchange-coupled layemquivalence of the degrees of pinning at the boundaries of

with sharply different values of the damping parameter. Wethe excitation layercan be exploited to generate modes hav-
note that the efficiency of the dissipative pinning mechanismng an odd number of quarter wavelengths. Consequently, all
depends not only om, but also orA, M, and other param- other conditions being equal, approximately twice as many
eters. Among the characteristic attributes of this mechanismpin-wave modes are excited in the second case in the same
is the isotropy of its action due to the isotropy @f It fol- interval of wave numbers. The latter consideration accounts

1

0 50 100 150 200 (2n+1)?

0.0 L

HO_Hn:VF =

2A 72 1
"3
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for the transformation of the spectrum of a three-layer film asmodes having the highest sensitivity to the degree of pinning
® is varied. This transformation can take place by severahave been observed in a number of cases. Obviously, the
different scenarios. If the dissipative pinning mechanism isangular dependences of the SWR spectra observed in a three-
dominant at both boundaries of the excitation layer, the spedayer film with identical magnetic parameters in the outer
trum remains unchanged, as in the two-layer sample 4. Thikyers should be similar to those of two-layer films with
result has been observed in our experiments. But when theorresponding pinning layers. The only difference is an ap-
dissipative pinning mechanism prevails at one boundary, androximately twofold reduction in the number of excited spin-
the dynamical mechanism is dominant at the other boundaryyave modes.

intermediate modes begin to be excited in the spectrum as To summarize, we have shown that different scenarios
the uniform resonance fields of the excitation layer and thare possible for the transformation of the SWR spectrum of a
pinning layer with a relatively small parameter This hap-  multilayer film as the angle between the fi¢ld and the film
pens in the interval of angle®,, where the indicated uni- is varied, depending on the symmetry of the boundary con-
form resonance fields are close to each other. An increase litions and the characteristics of the layers of the film.

04 has the effect of increasing the difference betwignin This work has received support from the Russian Re-
the layers, strengthening the degree of pinning, and restoringearch Foundation, Grant No. 98-02-03320.

the former pattern of the spectrum, i.e., the spectrum corre-

spondlng to sy_mmetrlc bound_a_ry conditions. This me_zcha-lN_ M. Salanski and M. Sh. ErukhimovPhysical Properties and Applica-
nism also explains the most striking result, the fact that in the tions of Magnetic Filmgin Russiai (Nauka, Novosibirsk, 1975

SWR spectrum of a three-layer fil(frig. 5 the number of 2S. L. Vysotski, G. T. Kazakov, M. L. Kats, and Yu. A. Filimonov, Fiz.
modes decreases and increases twice in the interval of angle 1"&;%'] Tela(St. Petershuig35, 1190(1993 [Phys. Solid State5, 665
©,(0—-90°). In sample 5 both pinning layers have relatively sg jjebrands, Phys. Rev. &, 530(1990.

small values ofa and 47M, but their gyromagnetic ratios 4c. wilts and S. Prasad, IEEE Trans. MagAG-17, 2405(1981).

and effective anisotropy fields differ, thereby creating a dif- °B. Hoekstra, R. P. van Stapele, and J. M. Robertson, J. Appl. Rys.
f.erence in the angular dependepces of the. uniform resonan Asf\/l(lgrs);hm V. S. Dellalov, V. F. Shkaet al,, Phys. Lett. A140, 133
fields. Consequently, @y, is varied, the uniform resonance (19g9.
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Relativistic backward wave oscillator using a selective mode converter
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A new version of the relativistic backward wave oscilla(BWO) is proposed and investigated
experimentally, where the cutoffor the working mode modetaper at the cathode end is
replaced by a selective Bragg-type mode converter. In the experimental BWO model, which
operates in the three-centimeter range and is equipped with a mode converter based on a
slightly corrugated waveguide, a radiated power of 700 MW in pulses of duration up to 100 ns
with an output spatial structure similar to a Gaussian wave beam is obtained at an
accelerating potential of 0.8 MV and a focusing magnetic field of 7kOe.1999 American
Institute of Physicg.S1063-784299)01811-3

INTRODUCTION cal applications, and it is preferable, therefore, to use one of
the lower modes as the copropagating wave transporting ra-
diation from the interaction space. Inasmuch as lower mode
o ; : rders have a higher group velocity and, hence, a lower elec-
radiation from the interaction space takes place through ric field amplitude, the risk of rf breakdown is diminished.

collector region at zero potential. This condition is usually . :

) . When a converter having both frequency and mode selectiv-
achieved by means of a cutoff taper, which reflects the work-, "
. ity is used, the degree of coherence of the BWO output ra-
ing mode of the BWO from the cathode end of the electro-] >~ "~ :

. . . . o diation is improved. The output of microwave power from a
dynamic system without disrupting transmission of the elec- . . i .
low-mode interaction space facilitates the solution of another

tron beam. This device configuration permits oversize . ) . .
clements to be used in the rf channel: such elements — dhpracncal problem of utmost importance in the operation of

fractional output and large-aperture conical-horn antenna irg fef;giceensc us;??hi gs\t‘opiur:sﬁéepre;st;ncéa;?ah\?vvgatl? f?élsjii;he
particular — are best suited for high-power microwave ra- y P 9

- - ) magnetic field*
diation. However, the application of a cutoff taper imposes a Finally, if the working mode of the BWO is converted

number of restrictions on the output characteristics of the ; . .
: . . .Into a copropagating hybrid mode of a slightly corrugated

BWO. First, because the cutoff cross section functions si- : . -
! waveguide, with a structure similar to that of a TE mode of a

multaneously as a wave reflector and a diaphragm for the

. . regular cylindrical waveguide, the vanishingly small longitu-

electron beam, one of the higher modes is generally used %s o . -

. . , . inal component of the electric field reduces spurious inter-
the working mode in a BWO with an oversize electrody- action of the electron beam with this codirectional wave to a
namic system. The radiation therefore has a complex distrir-]e liaible level
bution, whereas a simple structure such as a wave beam is 99 '
most often required for practical use. Second, the reflection
of the working mode leads to amplification of the rf electric SEL ECTIVE MODE CONVERTER FOR A BACKWARD WAVE
field in the interaction space of the BWO, increasing the riskoSCILLATOR
of rf breakdown(as a rule, all electrodynamic systems in

high-power relativistic BWOs show traces of erosion at an-BW ic 2 B p i the f ; lindrical
tinodes of the electric fie)d Moreover, spurious interaction O is a Bragg reflector in the form of a cylindrical wave-

of the electron beam with a reflected TM mode can diminishgUide segment with a corrugated wallhis type of con-

the efficiency and stability of operation of the BWO and verter is compatible with a high-power electron beam and
distort the structure of the output radiatibh has a sufficiently high electrical resistance. The operation of

the Bragg reflector is based on resonance scattering of the
working mode by the periodic corrugation. In a cylindrical
BACKWARD WAVE OSCILLATOR WITH A BUILT-IN MODE waveguide with a periodio-start helical or axisymmetrical
CONVERTER (n=0) corrugation the azimuth orders of the coupled modes
The above-mentioned unfavorable factors affecting theare given by the relations
structure of the output radiation can be alleviated to a large
extent by replacing the cutoff taper with a selective mode
converter, which can be used to change the working mode ¢ind the sum of the longitudinal propagation constants of
the BWO into a copropagating wave of any desired structurethese modes is equal to the constapt 2#/d, of the peri-
Simple radiation structures are the most attractive for practiedic (with periodd,) system of the reflector:

In the conventional structure of a high-power relativistic
backward wave oscillatofBWO) the output of microwave

The most practical mode converter configuration for a

Mmi1EN=m;y 1

1063-7842/99/44(11)/4/$15.00 1356 © 1999 American Institute of Physics
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A, namic system of the BWOpy=eH/mcy is the cyclotron
1.0 frequency,e andm are the charge and rest mass of the elec-
- tron, c is the speed of light, angt is the relativity factor.

0.6r If electrons entering the interaction space do not have
06 B transverse velocities and if conditiof® and(6) hold simul-

L taneously, i.e., if the magnetic field is chosen to satisfy the
0.6k relation

o.2r oy=h, )

0.0 _,'0 _5' : b : ; A,b Al the electromagnetic energy of the fast electron-beam cyclo-

tron wave is absorbetllt follows from condition(7), which
FIG. 1. Dependence of the mode conversion efficiefpower ratig of the  oes not involve any individual characteristics of the modes,
Bragg reflector on the detuning. S . .

that oscillation is suppressed for all modes simultaneously.
One exception is a mode for which the intensity of cyclotron
interaction with the rotating transverse structure of the field,

hig+hiz=hy 2 being proportional to the factal? . ;(vmn/R), is equal to
(the indexi enumerates the pairs of coupled modes zero. Herer is the radius of the annular electron bedris
Figure 1 shows the dependence of the m@dewey  the average radius of the electrodynamic systeqy, is the
conversion efficiencKp on the detuning nth root of the Bessel functiody,(») =0 for the TM,,, mode
— or the derivative of the Bessel functidy,(v)=0 for the TE
A=(h,—hj;—h)L/2 )

mn mode, and the signs, — refer to opposite directions of
for a reflector of lengti. (Refs. 5 and B To ensure reradia- rotation of the transverse wave structure. For a;J Mork-

tion of the working mode of the BWO into the desired co- ing mode cyclotron absorption is absent foR=0.693. It is
propagating mode and, at the same time, eliminate reradiamportant to note that the strong focusing magnetic field re-
tion into spurious modes, the mode conversion band for thguired for the efficient operation ofefenkov oscillators in
working field structurgFig. 1) must not overlap the bands of the centimeter wavelength range is greatly diminished when

adjacent structures, whose spectrum the cyclotron-resonance technique is used for mode selec-
tion.
1 e The operation of centimeter-range relativistic BWOs of
ki=—[(h?+ K2 + k2)2— 4k k3 ]Y?2h 4 peration of ge rek :
! 2hr[( r i2) i1kiz] ' @ standard configuration are not very efficient for magnetic

fields smaller than the resonance valdg because the range

(Kig=27/X;, N is thebwgve.lengtg, ankh an;]j k‘f2 are the ot \yeak magnetic fields contains another cyclotron reso-
transverse wave numbgis given by Eq(2). The frequency nance, which results in the strong absorption of rf power.

difference between the working and adjacent resonanceyic resonance takes place with the forward wave
structures is a maximum when the working structure in-

volves the rf field of a quasi-transverse mode having a fre- o —hv=wy, (8)

guency close to the cutoff frequency. This is the situation in

the Bragg reflector used in BWOs. which transports radiation from the interaction space of the
BWO. The interval of magnetic fieldsl between the reso-

BACKWARD WAVE OSCILLATORS UTILIZING nances(6) and (8),
CYCLOTRON-RESONANCE MODE SELECTION
e(H,—H;)/m=2h(y?>—1)2 9

For the practical implementation of an oscillator with a
built-in mode converter, we have chosen a BWO operatindn Which the oscillator is capable of operating, is fairly nar-
in the TMy, mode. Single-mode oscillation in the multimode row, because the propagation constant of the working mode
interaction space of a BWO operating under the conditiond in @ BWO is usually much smaller tha and the low
of Cerenkov synchronism with the 1st spatial harmonic of operating efficiency of the device in this interval is attribut-

the working mode, able to the influence of nearby cyclotron resonances.
_ By using a lower mode to transport radiation from the
w=(h)v, (5)  interaction space it is possible to significantly extend this
is achieved by mode selection based on the resonance mtép_terval of magnetic fieldi to
action of a fa_st cyclotron.wa.\ve of an electron beam guided e(H,— Hy)/m~ (k+h)(y2—1)Y2 (10)
by a longitudinal magnetic fielt with the fundamental of
the working modé, i.e., under the condition as a result of the shift of the resonar{8 with the copropa-

6) gating wave, for which the phase velocity is close to the

speed of light, toward lower values Bif. This effect permits
Here» andh are the frequency and longitudinal wave num- the magnetic field to be chosen so as to essentially reduce to
ber of the working mode of the BWQ; is the translational  zero the influence of cyclotron effects on the efficiency of the
electron velocityh=2wx/d, d is the period of the electrody- induced @renkov radiation.

ot+thv=wy.
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EXPERIMENTAL INVESTIGATION OF A BACKWARD WAVE
OSCILLATOR UTILIZING A BRAGG REFLECTOR R.cm
Experiments have been carried out with the oscillatorF'G' 4. Intensity_digtribution of radiation from the BWO at a distance of
. . . . 4 m from the radiating cone.
shown schematically in Fig. 2. The main calculated param-

eters of the generator are as follows: electron energy
0.8 MeV; beam gurrent 6 k_A; t_he electrod)_/namm sys@m_ The frequency of the generated pulse was measured at
the_BV_\/O COmprises a cyIm_dncaI_wavegmde segmen_t With 86 center of the beam pattern by means of a tunable guided-
periodic, axisymmetrical, sinusoidal corrugated profile; they e hand filter. The measurements showed that the oscilla-
oscillation frequgncy in thg Tl¥hb mode is 9.1 GHz, and the tion frequency was close to the calculated value.
expected radiation power is greater than 0.5GW. The elec- 15" o arization of the output radiation was determined
trodynamic systent of the Bragg reflector comprises a cy-  means of a device utilizing a dielectric plate situated in
lindrical waveguide segment with a single-start<(1) heli-  ne giametrical plane of the cylindrical waveguide. The di-
cal, sinusoidal corrugated profile; the calculated efficiency OPnensions of the plate were chosen so that, at the working
conversion of the power of the incident tmode into the ¢ qency, circularly polarized radiation incident on the cy-
power of_a reflectedo rotating ‘hEmode at_ a frequenpy Of_ lindrical waveguide would be converted into linear polarized
20/1 GHz isKp=91.2%, and the conversion bandwidth is 4 iation and transfer into a rectangular waveguide smoothly
o ) . ) _joined to it when the plate was mounted at a 45° angle rela-
/A high-current electronic amplifier with an explosive- 46 15 the rectangular waveguide. Accordingly, at an angle
emission cold cathod was used in the experiments. The ¢ 1350 (adiation is reflected from the rectangular wave-
accelerating potential on the magnetically insulated diodeyije. Figure 3 shows BWO signals after such a polarizer for
was varied in the interval 0.7-1.1 MV in a pulse of duratlontWO positions of the dielectric plate, showing that the polar-
200ns, the beam current ranged from 5 to 7kA, and the, 4o of the observed radiation is close to circular.
beam diameter was varied from 41 to 47mm. A soler®id g gpatial structure of the output radiation was mea-
was used to focus_the electron beam, producmg a magnetig, a4 for vertical and horizontal polarizations in the plane at
field up to 20kOe in 10-ms pulses. Radiation was extracted yiciance of 4 m from the radiating coBén the horizontal
from the elec_trodynamic systeghof the oscillator by a horn and vertical directions. The measurement res(fits. 4) are
antenna, which generated a wave beam, through a resonanf, 444 agreement with the standard distribution obtained in
vacuum-tight polyethylene window of diameter 40mm, o, citation of the output section of the BWO by the JTE
whose thickness was made equal to the wavelength to ensuie de of the cylindrical waveguide, which was then con-
mechanical strength. The fully developed electron beam imye e into a wave beam in the radiating cone. Consequently,
pinged on a collectob situated outside the rf field. In this  o5q,rements of the frequency, polarization, and structure of
collector the filling of the rf channel with plasma generated,[he output radiation confirm that the BWO operates, as ex-
by electron impingement was much slower than in the COl'pected, in the T\, mode, and the reflector band overlaps
lector serving as part of the rf sectidn. with the emission band of the BWO.

or 1.0F e
2 - @2 B
S a0 L g 0.8 : . {
Ko} = 3 (3
= 60 i . g 0.6F -/./l\\ . I,
Tyt <L i N ]
| 0 lf‘ L \ \\ . /
ar 2 0.2k Vo
0 T N T T S A ! O N | ool o+ 4 peymtiwn,
0 20 40 60 80 100 120 140 5 10 5 a0 25
t, ns H, kOe

FIG. 3. Oscillograms of the envelopes of microwave pulses at the output oFIG. 5. Dependence of the oscillator output power on the focusing magnetic

a polarizer adjusted for leftl) and right-(2) circularly polarized radiation.

field.
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S0 An increase in the accelerating potent{ahd, accord-
B ingly, the beam currehtdoes not produce the expected in-

-‘gw: crease in the output power. The radiation pulses become
s ok U=800 kv shorter and irregulagsee Fig. 6 most likely indicating the
® onset of rf breakdown in the microwave secti@mthe elec-
< 20 U=1100 kV trodynamic system of the BWO, at the output window, or
both).
10
0050 4 50 a6 00 %0 f4o #6010 0 CONCLUSION
¢y ns The results of the experimental investigation have dem-
FIG. 6. Oscillograms of the envelopes of the output radiation for differentOnStrated a significant improvement in the performance char-
accelerating potentials. acteristics of a relativistic backward wave oscillator when the

conventional cutoff taper at the cathode end of the electro-
dynamic system is replaced by a selective Bragg reflector.
Yy Yy y g9
Of special interest for this version of BWO is the depen-
dence of the output power on the guiding magnetic fieid. L _ . _
5) Since the radius of the electron beam in the BWO is made E. B. Abubakirov and M. I. Petelin, Zh. Tekh. Fig8, 1085(1988 [Sov.
) a L . . Phys. Tech. Phys33, 635(1988].

gqual tc_)r/R—O.693 to minimize the intensity of cyclotron 25 1 korovin, M. I. Polevin, A. M. Ritman, and V. V. Rostov, Pisma
interaction of electrons with the working T¢M mode, the Zh. Tekh. Fiz.20(1), 12 (1994 [Tech. Phys. Lett20(1), 5 (1994].
zone of Cyc|0tron absorption is re|a[ive|y small at SE. B. Abubakirov, M. I. Fuchs, N. G.' Kolganoet al, in Strong Micro-
H=10kOe. In the vicinity ofH=16kOe, however, a sec- !/aves in Plasmas/ol. 2 (IAP RAS, Nizhny Novgorod, 1996 pp. 810—
ond cyclotron EE)SOfptiOﬂ zone emerges, corresponding t0p_ ciunie, G. Mesyats, M. |. Osipoet al, in Strong Microwaves in
resonance &y =h,v) reradiation in the working volume of SPlasmaSVOI- I2 (It/?P RAhS, Nizf;ny NO\llgorod, 1992 Pp. 8?]6—|9OZ|-

; _ B. Z. KatsenelenbaunTheory of Irregular Waveguides with Slowly Vary-
the Bra_gg reﬂe(?tor of a counterpropagating ghMlectro ing Parametergin Russian (Izd. AN SSSR, Moscow, 1981
magneuc wave into fast electron-beam cyclo?ron waves. INSN.” F. Kovalev, I. M. Orlova, and M. I. Petelin, Izv. Viyssh. Uchebn.
addition, as expected, the use of waves having a relatively zaved., Radiofiz. No. 11, 78@968.
low phase velocity to tap energy from the BWO made it 75- th- ébuga'ggg\g'lgga'-[ge'ofoﬁ \Ié.h N. \L/afgagggt( fgl,é :;is'ma Zh.

. - . . Tekh. Fiz.9, ov. Tech. ys. Let®, .

possible to sharply deflqe the window of .tre}n_sparency in thegE. B. Abubakirov. N. S. Ginzburg, N. F. Kovalev, and M. I. Fuks, Ra-
range of weak magnetic fields. By optimizing the output giotekh. Elektron(Moscow 34, 1058(1989.
power with respect to the radius of the electron beam at weaRA. M. Bykov, V. P. Gubanov, A. V. Guniret al, in Relativistic Radio-
magnetic fields in the vicinity oH=7 kOe we have been Frequency Electronicfin Russian, No. 5 (IPF AN SSSR, Gorki, 1988
able to attain 0.7 GW in 100-ns pulses at approximately 15% PP- 101-124.
efficiency. Translated by James S. Wood
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The equivalent parameters of a Josephson junction in a microwave SQUID structure are
calculated on the basis of relations obtained as a result of an analysis of the operation of an rf
SQUID. This analysis is based on the sawtooth variation of the voltage on the resonator

as a function of the constant flux bias. The quantitative characteristics permit regarding the
Josephson junction as a linear impedance in the rf or microwave circuit, whose real and
imaginary parts are controlled by the constant magnetic flux passing through the SQUID loop.
© 1999 American Institute of Physid$$1063-784£99)01911-X

INTRODUCTION used, in particular, to analyze and synthesize a microwave
SQUID.
The operating principle of an rf SQUID has been the
subject of many publicationsee, for example, Refs. 1 and
2). The first experiments on the operation of a microwav
SQUID were performed long agdNovel designs for micro-
wave SQUIDS have been planntand a theory for the The equivalent circuit of a single-junction SQUID is
operation of a SQUID at 77 K has been put forw&@ues-  shown in Fig. 1. According to experimental data, the plot of
tions concerning the quantum interference in a SQUID ringthe voltage on the resonatwk as a function of the constant
the effect of thermal fluctuations on'if, etc. have been de- bias magnetic fluxbpc is a sawtooth characteristic. This
veloped in fairly great detail. On the other hand, proper atdependence is presented in Fig. 2 in normalized quantities:
tention has not been focused on the calculation of microwave
circuits. The microwave part of a SQUID is described in WO =Vr00NVT max, @)
words as a higl resonator. The coupling of the resonator where
to externql circuits .is generally adJusted duriljg an experi- Vr mac= l10L1Q, )
ment and is not subjected to a detailed calculatidhus, the
microwave elements of a SQUID are planned on the basis of=2Ppc/Po. Q=wL1/Ry is theQ factor of the resonator
approximate relations determined as a result of experimentdfithout consideration of the losses introduced by the SQUID
work, i.e., there are no reliable computational formulas forl@oP, @ is the pump frequency, andl, is the magnetic flux
developing and selecting the optimum operating regime of guantum. _ ,
microwave SQUID. - We define the normalized spread of the signal character-
This paper describes a method for representing th&stic as
equivalent parameters of a Josephson junction in an rf  AW=AV1/Vy jay 3)
SQUID structure in the hysteretic operating regime, which

. L . . where AV is the difference between voltages on the reso-
permits optimization of the parameters of the microwave cir-

cuit nator for two different values of the bias flupc=0 (x
The main element in the equivalent circuit of the SQUID =0) and®pc==Po/2 (x=1).

is the impedance of the SQUID loop, which is inductively

coupled to the resonator. In the hysteretic SQUID operating

e1. SPREAD OF THE SIGNAL CHARACTERISTIC

regime the time dependence of the amplitude of the voltage lI,

on the resonator corresponds to a relaxation protessy-

ever, under the conditiomp<7<Ty, where Tp is the _I_

pumping periods is the relaxation time, and,, is the mea- Zg Lg Ly Cr Ry Ve
surement time, the output signal is a time-averaged quantity. ~_~ T

Therefore, to find the response of the ring with the Josephson I M 1

junction to a constant magnetic flux &g Ty, , the relaxation

process can be ignored. The equivalent impedance of th_@G- 1. Equivalent circuit of a sin_gle-jur_]ction SQUIZs — equivalent

SQUID loop is a function only of the constant external mag-"mPedance of the Josephson junctieg;— inductance of the SQUID loop;
. . . . . M — mutual inductancel.; — inductance of the resonatdR; — active

netic flux. Such a representation permits considerable simpliesistance of the resonatd@; — capacitance of the resonator; — pump

fication of the calculation of the equivalent circuit and can becurrent;V; — measured voltage.

1063-7842/99/44(11)/7/$15.00 1360 © 1999 American Institute of Physics
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0 1 2 J z FIG. 3. Variation of the normalized voltage on the resonator as a function of

the pump current for the case of coupling between a SQUID and a nearly
FIG. 2. Sawtooth variation of the normalized voltage on the resonator as aptimal oscillator circuit.
function of the normalized constant bias flux.

_ o _ points of inflection(1), (2), (3), and (4) of the function
Then the law governing the variation of the output signal,_(¢) we can writed g /de =0, which, with consideration
as a function of the bias flux can be represented analyticallyf (), gives

as a periodic function of, which, within the first half-period

of the variation ofW has the form 1+1cog¢)=0. 7
W(X) = (1—AW:-x)expli (X)), 4 The flux at the points of inflection are functionslofor
whereg(x) is the phase of the complex variable. a furthqr analytical treatment it.woulc_i be mos.t convenient to
Typically AW=0.5-0.6. The sawtooth course|s¥(x)| work with the second point of inflection. For it we have
is confirmed by reliable experimental daa. We do not (1) = m—arccos1N). ®)
know of any experimental or theoretical study of the varia-
tion of the phase of the voltage on the resonat(x) as a Using formula(6), for ¢, we have
function of the constant bias flux.
When there is optimum coupling of the SQUID loop and ~ ¢g2(1) = m—arccoglN) + (12— 1)°%, 9
the resonatot,k?Qqu~1, wherek=M?/(L+Lg) is the cou-
pling coefficient. The spread of the signal characteristic is
greatest in this case. Figure 3 presents the output signal char-
acteristic as a function of the pump current for a condition P i) c
close to the optimum situation. 27— *-; ----- = |
The working pump currerlt; is chosen in such a manner | I |
that at zero bias flux®pc=0 (x=0), the SQUID loop p, [~ =K g I
would have a purely imaginary impedance and would not I | I
absorb power from the resonator. When the bias fiype mr | 7 ] '
=®y/2 (x=1), the dissipation of energy from the resonator ‘ I N :
is compensated during one rf oscillation perfothis corre- Pl " A ':}*E; |
sponds to the current=17* (Fig. 3). Thus, under the con- ¥l _1' —" El i
dition x=0 the impedance of the SQUID loop has only a L : L i G _} Zl
reactive component, and whes- 1, the impedance has both A B o A7 B, i
a reactive component and a significant active compohent. '3 ' 1
It follows from consideration of the similar triangles | : |
AOB andA’OB’ in Fig. 3 that . L :
AW=1—15/1%* | (5) ! L Puzlipey
To find the dependence akW on the fundamental ! Poc=T >'
SQUID parametel =2Lgl-/®,, wherel; is the critical | -2tk |
current of the Josephson junction, the dependence of the tots | [
magnetic flux® on the external fluxbg must be analyzed. ' Pm= Pe2 J
This dependence has the following form in quantities nor- C—— I
malized tody/27:° ___>

wherepg=27®,/P, and QD:.ZWCD/(I’O- o FIG. 4. Dependence of the normalized total magnetic fuxhrough a
A plot of ¢(¢g) for =3 is presented in Fig. 4. For the SQUID loop on the normalized external flux .



1362 Tech. Phys. 44 (11), November 1999

Under the condition of the optimum choice of the work- the way it will be necessary to make some assumptions re-
ing pump curren{Fig. 4), the amplitude of the variation of garding the behavior of the phase of the voltage on the reso-
the normalized rf magnetic flux imparted by the resonator tahator as a function ok. In the end we should obtain the
the SQUID loop will be values of the complex impedance imparted by the SQUID
loop to the resonator at all values xf

Thus, the following sections are devoted to finding the
QDfF?iFn: eer—m for x=1. (10) impedance of a SQUID loop subjected to the effects of the

optimum rf magnetic flux according t) and the two val-

The coupling between the pump current and the normal;,as of the constant bias flulpe=0 and®pe=Do/2.
ized external flux can be expressed as

QDQEX: PE2 for XZO,

21 _
(PE:(DTMQll- (11) 3. VALUE OF THE SQUID LOOP IMPEDANCE FOR ®p-=0
0

) o To find the SQUID loop impedance fdrpc=0 we turn
Using (11), for the characteristic values of the pump gnce again to the plot of(¢g) in Fig. 4. The loop is

current shown in Fig. 31§ and17*) we have “probed” by a signal of the form
IT* = (¢RE* @o)/(27MQ) for x=0, erelt) = ou O wt). 19
1¥ = (ol dg)/(27MQ) for x=1. (12 The flux through the loop(t) is found as the solution

Substituting(12) into (5) with consideration of10), we of the nonlinear equatiof6), which we rewrite as follows:

obtain o(t)+1sin(p(t))= ¢y cog wt). (15
AW(l) =7/ pgs(l). (13 Under the condition that
Table | presents values of the normalized spread of the ¢y=¢g—§, (16)

signal characteristicAW, for various values of the funda-
mental SQUID parametdr according to calculations using
formulas(9) and(13).

whereé< pg,, the solution of15) is obtained in the form of
a single-valued function. The current in the SQUID loop is
defined by the fundamental expressién

2. FORMULATION OF THE PROBLEM OF INTERPOLATING Is(t)=lcsin(e(t)). 17
THE AVERAGED VALUE OF THE IMPEDANCE We represent the current in the form of an expansion in
IMPARTED BY THE MICROWAVE SQUID LOOP TO THE Fourier series. We confine ourselves to the first term of the
RESONATOR expansion

The law governing the variation of the rf voltage onthe | (t)=A coq wt)+ B sin(wt), (18)
resonator represented I¥) is an experimental fact. More- where

over, the value oAW was determined as a function of the

fundamental SQUID parametér(Table ). The use of the 1(n

expression(4) permits avoidance of calculation of the relax- A= ;f_ Is(t)cogt) dt, (19

ation of the voltage on the resonator and allows consider- i

ation of the averaged voltage on the resonator as the response 1 (= _

to the averaged impedance imparted by the SQUID loop to  B= ;f_vls(t)sm(t) dt. (20)

the resonator.

Let us first consider the SQUID operating regime at the ~ Kirchhoff's equation for a ring has the form

two points atx=0 and 1, at which there is no relaxation of s oD

the voltage on the resonator. The impedance values found at LEE +Rlg=

these points allow us to ugé) to interpolate the impedance

dependence to all values &fin the range 6<x<1. Along  whereLy is the inductance of the SQUID loop with allow-
ance for the contribution of the inductance of the Josephson
junction.

TABLE I. Values of the normalized spread of the output signal. Allowing for the fact that®, = ¢\ (Po/27) and taking

into account the form of the probe signdl), we can rep-

R (21)

| AW
resent the expressidl) as the system of equations

1 1

15 0.92 Dy

2 0.82 —wLEA-I—RB:—wE(pM,

25 0.73

3 0.66 R-A+wlLy-B=0. (22

35 0.6

4 0.55 We introduce the concept of the “normalized” imped-

4.5 0.51 ance of a Josephson junction

5 0.47

Zg= Zs/a)l_s, (23)
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TABLE Il. Values of the reactive component of the impedance dgjc
=0.
a
| Xs
2 0.77
25 0.59
3 0.48
35 0.40
4 0.35
45 0.31
5 0.27 b
TN N TN T i
[ : :
Then, the normalized active and reactive componegts %‘ | | I | : [
andxg have the form 3 | : b 2
SN | I
re=Rlols, Xs=(wls—wlglwls. (24) : Lo
|
Using the expression&2) and(24), we can represemt : : I : : ; :
andxs in the form o S S
0 1 . Il 1 I I il ] l
_ o B em A T7 T w m dm Gw bn 7 ot
Tl e IO g
Under the condition assigned I6¥6), the active compo- c
nent of the impedance is equal to zero, iB=0 and thus
r<=0. A calculation using formula&5) gives the values of | I I :
xg(l) for =0, which are listed in Table II. | : ! |
——t—- —_I-_ I—-!__I —-r— —I_
1) e w— - —_—— e — - — — — =
4. VALUE OF THE IMPEDANCE OF A SQUID LOOP 4 :277 In :"77 o :5” Tm wt
AT A CONSTANT BIAS FLUX ®,/2 (x=1) X | |

a) Finding the impedance using expansion in a Fourier
series Let us consider the Torm of the tlme_ dependence@_ of FIG. 5. Time dependences of the normalized total magneticdltixrough
for the values of the amplitude of the radio-frequency signak sQuID loop &=1) corresponding to the conditions: a ¢g = @g,— 7

assigned by the expression —& b — ou=¢p—7t+E C — ou=¢g—mté, for wt=[n/2,7]
+mn, wheren=0,1,2, . .. ,i.e., the value of the normalized total magnetic
PM=Pe2— TEE. (26) flux ¢ has been reduced bym2

When ¢y = ¢, — 7m— &, the solution(15) is obtained in
the form of a single-valued function, and the time depen-
denceg(t) has the form shown in Fig. 5a. When,=¢g,  Where
—m+¢, the form of the time dependence is determined by _
“slippage” of the magnetic flux quantum and has the form ABCD=2m(¢ex() = ¢ra(l), (28)
shown in Fig. 5b.
Taking into account that a phase change hydbes not 2ABEF=2
influence the representation of the signal in the form of an
expansion in trigonometric functions, we can write the time ¢2(l) .
dependence for the ca¢26) in the form of the dependence - L*(,)(‘PH sin(¢)) de |, (29)
shown in Fig. 5c. In this case expansion into a Fourier series
gives both the real and imaginary components. The results of
the calculation are listed in Table Ill. TABLE lIl. Values of the active and reactive components of the impedance
b) Finding the active component using the expression fofo" Poc=Po/2.
the area of the hysteresis loophe active component of the |

(@a(l) = ¢* (1) @ea(l)

r X
impedance of the SQUID loop can be obtained using the ° :
expression of the area of the hysteresis loop and the energy 2 0.40 —0.98

. 8 X . Co 25 0.48 -0.91
conservation law:® We again turn to Fig. 4, from which it is 3 050 _084
seen that to calculate the area of the hysteresis loop, twice 35 0.50 —_0.77
the area of rectangl@BEF and twice the area enclosed by 4 0.49 -0.72
FEB’G must be subtracted from rectangdd3 CD: 4.5 0.47 —0.66

5 0.45 -0.62

S(l)=ABCD-2ABEF—2FEB’'G, 27)
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0.6} Utilizing, in particular, the smallness of the coupling co-
05 efficientk, we bring(35) into the form
' Zs\ 71 1) vy
. ° 1-0’L;Cr+k?[ 1—i—| +i<|——=1,. (36
0.4 ( w T>T st) Q) IwLT 1 ( )
7Y
~osr We introduce the notation
0.2t ws— »? 3
u= .
0, é 3' z; 5' b’. The parameteu is the normalized detuning of the reso-
A nator. Using(37), we bring the expressiof86) into the form
-1
FIG. 6. Dependence of the active component of the equivalent impedance of iu—iol 1—i Zs V1 - (39)
the Josephson junctiary. Circles — values calculated using the expansion u-=ip wlg wlQ L
of the current in a Fourier series; solid curve — values determined by
calculating the area of the hysteresis loop. where
p=k"Q. (39

Finally, for the normalized output voltage we have
-1

2FEB'G=2(@e2(1) ~ @e1(1)) @™ (1). (30

In deriving the formula for the area of the hysteresis loop = g
we used the conditioi7) and the dependence assigned by 1-izg
(6). In this case it is possible to find exact analytical expres-  From (40) we find the normalized equivalent impedance
sions foree;, @ez, @1, ande; as functions of. An attempt  of the SQUID loop
to find an exact analytical expression fof (1) leads to cum-

bersome calculations. However, an approximate analytical 7o— P i (41)

1+iu—i (40

function can be found from the relation for the similar tri- ST _1-iutIW(x)

anglesAOA” andBOB": Whenx=0, the active component is equal to zero, i.e.,
o* ()= 01/ ¢ps. (3D r<=0, and the normalized voltage equals unity, i\&/(0)
=1. Under this condition, we can ugd0) to obtain the
%iependence for the detuning of the resonator which compen-
sates the inductance imparted to the resonator by the SQUID
loop in the case ofbp=0 and ensures the maximum am-
plitude of the voltage on the resonator for an assigrsed
tformula (16)] amplitude of the radio-frequency signal and

It must be noted that the error in the estimate of the are
of the hysteresis loop does not exceed 5%. Feb the
value of S(I) calculated from formuld27) agrees well with
the data in Ref. 8.

For a bias flux equal t&pc=®dy/2 (x=1) and the am-
plitude of the pump current corresponding to restoration o
the energy in the resonator lost in the hysteresis cycle during °°
one period, we have the energy conservation law u(h)=p et 42)
oSl ,1 1, s
om m OL_s: 2 cR. (32 wherexg(l) corresponds to the values of the reactive com-

ponent found by the techniques described in Sec. 3.
Formula(29) yields

R=wlgl), (33) 6. INTERPOLATION OF rg AND xs IN THE RANGE 0<x<1

rs()=s(h/(l?). (34 Thus, we have obtained the values of the SQUID loop
impedance fox=0 (Table Il) and forx=1 (Table Ill) as
values ofr g in Table Ill, which were obtained as a result of functions of the fundamental SQUID parameter. We should

expansion of the current into a Fourier series, are shown ifow perform the _mterpolatlon afs andxs m_ent!oned above
Fig. 6. for all values ofx in the range 8=x=<1. Taking into account

that the resonator is tuned to attain the maximum amplitude
for x=0, we substituté42) into (41) and also usé4). As a
result, we obtain

A plot of rg(l) found using Eq(34) and the numerical

5. DEPENDENCE OF THE SQUID LOOP IMPEDANCE ON

BIAS FLUX o)
rs(x,h)+ixgx,H=p(H| —1—i-———~
The circuit presented in Fig. 1 obeys the equality ° ° 1+x5(0)
: ! + ! exp(—iW(x,1)) - i
+R; " +iwCq | Vi=1,. T AW D~ - ) —1.
b+ (M) (iwletzg | TR 1T-AW()x

(35 (43
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TABLE IV. 7s a
1 -
| p(h) (1)) 1
2 1.82 -0.13 0.81
2.5 1.37 -0.09
3 1.09 -0.03 0.6F
3.5 0.92 0.02
4 0.80 0.05 R
45 0.73 0.08 0.4 A
5 0.68 0.10
B.21
i 1 1 IR —

When x=0, the relation(43) transforms into an identity, if
¥(0J])=0. Whenx=1, the relation(43) permits finding
p(l) and¥(1]) on the basis of the data in Table Ill. The
calculated data are listed in Table IV.

The values obtained fqr(l) ensure a sawtooth law gov-
erning the variation ofW(x) for an assigned, which is
included as a basic experimental fact in the foundation of the
present analysis. It can be concluded from the data presented
that p is close to unity for characteristic values in the range
3=<I=<5. Itis interesting to note that a sharp increase in the
optimum value op is observed fot<2. A decrease ihcan
be advantageous for attaining a strong output sighable
I). However, the design difficulty in ensuring strong coupling |
between the loops, i.e., a valuem€onsiderably greater than -1 . ' .
unity, imposes a constraint. 0 0.2 0.4 z 0.6 0.8 7

a) Impedance imparted to the resonator by the SQUID
loop. The total impedance of the inductive branch of theFIG. 7. Dependence of the active componeg(a and the reactive com-

: ; ; : ; onentXg (b) of the impedance of the Josephson junction on the normalized
resonator with consideration of the Impedance |mparted bgias flux for various values of the fundamental SQUID paramletet (1),

the SQUID loop is expressed as 3(2), 4(3), and 5(4).
Z =ioly+2Zg, (44

where
Zg(x,)= CLD (45)

oLg(i+ixg(X,1)+rg(x,l))

is the impedance imparted to the resonator.
We normalizeZg with respect to the active resistance o*
included in the inductive branch of the resonaddr/Q,
: Zg(x,1)
Rs(x,)+iXg(x,)= ———Q. (46)
(.ULT
In accordance witt{44) we have

p
i(1+Xg(X, 1)) +rg(x,1)”

Rg(x, 1) +iXg(x,1)=

(47)

. -0.4
We must now make an assumption as to how the phase

of the voltage on the resonator depends on the normalized .,~0.6

constant flux. We assume thét(x) has the form of a power

I b
4
¢
3
function: 08 :/2/_/
11
W(x,1) =W (1))x®, (48) 7.0

The only unknown in(48) is the exponent. In addi- -1.2 0.2
tion, ®p¢ is an external disturbance, which causes retuning oz

of the resonator. When the resonance processes in the oscil-

lator circuit are considered, it can be assumed that the actig®: 8 Pependence of the active componBgt(a) and the reactive com-
ponentXg (b) of the imparted impedance on the normalized bias flux for

component in_the function of the parameter CharaCter_iZingarious values of the fundamental SQUID paraméte? (1), 3 (2), 4 (3),
the external disturbance should have a nearly parabolic dend 5(4).
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pendence, while the reactive component should have a nearperformance of a complete calculation of a microwave cir-
linear dependence. The construction of plotsRafand Xg  cuit containing a SQUID and optimization of the microwave

with variation of @ [using(47), (48), and(43)] revealed that response of the SQUID to an external disturbance in the form
the closest correspondence to the required course of thef a constant magnetic flux.

curves is observed far=1.

We can now construct the dependence of the active antHere, in the equivalent circuit of a Josephson junction we Haye: o
reactive components on the normalized bias fltire plots (Ry is the normal resistance in the resistively shunted junction rpdel
are shown in Fig. ¥ Figure 8 presents plots & andXg as which is valid at sufficiently low rf oscillation frequencies. Under micro-
functions of the constant normalized bias flux for the same wave conditionsRy must be taken into account. In this case, wien0,

) the impedance imparted to the resonator is no longer purely imaginary.
values ofl. It can be concluded from Fig. 8 that smaller
values ofl correspond to larger values Bk. This situation
provides for stronger mOdUI_atlonl of the pump amplitude on M. Tinkham,Introduction to SuperconductivifMcGraw-Hill, New York
the resonator. At the same tinkg is weakly dependent dn (1979; Atomizdat, Moscow(1980, 310 pp].

In this stage of the analysis the presenceRgfin the 2K. K. Likharev, Systems with Josephson Junctidirs Russiai, MGU,

[ ; ; ; it ie. Moscow (1978, 446 pp.
C'II’CUIt of the JO.Seph.SOH Junction considered Wlthln the resis 3V. N. Kornev, K. K. Likharevet al, Radiotekh. Elektron(Moscow 26,
tively shunted junction modf can be taken into account 2647 (1980.
where necessary. The resistariRig should be connected in  4y. zhang, N. Wolters, X. H. Zengt al, Sixth International Supercon-
parallel to the junction impedanael g(rs+ixg). 5ductive Electronics ConferencBerlin _(1997), Vol. 1, pp. 51-53. _

It should be recalled that a circuit containing a Joseph- \T(éczhr:f)?% 2"69'2"1‘3;"4 A. . Braginski, and H. Topfer, Supercond. Sci.
son junction is npnlmear. Th? _|mpedance as a fun.C“OH Ofsg_ChescaSixth International Superconductive Electronics Conference
dc found is realized at a definite pump current, which pro- Berlin (1997, Vol. 1, pp. 54-56.
vides for the maximum value @bz on the boundary for the 7T-9F§)éhanen, H. Seppa, R. limonieref al, J. Low Temp. Phys76, 287
appearance ,Of hyStere_SIS whérpc=0. Itis also |mport'ant 80. V. LounasmaaExperimental Principles and Methods Below TAca-
that the optimum regime for sawtooth modulation in the gemic Press, London—New Yot€974; Mir, Moscow (1977, 356 ppl.
resonator is ensured at the value foundderk?Q, which is V. V. Schmidt, P. Muller, and A. V. UstinovEds), The Physics of Su-
close to unity. perconductors: Introduction to Fundamentals and ApplicatigBgringer,

The dependence found &g and Xg on the constant New York (1697; Nauka, Moscow1982, 240 pp].

magnetic flux passing through the SQUID loop permits theTranslated by P. Shelnitz
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The influence of g, additive in industrial oil on the structure of the friction surface of copper

foil in a steel—copper sliding friction pair is investigated by wide-angle x-ray diffraction,
scanning electron microscopy, and hardness testing. The presengginftle lubricant leads to

the formation of a thin film(of thickness<1000 A) on the friction surface of the copper,

where it protects the surface layers of the latter against major structural changes and helps to
improve the tribological characteristics. €99 American Institute of Physics.
[S1063-784299)02011-5

INTRODUCTION cesses of interfacial sliding friction of steel against copper.
Since copper is an antifriction medium in the steel—copper

Data from investigations of the tribological properties of friction pair, we have chosen copper counterbodies as the
fullerenes are very scarce and are concerned primarily witBamples for our tribological tests and physical investigations.
fullerene Gy. A few papers report studies ofgin the form
of a solid film used as a solid lubricant coattfgand in the
form of additives to fluid lubricant¥ These few papers are
enough to appreciate the promising outlook qf @r the  MATERIALS
solution of various tribological problems. This conclusion
can be further justified in information of a general nature on  Fullerene soot was prepared by the Huffman-—
the properties of g, specifically its high elasticity and Kratschmer methodG. A. Dyuzhev, Project “Duga” of the
strength, low surface energy, weak intermolecular interacRussian Scientific-Technical Program “Fullerenes and
tions, and the quasi-spherical shape of its molecti®s. Atomic Clusters,” 1994. A mixture of fullerenes(mainly

In the patent literature it is reported that various modi-Cgq and G, in the ratio ~75:25) was separated from the
fied fullerenes can be used as antifriction coatings, solid lusoot by an extraction procedure using toluene as the solvent,
bricants, and additives to lubricating olt§ A possible nega- and G, (96—98% concentrationwas separated from the
tive exception is found in fluorinated fullerenes, becausdullerene mixture by preparative chromatography. P.
some data indicate that hydrofluoric acid is formed wherBudtov, Project “Khromotron” in the same programas a
they are subjected to friction under atmospheric conditfons.result, it was determined that the fraction of,dn the

In a previous papé? we have demonstrated he positive fullerene soot was-10—15%.
influence of Gy used as an antiwear and antifriction additive The basis of the lubricant compositions was [-40A in-
to I-40A industrial oil on the friction characteristics of a dustrial oil (I-G-A-68 per State Standard GOST 1747987
steel—copper pair. However, the mechanisms underlying thehich is obtained from petroleum products and is widely
action of Gy remain elusive in this case. Two hypothesesused in practice for the lubrication of real friction joints.
have been advanced. According to ongy @olecules enter It has been showh that the addition of  to oil
into the surface layers of the softer copper counterbody andhrough a solution of g in toluene is ineffective, and the
acting as “molecular rollers,” tend with comparative ease tobest results are obtained by adding the dry powders directly
induce rotational strain modes in the surface layedc-  to the oil. Consequently, to prepare the lubricant composi-
cording to the second hypothesis, the high tribological chartions in the present study, we poured 5 wt. %, ©ito the oil
acteristics of a steel—copper friction pair with a lubricantwhile mixing vigorously by mechanical means. The end re-
containing G additive are established by the formation of asult was an inhomogeneous mixture with a precipitate of
thin protective film(presumably of tribopolymer origjinon  coarse flocs. Before using the lubricant mixtures obtained by
the friction surfaces without any change in the structure othis procedure, we forcibly mixed them to achieve homog-
the surface layers of the material itstlfThe objective of the enization, but inhomogeneity persisted and could have been
present study is to ascertain by investigation of the frictionone of the factors responsible for large scatter of the experi-
surfaces the mechanisms by whicly@fluences the pro- mental data.

1063-7842/99/44(11)/4/$15.00 1367 © 1999 American Institute of Physics
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1 EXPERIMENTAL RESULTS AND DISCUSSION

w

- 300N

| 200N
100N

Figure 1 shows the two most characteristic types of time
dependences of the friction torqui!§. Curvel is typical of
pure I-40A oil, where the increase in the friction torque,
causing scoring, begins at fairly small loatB00-600 N,

800N f=0.02 2 whereas a friction joint lubricated with oil containingsC
, . ) , (curve2) can run for a long time at loads in the range 800—
10 20 30 40 ¢, min 1200 N. In this case the friction coefficient stabilizes at a
very low level, 0.015-0.030, which is unattainable using the
FIG. _1. Typical frictioq diagrams (_)f a st_e(_el roller aga?nst copper foil with pure oil or the same oil with other carbon additives.
step-incremented loading of the friction joint. The friction coefficiEnor- " . . .
responding to the observed plateau of cudve indicated. In addition, when GO IS present in the oil, almost the
entire friction surface of the copper acquires a mirror sheen,
which is indicative of the formation of a wear-resistant struc-
EXPERIMENTAL PROCEDURE ture on itl° there are no traces of copper transferring to the
As in Refs. 10—12, tribological tests were performed onsteel roller, and debris is not observed in the lubricant or on
a 2070 SMT-1 roller friction testing machine using a shoe-the friction surface. Subsequent wiping of the roller or re-
on-roller scheme. A moving roller of diameter 46 mm andPlacement of the lubricant by the pure basic oil does not
width 16 mm was fabricated from wear-resistant chrome-disrupt the stable operation of the friction joint, and the fric-
nickel-molybdenum steel 18Kh2N4MA(State Standard tion coefficient remains at the same low level as in the pres-
4543-71 and turned at an angular velocity=400 min %, ence of Gg. This result indicates the formation of an anti-
corresponding to a linear sliding velocity of 1 m/s. The shoefTiction, wear-resistant structure on the friction surface.
was wrapped tightly in copper foiindustrial grade, thick- Table | gives the relative intensities of x-ray diffraction
ness ~200um), which functioned as the investigated from various crystallographic planes for a number of typical
sample; the samples had a width-efl0 mm, and the nomi- samples of the investigated copper foil. For the basic
nal tribocontact area was 2 cn?. Drops of lubricant were samples the ratios of the intensities of different reflections
deposited on the surface of foil, then a load was applied tdthe intensity of the strongest reflection was set equal to
the friction joint and was incremented in steps up to pres100 arb. units differ appreciably from the analogous ratios
sures~4—6 MPa, which are typical for heavily loaded fric- for a standard sample of polycrystalline copper with ran-
tion joints. domly oriented grain$® This means that the surface of the
X-ray diffraction patterns of the friction surface were foil has a certain crystalline, grain-oriented texture.
recorded on a Rigaku Cor Dmax-RC single-crystal x-ray dif-  For samples subjected to friction with pure 1-40A oil
fractometer using Ni-filtered CuK radiation. A scanning (even in the “wear-resistant regime* created by very careful
electron microscope was used for microscopic observationgind gradual escalation of the normal load and by patient
The microhardness was measured on a PMT-3 microhardvearing-in with each new loadan abrupt redistribution of
ness tester. the intensities of the principal diffraction peaks is observed,
The following types of samples were investigated: basidending to the pattern of disoriented polycrystalline copper,
copper foil samples without exposure to friction; similar which implies breakdown of the texture. This behavior is
samples after friction treatment in pure I-40A oil; similar consistent with the results of an investigation of the low-
samples after friction treatment in oil with the addition of 5% temperature transverse fractures of such samples by scanning
powdered fullerene £ or other materials. electron microscopy: Beneath the friction surface is observed

M, arb. units
Mo

[y
v

TABLE I. Intensities of principal diffraction peaks from various crystallographic planes of copper in relative

units.
Reflection indices and their angular positions
111 200 220 311 400 331

Sample 43.3° 50.42° 74.08° 89.87° 116.84° 136.54°
Standard 100 46 20 17 3 9

B 1 100 5 <1 <1 <1

(e} 90 100 100 <1 <1 <1

F 5 100 30 6 <1 4

F 1 100 17 8 2 6

F 9 100 11 9 3 8

F 17 100 8 3 <1 3
S+F 4 100 3 <1 <1 <1

Note: B) Basic sample; @sample working in I-40A oil in the wearless friction regime; $ample working in

the same oil with 5% g; S+F) sample working in the same oil with 5% fullerene soot. The F samples differ
in the load on the friction joint and the working time in the joint. Recording of the diffraction patterns along and
across the rolling direction of the foil gives essentially identical results.
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FIG. 3. Dependence of the microhardnesef the surface of copper foil on
the indenter load®: 1 — original surface of the foil before frictior2 —

FIG. 2. Electron micrograph of low-temperature fracture of copper foil aftersurface of the foil after friction with lubricating oil containings$ 3 —
friction with I-40A industrial oil with a 5% Cg, additive: A — section of ~ surface of the foil after friction with lubricating oil in the so-called wear-
the friction surface coated with a thimot more than 1000 Afilm formed resistant regime.

during the friction process8 — fracture zone with unaltered structure.

homogeneity of the mechanical properties in the direction

a layer having a finely disperse structure; this layer is usuallyerpendicular to the surface within the indenter penetration
a few micrometers thick. Consequently, x-ray diffraction andlimits. On the other hand, the microhardness of the friction
scanning electron microcopy disclose major changes in thgurface formed in the presence gf;@ecreases as the load is
structure of the copper surface layers as a result of frictionincreased, indicating the presence of a thin, but harder sur-
with lubricating oil when paired with a steel counterbody, face layer than the base material. Two structural modifica-
even in the so-called wear-resistant friction regime. tions of the surface layers can be postulated on the basis of

A fundamentally different pattern is observed for these data: either a single surface film or a strengthened cop-
samples tested with aggcontaining lubricant. Table | gives per layer(as a result of cold hardening, the infiltration of
typical x-ray diffraction data for several samples subjected ttharder particles, from the steel counterbody for example, into
friction under the stated conditions for various durations andhe surface, etg. However, an x-ray structural analysis of
at various loads. For all the investigated samples only comthe surface shows that the second structural alternative does
paratively small changes in the diffraction patterns fromnot occur; when oil with a g additive is used, x-ray exami-
those obtained for the basic samples are obseftvedratios  nation of the friction surfaces does not reveal any shifting or
of the intensities of different reflections and their pOSitionSbroadening of the principal reflections, and the texture
and widthg. Consequently, the presence of,@ the lubri-  changes very little or not at all.
cant prevents friction, in effect, from disrupting the original
surface structure of the copper foil, even after a long testin
period (up to several houjsand large load$up to 1000 N. ToncLusion

The electron microscope examinations show that, owing The sum total of the results obtained by three methods
to friction in the presence of g, the copper friction surface (scanning electron microscopy, wide-angle x-ray diffraction,
retains its constant basic structure and is coated with a filnand microhardness testinghows that for friction in the
of thickness no greater than 100QRig. 2). Here the friction  presence of § a thin (~1000A) film is formed on the
surfaces even retained a system of striati@mr&nted in the surface of a copper counterbody, protecting the friction sur-
rolling direction, which vanished completely with the use of face against wear and also lowering and stabilizing the fric-
ordinary lubricating oil in the so-called wear-resistant re-tion coefficient.
gime. Thus, the energy dissipation mechanism associated An analysis of the literature suggests several hypotheses
with friction in the presence of &g is not related to structural to account for the composition and structure of this film. We
modification of the material itself in the surface layers, but infirst carry out an elementary calculation to show whether the
all probability depends only on the properties of the indi-concentration of &, is sufficient for it to form a continuous
cated extremely thin film formed on the surface of the copdayer on the friction surface layer. The area of the friction
per. surfaces of the investigated samples wag cn?, and the

The microhardness of the friction surface of samplesactual thickness of the gap between them wdsum. For a
subjected to friction in the presence ofy@s higher than the ~5% concentration of g in the oil the total number of
microhardness of the original surfa¢ef. curvesl and2 in ~ molecules in the gap is 0.8x 10%. If the Cg, molecules are
Fig. 3. In “wearless friction” with lubricating oil the for- hexagonal close-packed, the area associated with one mol-
mation of a finely disperse and probably more friable surfacecule is~100 A2, Accordingly, all the molecules in the gap
layer tends to lower the microhardnegsirve 3 in Fig. 3). can cover the area of the friction surface withd0 mono-
Also, curvesl and 2 disclose an insensitivity of the micro- layers with close packing in the layer. The estimated 40-
hardness to variation of the indenter load. This fact impliesmonolayer thickness<400 A) is reasonably consistent with
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the electron microscope dats@000 A). The concentration !B. Bhushan, B. K. Gupta, Van G. W. Cleef, C. Capp, and J. V. Coe,
of Cgg is therefore sufficient for it to form a monolithic film. ~ Tribol. Trans.36, 573(1993.
However, when the foil is kept for several hours in toluene, B- Bhushan, B. K. Gupta, Van G. W. Cleef al, Appl. Phys. Lett62
which is the best solvent forgg, this film is not removed 3325}(3%99?' B. Bhushan. Lubr. EnB0. 524 (199
from the surface. Consequer?tlly, it certainly could not consists, , ET;;’E and Lés l?/IrT’Srl;irrﬁovr,@U’sp. Fi(z. Nég.uli63(2), 33 (1993
of molecules of pure unmodifiedgg: [Phys. Usp36, 202 (1993].

Several other possibilities exist. We know that under 5r. F. curl and R. E. Smalley, Sci. Am., No. 265, pp. 54-46891).
high pressure, even without added shear stressgscdd ®M. Nunez-Regueiro, J. L. Hodeau, L. Abello, and C. Lucazeau, Diamond
form polymer films'* structures of the diamond typ#,or Relat. Mater2, 1203(1993.
amorphous carbolf. Shear strains in the tribocontact zone 7"\\1”6T§é‘ig;‘ggggl'gg‘;)mi°ka' N. Kumegava, and M. Ishibashi, Jpn. Patent
can be conducive to the onset of these processes at eVell ‘o oG w. Schriver, and R. D. Lundberg, U.S. Patent No. 5202444
lower temperatures and pressures than in the cases describedggy,
here. On the other hand, the presence gfi€oil can result  °r. Taylor, A. G. Avent, T. J. Dennist al, Nature (London 355 27
in the formation of a tribopolymer film. This hypothesis is (1992.
supported by the results of an investigation of the trib0|ogi-loB. M. Ginzburg, O. F. Kireenko, D. G. Tochil'nikov, and V. P. Bulamov,
cal properties of ¢, additives with grafted polystyrene Pis'ma zZh. Tekh. Fiz.21(23), 35 (1995 [Tech. Phys. Lett21, 966

Pre . (1995,
chains; they have yielded even better results than PUTE 2 eport on Project “Tribol” of the Russian Scientific-Technical Program
fullerene Gq (Ref. 17.

. “Fullerenes and Atomic Clustersfin Russian (St. Petersburg, 1996
We also note that fullerene softtefore the extraction of 12g . Ginzburg, D. G. Tochilnikov, O. F. Kireenko, and V. P. Bulamov,

fullerenes from if, used as an additive to I-40A olil, yields Pis'ma zh. Tekh. Fiz.21(22), 62 (1995 [Tech. Phys. Lett21, 933
essentially the same results ag @ tribological tests, struc- ~ (1995].

tural examination$see Table)l and hardness tests. With the 13 Joint Committee on Powder Diffraction Standafd€PD$, International
addition of soot to the 0i{5%) the Cso content in it is 0.5— Centre for Diffraction Data, Swarthmo&SA), No. 4-836(1993.

iy . 14, 0. Bashkin, V. I. Rashcupkin, A. F. Gurast al, J. Phys.: Condens.
o , ) :
0.75%. The positive effect of such small quantities gf C Matter 97, 7491(1994).

suggests that {5 can act as a catalyst for the polymerization 5o, . Epanchintsev, A. S. Zubchenko, Yu. D. Tretyakewal, Dokl.
of hydrocarbons present in petroleum oils. Films having a Akad. Nauk330, 201 (1993.
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The adsorption, initial stages of film growth, and transformation of an adlayegg@Glecules

on a(100 Mo surface upon heating are studied under ultrahigh-vacuum conditions. It is

shown that the g molecules remain intact in the adsorbed state up to 760 K. Layer-by-layer
growth of a fullerite film is observed at room temperature, while tower-shaped crystallites

grow up from a loosely packed monolayer with an approximate concentratiogyoh@ecules

equal to (1.3:0.2)x 10** moleculescm™? at 500—600 K. In the latter case the percentage

of the surface occupied by them depends on the temperature and the impinging flux density of
fullerene molecules, but after a certain stationary value has been achieved, it scarcely
depends on the exposure time. 1899 American Institute of Physid$§1063-78499)02111-X]

INTRODUCTION monolayer graphite film to the iridiuth beneath the film,
was observed for the first time. A practical device, viz., an
Fullerenes represent a new, relatively recently discovy|trahigh-vacuum regenerator for creating a flow of carbon
ered form for the existence of carbon. Unlike such widelyatoms free of carbon clusters, was created on the basis of our
known allotropic forms as diamond, which is a three-experiments.
dimensional crystal of the cubic system, graphite, which con- |5 Refs. 10 and 11 we discovered that th&&V Auger
sists of a set of two-dimensional planes weakly bound to on@eak for G, molecules has an energy of 269 eV, which is
another, and carbyne, which consists of long carbon filagimost 3 eV lower than the value, say, in graphite, metal
ments, fullerenes are generally individual molecules ofcarbides, and adsorbed carbon clusters. This Auger peak en-
strictly definite size and composition, such ag (C70, Caa.  ergy is observed both for thick films of adsorbeg, @ol-
Ci00, and other molecules of this homologous series. Allgcyles(5-10 monolayejsand for submonolayer coatings.
fullerene molecules consist only of carbon atoms, whichthe utilization of this phenomenon for distinguishing
form a closed cage enclosing a cavity free of matter. fullerenes adsorbed on a surface from other possible states of
Among the fullerenes, the gg molecule is most acces- ¢arbon was proposed.
sible to study. The g molecule has the form of a sphere In the present work we studied the adsorption qf C
with a diameter drawn through the centers of carbon atomgolecules on a molybdenum surface, which is widely used
comprising it equal to 7.08 A. in electronics, in vacuum technology, and in the technology
For practical and scientific purposes we must understang, growing diamond films. We previously conducted a de-
how fullerene molecules interact with matter, particularly tajled study of the processes occurring when carbon interacts
with solid surfaces. The basic study of the adsorption @f C \ith this surface and had fairly exact knowledge of the tem-
molecules on the surfaces of solids is a fairly complex probperature ranges for the beginning of its dissolution, the con-
lem, mainly because of the complex structure of the object ofjitions for the formation of surface and bulk carbides,
study. Nevertheless, there have been at least several dozgg14.15 |y addition, molybdenum has intense Auger peaks
reports of theoretical and experimental studies performed byjith energies of 186 and 221 eV, which renders it extremely
various methods. Silicoh,” noble metal$® and refractory  convenient for studying the adsorption of strongly screening
metal$ are usually employed as substrates. materials, such asdgmolecules.
We previously studied the adsorption of@n (111 Ir

(Refs. 10 and 1jland (10D) Re surface$Refs. 12 and 13

The contact and thermal stability ofsg&molecules on sur-  gavpLES AND EXPERIMENTAL METHOD

faces of these metals were determined, and the transforma-

tion of the adlayer of gy molecules upon substrate heating The experiments were carried out in the high-resolution
were determined. It was found that the adsorbgg r@ol-  Auger spectrometer described in Ref. 16 under ultrahigh-
ecules maintain their fullerene nature up to a certain temvacuum @~ 10 °Torr) conditions. We were able to record
perature, which depends on the type of substrat8BqO K on  the Auger peaks directly from heated samples in the range
Re and~1000K on Ip. At higher temperatures the mol- 300—2100 K. The samples used were annealed molybdenum
ecules decompose, and the carbon released in the adlay@thons measuring 0.021X40 mm, which were cleaned
dissolves in the bulk of the substrai@n Re or graphitizes and characterized according to a standard procedure. The
(on Ir). A very interesting effect known as intercalation, i.e., ribbons were textured, and(400 face emerged on the sur-
the spontaneous penetration of,@olecules adsorbed on a face. The surface work function wasp=4.40eV, and the

1063-7842/99/44(11)/6/$15.00 1371 © 1999 American Institute of Physics
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surface was homogeneous with respect¢o According to
the data from electron-microscopic investigations, the mean
grain diameter was- 15um.

[22]
The fullerenes were spray-deposited onto the entire sur-‘§ 120
face of the ribbon at a 65° angle to a normal from a Knudseng 00k
cell. The cell was charged with a weighed portion of;C .
molecules -0.059g) of 99.5% purity. After activation, the § 40
cell provided a stable and easily regulated flow of fullerene .E’
molecules with a flux densityrc=10""—10"molecules . g
.em 2.s7%, 5
=<

The study of the adsorption of fullerenes on metal sur- = 4
faces is greatly complicated by the fact that such a surface
even if initially clean, is unavoidably contaminated by car- 20

bon released in the adlayer upon decomposition of the mol- / |

. . . i 1 L ] 1 | 1 1 !
ecules during experlments. In our experiments thg surface 700 200 300 400 500 600 700 800
was cleaned by heating t6=2100K after each series of Deposition time, s

measurements. As a result, all the undesorbgdr®lecules
decomposed into atoms, the carbon dissolved in the bulk df'C- 1- DePOS't'O”O?I Qol on |(100) Mo at room temperature with a flux
the substrate, and only a surface carbifoC) was present NSt ve,,=6.5< 107 moleculescm™=.s % 1 — carbon Auger signal2

h £ . tration equal tx 10%atoms — — carbon Auger signal after subtraction of the contribution of the surface
on EZe suriace In a concen q ] > carbide,3 — molybdenum Auger signal.
-cm < (Refs. 14 and 1b The surface carbide contains
strongly bound carbon atoms, which are removed from the

Mo surface only atT>1400K by dissolving them in the uted equally on the two sides of the ribbon, and graphitizes.
bulk of the metal. When the temperature is lowered towe measured the Auger signal of the graphite formed, and it

T<1400K, carbon atoms escape from the bulk emerge t@mounted to less than 1/2 of a monolayer. Since the concen-
the surface and reform the surface carbide. It is logical tqration of carbon in a graphite monolayeN.=3.9

assume that their concentration remains unchanged wheri0'® cm™2, there was initially ~3.9x 10'® C atoms or

fullerene molecules are adsorbed and that the Auger signgl5x 10' C,, molecules per cfon the surface. Assuming
emitted by these atoms is screened to the same degree as thgt the same number of fullerene molecules screens the mo-
Auger signal of molybdenum. This assumption is justified bylybdenum and iridium Auger signals by the same fa¢toe

the proximity of the two Auger signalsEy,=221eV,Ec  energies of both Auger signals, which are equal to 169 and
=273eV). In order to reveal the “pure” Auger signal from 221 eV, are very clogewe can calibrate submonolayer cov-
the fullerene molecules, the contribution originating from theerages of g, molecules on molybdenum. Assuming that the
surface carbide was subtracted. The value used for this pugccommodation coefficient of the molecules on the surface is
pose was the initial amplitudéefore the adsorption ofg  close to unity(this assumption is supported by the large val-
molecule$, which was reduced to the same degree that thgies of the sublimation energies of@nolecules adsorbed on

substrate Auger signal decreased. The question of wheth@arious substrateéswe can calibrate the flux impinging on a
this contribution is subtracted or not subtracted is stipulate@urface. In the present example it was-6.5

in each specific case. X 10 moleculescm 2.5 1.
ABSOLUTE CALIBRATION OF THE FLUX OF C ADSORPTION AT ROOM TEMPERATURE
MOLECULES

Figure 1 presents the variation of the carbon and molyb-

The intensity of the Auger signal of carbon fromyeC denum Auger signals during the adsorption of a constant flux
molecules by itself does not provide any information on theof Cgz, atoms on(100) Mo at room temperature. Curn2
number of these molecules present on the surface, since tipeesents the carbon Auger signal, from which the contribu-
C atoms in an adsorbed molecule screen one another inten of the surface carbide has been subtracted. As we see,
complicated manner. To calibrate the number of moleculeshe molybdenum Auger signal decreases monotonically and
we determined the degree of screening of the substrate Augdrops to zero, while the carbon Auger signal increases almost
signal corresponding to a particular number qf, ©n the linearly up to a deposition time of 250s. Then the rate of
surface. For this purpose,ggmolecules were deposited on its increase slows, and it reaches saturation very abruptly.
the surface of an auxiliary iridium ribbon, which was placedThis means that after=250s, the newly arriving § mol-
in the Auger spectrometer parallel to the working molybde-ecules screen not only the substrate, but also the carbon Au-
num ribbon, in a small, presumably submonolagercord-  ger signal from previously adsorbed molecules. Thus, it can
ing to the data in Ref. J0concentration. They lowered the be stated that filling of the first monolayer was completed
amplitude of the Ir Auger peak &= 169 eV by a factor of and the growth of the next monolayers begamn-ap50 s.
1.6. Then the ribbon was heated Te=1700K. As we pre- What is a monolayer of £ molecules or{100) Mo? We
viously showed, the fullerene molecules then decompose, theote that the first monolayer screens the substrate Auger sig-
carbon released actively migrates over the surface, is distriliral quite strongly, i.e, by a factor of 2.9! Similar screening
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film. The estimated film thickness is6.5 monolayers. It is
- seen that up to 750 K the Auger signals of the adsorbate and
substrate do not vary. The energy of the carbon Auger peak
Mo is 269 eV, providing evidence that specifically@olecules
are present on the surface. In the range 750—820 K the film
rapidly decomposes: the carbon Auger signal weakens, while

-

[ 383

<
T

, arb.units
-~
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<O
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E’ 50 the substrate Auger signal intensifies. At the temperatures
S50k indicated even individual carbon atoms do not dissolve in the
7 bulk of a molybdenum substrate. The Gy, molecules are
§> 40t deposited uniformly over the entire ribbon surface: the es-
< ¢ cape of particles as a result of migration is unlikely. There-
20+ fore, the only plausible reason for the departure gf 1S
thermodesorption.
300 5[']0 7[‘]0 9[70 11270 15270 ! Upto 900 K the surface is still CO\_/ered by some carbon,
Temperature , K which screens the substrate Auger signal by a factor of 2.7.

This carbon is not in fullerene molecules, since the energy of
FIG. 2. Annealing of a thick film of g, molecules or{100) Mo. Initial state the Auger peak is 272 eV. The bulk of th%og-nmecmes
— film of Cgy molecules deposited at room temperature. The thickness ohave probably desorbed. and only a Iayer of residues of the
the film is ~6.5 layers. ! .

carbon cages of fullerene molecules remains on the surface.

At T>900K the carbon from this layer begins to dissolve in

is provided by a film containing-2.5 graphite monolayers, the bulk of the molybdenum, and &t-1300K there is only
and the total number of carbon atoms in such a film is 1.d Surface carbide on the surface. As we previously showed in
X 10%%cm2. Is this possible? If we assume for a rough es-Refs. 14 and 15, at these temperatures the form in which

timate that our adlayer contains approximately the samé&arbon was adsorbed on the surface is already unimportant,
number of carbon atoms, which are, however, joined g C since all the molecules and their residues have decomposed

molecules, there should be1.6x 104 molecules per cf and there are only individual C atoms in the adlayer.
on the surface. It was important to understand up to what temperature
On the basis of the absolute calibration of the flux thatthe individual adsorbed molecules off¥emain intact. For
we made, we can state that1.63x 10*“moleculescm 2 this purpose, a small number o{nolecules was deposited
have impinged on the surface after 250 s, in good agreemeff? the surface, ?‘”‘_j Fhe adlayer obtained was annealed. It was
with the estimate presented. Let us try to understand hopund that the individual g5 molecules do not decompose
such a number of molecules can be accommodated on a siPon adsorption on Mo up ®<760K and maintain their
face in one layer. The diameter of thg,Gnolecule drawn ~Structure at lower temperatures.
through the centers of its atoms is 7.1 A, and the structural-
chemical diameter that we need i_s grgater by the covaler{-posiTION AT ELEVATED TEMPERATURES
diameter 6a C atom or by 1.4 A, i.e., is equal to 8.5'A.
The concentration of close-packed spheres with such a diam- The preceding experiments allowed us to single out the
eter on a surface i®ly packed= 1.64X 10"moleculescm™?, temperature range in which we could refer to the adsorption
which closely coincides with the estimate given above andf fullerene molecules proper, rather than fragments of them,
allows us to assume that a close-packed monolayerggf Con MO. The cutoff temperature for the experiments was 760
molecules grows 011100 Mo. K, at which Gy molecules are known not to decompose on
How does further growth of the film take place? Somethe surface.
estimates can be made from the Auger-spectroscopic data. As we have already seen, when the thickness of the ad-
We assume that the concentration qf,@olecules in the layer is greater than one monolayer, the degree of screening
second layer is the same as in the first, i.e:1.64  of the substrate Auger signal becomes more informative than
% 10"moleculescn?. Then, another 250 s are needed tothe intensity of the adsorbate Auger signal, which varies
deposit this layer, and the screening of the substrate aftedlightly as the second and ensuing layers grow. Figure 3
completion of its construction should be by a factor ofpresents the variation of the molybdenum Auger signal as
3X3=9. As is seen from Fig. 1, at a deposition time of 500Cso molecules are deposited at various temperatures by the
s, the substrate is screened by a factor of 9.4, and at a depgame flux. As is seen, all the curves coincide in the initial
sition time of 750 gwhich corresponds to the formation of a stages, but then they diverge. The curves recorded at each
third laye it is screened by a factor of 26.5. These datatemperature each reach their own characteristic plateau, and
attest to the layer-by-layer growth mechanism of a fulleritethen vary very weakly. It is noteworthy that the real differ-
film on (100 Mo at room temperature. ences between the thicknesses of the adlayers represented by,
say, curves8 and4 are quite considerable and can fully be of
the order of half of a monolayer or more. At the same time,
the differences in deposition temperature amount to only
Figure 2 presents the variation of the carbon and molyb40 K!
denum Auger signals during the annealing of a thick fullerite  The physical picture of the processes was absolutely un-

ANNEALING OF A FULLERITE FILM ON (100) Mo
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i of the Auger peak, the fullerene molecules remain intact on
the surface. We called this state a high-temperature mono-
layer. If the temperature is now lowered, say, by 20 degrees,
a different stationary state characterized by its own degree of
screening and its own intensity of the carbon Auger signal is
achieved very quickly. We lower the temperature again by a
small amount, a new state is achieved, and so forth and so
on. If the flux of fullerene molecules is increased, the same
stationary states are achieved at higher temperatiigs4,
curve2).

What is the nature of these states? Our first thought is
that this may be an equilibrium curve, and everything is de-
termined simply by an adsorption-desorption equilibrium on
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100 200 300 40 500 600 700 800 900 the surface. Then let us switch off the flow or simply raise
Deposition time, s the temperature, and we should be able to move back along

- _ _ o the curve. However, nothing happens in either case; switch-
FIG. 3. Variation of the molybdenum Auger signal during the deposition of .

Cgo molecules or{100) Mo at various temperaturés K: 1 — 300,2 —600, Ing off the flow or raising the temperatu(m the range u_p to
3— 645,4 — 680,5 — 700. The flux density is the same as in Fig. 1. /60 K, of coursg does not alter the states achieved in any
way, and they are, as it were, frozen. If the temperature is
raised above 800 K, the excesg,@olecules are desorbed,
intelligible, and in order to elucidate it, we altered the ex-and only a standard layer of their fragments remains on the
fullerene molecules impinging on the surface at once at highium character. . ' _
temperatures. Figure 4 shows the corresponding stationary \What does this mean? When we achieve our stationary

states of the carbon and substrate Auger signals corresponfates in a flow of molecules, either the newly arriving mol-
ing to the plateaus in Fig. 3. In this experimeng,@ol- ecules are desorbed from the surface or we simply do not

ecules were deposited at=760K until a stationary state detect them. The following experiment was set up to resolve

was achieved. Then, the temperature was lowered, the nefftis dilemma. The desorption of g6 molecules from one

It is seen that there is a plateau in the range 760—700 eonditions where deposition was continued for 4 min in one
(curvel in Fig. 4), where the number of g molecules ac- C€ase and for 25 min in the other case. It was found that the
cumulated on the surface does not depend on temperatu@sorpfﬂon time .Of mo!eculgs frgm the surfac.e in the two
The concentration of molecules in this state is such that th€ases just described differ significantly: while in the former
substrate Auger signal is screened by a factor 2.5. On thgase achievement of a high-temperature monolayer ggf C
basis of the data presented in Fig. 1, we estimated this corolecules occurs after 1.5-2 min, in the latter case a period
centration to be~(1.3+0.2)x 10™moleculescm™2, i.e., several times longer, i.ex 20 min, is required! Such prolon-
close to the value for coherent close-packed covering of afation of the desorption process is evidence thgj réol-
unreconstructed100 Mo face. Upon heating above 800 K, ecules accumulatelln the adlayer, but Auger spectroscopy
Cso molecules are not desorbed from this state, but they dedoes not detect their presence.
compose, and their fragments remain in the adlayer. At the
same, at temperatures below 760 K, according to the eNergy o ATION OF THE ADLAYER DURING

HIGH-TEMPERATURE DEPOSITION

In our opinion, all the laws observed can be explained, if

@ " we assume that crystallites ofgCmolecules grow on the
§ st surface. The model described is shown schematically in Fig.
<€ 5. The crystallites grow up from the high-temperature mono-
ey layer in the form of towers. Each of the experimentally de-
g tected stationary states corresponds to its own percentage of
w201 the area which is occupied by crystallites. Exposure to a
i constant flux scarcely leads to any increase in the cumulative
3101 area, but does lead to growth of the towers in height. How-
| . ' ever, lowering the temperature or increasing the flux at once
600 700 800 leads to the nucleation and growth of new towers and, con-
Temperature, K sequently, in a decrease in the area free of them.

. ) Let us consider what the Auger signals of carbon and the
FIG. 4. Stationary values of the carbon and molybdenum Auger signals . . .
during the deposition of £ molecules at elevated temperaturé® — SUbStrat? will be in the case Of. the re_allzatlon of §UCh a
molybdenum Auger signaB,4 — carbon Auger signareduced X); Voo mechanism. The carbon Auger Slgnal will be determined by
moleculescm 2.5 1,3 — 6.5x 10", 2,4 — 6.9x 10'% the emission from the 2—3 uppermost layers of each tower
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FIG. 5. Hypothetical scheme of the structure of adlayers formed during the
high-temperature deposition of@molecules. a: Tower-shaped crystallites;
b: high-temperature monolayer.

and will not depend on their height. The substrate Auger
signal will be observed only from regions free of towers and
will be strictly proportional to the area of those regions.
However, Auger e'e‘?tr_‘)” spectroscopy Is Only an Indl'FIG. 6. Microscopic image of a portion of(A00) Mo surface with crystal-
rect method for determining the surface topography. Al-jites grown on it. One scale division along th@ndy axis — 100 nm, one
though we could not suggest any other models which wouldcale division along the axis — 10 nm.
describe all the experimental observations, more direct mea-
surements were still needed to corroborate it. We decided to ) ) )
perform them using atomic force microscopdFM). Tun- According to the results of the calculations, the fraction
neling microscopy is not suitable, since a fullerite film is an©f the area occupied by crystallites on the sample used for
insulator. the AFM measurements was85%. As we see, this value is
A sample was prepared, on whichGnolecules were _close to the percentage actually_ obs_erved on the microscopic
adsorbed aT=620K for 20 min from a stream with a flux iMage of the surfacécompare with Fig. §
density vc_=1X10"> moleculescm™?-s™*. The measure-

ments were performed under room conditions on an instruPISCUSSION OF RESULTS

ment which provides nearly atomic spatial resolution. It would be interesting to compare the results obtained

~ The results of the AFM measurements are presented ig, molybdenum with the results obtained on other substrates.
Fig. 6. The crystallites formed in the shape of towers with\y/o have studied the absorption of@nolecules on Ir, Re,
flat tops and deep gaps between them are clearly visible. The, 4 Mo, as well as on a graphite monolayer grown on Ir, Re,
dimensions of the crystallites are similar in both area and,q Mo, and obtained preliminary data on W, Si, and Ni
height, their mean transverse d|n_1en3|on_~;§0Q0A, and  gyrfaces. The literature contains a great deal of data regard-
their concentration on the surface-slC°cm2. Itis easy to ing adsorption on silicon and noble metals. We note that the
see that the crystallites occupy80% of the area of the  genera| character of the laws noted above is preserved on all
sample. It noteworthy that, by its nature, AFM cannot deteciyqiq| substrates. However, there are significant differences.
deep narrow gaps, if their depth exceeds their width, sincgq, example, G molecules remain intact on Ir, Re, Mo, Si,
the cantilever serving as a probe is sharpened to a 28° angle,y N at room and even higher temperatures, while they
and gives a picture of the type shown in Fig. 6 when deeRjecompose on tungsten already at 300 K. Crystallites form
and narrow gaps are scanned. , already at room temperature on silicon and nickel and pos-

It seemed tempting to calculate the area occupied byiny on rhenium, while layer-by-layer film growth probably

crystallites for various values of the temperature and the flux,.-\,rs on Mo and tungsten. On Mo, Ir, and Re the mono-
density of (o molecules impinging on the surface from the |5ver is probably a nearly close-packed layer of molecules
Auger-spectroscopic data. This area can be determined ofyq goes not depend on the crystal geometry of the substrate.
the basis of the substrate Auger signal, since Mo Auger elecrpgre is presently no physical theory which would permit
trons can escape unabsorbed only from an area free of Cry§zeicting the type of adsorption of fullerene molecules on a
tallites. The calculations were performed using the formula particular substrata priori, and experimental study remains

Se=1—lyo/1 %o, the most important source of information on these processes.

whereS,, is the fraction of the area occupied by crystallites,
andl andlf,,o are the current and initigbeneath the high-
temperature monolayewvalues of the molybdenum Auger It can be said that a very complete physical picture of the
signal. processes taking place upon the adsorption gfn@lecules

BRIEF RESULTS AND CONCLUSIONS
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The problem of the “self-burial” of radioactive waste into melting rock is solved for a spherical
container of finite thickness. The mathematical model constructed, unlike the existing ones,

takes into account the thermal losses to the solid rock and to the melt behind the container, as well
as the reverse evolution of heat upon solidification of the melt. A calculation for the

particular case of self-burial in granite shows that consideration of these factors significantly
increases the maximum permissible radius at which the container will remain in the solid state and
slows the burial rate. €1999 American Institute of Physids$$1063-784£9)02211-4

One of the promising methods for the final disposal of 1 %2
radioactive waste is “self-burial.” Due to the evolution of T(r,6) =T+ = 3 c gl —2)
heat accompanying radioactive decay, a container with ra- ¢

dioactive waste melts the surrounding rock and sinks into it K. C
under the action of its own weight. The increase in the +_'(1_§)+E _“r*npn(g) 1
amount of heat expended on melting the rock during the 4ke Q,
accelerated downward migration in the initial stage ensures

that the process will pass to a steady state. The problem of T, &) =Tt = 4 h”{ ki¢ (__1)

the steady migration of a spherical heat source was treated in 3 ¢y | 4ke

Ref. 1 under the assumption that the temperature of its sur-

face is uniform. As was shown in Ref. 2, this condition does % n+1+nﬁ pxn

not correspond to reality. The temperature reaches a mini- (2n+ 1)Q ke

mum at the lower critical point and a maximum at the upper,

diametrically opposite point. It also increases with increasing Kil oni1x—no1

radius. Therefore, to keep a container in the solid state, its 1- ke e Pn(é) - (2

radius must not exceed a maximum permissible value at

which the surface temperature reaches the melting point dfience follow the expression for Stefan’s number

the container. The dependence of the limiting radius and the

corresponding maximum burial rate on the thickness and S(g)_ [T (&)— Tm]— v z ChPx(

thermal conductivity of the container was investigated in h

Ref. 3 It was assumed in thos_e st_ud|es that.the heat flux in T (6)=TR,&) 3)

the direction opposite to the direction of motion can be ne-

glected and that the heat flux in the direction of motion isand the expression for the heat flux from the source to the

completely expended on melting the medium. The reversgurrounding medium

evolution of heat upon solidification of the melt behind the JTe 4 hok
. 14

heat source was not taken into account. The purpose of the —k —(R &)=

present work is to solve the problem of the self-burial of

radioactive waste in a spherical container of finite thicknesgyere

without these assumptions.

3cR|4 ——nzl nrncnPn(a} @

2
. ) e i r C.aR
The stationary axisymmetric id|str|bu.t|ons of the. tem (f=— . E=cos®, v= pdR; . h=hytc,Tm,
perature in the radioactive wast&'] and in the container R hk;
c . .
wall (T°) satfsfy the equations . 1 . n+1 (kc 1)(1 -
I | _— _ — ,
i r2£ +i ( _fzﬂ :_ﬂrz r<R. n Qn 2n+1 ki
ar ar o€ € ki’ t R
2n+1 i
g dT¢\ 4 aTe Q=1-5—"7 1—— (1=, =4,
2L _en | ] n+1 R
ar | f m)Jr&g[(l &)5¢|=0 Ri<r<R. @

C, are arbitrary constants;and@ are spherical coordinates;
Their solution with allowance for the conditions of con- P, (¢) are Legendre polynomials;is the heat output power

tinuity of the temperature and the heat flux at the inner suref the radioactive wastek; and k. are the thermal conduc-

face of the wall can be written in the fofm tivities of the radioactive waste and the containgy; Tp,,

1063-7842/99/44(11)/5/$15.00 1377 © 1999 American Institute of Physics
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and h,, are the specific heat, melting point, and heat of the
phase transition of the mediur®;, andR are the inner and
outer radii of the container; and their ratiois chosen from
considerations of mechanical strength and is henceforth con- a [ J ( zaT

sidered fixed for different values &. = 2| ar r ar) 9E ¢
The region of the melt in front of the heat sourcé (

>0) forms a thin layer, in which flow is described by the According to the assumption made above, this equation is

methods of lubrication theory. In the reference frame associalso valid for the distribution of the temperatufé in the

ated with the source the velocity field and the pressure argelt at£<0. Its solution has the form

specified by the equatiohs

( aT 1—52(9T)
MR-

-7

} ©

B
3 T(r,§)= —5rre
Vo=V—|1+— 1—1) sin®, \/— ?
o &
B
J\2 y xZ EnKns %<§r*>Pn(§),
v,=—V e 3—2; cos® e
r>R+ 9,
L do 1 3(1 y) o - B
e S'n 1
02" 5|7 & T 8=Tn +J— ——r g)EO{F“K“%(Er*)
1;V mzsin® oo s B
p=pot+ 53 de, y=r -1, _ﬁ’ +Gn|n+ %(Er*)}Pn(g),
©)
R<r<R+4, &<O0, (10

where é is the thickness of the layew is the viscosity co-
efficient, andV is the burial rate. whereK,; 1(x) andl,, 1(x) are Bessel functions of imagi-

In the region of the melt behind the sourc&<(0) the  nary argument3=VR/a, anda=k/pc,.
burial rate and pressure are assumed to be constant and equal The density, specific heat, and thermal conductivity of
to V andpg, respectively. The tangential stresses on the surthe medium in the solid and liquid phases are assumed to be
face of the source are small compared with the pressurddentical. The arbitrary constanks,, F,,, andG,, are speci-
Therefore, the drag force of the melt equals fied by the boundary conditions

1 TSR+ 68,6)=TI(R+68,6)=Tp,
Fzszzf pédé=6mnRV], ( H=T O=Tn
-1

T(R.&)=TYR,£). 11
J=fl(l—§2)5*_3 de. 6 Confi_ning ours_elves to the Ieading_ terms of the
0 asymptotic expressions of the Bessel functions

Equating the difference between the weight and the . |\ 12
buoyant force to this expression for the drag, we obtain the Kn+ 3(X)= 2% exp(—Xx),
equation
1
n _
VJ:§gR (p1=p)s  p1=pctE3(pi—po), (7) e 3000 1/2[e PX) = (= 1) exp=x) ],

where p;, pe, andp are the densities of the radioactive W€ have
waste, the container material, and the medium, quigl the

acceleration of gravity. TS(r, &)= ex;{ _ E(r* —1-6%)(1+¢&) |,
The main contribution to the integrdl is made by a 2
small vicinity about the poinE=1. Now setting F>R+ 5
S (§)=8" (1)=& (1H(L-9)
_ _ o _ h S(&) 1-exf —B(1+8* —1*)]
and takings* as the integration variable, we obtain up to the T(r,&)=Tp+— .
leading term Cpor 1—-exp(—B5*)
:; (8) Xexr{_g(r*_l)(l"‘f) ’
S (VL& (D)?
R<r<R+4, ¢<0.

The axisymmetric distribution of the temperature in the
solid phaserT® satisfies the equation

From the boundary condition
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f S

aT . d B 2 3 2 s
—ké’—r(R-l-é,g)—_hmpV§—k&—r(R+5,§), (13 ¢=D|1+—=|+(1-D)é— 4—0[(1—§ )S]’, (18

B

where = hypV¢ is the quantity of heat spent on melting the whence it follows that up to the leading term we have
medium in front of the heat source and given back upon

solidification behind it, we obtain the equation of the phase s

boundary at<0 S*=—o. (19
Be

2D
(1+6*)[D+(3D-1)¢]+ B The prime sign denotes a derivative with respectto

Using (8) and(19), we bring Eq.(7) into the form

S(§) r{ B
=————exg — 760 (1+ 9|,
Iom—por) 279 g1 QVBBTDR  ay 0
o1 2 [sm 7 gR%pa—p)
p'm
= (14)
2h From (12) and(14) we find
and the expression for the heat flux from the melt into the p
solid phase at>0 —k—
k(R
k[? f R+68,&)= kh 1-D D 2 15
kg (R 8.6)=2l(1-D)BE+D(B+2)]. (19 f@[D(l 3)
c,R
The distribution of the temperature in the melt in front of P p
the heat source is found by a parametric method of +(1-D)é— i[(1—§2)5]’} £=0
boundary-layer theory. Integrating the heat conduction equa- 20
tion khg 1+§+ 1)
oT! . oTt  a 92T ~ cpR 2 B
"y 0 R 5y? - (1+5*)(D+3D§—§)+?}
over the thickness of the layer and taking into account the B
continuity equation Xex;{ — E5*(1_ g)} ) £<0.
oM, ¢ oo \
Sin W‘F%(V@ sin®)=0, (21)
we obtain the integral relation To determine the constan®, we have the boundary condi-
, tion
F VoT' sin® dy| +VT [é—(1-£2)6* ']
’ k i R —k(ﬂ—f R 22
aloT! e e (RE=k—-(RE). (22
=R W(&&)‘@(O,S)}- (16)

In the limiting case of8=0 and =0, it follows from
We approximatel" by a trinomial, which is quadratic with (14) and (19) that S=0 andC,=0, i.e., we obtain the sta-
respect toy and whose coefficients are defined by the conditionary solution for an immobile container with a surface

tions (11) and(15), temperaturel ,,. The heat flux21) in all directions reduces
to kT,,,/R. According to(4) and (22), the radius of such a
Ty =Tt h 1 l) container equals
Cp & 112
3kTp,
s Ro=| —— (23
X1 S+y D(,8+2)+(1—D),8§—§ . a¢
(17) Thus, self-burial is possible under the conditi@p Ry.

As R is increased, the exponential functions(#1) rapidly
The relation(16) with allowance for(5) and (17) gives the  decrease; therefore, we shall henceforth neglect the corre-
differential equation fors sponding terms. The resulting error in the determination of
1-¢ S the burial rate is not more than, i.e., the value obtained for
S = ——, R=Ry. Multiplying (22) by P,(£) and integrating oveg
20 B&* from —1 to + 1, we obtain the infinite system of equations

D(B—8)+(1-D)Bé+ 23
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4ny 3
nraCnt E ck{ T5PK(O)P(0)

3 k+n
10(n+ 1H)—-(—-1)

3+
"t

ot Win-1

n+1
2n+1

1)k+n

\I,k,n+1

+(—l)k+n

2
1+ E Wy

X
2

oof1

1 K;
‘I’k,nZI P(§)Pn(€) dé, X=7, n=01,....
0
(24

We confine ourselves to a finite numbérof the con-
stantsC, and the firstN equations. FON=2 we have

¢ 3
EJ P (f)dg—z—VQn,

lI’On_*_(:l- D)qjlnv

34, 34,

0=, A 1=

4 o a
S(l)=§v(CO+C1), 3(1):§VC1;
Ay= 2 1+ 2y 19 ! 7+8xI'1)D

1 59D I'1(1+D l 97+ 77D
A= 1+ L +6D
1=X¢v| — %,3

! 35+47D ! 15+7D) B2

+5p(39F ),3+4—0( +7D)p%,

119
(43+ 64xI' ) B+ 5+

A=1+8xT';1+ o5 300 (25)
The parametep is found from the equation
A
Ao=A1=7S(1), (26)
where, according t¢20),
s1)= X[ 2) 55+ 20)° 2
(D=3 A, B(B )°. (27)

SinceS(1)<1, Eq.(26) reduces to a quadratic equation.

WhenR>R,, it has one positive root

1 2 1/2
B(v)= m{[SGL +(277+161D)M ] —GL},

L=110+ 153D +40yT4(1+D)—5x{w,

L. Ya. Kosachevski and L. S. Syui

"

FIG. 1. Physical model of the geometry of the problem.

1 1
M=§X§V(5+4)(Fl)—5(19+8xfl)D, (28

which specifies the dependence of the burial rate on the ra-
dius and heat output power of the heat source, as well as the
physical characteristics of the medium. Accordind2p the
maximum temperature is achieved on the lfre—1 at the
point

§2
r*=—4-—Cy; 29
m Ql 1 ( )
and equals
hy K; ot
T(rr,—D)=Tp+t =—|1+2—(1- )+ —(r5+2Q,)|.
6c, K¢ 4

(30)

The container has its highest temperature at the upper critical
point on the inner surface of the wall:
{
Q_l Co .

(31)

4hV
TYR,—1)=T, + 1-0)+|1

4k(

Equating it to the melting point of the containgy , we
find the maximum permissible value of

{
(“n—l

—S, (445+464¢T" 1),

[876D +(277+161D)3, ]

Vy=

G
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FIG. 2. Thickness of the melt zone &t-0. FIG. 4. Plots of the dependence of the maximum radius and burial rate on
G=180y¢| 1+ i _ ﬁ(445+ 464yT 1) (1— ), &£=1 the container is in direct contgct with the splid mgdium
Q1) ke and has a temperature exceeding its melting point by

c 0.14 °C. The maximum temperature within the container at
S, :FD(T* —Tm). (32)  the pointr},=0.639, §=_ —1 equals 3540.96°C. The _mel'_[
zone and the computational model of flow are shown in Fig.
Substituting it into(26), we obtain a quadratic equation 1. In Fig. 2 curvel corresponds to the boundary of the melt
for the corresponding valug= g8, . According to the defi- zone in the regioré>0 defined by Eq(18), and curve2
nitions of these parameters, the maximum radius and buriglorresponds to the approximate formuled). In the range

rate are found using the formulas 0.5<¢=<1 they essentially coincide. The maximum differ-
12 ence between them g&=0 amounts to 0.019. Since the mo-
1 hkl a . . . " .
R,==|—vwv,| , Vy==—248,. (33  tion of the container depends mainly on the conditions in the
£lcyq Re vicinity of £&=1, the accuracy of formulél9) is fully satis-

WhenN>2, the problem requires a numerical solution. factory. Formula (6) with allowance for (19) gives J

Let us consider the case of the self-burial of radioactive= 139-04< 10°, and the value obtained from the approximate
waste housed in a container composed of the highformula(8)is 0.05% higher. According t#3), R,=0.338 m
temperature ceramic NbC in granite whep=130000 corresponds to a zero burial rate. Figure 3 shows a plot of
W/m?3. We take the following values for the physical con- V(R) specified by formula28). For the radiusR, it gives
stants (in S| unit9:* p=2700, c,=1301, k=3.013, hy, V(=68.39 mlyear, which represents the maximum error
=585800, T,,=1200°C, »=10; p.=7820, k,=44, T, caused by neglect of the exponential term(21). As { is
=3480°C;p;=7800, k; = 36. increased from 0.5 to 1, the radii decreases from 2.683

For {(=0.9 we obtain R,=1.221 m, V,=376.28 10 1.025 m, andV, increases roughly according to a linear
mlyear, S(1)=0.855<10"% S'(1)=-0.684, &*(1) law from 150.08 to 429.94 m/yedFig. 4). A comparison
=0.359< 10 °, and 6* (—1)=4.012. with the results in Ref. 2 fof=1 shows that consideration

At the point £=0 the expression§l4) and (19) give of the heat flux and the reverse evolution of heat upon so-
fairly close valuess* (—0)=0.092 ands* (+0)=0.099. At lidification of the melt at{<0 increases, by 0.298 m and
diminishesV, by 44 m/year. The melt zone behind the con-
tainer becomes 1.5 times longer.

The results obtained depend weakly on the choice of the
value ofN. For example, foN= 10 the values oR, andV,
300 - increase by 1.53% and 0.51%, respectively, and Nor
=100 they increase by 1.62% and 0.56%.

200+

V, m/year

100 !S. H. Emerman and D. L. Turcotte, Int. J. Heat Mass TraR6f.1625
B (1983.
2L. Ya. Kosachevskiand L. S. Syui, Zh. Tekh. Fi4(6), 7 (1994 [Tech.
Phys.39, 524 (1994].
L. Ya. Kosachevskiand L. S. Syui, Gedelogiya, No. 1, pp. 96—102

0,4 0,8 1,2 (1995. y gy PP

R,m 41. K. Kikoin (ed), Tables of Physical Constants. A Handbdik Rus-
sian|, Atomizdat, Moscow(1976, 1008 pp.

FIG. 3. Plot of the dependence of the burial rate on the container radius for
£=0.9. Translated by P. Shelnitz
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Interaction of Ag with faceted Pb ;_,Sn, Te single crystals
M. V. Bestaev, V. A. Moshnikov, and A. I. Rumyantseva

St. Petersburg Electrical-Engineering University, 197376 St. Petersburg, Russia
(Submitted June 3, 1997
Zh. Tekh. Fiz.69, 128—129(November 1999

The results of an investigation of the interaction of silver atoms with P®n, Te single crystals
having natural faceting are presented. A model is proposed for the mass transport of low-
volatility dopants through the vapor phase in the form of tellurides.1999 American Institute
of Physics[S1063-784199)02311-9

Semiconducting solid solutions between lead telluridetals had crystallographi€l00) faceting andp-type conduc-
and tin telluride are widely used in IR optoelectronics fortion with a carrier concentration equal to +5)
injection lasers and photodetectdrslumerous studies have x10®¥cm 3, a dislocation density equal to 46ém~2, and
been devoted to aspects of their doping. The behavior dfaces measuring 84 mm.
many impurities has a complex character. It was found in It follows from Refs. 2—7 that the possibility of an im-
Ref. 2 for the doping of PbTe with tin that layers of semi- purity reaching the surface of a crystal in “pure” form or in
conducting solid solutions form on the surface from the vathe composition of a telluride must be taken into account in
por phase and that the diffusion parameters depend signifinvestigations of diffusion processes. In such cases the char-
cantly on the concentration of intrinsic defects. When PbTeacter of the interaction will be different for each of the com-
and Ph_,SnTe are doped with gallium, microinclusions of ponents, and the ratio between the components is determined
complex character with compositions corresponding to théy the thermodynamic and kinetic conditions under which
formulas PbGgre,o and Ph_,SnGasTe;o can appeat.The  the experiment is carried otifor model isolation of the role
mechanism of mass transport through the vapor phase is satf “pure” silver, Ag was preliminarily deposited on a face
isfactorily described by model representations of the interacef an unheated crystal.
tion of low-volatility dopants with tellurium vapor. Such The subsequent diffusion process was carried out in an
components are transported in the form of tellurides, particuevacuated ampul under isothermal conditions. In order to
larly the tellurides of tin, indium, germanium, and gallidm. avoid direct contact between the dopant and the crystal, the

When PbTe and Bb,SnTe are doped with zinc and latter was placed in a quartz flask. The reaction took place
cadmium, the mass transport has a fundamentally differerthrough the vapor phase, the annealing temperature was var-
character. The tellurides of zinc and cadmium exhibit a highied in the range 773-973 K, and the isothermal annealing
degree of dissociation in the vapor phaseith high values time was 0.5-5h. The distribution of elements along the
for the partial pressures of zinc and cadmium. As a result, direction of diffusion, which was perpendicular to a surface
reaction of the type of natural (100 faceting, was analyzed using x-ray mi-

croanalysis. A spread of values of the mass concentrations

Zn+PbTe~ZnTe+Pb over thgsurface F())f the face of the,PRSn Te single crystals
takes place on the surface of the crystal. was established. The formation of tiny needles, which attest

When the structural quality of the crystals being treatedt0 growth according to a vapor/liquid/crystal mechanism,
is high, a multilayer ZnTe/Pb/PbTe structure can be createdwas noted in several experiments. In all cases islands con-
This provides direct experimental evidence of the need tdaining AgTe formed in the near-surface layers. All the
take into account the counterflow of tellurium atoms when arfesults observed can be attributed to the occurrence of the
impurity diffuses in lead telluride. following reaction on the crystal surface:

The complex behavior of silver atoms in lead telluride
and solid solutions based on it was noted in Ref. 8. The Pb_,SnTe+2Ag—Ag,Te+xSn+(1—-x)Pb.
admixture of Ag to the original mixture led to an increase in
the concentration of charge carriers by tens of times in com-  The formation of free phases of Sn and Pb can lead to
parison to the concentration of the impurity introduced. the appearance of microdroplets followed by the growth of

This paper presents the results of an investigation of thacicular crystals. Thus, when silver diffuses from the vapor
interaction of silver atoms with Rb,Sn Te single crystals phase, mass transport can occur in the crystal in two direc-
having natural faceting. tions: silver can diffuse into the bulk of the sample, and

The PR_,SnTe single crystals were grown from the tellurium can diffuse to the surface. In addition, the excess
vapor phase using the method described in Ref. 7. The crysnetallic components can separate as free phases. All three

1063-7842/99/44(11)/2/$15.00 1382 © 1999 American Institute of Physics
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Potential electrical characteristics of interference transistors made from various
materials

I. I. Abramov, Yu. A. Berashevich, and A. L. Danilyuk

Belarus State University of Informatics and Radio Electronics, 220027 Minsk, Belarus
(Submitted October 19, 1998
Zh. Tekh. Fiz.69, 130-131(November 1999

A theoretical analysis of the electrical characteristics of GaAs, InAs, InSb, and Si quantum
interferenceT transistors is performed with consideration of the dependence of the effective masses
on the quantum wire dimensions. It is shown for extremely small wire dimensions that none

of the materials has significant advantages over the others with respect to the frequency
characteristics of the transistors investigated. 1899 American Institute of Physics.
[S1063-7842902411-3

Along with the familiar single-electron tunneling and form for field-effect transistors. Therefore, our conclusion
resonant-tunneling transistors, quantum wire structures amontradicts the conclusion in Ref. 4 thatransistors are not
also promising for creating various high-speed electronic anépplicable to signal amplification because of the absence of
optoelectronic devicesOne such structure, which is of con- saturation at working voltages. We note that the achievement
siderable interest, is the quantum interferefdeansistorr> of saturation is highly important not only for analog, but also
For example, a theoretical analysis of GaPAsansistorgsee  for logical integrated circuits.

Fig. 1) was carried out in Ref. 4, and their merits and draw- ~ The results of the calculation of the maximum output
backs were demonstrated. frequencyf ,ax 1 Of the transistors of the type in Fig. 1a for

The purpose of the present work is to ascertain the povarious materials with allowance for the dependence of the
tential electrical characteristics df transistors made from €ffective masses on dimensions and without allowance for

various materials by carrying out a theoretical investigationthis dependence are presented in Figs. 2b and 2c, respec-
For this purpose, transistors made from four promisingively. It is seen that allowance for the dependence of the

nanoelectronics materidlsyiz., GaAs, InAs, InSh, and Si, [requency characteristics on quantum wire width is of funda-

were analyzed in the present study. Very small geometriéne”tal importance for estimating the potential possibilities

dimensions were chosen for the investigation. The lengths dff & transistor. It was found that for each material there is a
the devices wered,=1000A, and their widths were carrier concentratiom; (one-dimensionalat which the fre-

d,=10A. The cross-sectional area of the wires \@as10 quency characteristics are optimal. We also note that the

X 10 A. An extremely small quantum wire width was chosenmaXimum v_aIu.e.s of the freguencies for different materials
owing to the significant progress that has been made in nang-'ffer less significantly than in the case of neglect of depen-
technology methods and the already available possibility of
fabricating wires with a width of about 20 ARef. 6. The 4y a
analysis was performed &t=4.2 K in order to minimize the 1%
influence of scattering processes. Vsp 2
The model of interferenc& transistors is based on the . dy
scattering-matrix formalisth. The fundamental difference
between the model of the device that we used and the mode{/p G
in Ref. 4 was the inclusion of the dependence of the effective T -y
mass on the quantum wire dimensions due to their extremely 41 Gl
small values. The model described in Ref. 8 was used for H
these purposes. +),—
The geometric dimensions and modification of the Ly m
model of aT transistor indicated led to the following highly
significant differences between our results and the investiga
tions in Ref. 4. It was found that consideration of the depen-| g7z
dence of the effective masses on dimensions leads to th'4.D~ —1 G
appearance of a saturation region on the current—voltags + T = Ve
characteristics even at small values of the source—drain volt S +I
ageV, less than 50 mV. The results for the devices of the T e ¥
type in Fig. 1a made from various materials are presented ipig. 1. Structures off transistors: a — single-gatel{=dj+d}), b —
Fig. 2a. It is seen that the characteristics have the typicalouble-gateS— source;D — drain; G, G;, G, — gates.
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FIG. 2. Electrical characteristics @ftransistors made from various materigls— GaAs,2 — InAs, 3 — InSh,4 — Si): current—voltage characteristita

of transistors of the type in Fig. la with=1.6x10° m™* for V=1 V; variation of .5, for transistors of the type in Fig. 1a in the cases when the
dimensions of the device are taken into consideratirand neglectedc); variation off ., » for a transistor of the type in Fig. 1b with consideration of the
dimensions of the devicg).

dence of the effective masses on dimensi@fig. 20. This  from the Republic Scientific-Technical Programs “Informat-
is associated mainly with the small difference between thécs,” “Low-Dimensional Systems,” and ‘“Nanoelectron-
increasing values of the masses for all the materials at thies.”
guantum wire dimensions under consideration.
However, the most unexpected result was obtained for
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. . ) ax : 1(1998].
sistor with two gates(F|g. 1b. As can be seen from the 25 paa, superlattices Microstrugi(1), 83 (1989.
figure, the silicon transistor has acceptati@t pooy fre- 3M. A. Reed and W. P. Kirkeds), Nanostructure Physics and Fabrica-

quency characteristics over the entire range of carrier con-tion, Academic Press, Bosta1989, 517 pp.
centrations investigated 4S. Subramaniam, S. Bandyopadhyay, and W. Porod, J. Appl. BBys.

. i 4861(1990.
Thus, when the wire widths are extremely small, none ofs| . Obukhov, Proceedings of the 7th International Crimean Microwave

the materials investigated has significant advantages over theConferencdin Russiad, Sevastopo(1997, pp. 383-385.

others in regard to the frequency characteristics of the quanH- |- Liu, D. K. Biegelsen, F. A. Poncet al, Appl. Phys. Lett64, 1383
tum _int_erferenceT_ transis_tors analyzed_. This concll_Jsion is 7(;93;?@"0, Phys. Rev. Lets0, 747 (1983.

qualitatively consistent with the results in Ref. 9, which were 85, Ghoshal, D. Mitra, and K. P. Ghatak, Nuovo Cimento1R 891
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Theory of the breakup of a liquid jet into drops
S. K. Aslanov

I. 1. Mechnikov Odessa State University, 270026 Odessa, Ukraine
(Submitted October 19, 1998
Zh. Tekh. Fiz.69, 132-133(November 1999

A theory for an approximate description of the breakup of a thin liquid jet issuing from an

orifice into drops is devised on the basis of mass and energy balance equations. Attention is
focused mainly on the effects of the surface tension forces. The mathematical analysis
performed permits unequivocal estimation of the relative value of the mean diameter of the drops
formed and the distances between them, which agree closely with the known results of
experimental observations and the value of the Rayleigh wavelength from the linear theory of jet
instability. © 1999 American Institute of Physid$$1063-784£99)02511-§

A thin liquid jet issuing through a circular orifice under column of issuing liquid will be most developed at its end,
pressure breaks up into drops in the surrounding atmosphewe shall consider the process of detachment of the drop
even at low velocities. This phenomenon has found broadormed in the last of the contraction—expansion cycles re-
application in technology. Neglecting the effects of viscosity,peated along the length of the jet, which is indicated by the
compressibility, and gravitywhere possible Rayleight at-  shaded area in Fig. (the solid lines schematically represent
tributed this phenomenon to the instability of the cylindrical the equilibrium configuration of the jet, and the dashed lines
liguid body formed, which develops mainly from surface show its disturbed stateAssuming that such a process is
tension forces. Their action leads to progressive growth ofegular, we can apply mass and energy balance equations to
any random local decrease in the jet diameter relative to itthis control volume. The liquid is assumed to be incompress-
mean value of 2, which is accompanied by a correspondingible and inviscid, so that for small rates of nearly horizontal
expulsion of liquid and the formation of nearby bulges on theflow, our main attention can be concentrated on the effects of
jet. As a result, there is regular alternation of contracted anthe surface tension forces. The appearance of a differehce
expanded segments of the initially equilibrium, circular cy-between the length of the contracted segments and the length
lindrical configuration of the liquid column. The pinched of the expanded segmentg 6hould be expected in the non-
segments, which gradually elongate, rupture with the formalinear stage of development of the wave-like axisymmetric
tion of tiny droplets, while the bulging segments transformdeviations of the jet surface from its initial form, which is
into large (main) drops, which are separated by equal dis-cylindrical on the average. To within accuracy to the tiny
tances and are subjected to deformation pulsations. It wastermediate droplet& formed when the constriction rup-
shown in Ref. 1 on the basis of a linear analysis of smaltures, the total initial mass of the last cycle of the jet is used
axisymmetric disturbances of a j@tisturbances of the form to form the main drop of diameteRbreaking off, which is
~F(r)-exp(kz+wt), where\ =27/k) that their maximum shown in Fig. 2. After this, the jet endB again takes the
growth rate corresponds to the wavelenyth=4.51- (2a). originally assumed hemispherical shape under the effect of

In the present work an attempt is made to calculate anasurface tension. As a result, the mass balance is written in the
lytically the process of regular breakup so as to obtain dorm

value of the diameter R of the drops formed that would 2_ 3
agree quantitatively with the known experimental observa- (21 +Al)ma’= (413 mR" @
tions” and a value of the distance between drbpbkat would The energy acquired as a result of the total work per-

be close ton, . Since the hydrodynamic instability of the formed by the surface tension forces to contract the jet over
the entire segmerBCD will be expended on the work for

formation of the main drop, i.e., its expansion from the initial

L+ A4l [4

FIG. 1. FIG. 2.
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diameter 2 to the final diameter R as result of the influx of
the displaced
o,=alr acting on the cylinder of radius produces a force
for the segmenB C of complete collapsérupture of the jet
constriction(Fig. 2). This force is constant over the entire

S. K. Aslanov 1387

Since the experimental observatibrstest to relative elon-

liquid. The local surface tension stresgation of the contracted segment of the jai &0), the pa-

rametere is allowed to take only the positive values>0
(g>1), i.e.,e=0 is a lower bound for the possible location
of the ¢é=f(#,¢e) curve on the §,¢) plane. In the latter case,

pinched segment, so that the value of the corresponding takes the minimum f(,=0, f,,>0) value §&,=f(7,,0)

work can be expressed &¥,=2mca(l+Al). The work
which has been performed to expel the liquid in segrieBit

=-0.05 wheny=7,=0.53, so that the conditio§> ¢,
remains valid for any>0. Because of the numerical small-

at the end of the cycle under consideration is expressed hyess of the value o, in comparison to the values of

the integral
a
W2=2770'f (a—+Va?—x?) dX:27TO'< 1-
0

In segmeniCD expulsion of the liquid will occur up to

v

2
4a.

£>2/3 at the ends of the applicable range <1 for the
variation of n, Eq. (2) has two close roots, which merge at
n=7, , where the minimum on thé=f(#,&) curve in the
limiting case ofe=¢, lies directly on the¢é=0 axis, and
simultaneous satisfaction of the equality f,=0 specifies

the surface of the drop formed, so that the corresponding'e valuesp= 7, =0.53 ande, =0.081 =0, =1.075).

work can be represented in a similar manner, i.e.,

R
W3=2770'f Roa (a—VR%2—x2) dx
-R

=2770'[ a(R—VJR?-a?)

1 T
+ 5 ayR%2—a?— RZ(E—arcsin\/l— (a/R)z) } ] ,
if the coordinatex is measured from the center of the drop.
The local surface tension on the sphere, deads to the
following expression for the work of expansion of the drop:

R

W4:J
a

20,-4nr?dr=4mo(R?>—a?).

As a result, the energy balance under discussion can be

written to within accuracy to the axial strain of the drop in
the form W, +W,+W3;=W,. Eliminatingb=1/R from the
latter using(1), we obtain the following equation for deter-
mining #:

f(7,6)=0, q=1+(1+1/e) 1,
n=alR, e=Al/2l,
I P - R T
f(n,e)=|3 7|7 +7 +2
. T\ 2
X arc3|n/1—772—77\/1—772—4—§ +30- @

If we take into account the formation of the tiny inter-
mediate droplets upon rupture of the jet constriction, their
volume should be added to the right-hand side of the mass
balance equatiofil). The latter evokes a certain increase in
g(e) and, accordingly, a general upward displacement of the
&=1(n,e) curves from the lower boundarg,,<0. There-
fore, the narrow vicinitye<e, near the limiting value of
this parametee=¢, (q=4q,), which can serve as an esti-
mate of the mean diameter of the drops formed, will be pre-
dominantly realized. The resultant value of their diameter
2R=2al/7n,=1.89 2ais in good agreement with the known
results of the experimental observations for thin jets of low-
viscosity liquids?> The use of Eq(1) and the values ofy,
and e, found givesb=b,=2.167, which permits an esti-
mate of the mean distance between the main drops of a jet
which is breaking up:

b
L=2l+Al= 77—*(1+8*)-2a54.42-2a.
*

This estimate also corresponds to the experimental data and
is close to the wavelength, given above.

1Lord Rayleigh, Proc. London Math. Sot0, 4 (1879.
2L. Prandtl, Essentials of Fluid Dynamicgranslated from the German
[Blackie, London(1952); IL, Moscow (1951), 520 pp].

Translated by P. Shelnitz
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A method of converting the energy of a capacitive store into the energy of a high-current gas
discharge in aluminum vapor is investigated. The spatial and temporal characteristics of

the gas-discharge plasma are studied. The electron temperature, density of charged particles, and
conductivity of the plasma are determined. 1®99 American Institute of Physics.
[S1063-784299)02611-2

INTRODUCTION tric strength of the discharge gap and thus setting the stage
for the development of a pulse arc discharge between the
High-temperature plasmas are used extensively in tectelectrodes. The energy stored by the capacitor bank is in-
nological processes associated with modification of the comjected into the plasma, heating it to high temperatures. Upon
position and surface properties of materials, melting, hardenecombining, the plasma radiates over a wide range of wave-
ing, and welding. The design of new switching devices,lengths. Operation of the apparatus over a long period of
plasma amplifiers and oscillators, and high-intensity lighttime has demonstrated reliable operation of the ignition sys-
sources would be unthinkable without the application of atem.
high-temperature plasma as the active medium for coherent The operation of the apparatus is synchronized with the
radiation. In this paper we give the results of experimentatliagnostic equipment by means of a G-5-15 pulse generator.
investigations of certain parameters of a plasma generated [Bjhe generator triggers the driven sweep of an S1-16 dual-
the development of a high-current gas discharge in alumibeam oscilloscope and an S1-41 storage oscilloscope, and it
num vapor. generates a delayed pulse of positive polarity with an ampli-
The experiments were carried out on an apparatus deude of 80—-100V and a duration of {45)x 10V, which
signed for studying the processes of a recombining plasma imputs the firing time to the control unit.
metal vapor. The main components of the apparatus are a A coaxial shunt or Rogowski loop is used to measure the
discharge chamber, vacuum station, a device for controllingurrent in the discharge circuit. Oscillograms of the voltage
the discharge ignition time, and diagnostic equipment. applied to the discharge electrodes are obtained by means of
The stainless steel vacuum chamber has a volume df resistor-capacitor voltage divider. The temporal character-
approximately 0.2 hand is evacuated to a residual gas presdstics of the plasma radiation in the x-ray region of the spec-
surep=10 °Torr. Metal electrodes lead into the chambertrum are investigated by means of an x-ray sensor consisting
through special insulating flanges to form the discharge gamf: a cutoff filter (beryllium foil of thickness d=30
The length of the discharge gap can be varied from 1 cm to< 106 m), which does not transmit visible and ultraviolet
10 cm. The electrodes are connected by a coaxial cable to aadiation; a scintillator(Nal crysta) for the conversion of
energy store in the form of a bank of UK 100-0.44H low- X-rays into visible light; and an RE19M photomultiplier
induction, high-voltage capacitors with a total capacitancdor the conversion of visible light into an electrical signal.
C=8x10 °F. The capacitor bank is charged by a high-The electrical signals from the coaxial shunt or Rogowski
voltage sourcelJ,=(5—50)x10°V. The aluminum elec- loop, the voltage divider, and the x-ray sensor are sent to the
trodes are the main providers of matter injected into theoscilloscope input.
plasma. One electrode has a very simple structure and serves

as the anode in the first half period of the discharge currentEXPERIMENTAL INVESTIGATIONS OF THE PARAMETERS
It comprises a cylinder of diametet=2x10"2m with a

. ) I OF A HIGH-CURRENT GAS DISCHARGE
hemispherical end surface. The second, ignitor electrode

(cathodg¢ has the same outward appearance, but a complex Comparatively accurate data on the electron temperature
internal structure. A plasma gun is installed inside the elecT, can be obtained by a simple procedure based on measure-
trode for the ignition of electrical discharge between thement of the relative intensity of the undecomposed plasma
main electrodes. When a short, high-voltage pulse of amplix-rays transmitted through absorbing films of various
tudeu=2x10*V and durationr=(2—3)x 10 ®sisfed to  thicknesses.

the ignitor, a discharge is triggered between the electrodes, If the wavelength dependence of the absorption coeffi-
initiating at the dielectric disk. The discharge runs along thecient u for the selected filter is known, the relative attenua-
barrel of the plasma gun and at the end of its path fires a slugjon of the intensity of the undecomposed plasma radiation
of ionized gas into the discharge chamber, lowering the elecspectrum is expressed by the equation

1063-7842/99/44(11)/3/$15.00 1388 © 1999 American Institute of Physics
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FIG. 2. Dependence of the electron density on the electron temperature.

vapor. The electron temperature is used in determining the
concentration of the plasma, its degree and multiplicity of
ionization, and other parameters.

No less important a parameter th@p is the density of
electronsn, in the high-temperature plasma. We determine

FIG. 1. Absorption curves for beryllium at various plasma electron temperathe density of electrons from the conditions of local thermo-
tures, calculated—) and experimental-O-).

Y=

F(Py) ny”l 141 p( it )d
kP =3 SY|exp ——S—y|ay,
3y, 2 y3

th akdh3 14

T.' Pk: Te ’ ak:Mky3’

e

wherey is the linear attenuation coefficient of the filtelris

the thickness of the absorbing filtdr,is Planck’s constant,
andk andk+ 1 denote the absorption jumps in the vicinity of
the resonance frequencies corresponding to atomic ener

levels (1 <wo< ...<w,).

We have used this equation to calculate the relative a
sorption coefficients of the beryllium foils at various tem-
peratured . ; the results are shown in Fig. 1. The experimen-
tal curves were obtained from measurements of the intensi
of the radiation transmitted through a set of absorbing beryl-
lium foils of thickness 36-210um. The intensity of the
transmitted radiation was recorded on RF-7 x-ray film,

Bhow that a plasma with an electron densitys 10 cm™

dynamic equilibrium. In the local thermodynamic equilib-
rium model the distribution of electrons among the energy
level is assumed to be governed entirely by collisions be-
tween particles, the collision processes occurring so fre-
quently that after any change in the conditions in the plasma
the appropriate distribution is established instantaneously.
We base our calculations on the expressian=1.6
X 10T (p; )%, whereT, is the electron temperature in
K, andx(p;q) is the potential energy of excitation from the
gth level to thepth level in eV. For aluminum we have
x(p;q)=4.0eV.

The results of the calculations are shown in Fig. 2. They
3
is formed during the development of a high-current gas dis-
charge in aluminum vapor.

The conductivity of the plasma can be determined from
the Spitzer equatidn

ty

3.3x10Py(2) T2

ZInA

3(kTe)?

2(477) 1/22362né/2’

, InA=In

whose spectral sensitivity was essentially uniform over thevhereZ is the average charge of the plasma iop&Z=1)
investigated wavelength range. The results of photometry 0£0.58, v(Z=2)=0.68, v(Z=3)=0.78, A is the Coulomb
the films have enabled us to determine the relative absorptiologarithm, ande is the electron charge.

coefficients of the beryllium foils at various temperatures

At high temperatures we have essentially 100% ioniza-

T., and we have used these data to plot the experimentdion of the plasma with an ionization multiplicig=2. The
curves for three casdat charging voltaget),=2x 10V,
3x10*V, and 4x 10 V). Comparing the calculated and ex- is evident that the discharge in aluminum vapor generates a
perimental curves, we find the electron temperature of th@lasma with a conductivity>10'*S/m. This result reflects

plasma for these casesu,=2x10"V, 3x10*V, 4
x10*V; T,~1200eV, 1600eV, 2200eV. It can be con- port applications.

cluded from the results that a high-temperature plasma is

results of the calculations are shown in Fig. 3, from which it

the very promising outlook of the plasma for energy trans-

The time behavior of the plasma has been investigated in

formed by the development of a gas discharge in aluminunthe visible x-ray range of the radiation spectrum. The x-rays
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FIG. 3. Dependence of the conductivity of the plasma filament on the elec-
tron temperature.

were converted into visible light by means of a crystal scin-
tillator and were recorded by a photomultiplier. Figure 4
shows an x-ray oscillogram fod,=35x10°V and a re-
sidual gas pressure in the chamiper 10 ° Torr. FIG. 5.
The jagged appearance of the oscillogram can be attrib-
uted to the onset of instability in the discharyeshich in-  creases, and at a pressyg=2x 102 Torr x-rays do not
duces current breaks and an x-ray burst typical of this situaesccur. The duration of radiation in the visible part of the
tion. The x-ray dose rate was measured by means dapectrum is also equal to (5@0)x 10 %s. The time depen-
dosimeters from a KID-2 kit and was found to be fairly high. dence of the radiation intensity is similar in its behavior to
For example, at a discharge voltage of no more than 2.%he dependence of the radiation intensity in the x-ray regions
x 10V on each side of the capacitor bank the dose rate isf the spectrum.
P=2800R/s. Knowing the x-ray dose rate, we can deter- The spatial characteristics of the discharge have been
mine the x-ray intensity =0.11P/y, where the numerical investigated by means of a camera obscura in the visible and
coefficient 0.11 is the roentgen energy equivalent inRiis  x-ray regions of the spectrum. An analysis of photographs of
the x-ray dose rate, ang=6x 10° 1/cm 1. The x-ray inten-  vacuum discharges shows that numerous cathode spots are
sity is therefore equal tb=0.52 W/cnf. observed on the electrodes. An intensely radiating plasma
We have also investigated the intensity of x-rays fromcloud is formed near the anode.
the residual gases in the discharge chamber. We find that the Figure 5 shows a discharge in x-rays, which we were
x-ray intensity decreases as the residual gas pressure iable to use to determine the volume of the hottest plasma,
which was located near the anode. This volume is approxi-
mately 4 cni and radiated intensely in the x-ray wavelength
range.
M.m“.. S. Yu. Luk’yanov,Hot Plasma and Controlled Nuclear Fusi¢im Rus-
: sian, Nauka, Moscow(1975, 355 pp.
' 2V. F. Aleksin and V. A. Sutrunenko, Zh. Tekh. F&5, 1945(1965 [Sov.
Phys. Tech. Physl0, 1498(1965].

3R. H. Huddlestone and S. L. LeonatBds), Plasma Diagnostic Tech-
I“‘t‘ niques[Academic Press, New York, 1965; Mir, Moscow, 1967, p. b15
Lo 4V. D. Zvorykin, A. D. Klementov, N. G. Kulinovskj and V. B. Rozanov,
‘---.."= Kvantovaya Hektron. 3, 131 (1976 [Sov. J. Quantum Electror, 182
(1976].

5Yu. G. Gusev,Handbook of Radiation Safefjn Russiafd, Atomizdat,
Moscow (1968, 286 pp.

FIG. 4. Translated by James S. Wood
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The first experiments on the growth of single-crystal layers of zinc oxide on nonorienting
substrategcrystalline leucosapphire and fused quaity chemical transport reactions in a
reduced-pressure flow-through reactor in a hydrogen atmosphere is reported. To ensure
autoepitaxy on a surface of a nonorienting substrate, an optimized intermediate layer of zinc
oxide of thickness 2001000 A, which provides a texture of basal orientation regardless of the
orienting properties of the substrate, is preliminarily deposited by magnetron sputtering. It

is shown that the subsequent growth of layers on such a surface by a chemical transport reaction
to a thickness of 1-5 ensures high structural perfection, uniformity, and a very smooth
surface, while polycrystalline films are deposited on the portion of the surface without a buffer
layer. The proposed method can be used to grow heteroepitaxial structures and other
electronic materials on nonorienting substrates using chemical transport reactioi9990
American Institute of Physic§S1063-784£09)02711-7

The synthesis of epitaxial layers on nonorienting sub-osited by dc magnetron sputtering using tablets, i.e., targets
strates, i.e., surfaces of ceramics, glass, fused quartz, refragith a diameter of 4 cm and a thickness of 2—3 mm. For the
tory metals, etc., or on surfaces of semiconductors wittpurpose of ensuring stable discharging during dc magnetron
highly different lattice constants is a fairly complex, but at- sputtering in an atmosphere with A;64:1, we added 1
tractive problem for many applied areas of electronics. wt. % GgO; to the high-purity ZnO powet(this is not re-

Approaches using graphoepitaxigrtificial epitaxy,®  quired for rf sputtering the mixture was thoroughly stirred,
particularly the synthesis of zinc oxide epitaxial layers on theand after being pressed, the targets were annealed at 1400 K
amorphous surface of silicon wafers with a relief in the formfor 10—-12 h. The discharge current did not exceed 100 mA,
of a one-dimensional latticeare known. The use of thin and the thickness of the layers was determined from the sput-
intermediate layers obtained by magnetron sputtefihg  tering time and amounted to 200—1000 A. The intermediate
method produces textured layers of basal orientation withayer was deposited on only half of the area of the substrate.
good adhesion even on nonorienting substidi@simprov-  This facilitated comparative measurements and eliminated
ing the structure and uniformity of zinc oxide epitaxial layersthe inaccuracies associated with the possible irreproduciblity
on sapphire was reported in Ref. 3, where it was shown thaif the technological parameters in the case of separate
a significant effect can be achieved even in the case of origrowth of the layers using a buffer layer and without one.
ented substrates due to activation of an autoepitaxy mechafter the intermediate layer was deposited, the substrates
nism. We do not know of any other work in which epitaxial were transferred to the reduced-pressure flow-through reactor
layers were successfully synthesized on nonorienting suldescribed in Ref. 5, where a method for optimizing the tem-
strates. perature regimes in the vaporization and deposition zones

In the present work we used thin (260000A) tex- was given. Tablets of high-purity ZnO with a diameter of 3
tured ZnO intermediate layers obtained by magnetron spuem and a length of 3 cm were used. The thickness of the
tering for the purpose of growing high-quality ZnO epitaxial epitaxial layers reached-15 um. The structural perfection
films on nonorienting substratgsrystalline leucosapphire was monitored by x-ray diffraction and electron diffraction
and fused quanjzn a reduced-pressure flow-through reactormethods. The features of the exciton luminescence from both
by a chemical transport reaction. There was also additiongbortions of the substrate, i.e., the portion with a polycrystal-
interest in studying the possibility of stabilizing the growth line layer and the portion with an epitaxial layer on the op-
of layers with the basal orientation in the case of chemicatimized buffer layer, were also studied.
transport, since the synthesis of zinc oxide epitaxial layers of ~ The x-ray diffraction experiments were performed on a
this orientation even on such well-oriented substrates aBRON-2 diffractometer using Cki, radiation, which was
(0001 Al,O; meets with certains difficultieb. monochromatized using a pyrographite crystal. Figure 1 pre-

For the experiment we used 2045 mm Polikor(a crys-  sents the diffraction patterns of the zinc oxide layers. The
talline leucosapphineand fused quartz substrates as materi-diffraction pattern in Fig. 1a was obtained from the portion
als which can withstand temperatures above 900 K and havef the substrate with a preliminarily deposited buffer layer,
high mechanical properties. The intermediate layers were deand the diffraction pattern in Fig. 1b was obtained from the
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FIG. 3. Exciton photoluminescence spectra of ZnO films obtained on a
buffer layer(a) and on a clean fused quartz surfdbg
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note that the results of the structural analysis demonstrate the
comparable quality of the layers on a nonorienting substrate
with an intermediate coating even in comparison to an ori-
enting substraté¢see, for example, Ref. 6, which describes
(1120 zZnO/0112 Al,O; layers obtained by magnetron
portion of the substrate without a buffer layer on the cleansputtering. An examination of the surface morphology cor-
fused quartz surface. It can be seen that diffraction patern rghorates the results obtained.

corresponds to highly oriented layers with the basal orienta-  There is separate interest in an investigation of the UV
tion, while diffraction patterrb is characteristic of polycrys-  photoluminescence of ZnO epitaxial layers, since the fine-
talline zinc oxide films. The presence of only a series Ofstrycture features of the exciton spectra provide additional
(00N) reflections on the diffraction pattern in Fig. 1a does notinformation on the perfection of the crystal latticgee, for

yet permit drawing a final conclusion regarding the Sin9|e'example, Ref. ¥ The UV photoluminescence spectra re-
crystal nature of the layers, since reflections appear onlggrded at 77 K from both portions of a fused quartz sub-
from blocks parallel to the film surface in the focusing sirate, i.e., the epitaxial layer obtained using a buffer layer
method used, Therefore, the layers were additionally invesyng the polycrystalline zinc oxide film, were studied. Figure
tigated on an MR-100 electron-diffraction camera. A typi- 3 presents the corresponding spectra, which were obtained
cal electron diffraction pattern is shown in Fig. 2. It was gy g standard instrument using an SPM-2 monochromator.
concluded on the basis of the combined investigations thagneciryma is characteristic of a perfect crystal structure and
the films obtained using buffer layers are single-crystal filmsy, 45 predominant emission in the line for free exciton A1 and
A stu_dy of the rocking curves of th@®02) peak showed that |ass intense emission in the band of bound excilpfisimi-

the tilt angle of the blocks does not exceed 0.5°. We alsqqr gpectra were studied and identified in Ref.Spectrurrb
corresponds to polycrystalline films and is distinguished by
an intense band at 369 nm, while free-exciton emission is
generally not observed. The 1LO/2LO intensity ratio and the
half-widths of these lines also corroborate what has been
said, i.e., spectrurb corresponds to a significantly more im-
perfect film.

Thus, not only does the use of intermediate layers permit
the synthesis of highly oriented layers on nonorienting sub-
strates, but also the quality of these layers is significantly
higher than the quality of films obtained by magnetron sput-
tering. In our opinion, the slight complication of the growth
procedure associated with the two-step process is compen-
sated by the achievement of perfection which is not provided

FIG. 2. Electron diffraction pattern of a ZnO epitaxial layer on a fused Py chemical transport reactions and magnetron sp_uttering
quartz substrate with a buffer layer. used separately. We also assume that more perfect zinc oxide

FIG. 1. Diffraction patterns of ZnO films obtained using a chemical trans-
port reaction on a buffer laygs) and on a clean fused quartz surfabg
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epitaxial layers can be obtained on nonorienting substrate$N. N. Shevtal’,Rules Describing Real Crystallization Processes and Some

after further optimization of the parameters of the buffer lay- Principles for Growing Single Crystals. Crystal Growth, Vol. [10 Rus-
. L. . sian], Nauka, Moscow(1974).
ers. We shall report the results of our work in this direction, 2y, | "kjykov and N. M. Gladkov, Izv. Akad. Nauk Latv. SSR, Ser. Fiz.

as well as the use of buffer layers on other types of nonori- Tekh. Nauk, No 1, 921985.
enting substrates. in the future 3T. Shiosaki, S. Ohnishi, and A. Kawabata, J. Appl. Pi5@5.3113(1979.

. . 4S. A. Semiletov, A. M. Bagamadova, G. F. Kuznetsewal, Kristal-
In conclusion, it should be noted that we do not see any |ografiya23, 377(1978 [Sov. Phys. Crystallogi23, 193(1978].

reason why the proposed method could not be used to obtaifA. Kh. Abduev, B. M. Ataev, and A. M. Bagamadova, Izv. Akad. Nauk
; ; ; ; ; ; SSSR, Neorg. Mater., No. 11, 1928987).
epitaxial Iayer's of other electronic materlqls on nonorienting > Shiosaki, S. Ohnishi, V. Nurakanet al, J. Cryst. Growthds, 346
substrates using chemical transport reactions. (1978.
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Current relaxation in samples of microporous silicon is observed at rates that depend on the
applied voltage and the composition of the gaseous atmosphere. A possible physical mechanism for
this phenomenon is discussed. 1®99 American Institute of Physid&§1063-78429)02811-]

A new area in the physics and technology of semicon-shield an electrostatic field, so that the radius of interaction
ducting materials, nanoelectronics, is now being establiShedbetween electrons is observed to increhse.
Porous silicon, whose physical properties are under intense The Hill modeP gives the current as a function of the
study, occupies a special place in research on nanostruepplied voltage for ultradisperse media as
tures? The creation of new semiconductor devices based on

. . . ) eV
porous silicon necessitates research on the electronic and ad- 1.24 10, sinh| =
sorption properties of this material and is a pressing problem I(V,T)= kT/ «BKkT
in both its applied and theoretical aspects. ' (AS)°m* sinTBKT

Samples of porous silicon were prepared by anode elec- SE
_trochem|cal etc_hlng of111) S|I|cpn crystals(type KDB-lQ xexp{ - —) exp(—1.0AS(m* ¢)12),
in a water solution of hydrofluoric acid at a current density of KT
10 mA/cnt. Porous silicon layers with a thickness ofuTn where SE = 5E,— qFY2 is the activation energy in a strong

with an average porosity of 35% were obtained by etChIngelectric field, which depends on the magnitude of the electric

for 10 min. .Gas—permeable SIOtt.FTd contacts of alumlnun]‘ield, andAS is the distance between the ultradisperse par-
were deposited onto the porous silicon surfagée effect of ticles

adsorbed gases on the in-plane electronic parameters of the In our case, filamentary clusters of silicon are connected

mar;[erlr?tlrvxf[?snsi;u?rlledrﬁt terr;pt:a’:}tirers] %%UT%VZ%VKﬁ Tge %aﬁ% series in the in-plane measurement regime. Because of the
conce GSO%M € easut N eTh chamber was va i. lﬁs 'Witerent sizes of the pores, the structure of porous silicon is
Seres gas generators. The carrier gas was nig p%’xtremely nonuniform along the surface. Size quantization of

rity nitrogen, which has no effect on the electrical propertieﬁhe electron energy spectrum makes the energy eigenvalues
of porous silicorf:

When a voltage above a threshdld)~0.4V was ap-
plied to these porous samples after preliminary thermal an-
nealing in vacuum at 523K, a relaxation rise of the current 1800
was observed with the temporal characteristics for increasing 1700

voltage shown in Fig. Xcurvesl-4). Injecting air into the 1600 =
measurement chamber caused an increasé,iand a drop }388 A2
in the rate of rise of the current for the same volta(fesg. 2, 1300 __:_' ':
curvesl—4). Of the gases in the air, oxygen and nitrogen are 1200
electrically neutral for porous silicon and only water vapor g 1100
affects the electrical conductivity of silicoh. .;1000

An electromotive force has been observeahd attrib- ggg
uted to the presence of imbedded microfields in the structural 700
inhomogeneities of the material. The magnitude this emf 600
changes with illumination and the adsorption of polar gases. 500
An imbedded field develops during anode electrochemical ggg
processing of silicofiwhich causes strong fluctuations in the 200
potential along the surface of the matefi&lhen a charge of 0 50 150 250 350 450 550 650
10'%e (e is the electronic chargeis localized near the s

minima of the potential energy, substantial electric fields of I . " ,
FV/ 80 f the feat f I ultradi FIG. 1. Growth kinetics of the current in porous silicon structures in
10° Vicm are created.One of the features of small, ultradis- acuum after annealing for voltages on the planar contacts of10,6L.2

perse particles is a reduction in the ability of electrons to(2), 1.8(3), 2.4V (4). The measurements were at room temperature.

1063-7842/99/44(11)/2/$15.00 1394 © 1999 American Institute of Physics
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650 E less thanU gy, there is essentially no change #& since the
electric field is not sufficient to changeE,. In the region
600 E . .
where the voltages contactd, exceedJ, there is a drop in
330 ¢ the barrier and the field is redistributed over the structure of
500 E, the material. According to this model, an increase in the
450 voltage at the contacts should lead to a rise in the relaxation

S 400 —A rate, which is experimentally observéig. 1, curvesl—4).
~ 350 - ] The adsorption of water vapor changes the internal mi-
- 2 crostructure of the fields in the matertaHere the relaxation
300 ¢ A 3 of the current for the same values of the voltage is much less
250 ¥ 4 (Fig. 2, curvesl—4). This is possible because of the growth

000 in SE,.

150 E In inhomogeneous porous silicon samples in-plane mea-
100 e . surements reveal a kinetics for the rising dark current which
0 50 150 250 350 450 550 650 is physically related to a readjustment of the internal micro-

Ls structure of the fields in the material that develop during

anode electrochemical processing of the silicon. The current
relaxation process is affected by adsorption of polar water
molecules, which create additional local microfields in the
of the electrons and holes depend on the transverse size 8ffucture of the porous silicon.
the filaments® This leads to the appearance of local internal , _

. . . L G. Abstreiter,European Conference MRS’98trasbourg, Francel 998,
microbarriers which limit current flow. PS.3.

The rise in the current when a voltage is applied to con-2a. |. Yakimov, N. P. Stepin, and A. V. DvurechenskEuropean Confer-

tacts on porous silicon could be explained by a drop in the_ence MRS'98Strasbourg, Francd998, Vol. B11, p. 42.

ram SE owin redistri ion of the microfiel in Yu. A. Vashpanov, Fotdektronika, No. 6 pp.,68—7111996.
bara ete. owing to a redistribution of t e. crofields “Wu-Mian Shen, M. Tomkiewicz, and C."lg-Clement, J. Appl. Physz4,
the material structure. When a polar gas is adsorbed, thezgss (1994,

structure of the microfields in microporous silicon chan‘bes. 5Yu. A. Vashpanov, Pis'ma zh. Tekh. Fi23(11), 77 (1997 [Tech. Phys.
In this case SEo—qF? will vary to a small extent because ~_Lett. 23(6), 448(1997]

FIG. 2. As in Fig. 1 after air was let in.

of the increase inSEO. M. E._Kompan, I. Yu. Shabanov, Fiz. Tekh. Poluprovo@8,. 1859(1995
Semiconductorg9, 971 (1995)].
When a voltage appears at the contacts, because of thg, g Kompan, 1. I. Novak, and I. Yu. Shablanov, Fiz. Tverd. Tela

inhomogeneous structure of porous silicon the voltages falls (sSt. Petersbung37, 678 (1995 [Phys. Solid Stat&7, 195(1995].
on the individual microscopica”y inhomogeneous SegmentSSYu. A. Vashpanov,International Conference on Electron Localization

: : : - - P and Quantum Transport in Solid3aszowic, Polan@L996), pp. 177-178.
with large fluctuations in the potential, V\{hlch Ilmlts.current 9. D. Morokhov, L. N. Trusov, and V.. N, Lapovolehysical Phenomena
flow along the structure of the porous silicon. For inhomo- i, Ultradisperse Media[in Russiad, Energoizdat, Moscow(1984),
geneities with dimensions on the order of 10nm dud 224 pp.
=0.1V. the electric field reaches 2@/cm. which is com- 1OM. S. Bresler and I. N. Yassievich, Fiz. Tekh. Poluprovo@, 871

' . : | . (1 [ 7, 475(1993].

parable to the magnitude of the internal fields in porous sili- (-9 [Semiconductor&7, 475(1993]

con. In the regions where the voltages at the contéftgre  Translated by D. H. McNeill
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