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Nonlinear electrohydrodynamic phenomena and droplet generation in charged jets
of conducting liquid
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Phenomena occurring at the tip of a charged conducting jet are analyzed in detail using
numerical methods developed for axially symmetric flows. Universal mechanisms~independent
of the method for producing the jet! for droplet formation with different ratios of the
Laplace and electrical pressures on the lateral surface are identified. An explanatory analysis is
given for all of the nonlinear stages of the classical Rayleigh instability of a charged
conducting drop, beginning with the formation of a jet at the surface of the drop and culminating
in the generation of a developed jet of secondary droplets. ©1999 American Institute of
Physics.@S1063-7842~99!00111-7#
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1. Studies of the physical mechanisms governing
breakup of a cylindrical liquid jet into droplets have a rath
long history, beginning with the classical work of Rayleigh1

The ideas behind the linear theory of the instability of
infinite jet in the absence of an electric field are perfec
clear. Random small perturbations in its radius of the fo
« exp(ikz) (k52p/l) disturb the uniformity of the Laplace
pressurepL5a(1/R111/R2) at the surface (a is the coeffi-
cient of surface tension andR1,2 are the principal radii of
curvature!. In the case of long-wavelength disturbances,pL

is determined by the curvature of the surface, 1/R1, in the
plane perpendicular to the axis of the jet, and the liquid flo
from constricted zones toward wider zones, which cause
exponential growth in the initial perturbations. For sho
wavelength disturbances (l,lk52pr 0, wherer 0 is the ini-
tial radius of the jet!, the curvature (1/R2) of a surface pass
ing through the axis (R2,0 in a constricted region! becomes
important. The resulting pressure imbalance leads to a
verse flow of liquid, to a reduction in the initial perturba
tions, and to surface oscillations. With increasingl (l
.lk) the amplitude of the variations inpL(z) (DpL

→2a«/r 0
2) increases, but at the same time there is an

crease in the mass of liquid whose flow over a length eq
to l brings about the aperiodic development of each of
constrictions. The optimum value ofl, corresponding to the
maximum growth rate, is given bylm'9r 0.

If a conducting jet is charged, thenlk and lm are
smaller, since the negative electrostatic pressure, whic
greater in absolute magnitude in regions with a high surf
curvature, provides correctives to the pressure drop.2

As to the nonlinear stages of the development of
instability, for a long time little was known about the mech
nism for droplet and satellite formation, when a jet breaks
at two cross sections to the right and left of the site of
original constriction, rather than at the constriction itse
thereby creating primary droplets with radii on the order
1.9r 0, as well as small droplets of sizer 0/3 ~for l5lm).3
1251063-7842/99/44(11)/8/$15.00
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Only a detailed analysis of a numerical simulation revea
the physical nature of this phenomenon.4

In technical applications droplets are generated by fin
liquid jets. Thus the theoretical analysis of the instability
infinite jets is unsuitable for understanding the droplet f
mation process and choosing optimal operating conditi
for the relevant devices. For example, the dynamics of
tended liquid jets bounded on two sides~in the absence of an
electric field! is beautiful and unexpected5 from the stand-
point of Rayleigh’s classical approach.1 In a contracting jet,
periodic structures with a characteristic size of the order
2r 0,lk are self-excited! During their capricious evolutio
these jets create a series of droplets of different siz
Breakup of this sort has been examined numerically in
number of papers6,7 without analyzing the physical mecha
nisms for the phenomenon. One such analysis has been
ried out8 and it was shown that nonlinear surface waves
excited under the influence of an overpressurepL'2a/r 0 at
the ends of the jet~in the main region,pL'a/r 0). The pe-
culiar ‘‘resonance’’ at a lengthl r of the order of 2r 0 occurs
because local perturbations in the surface pressure are t
mitted by the liquid in both directions from the excitatio
zone with a characteristic damping length'r 0. The interac-
tion of the counterpropagating waves leads to chaotic fr
tionation of the corrugated jet into droplets.

This phenomenon necessitates a new way of looking
the development of the Rayleigh instability of a jet flowin
out of an orifice~of course, without contradicting the quan
titative results of our predecessors!. When there are no ex
ternal interactions, it is customary to assume that the sou
of the initial perturbations is the thermal noise of the
radius,2 of which the harmonic with the highest growth ra
gm is selected during transport along the flow. We rega
this approach as incorrect and offer the following descript
of the process of droplet formation. The end of the jet, w
a Laplace overpressurepL , excites a corrugation in the sur
face with a period ofl r'2r 0. Nonlinear effects8 subse-
quently give rise to the formation of a droplet at the end
9 © 1999 American Institute of Physics
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the jet, and a train of waves with the leading~shortest, in
accordance with the dispersion relation of Ref. 1! ‘‘reso-
nant’’ harmonicl r'2r 0 ~Fig. 1! propagates toward the bas
of the jet. The long-wavelength components that close
wave train impart to the surface a higher level of dist
bances, not comparable to the thermal noise. The data of
1 were obtained from a numerical simulation according
the scheme of Ref. 8 for the dynamics of a cylindrical jet
water, bounded on the right, with a radiusr 050.5 cm ~ne-
glecting the force of gravity and with zero initial liquid ve
locity!. The time at which the third droplet breaks away
shown here. At the front of the train, the phases of the os
lations in the radiusa(z,t) of the surface and of the averag
longitudinal velocityU(z,t) are shifted byp, which is typi-
cal of a wave process. The change in the phase shift at po
1 and 2 corresponds to growth of the perturbations (]U/]z
,0 at1 and greater than zero at2!. The waves are driven on
account of the drop in surface energy during the formation
the next droplet. The process has not gone to completion
the size of the droplet is already close to the observed v
'1.9r 0. It is difficult to escape the illusion that some pertu
bations are amplified as they are carried away from the b
of the jet. In the steady state the timetk for the jet to break
up ~droplets to form! can be estimated by equating the leng
of the cut-off portion of the jet,lm , to the distance the
‘‘resonant’’ harmonic propagates over the timetk , i.e., by
settinglm5tkVph, whereVph is the corresponding phase v
locity of the surface wave. After some calculations using
Rayleigh dispersion relation,1 we obtain the standard formul
tk;2/gm , in accordance with numerous experimental m
surements.

These results will help later in interpreting the physic
phenomena observed in our numerical simulations of
breakup of a charged conducting jet. Attempts to model
dynamics of conducting liquids in strong electric fields ha
been made previously, but the calculations ended at the s

FIG. 1. Generation of droplets from a bounded jet of liquid~in the absence
of external perturbations! owing to self-excitation of short-wavelength stru
tures on the surface. Shown here are the full profilea(z) of the perturbed
portion of the jet~top! and fragments of the jet radius (a(z50)50.5 cm!
and longitudinal velocityU of the liquid as functions of distance~bottom!.
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when conical protrusions~Taylor cones! develop.9,10 Jet re-
gimes were simply unattainable with the numerical schem
employed there.

Based on general physical considerations, we can s
that after a jet is formed, the electrohydrodynamic proces
near its tip are independent of the manner in which it w
produced. In our work we have chosen the instability
highly charged particles as a starting point. At some leve
charge, known as the Rayleigh critical charge,11 a drop be-
comes unstable and is deformed, ejecting a jet at whose
droplets are generated. While there has been much theo
cal and experimental work on the Rayleigh limit,12 almost
nothing is known about the dynamics of the breakup o
charged drop. Theoretical study of this phenomenon is m
difficult by the strong nonlinearity of the process. The ener
approach13 to the problem cannot be used to determine
mechanisms for interesting nonlinear processes. The t
sient nature of jet breakup in various physical systems~liquid
metal ion sources, electrospray devices14,15! and the small
sizes of these jets make experimental investigation of
essence of many of these processes difficult. Even those
nomena which are detected experimentally are often ass
ated with uncontrollable external interactions. For examp
the generation of oblate~along the direction of an externa
electric field! spheroids, which, in turn, ejected new jets in
transverse direction, has been observed.16 Far from the tip of
the jet, prolate spheroids were observed, along with the g
eration of secondary droplets in the longitudinal directio
We have shown, in particular, that these are fragments
single prolonged process, and not the result of aerodyna
effects.16 The formation of a stepped~with thickening in the
transition zone! jet profile ~see the plots ofa(z,t) in Figs.
4–6! in the experiments of Taylor17 is a regular stage in the
evolution of the balance between the electrical and Lapl
pressures along a jet as it grows.

2. For axially symmetric flows of a viscous, incompres
ible liquid with a free boundary we have used a model t
we developed earlier.8 This model provides a fairly accurat
description of the dynamics of even relatively sho
wavelength perturbations of the jet, although the longitudi
velocity of the liquid particles,U(z,r ,t), was assumed inde
pendent of the distancer to the axis. In this case, the radia
velocity profile V(r ,z,t) is a linear function ofr „V(r ,z,t)
5V0(z,t)r /a(z,t), where V0(z,t)5V(r 5a,z,t)5da(z,t)/
dt is the distribution of the radial component of the veloc
of the points on the surface anda(z,t) is the jet profile.…,
while the corresponding Navier–Stokes equation of mot
in a cylindrical coordinate system takes the form

~rr /a!dV0 /dt52]pf /]r 1mr ]2~V0 /a!/]z2, ~1!

wherer andm are the density and viscosity of the liquid.
According to Eq.~1!, the spatial variation of the pressur

pf(z,r ,t) in the liquid is given by

pf~z,r ,t !5p0~z,t !2~rr 2/~2a!!dV0 /dt

1~mr 2/2!]2~V0 /a!/]z2, ~2!

wherep0(z,t) is the pressure on the jet axis.
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Since the pressurepf at r 5a in a given transverse cros
section of the jet equals the surface pressurepS(z,t), we
obtain the following equation for the velocityV0(z,t) from
Eq. ~2!:

rdV0~z,t !/dt54@p~z,t !2pS~z,t !#/a~z,t !

1ma]2~V0 /a!/]z2, ~3!

wherep(z,t)5(p0(z,t)1pS(z,t))/2.
The forceFz acting on a transverse cross section of

jet is determined by integrating Eq.~2! from 0 to a. Making
some transformations using Eq.~3!, we obtain Fz

5pa2(z,t)p(z,t). Our earlier assumption tha
]U(z,r ,t)/]r 50 signifies an arbitrary division of the liquid
into thin disks~truncated cones! whose boundaries have ve
locities U(z,t). Including all the forces acting on a disk o
this sort with thicknessDz leads to an equation for the lon
gitudinal velocityU(z,t),

rdU~z,t !/dt52]p/]z1m]2U~z,t !/

]z212@pS2p#]~ ln a!/]z. ~4!

The right-hand side of Eq.~4! includes terms owing to
the gradient in Fz and to the surface force
2papS(z,t)Dz]a/]z acting on the lateral surface of the dis
in the longitudinal direction. Thus Eq.~4! is the standard
Navier-Stokes equation of motion including the existence
a free boundary for the given macroscopic particle.

The equation forp(z,t) is easily obtained as follows
We select a jet segment of lengthDz and radiusa(z,t).
When it is deformed during the flow,a2(z,t)Dz(t)5const.
Differentiating this equation with respect to time yields

2Dz~ t !da~z,t !/dt1a~z,t !d~Dz~ t !!/dt50. ~5!

Since d(Dz(t))/dt5Dz(]U/]z), Eq. ~5! yields the
equation of continuity for the flow,

2V0~z,t !/a~z,t !1]U~z,t !/]z50. ~6!

Again, differentiating Eq.~5! with respect to time and
using Eq. ~6! and the equation d2(Dz(t))/dt2

5Dz@](dU/dt)/]z# yield

dV0 /dt53V0
2/a1~a/2!@]~dU/dt!/]z#. ~7!

After substituting the right-hand sides of Eqs.~3! and~4!
in Eq. ~7!, we obtain a rather cumbersome equation
p(z,t), for which a satisfactory difference approximatio
that conserves the total volume of liquid is far from obviou
However, such a computational scheme is easily constru
without direct recourse to Eq.~7!. ~A detailed description of
this method is given in Ref. 8.!

The approximation]U(z,r ,t)/]r 50 has been used in
many papers. It limits the use of the initial system of equ
tions for numerical study of short-wavelength perturbatio
of a jet. In our work, however, this was the only approxim
tion. In the following we calculate the internal pressure
the liquid and do not profile it in some way, as was done,
example, in Ref. 18:pf(z,r ,t)5pS(z,t) ~after which the
equation of motion was solved only for a single compon
of the velocity and the second component was determi
from the equation of continuity!. In accordance with Eqs.~2!
e
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and ~3!, we obtain a relationship between the local value
pf and its averagep(z,t) over the transverse cross section
the jet in a natural way,

pf~z,r ,t !5pS~z,t !~2~r /a!221!12p~z,t !~12~r /a!2!
~8!

and the equations of motion for each component of the
locity, together with the equation forp(z,t), are solved self-
consistently, which ensures conservation of the volumes
each cell~macroscopic particle! of liquid during deformation
~during the flow!.

This approach extends the range of possibilities for
system of Eqs.~3! and ~4! employed here. Thus the dispe
sion relation for small amplitude surface waves in infin
jets of radiusr 0 obtained from the approximate system
hydrodynamic equations has no significant errors compa
to an exact solution, even for wavelengths'pr 0/2.8

In the cases of low viscosity and slowly varying jet r
dius,p(z,t) is determined by the steady state diffusion equ
tion

]2p/]z22~8/a2!~p2pS!16r~V0 /a!250. ~9!

In our problem, the surface pressurepS(z,t)5pL(z,t)
2pE(z,t), where pL5a(1/R111/R2), R15ac, R2

52c3(]2a/]z2)21, c5@11(]a/]z)2#1/2, pE(z,t)
5E2(z,t)/8p, andE(z,t) is the electric field strength at th
surface.

In the case of an ideally conducting liquid, the char
density distribution is found from the condition that the ele
trical potential be constant at all points on the surface.19 The
liquid was entirely broken up into a set of truncated con
~with a small ratio of the cone height to the radius of
average cross section! with their planes perpendicular to th
axis of the flow. The charge densitiess i on the lateral sur-
face of each of these cones of areasi are determined from the
system of equations(bkis i1wk5V(t) and(Sis i5Q if the
flow dynamics is considered to have a specified chargeQ
(V(t) is the surface potential andwk is the potential created
by the external field on the surface of cone numberk). In
calculating the coefficientsbki , the charge on theith cone is
usually represented by a system of point charges locate
the middle line of the side surface of the cone, which si
plifies the averaging procedure. In our case, where we
solving the stability problem and highly accurate field calc
lations are necessary, this approximation is unsuitable~espe-
cially for calculating the diagonal elementsbkk!. In the exact
expression forbki an analytic integral is taken with respect
z and a partially numerical and partially analytic integr
with respect to the azimuth. This computational method
sured a relative error in the determination of the charge d
sity of less than 0.01% compared to the known analytic
lutions. We supplement Eqs.~1!–~3! with the initial and
boundary conditions. Att50 a droplet of radiusr 0 with its
center at the coordinate originr 50, z50 is deformed into an
ellipsoid of revolution that is prolate along theZ axis with
semiaxesr 0(11d) and r 0(11d)21/2, whered50.05. The
initial velocities U(z,t50)5V0(z,t50)50 and the total
electric charge on the surface equalsQ. The boundary con-
ditions are
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]V0 /]zuz505]p/]zuz505U~z50, t !50,

a~zc ,t !50, p~zc ,t !5pS~zc ,t !, ~10!

wherezc(t) is the coordinate of the end of the jet.
At each time step the electrostatic problem was solve

determinepE(z) and pL(z) was calculated for the given
a(z). Then the functionp(z),8 was determined using Eqs
~3!, ~4!, ~7!, and ~10!. After that, the new velocities an
coordinatesa(z,t1Dt) were determined using the same Eq
~3! and ~4!. As the droplet deforms, the coordinate grid
periodically realigned to ensure the required accuracy of
model for the jet formation and dynamics.

Note that the numerical model for the hydrodynamic p
of the problem comes well recommended for studies of
dynamics of self-excited short-wavelength periodic str
tures in bounded jets.8 When we included the electrostat
part, as a test we calculated the small oscillations of a dro
with a subcritical charge. The resulting agreement with
analytic solution11 for the period of the oscillations offers th
hope that the calculations will be reliable in more comp
cated cases.

For small deformations of the droplet, which are d
scribed using the associated Legendre polynomials, the
of the modes becomes unstable forQ.QR5(16par 0

3)1/2,
the Rayleigh limit in the absence of an external electric fi
for n52 in the dispersion relation11

v25n~n21!@~n12!a2Q2/~4pr 0
3!#/~rr 0

3!. ~11!

In our calculations we shall change the supercritica
parameterde , defined byQ5(11de)QR . For a givende ,
the initial system of Eqs.~3!, ~4!, and ~6! is reduced to di-
mensionless form by introducing the new variablest8
5t(a/(rr 0

3))1/2, z85z/r 0 , a85a/r 0, andm85m/(rar 0)1/2.
Thus, all of the many solutions of the problem are det
mined by two parameters:de and m8. For simplicity, we
have assumed thatr51 g/cm3, r 050.5 cm, and m51
gs21cm21, and variedde anda in the calculations.

3. Figure 2 shows the results of a numerical simulat
with a fairly substantial excess charge on the drop
QR(de50.3,0.5). In this case the dimensions of the jet
secondary droplets are comparable to those of the in
drop, so it is easier to analyze the electromagnetic phen
ena. In Fig. 2 and below, the pressure is given in g/(s2 cm!
and the velocity, in cm/s, while the profiles of the surfac
are given without distorting the ratio of the longitudinal a
transverse dimensions. Two features of the process by w
a drop breaks up can be seen easily in Fig. 2:~1! the region
in which the jet develops~the distance from the minimum
radial velocity to the end of the jet; curves2–4 of Fig. 2a!
narrows abruptly in time, and~2! the end of the jet is far
from spherical in shape and its cutoff is accompanied by
formation of an oblate secondary droplet.

Equation~9! shows that the depth to which the negati
overpressure penetrates into the depth of the liquid at the
of the jet ~Fig. 2a, inset!, wherepS(z).pS(zc) on the sur-
face, is proportional to some effective value ofa that de-
pends on the shape of the surface nearz;zc . A narrowing
of the jet with acceleration takes place only in the reg
to
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with p(z)2pS(z),0. Elongation~tapering! of the tip re-
duces the penetration depth of the increasing~in absolute
value! pS(zc). In addition, the negative pressure is squeez
out from the depth of the jet (z,zc) toward its end by the
pressure ‘‘sources’’}V0

2/a2 in Eq. ~9!. As a result, the cutoff
zone for the secondary droplet~the minimum inV0) swiftly
approaches the end of the jet, while the cutoff velocity
creases sharply~Fig. 2a!.

The formation of an oblate droplet seems strange onl
first glance. But for a spherical or ellipsoidal~prolate! end of
the jet, an even thinner jet would extend from its tip, and
on, until the size of the secondary droplets reached zero.
the other hand, forQ.QR configurations in the form of an
oblate ellipsoid of revolution are stable against small axia
symmetric deformations.20,21 Since any external fields wil
deform a spherical droplet into an prolate ellipsoid, und
real conditions with Q.QR , according to Basaran’s
hypothesis,21 oblate spheroids cannot be observed. Howev
as we shall see, during the breakup of a jet such config
tions can develop naturally if the charge on the second
droplet exceeds a critical value. Let us follow the dynam
of a jet after the lead droplet breaks away~Fig. 2b!. The
screening of the end of the jet by the charge of the fi
droplet causes the Laplace pressurepL , which tends to
shorten the jet, to dominate in this zone. Under these co
tions, the already familiar mechanism exciting surface cor
gation operates.8 The region where the nucleus of the seco
droplet adjoins the main part of the jet (R2,0) becomes a
zone with a reduced pressurepS ~inset to Fig. 3!. The flow of
liquid into this zone from the jet leads to the development
a constriction1! ~inset to Fig. 3! and to the simultaneous de
velopment, at its left, of a new region with an elevated pr

FIG. 2. a: Profiles of the droplet surface and the radial velocity~curves1–4!
for de50.3; a5300 g/s2; t50.0257, 0.0319, 0.0354, 0.0363 s. Inset:1 —
pS(z), 2 — p(z) at t50.0354 s. b:de50.5, a575 g/s2. The initial droplet
shape at the time the droplet/leader breaks away,t50.0799 s.~A magnified
view of the droplet is on the right.! Droplet radius for a spherical shape
r k50.1 cm, charge on the dropletqk50.085Q.
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surepS ~the next element of the corrugation or the next p
riod of the surface wave! owing to the development of a
curvature 1/R2.8 If the charge on the surface were neglecte
the process would proceed as shown above~Fig. 1!. In this
case~the lower part of Fig. 3!, however, the screening of th
tip of the jet ~emitter! decreases as the lead droplet mov
away, and this causes an influx of charge. The pres
pE(zc) that draws out the jet increases. A second drop
rushes in behind the first and the electric field in the zo
where the crest of the surface wave develops~in the future,
the third droplet! increases so much as a result of the red
tribution of the charge, that a minimum appears in the pro
of the total pressurepS ~point M in Fig. 3!. The influx of
liquid into this zone rises and the amplitude of the cr
increases. This leads to further charge accumulation an
negative pressurepS ~inset to Fig. 4!. Thus the initial corru-
gation generated in the course of nonlinear wave proce
transforms into an aperiodic instability regime.

As the jet evolves, the characteristic stepped surface
file, which is observed in experiments,17 develops~Fig. 4!.
The necks joining the second and third droplets adjoin
gions of reduced pressurepS to their left and right. This
situation ends, as is known,8 in the breakup of the jet at two
points ~see theV0(z) profile in Fig. 4; z1,2'3.78, 3.88 cm!
and the formation of a thin, elongated satellite. Naturally
will also break up, in accordance with the above scenar
and generate a multitude of microscopic droplets.

We did no further calculations of the process, but t
formation of the next droplet is already noticeable in t
radial velocity profile~inset to Fig. 4!. The secondary drop
lets will approach a spherical shape as the residual charg
the initial droplet~the electric field at the tip of the emitter!
decreases with time.

Droplet formation is, therefore, entirely determined
nonlinear electrohydrodynamic phenomena at the end of
jet. Previously formed, charged droplets affect the nuclea

FIG. 3. Self-excitation of corrugation on the jet surface after breakawa
the droplet/leader~the continuation of the variant of Fig. 2b!. Profiles of the
surfaces and pressurespL(z), pE(z), and pS(z) ~the corresponding sub
scripts are indicated beside the curves! for t50.0811 and 0.0803 s~inset!.
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of new droplets through their electric fields. Thus we sho
expect some scatter in the sizes of the main droplets and
satellites.~Microscopic droplet chaos of this sort has be
observed in liquid metal ion sources.22!

In the version we examine here~Figs. 2–4!, the rela-
tively large de and viscosity of the liquid~parameterm8)
caused initial ejection of a jet whose size was such that, in
main part~outside the droplet formation region!, the Laplace
pressure exceeded the electrical pressure~Fig. 3!. For small
supercriticalitiesde and largea ~smallerm8), a thinner jet
develops, so that the ratio ofpL andpE at its lateral surface
changes:pL,pE . In this case, after part of the charge
ejected, we return to the previous~softer, so to say! droplet
formation regime. But the initial stages of the breakup of t
jet have a somewhat different mechanism for self-excitat
of the corrugation in the surface~Fig. 5!. Before discussing
the physical bases of this phenomenon, let us make a sim
mathematical analysis of the topological properties of
function pS(z) in that part of the liquid which can be calle
a jet. In the variant of Figs. 2b and 3, a function that rises
the left (dpL /dz.0, sincedR1 /dz,0) ends on the right
with a region where it falls (dpS(z)/dz,0), the electrical
charge accumulates, and the electrical pressure dominate
the intermediate region,pS(z) should haveN maxima and
N21 minima. For N51 ~the ‘‘fundamental’’ mode!, the
highly charged tip of the jet withpS,0 is cut off ~for the
profile of Fig. 2b, to the left of the droplet/leaderpS.0).
The modesN52 and above correspond to cutoff of the dro
let with subsequent excitation of a surface wave~to the left
of the cutoff zone! by the main pressure jump~inset to Fig.
3, N52).

In the variant shown in Fig. 5 a fairly protracted zone
develops in whichpS(z),0. From the standpoint of topol
ogy, there is no prohibition on the formation of a pressu
maximumpS(z) to the left of this zone. This sort of pressu
jump actually does develop in the later stages of evolution
the jet and ‘‘threatens’’ to cut it off at the base as a who
To generate droplets from the jet, itself, maxpS(z) must oc-
cur in the region wheredpS(z)/dz,0 at the left and right

f

FIG. 4. Spatial variations in the characteristics of the jet~continuation of
Fig. 3! at the time a second droplet breaks away:t50.0815 s,r k50.012 cm,
ratio of the chargeqk to the corresponding critical valueqR equals 1.277.
The inset above shows fragments ofV0(z), pS(z) ~1! andp(z) ~2!.
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ends. Under these conditions, however, extrema can dev
only in pairs (max and min, Fig. 5a!. Thus a constriction
which cuts a droplet off from the tip of the jet~point M ) is
inevitably accompanied by a broadening of the flow chan
~point N) – a prototype of the next~second! droplet. Physi-
cally, the extrema in the pressurepS(z) develop in the fol-

FIG. 5. Illustrating the mechanism for excitation of corrugation in the
surface for smallde . a: — Profiles of the surface and pressures forde

50.05, a51200 g/s2 at t50.06177 s~the inset shows the overall form o
the a(z) curves shown in Fig. 5b and 5c!; b: continuation of Fig. 5a:a(z),
V0(z) ~dotted curve! for t50.06181 s; c:a(z,t50.1508 s),de50.08, a
575 g/s2; d: continuation of the variant of Fig. 5b: profiles of the jet surfac
pL(z), pE(z), andV0(z) ~dotted curve! Dt51.731025 s after breakaway of
the head of the jet at the pointz51.13 cm~Fig. 5b!. The inset showspS(z)
within the interval@0;1.09#.
lop

l

lowing way. If the values ofpL depend only on the loca
curvature of thea(z) profile, then, besides this factor, th
magnitude of the electric field is determined by the distrib
tion of the charge over the entire surface of the deform
droplet. In Fig. 5a, the reduction inpE on approaching the
end of the jet~where a negative curvature 1/R2 appears!
begins earlier than the reduction in the pressurepL because
of the screening effect of the charge at the tip, which
increasing with time. The shift in the peaks ofpE and pL

creates the two extrema inpS(z).
The lowered pressurepS(z) in the region of pointN ~like

the Laplace overpressure in the variant examined before;
3! initiates self-excitation of corrugation in the surface in t
direction of the base of the jet. The formation of a seco
drop causes electrical charge to accumulate on its sur
and a zone with negative curvature 1/R2 to form to the left of
it. Conditions for formation of a new pair of extrema i
pS(z) are created, etc.

In a later stage of breakup, a distinctive surface profile
observed~Fig. 5b!. In this experimental situation it is diffi-
cult not to attribute this profile to some uncontrolled pertu
bations, but, as we have seen, it is the natural evolution
charged jet. If we increase the viscosity parameterm8, then
with the same mechanism for the initial corrugation, the
profile will be smoother~Fig. 5c!.

Figure 5d shows the characteristics of the jetDt51.7
31025 s after it has broken off at the pointz51.13 cm of
Fig. 5b. Points 1 and 2 correspond to the fourth min and m
pair in pS(z). The formation of the following constrictions
and crests can be seen in theV0(z) profile. The ‘‘principal’’
maximum of the pressurepS(z) has formed nearz'1.07 cm
~inset!. This is a transition region between droplet and j
where the liquid accelerates in the radial~toward the axis!
and longitudinal directions before entering the jet. Sub
quently, the loss of charge during generation of second
droplets causes a reduction in the electrical pressure on
surface of the jet and a contraction of the zone wh
pS(z),0. Droplet formation enters the regime shown
Figs. 2b, 3, and 4. In the concluding stage, the jet may be
off as a whole in the transition region~a similar effect de-
velops in Fig. 4,z53.78 cm!.

If a constant potential is maintained on a jet, then afte
large number of droplets have been generated in the in
electrode gap, the electric field on the jet will decrease ow
to its being screened by secondary droplets. Periodic b
koff of the jet from the Taylor cone in liquid metal ion
sources produces low frequency oscillations in the
current.22 As for the ion generation process in these devic
based on the results obtained here~Figs. 4 and 5!, it is diffi-
cult to conceive that it can take place from a ‘‘hemispheri
tip,’’ as assumed in a number of papers on the theory
these sources.14,22

The possible effect of an electric field on the coefficie
of surface tension has been neglected in our calculations
the most important region for droplet formation~Fig. 5d!,
pE.pL . Corrections to the Laplace pressure do not cha
the physical essence of these phenomena.

Any local pressure perturbations in the region where s
face waves are excited~Figs. 3 and 5! will be damped over a

t
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distanceDz from the localization region in proportion t
exp(23uDzu/rc) (r c is the jet radius! according to Eq.~9!; that
is, they hardly exist forDz'6r c . During self-organization
of the structure of the liquid flow and the surface press
profile, elements with a characteristic size'2r c appear,
which have been broken off from the tip of the emitter by t
strong electric field. Thus in the variants shown in Figs
and 5d, the droplet radiusr k in the initial generation period is
of the order of the jet radius (r k /r 0'2.431022 and 6
31023; qk /Q'1/300, 1/700;qk /qR'1.3 and 3, whereqR

is the critical charge for a spherical droplet shape!. As the
electric field at the jet surface decreases, the scenario
droplet formation approaches the regime shown in Fig
(r k'1.8r c).

Let us note yet another feature of droplet formation.
we saw above, the secondary droplets are in the form
oblate spheroids with electrical charges above the crit
level. These configurations are unstable with respect to s
deformations into a triaxial ellipsoid.23 Thus we present the
scenario for the evolution of the secondary droplets as
lows. Microscopic jets develop in the equatorial part of t
oblate spheroids and new droplets are generated. This
cess is possible for the lead droplets in Figs. 4 and 5 u
breakoff from the initial droplet. If, on the other hand, th
excess charge is not too high~the instability growth rate is
low!, then breakup of the secondary droplets~with ejection
of jets in a direction perpendicular to the direction of motio!
will be observed near the tip of the initial jet. As the micr
scopic droplets are generated, the droplet charge falls be
critical. The radial compression of the droplet owing to t
Laplace pressure transforms it~because of inertia! into a pro-
late ellipsoid. Under these conditions, a third stage of
formation is possible~in a zone further from the emitter!,
again in the longitudinal direction, even ifqk,qR .24 This
type of dynamics for multistep droplet generation has b
reported before, but the observed breakup of oblate and
late ellipsoids was attributed to random aerodynam
effects.16,25

As an illustration of the third stage of droplet formatio
let us consider the breakup of an uncharged spherical dro
in an external electric field that is below criticalE50.9ET .
~The critical field is24 ET51.625(a/r 0)1/2.! As it stretches
out along the field, the droplet passes the equilibrium po
tion as a result of inertia and is sufficiently deformed f
instabilities to develop at its tips~Figs. 6a and b!.

In Figs. 4, 5b, and 6b, characteristicpS(z) and V0(z)
profiles with three extrema develop in the regions where
crest of the surface wave has developed (pS(z),0, V0.0).
Figure 6c shows a typical structure of the spatial distrib
tions of the electrical and Laplace pressures in this kind
zone. As the crest develops,pE(z) andpL(z) increase at its
peak and decrease to the right and left because of the inc
ing negative curvature of the surface, 1/R2. As a result, the
initial minimum in the total surface pressurepS , which
stimulates the development of the crest, splits into t
minima. ~See Fig. 6c; see also around pointM in Fig. 3 and
the inset with a fragment ofpS(z) in Fig. 4.! Note that the
increase in the Laplace pressure at the peak of the crest
cedes the increase in the electrical pressure and limits
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development of surface instabilities in the nonlinear stag
As these calculations show, even before they break a
from the jet, the oblate spheroids formed at the tip of t
emitter undergo small, axially symmetric~according to our
model! oscillations about some equilibrium position.

Droplet generation from a jet of highly conducting
charged liquid is, therefore, determined by a complex of n
linear electrohydrodynamic processes: excitation of non
ear surface waves in relatively low electric fields at the tip
the emitter and of short-wavelength aperiodic instabilit
with the formation of pairs of extrema in the total surfa
pressure in strong fields, formation of secondary droplets
the form of oblate ellipsoids, formation of extended satelli

FIG. 6. Breakup of an uncharged droplet in an external electric fieldE
50.9ET , a575 g/s2. a: Time dependence of the velocity of the jet tipUc

5U(zc ,t); the inset showsa(z,t50.1228 s); b: fragments of the surfac
profile and radial velocity near the tip att50.1228 s; c: fragments ofpL(z),
pE(z), pS(z) and a(z) in the region where the jet widens substantiallyt
50.1228 s!. The extrema ofpS(z), 1 and 2, are the zones where constric
tions on the jet surface and the subsequent crest of the wave develop~see the
V0(z) profile in Fig. 6b!.
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~which break up into a series of microscopic droplets follo
ing the same scenario as for the main jet!, and stepwise
breakup of the secondary droplets through the generatio
microscopic jets perpendicular and parallel to the direct
of motion ~the direction of the external electric field!.

1!The development of a constriction under these conditions is an essen
nonlinear effect. According to the linear theory, for short-wavelength p
turbations the surface pressure increases monotonically withz on going
from the zone of the minimum jet radius as the jet expands, and a
striction cannot develop. However, because of nonlinear effects in
formation of thepL(z) profile, in our case the minimumpS lies to the right
of the constriction.
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Instability of a bubble in a liquid dielectric in an external electrostatic field
A. I. Grigor’ev, S. O. Shiryaeva, and A. N. Zharov

P. G. Demidov Yaroslavl State University, 150000 Yaroslavl, Russia
~Submitted June 26, 1998!
Zh. Tekh. Fiz.69, 10–13~November 1999!

The sizes, charges, and number of daughter bubbles emitted during the development of
instability with respect to the polarization charge in a uniform electrostatic field of a gas bubble
in a liquid dielectric are found on the basis of the Onsager principle of minimum energy
dissipation for nonequilibrium processes. ©1999 American Institute of Physics.
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INTRODUCTION

The instability of bubbles in dielectric liquids in stron
electric fields is of interest in various areas of applied ph
ics, in particular, for the theory of breakdown in liquid d
electrics. The experimental study of electrical breakdown
liquid dielectrics has been quite complete. Observati
show that breakdown is preceded by the formation, near
cathode, of a vapor-gas microbubble which subseque
grows. In a uniform external electrostatic field the bubb
loses its spherical shape and is drawn out along the fiel
form a figure close to a prolate spheroid.1,2 In a sufficiently
strong electric field, the spheroidal bubble becomes unsta
emitting protuberances develop at its ends and small da
ter bubbles begin to be ejected from them and carry away
excess charge.3 Photographs show that at the time the dau
ter bubbles are ejected, the shape of the bubble is very c
to that of a prolate spheroid and that the parent bubble e
several tens of daughter bubbles, which form two clust
one at each of the emitting protuberances.3 The daughter
bubbles have linear dimensions two orders of magnit
smaller than the bubble which became unstable.

The breakup of bubbles in strong electric fields has b
studied very little theoretically. In this connection, the the
retical study of the dispersion of a bubble in a liquid diele
tric in an external electric field is of considerable curre
interest. The present paper is devoted to this problem.

1. We consider an initially spherical bubble of radiusR0

formed during local electrical breakdown in a liquid diele
tric and filled with a discharge plasma. Let the liquid have
high heat capacity~so we can neglect the change in the te
perature of the system during the instability! and let there be
a uniform electrostatic field of strengthE /« in it, where« is
the dielectric permittivity of the liquid. Under the influenc
of the electric fieldE the bubble elongates alongE to pro-
duce a shape similar to a spheroid of rotation, thereby
creasing its volume so that the radius of an equally la
sphere increases toR. The charged particles that fill th
bubble at the initial time, with their different signs, partial
recombine and partially settle on the bubble walls, there
causing its polarization in the fieldE . Under the influence o
the component of the electrostatic field tangential to
bubble surface, the charges that settle on the walls will
1261063-7842/99/44(11)/4/$15.00
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redistributed over the spheroidally deformed surface a
cause the charge concentration at the tips to increase.

The characteristic time for balancing of the electric
potential on the bubble surface is given bytq5«R/(xE),
while the characteristic instability development time istu

5@rR3/s(12w/(16p))#1/2 ~Refs. 4 and 5!. In these formu-
las,w5E2R/(«s) is the Taylor parameter, which characte
izes the stability of the bubble with respect to the polariz
tion charge,6 x is the surface mobility of the charge carrie
on the interface between the media,r is the density of the
liquid, and s is the coefficient of surface tension at th
liquid-gas interface.

If x is small and the characteristic timetu for the insta-
bility to develop is much shorter than the characteristic ti
tq for the electrical potential to equilibrate, i.e.,tu!tq , then
the bubble surface can be regarded as nonconducting du
the duration of the instability and the charge assumed to
frozen into the surface. When this kind of bubble becom
unstable with respect to the polarization charge that has
cumulated on its surface, it breaks up into two equal dau
ter bubbles that carry equal charges.7 If, on the other hand,x
is so large that the characteristic timetu for instability of the
bubble with respect to the surface charge is much longer t
the time for equilibration of the electrical potential on th
bubble surface, i.e.,tq , i.e., tq!tu , then the latter can be
assumed to be ideally conducting.

We now estimate the characteristic timestq and tu for
the particular case of a particle with radiusR51023 cm in
hexane, assuming thatr50.66 g/cm3, s518.42 dyn/cm,
«51.88, the breakdown electric field strengthE5670 g1/2/
cm1/2s, and the surface charge carrier mobility isx51 cm3/2/
g1/2. Then the characteristic time for the instability to d
velop is tu50.231024 s, the characteristic time for equili
bration of the electrical potential on the surface of the bub
is tq50.231025 s, andtq@tu . We shall examine this situ
ation in more detail below.

2. The change in the potential energy of a bubble a
stretches out into a spheroid and its volume changes u
the influence of the pressure of the electric fieldE can easily
be written down in a linear approximation with respect to t
square of the eccentricitye2 of the parent bubble,
7 © 1999 American Institute of Physics
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DU54psR2S 11
2

45
e4D2

E2R3

2« S 11
2

5
e21

58

175
e4D

2PV ln
V

V0
1Pat~V2V0!24psR0

21
E2R0

3

2«
, ~1!

where V0 and V are the initial and final volumes of th
bubble andP andPat are the pressure of the vapor-gas m
ture in the bubble and atmospheric pressure.

Since the equilibrium state of the bubble corresponds
a minimum potential energy, in that state the conditions t
the derivatives of Eq.~1! with respect to the independen
variablese2 andR equal zero should be satisfied. This yiel
two equations in the linear approximation ine2 which deter-
mine the critical conditions for instability of a spheroidal g
bubble in a fieldE ,

e25
9

16p
w,

~P2Pat!R

2s
[b512

3

16p
w. ~2!

Equation~2! shows that, as opposed to a liquid droplet
a uniform electric fieldE ,6,8 the critical conditions for insta
bility of a gas bubble inE depend on the gas pressure, wh
is determined by the dimensionless parameterb.

3. When a bubble elongates in a fieldE , the charge con
centration at the tips of the spheroid can increase so m
that, as for a droplet in a fieldE ,6,8 an instability of high
modes of capillary waves develops on the bubble surface
their superposition leads to the formation of emitting pro
berances at the tips, from which the emission of char
daughter bubbles begins and carries away the excess p
ization charge.3,6,8 Because of viscous dissipation of the k
netic energy of the daughter bubbles and the braking ef
of the electric field of previously emitted bubbles wi
charges of like sign, the daughter bubbles rapidly come
halt. Finally, in the neighborhood of the tips of the sphero
at a distanceL5ma from the tips of the parent bubble (a is
the major semiaxis of the parent bubble andm is a numerical
parameter!, the daughter bubbles form a cluster.3 In the fol-
lowing qualitative analysis, the electric field of the cluster
daughter bubbles in the neighborhood of each of the tip
replaced by the field of an equivalent point charge locate
distanceL from the tip of the parent bubble with a charg
equal to the total charge of the entire cluster.

We assume that, as a result of the symmetry of the pr
lem, then-th emission event from opposite ends of the par
bubble produces two daughter bubbles with chargesqn

which are equal in magnitude but of opposite sign (qn

!ER2) and radiir n (r n!R). We shall also assume that th
n-th daughter bubble, which lies in the total electric fie
created by the external source,E , plus the polarization
charge of the parent bubble, has the shape of an pro
spheroid with eccentricityen , which we shall determine by
an iteration procedure below.

During breakup of the parent bubble, there is a chang
the potential energy of the system which equals the sum
the change in the energy of the surface tension forces,
change in the intrinsic electrostatic energy of the bubbles,
energy of their electrostatic interaction, and the work of co
o
t
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pression or expansion of the bubbles owing to nonprop
tionate changes in the electric and Laplace pressures du
emission of daughter bubbles.

We shall assume that the daughter bubbles contain a
at pressurePn . Taking the temperature of the system to
constant, it is easy to find the change in the potential ene
of the system owing to then-th breakup. In a linear approxi
mation in terms of small quantities~the radiusr n and charge
qn of a daughter bubble!, we obtain

DUn58psr n
2A~en!1qn

2 B~en!

«r n
12qn

ERV~nn!

«

12
qn

«L (
i 51

n21

qi22PnVn lnFVn

Vn
0G12Pat@Vn2Vn

0#,

~3!

A~en!5
1

2 S ~12en
2!1/21

sin21en

en
D ~12en

2!21/6, ~3a!

B~en!5
~12en

2!1/3

en
tanh21en , nn5S 11

jn

a2D 1/2

, ~3b!

V~nn!5
e~nn21!2nntanh21@e~nn21!~nn2e2!21#

~12e2!1/3~ tanh21e2e!
,

~3c!

wherenn is the distance between the centers of the par
and daughter bubbles, measured in terms of the major s
axesa of the parent bubble,jn is the spheroidal coordinate o
then-th daughter bubble,9 andVn

0 andVn are the volumes of
the daughter bubble before and after the volume change

In Eq. ~3! the first term describes the surface energy
the two daughter bubbles, the second, their intrinsic elec
cal energy, the third, the energy of interaction of the dau
ter bubbles with the parents, the fourth, the energy of
interaction of the cluster of bubbles with then-th daughter,
and the fifth and sixth, the work done by the gas during
isothermal change in the volume of the daughter bubbles

As in the dispersion of a highly charged bubble,6,8 the
emission process will continue until the Coulomb for
which detaches the daughter bubble exceeds the Lap
force 2psr n* restraining it (r n* is the radius of the constric
tion connecting then-th detaching bubble to the parent!.
Given that the field strength at the detachment point is de
mined by the field of the parent bubble and the field from
cluster of previously detached daughter bubbles, it is eas
find the condition for breakaway of a daughter bubble fro
the parent,6,8

anXn~12en
2!1/6

8
<

w

16
YnH T~nn!2

~12e2!2/3

m2 (
i 51

n21

YiJ ,

~4!

where

T~nn!512
tanh21~enn

21!2enn~nn
22e2!21

tanh21e2e
, ~4a!
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Yn5
qn

ER2
, Xn5

r n

R
, an5

r n*

bn
, ~4b!

Yn and Xn are the dimensionless charge and radius of
n-th daughter bubble, andbn is the minor semiaxis of the
n-th daughter bubble.

The first term in the curly brackets of Eq.~4! is charac-
terized by the electric field strength created by the par
bubble at the point where then-th daughter bubble break
away and the second is determined by the electric fi
strength of the cluster of previously emitted daugh
bubbles.

Since the process of ejecting excess charge by emitti
large number of daughter bubbles is a nonequilibrium sec
order, stationary process, we require, in view of the Onsa
minimum energy dissipation principle for nonequilibriu
processes,10,11 that the change in the potential energy of t
system during emission of the next bubble should be
tremal, i.e., that the condition ](DUn)/]qn50,

FIG. 1. The dimensionless radiiX ~1!, chargesY ~2!, and specific chargesZ
~3! as functions of bubble order number forw53.0 andm51.

FIG. 2. The number of daughter bubbles as a function of the undefi
parameter forw52.0 ~1!, 2.5 ~2!, 3.0 ~3!, 3.5 ~4!.
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](DUn)/]r n50 be satisfied. Taking the partial derivative
of Eq. ~3!, we obtain two equations besides Eq.~4! for find-
ing the three unknownsXn , Yn , andnn :

Yn

B~en!

Xn
1V~nn!1

~12e2!1/3

m (
i 51

n21

Yi50, ~5!

and

XnA~en!2
w

16p
Yn

2 B~en!

Xn
2

2hnbXn
250, ~6!

where

hn5
Pn2Pat

P2Pat
. ~7!

4. For e250.7, hn5h50.6 ~calculations show that the
daughter bubble has a charge close to the limit in
Rayleigh stability sense, so it expands!, b50.75, and various
fixed values of the parametersw, an , andm, the system of
Eqs.~4!–~6! can be used to calculate the dimensionless ra
and charges of the daughter bubbles. In these calculat
~illustrated in Fig. 1!, it became clear that, as for the inst
bility of a highly charged droplet,6,8 the radii and charges o
the daughter bubbles increase with the number of the dau
ter. Thean were assumed equal toa50.9, by analogy with
a droplet, since calculations of the breakup of charg
droplets8 with a50.9 give the best agreement between t
calculations and experimental data.8,12 m51 was chosen on
the basis of photographs.3

The calculations also showed that, as for a droplet,
increase in the Taylor parameterw of the parent bubble lead
to a rise in the number of daughter bubbles,13 as can be seen
in Fig. 2, where the numbern of emitted daughter bubbles i
plotted as a function of the undetermined parametera for
different fixed values of the Taylor parameterw of the parent
bubble.

The number of daughter bubbles rises, both when
Taylor parameter is increased and when the distance to
clusters of daughter bubbles becomes greater.~A situation
with L@a may occur, for example, for bubbles in low vis
cosity liquids.! As L increases, the number of daught
d

FIG. 3. As in Fig. 1, form510.



ve
-
s

ud

i-
er
w
ig

di
s

n
,
b
tte

p.

p.

.

a

.

k.

1270 Tech. Phys. 44 (11), November 1999 Grigor’ev et al.
bubbles increases, while their radii and charges change
little, as can be seen in Fig. 3~which illustrates the calcula
tions form510). It is easy to see from a comparison of Fig
1 and 3 that, asL increases fromL5a to L510a, the num-
ber of daughter bubbles increases by an order of magnit

CONCLUSION

When a bubble in a liquid dielectric in an external un
form electrostatic field becomes unstable, it emits sev
dozen fine, highly charged daughter bubbles which form t
clusters at each of the emission protuberances in the ne
borhood of the tips of the parent bubble. Increasing the
tance from the surface of the parent bubble to the cluster
previously emitted bubbles by an order of magnitude~by
reducing the viscosity of the liquid! leads to an increase i
the number of daughter bubbles by an order of magnitude
well. Increasing the Taylor parameter for the parent bub
leads to a substantial increase in the number of emi
daughter bubbles.
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Microwave streamer discharge in a supersonic air flow
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Data are presented from experiments on the ignition of a pulsed, triggered microwave streamer
discharge at the focus of a cm-bandTEM wave in an immersed supersonic air jet. It is
shown experimentally that for velocities of the air in the jet up to 500 m/s, the structure of the
discharge remains qualitatively unchanged and retains its streamer character. The finite
size of the transverse cross section of the jet determines some features of the discharge. ©1999
American Institute of Physics.@S1063-7842~99!00311-6#
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Pulsed microwave gas discharges in electromagn
beams with aTEM field structure at centimeter wavelengt
l in gases at pressuresp above a thresholdpthr determined
by the gas species, exist in the form of streamers.1 In inte-
grated photographs with exposure timeste exceeding the du-
ration tp of the microwave pulse, this kind of discharg
shows up as a complicated composite of thin plasma ch
nels. Studies of the time evolution of these discharges s
that the channels, or streamers, that make up the disch
are continually lengthening and branching.

One of the main properties of a developed microwa
streamer discharge is that it absorbs almost all the elec
magnetic energy incident on it. This is a significant diffe
ence between microwave streamer discharges and spa
uniform discharges.

Another important feature of microwave streamer d
charges is that the streamers of which they are compri
like streamers in a dc field, can grow into a region of t
electromagnetic beam where the amplitude of the elec
component of the initial field,E0, is substantially lower than
the critical breakdown amplitudeEk ~Ref. 2!. In practice, this
makes it possible to produce microwave streamer discha
in an electromagnetic beam for whichE0!Ek throughout its
entire volume. Here the conditions for breakdown are crea
by special measures only within its local region. In int
grated photographs, such subcritical triggered discha
show up as a ‘‘tangle’’ of plasma channels which expa
with tp from the initiation site to the discharge bounda
facing the microwave source; that is, the discharge pro
gates toward the radiator and one can introduce the con
of a discharge front velocityVfr . High speed photography o
subcritical discharges shows that the main energy tran
processes in the discharge region take place right at its fro3

In the front, isolated streamer segments comparable tol/2
successively form resonant plasma dipoles that ensure
sorption of the electromagnetic energy. Behind the ‘‘fron
the discharge plasma actually begins to decay.

A microwave streamer discharge atl58.5 cm was pro-
duced in air withp.pthr560 Torr and a triggered varian
with a developed structure was produced w
E0.1.5 kV/cm andtp.10ms.4 Scanning photographs sho
that the resonant portions of the streamers which appea
1271063-7842/99/44(11)/5/$15.00
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the discharge front radiate intensely in the visible spec
range for a timetsv of several microseconds.3 Under these
conditions, the average velocity of the front can be estima
from the empirical formula5

Vfr5~1/A3!~33104Ap11.731022E0pl!; cm/s, ~1!

wherep has dimensions of Torr,E0 is in V/cm, andl is in
centimeters. The second cofactor is the average rate
growth of the streamers which form the discharge,Vstr, and
the first reflects the fact that they propagate predomina
upstream and perpendicular to the microwaves.

It is clear from Eq.~1! that for a pressurep of hundreds
of Torr, Vstr is of the order of 106 cm/s. For comparison, we
also introduce the value ofEk in air:2

Ek51.2310215n; V/cm, ~2!

wheren is the density of air molecules in cm23.
The two properties of this type of discharge noted abo

are decisive to its practical applications. Indeed, on o
hand, a microwave streamer discharge uses the electrom
netic energy incident on it with high efficiency, while, on th
other, its triggered subcritical variant requires comparativ
low power and practically accessible microwave sourc
even at very high gas pressures. At the same time, for ce
applications, such as in aerodynamics,6–9 it is necessary to
know how this kind of discharge behaves in gas flows,
cluding supersonic ones. Using Eq.~1! as a reference, we
may assume that, for flow velocitiesVF<105 cm/s, the dis-
charge structure and properties will not change significan
Nevertheless, this assumption requires experimental verifi
tion.

In this paper we present data from experiments on
ignition of pulsed, triggered subcritical microwave stream
discharges in aTEM beam in a supersonic air jet. Sinc
microwave streamer discharges produced in electromagn
beams in gas flows have been little studied, at this stag
our study primary attention has been directed at the fun
mental aspects of the problem. The problem was: will a s
critical microwave discharge atp.pthr develop at all in a
flow and retain its streamer structure?

In the experiments we used an apparatus that has b
described previously,1,3,4 with some modifications. The ex
1 © 1999 American Institute of Physics
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perimental arrangement is shown in Fig. 1. Shown ther
the vacuum chamber~1!, a mirror ~2! for focusing the mi-
crowave radiation, a triggering microwave dipole~4! located
at the focus, and a dielectric tube~5! which shapes the su
personic jet that flows around the trigger. In the experime
the microwaves were focused onto the center of the ves
The vessel and tube were first pumped to a pressurepk . At a
given time the outer end of the tube was opened to the
mosphere (p05760 Torr! and air began to flow into the ves
sel. Then the microwave generator was turned on afte
fixed delay. The discharge that developed in the focal reg
was photographed withte@tp .

Linearly polarizedTEM radiation with a plane phas
front was used in the experiments. It was incident on
vessel at the focusing mirror. In the focal region the tra
verse distribution of the field amplitude of the beam w
close to Gaussian with a characteristic size of 5 cm. Alo
the beam axis, the field was roughly uniform over a length
a few centimeters. The microwaves had a wavelength
l58.5 cm, a field amplitude ofE0<7.2 kV/cm at the focus,
and a pulse duration oftp540ms.

The trigger consisted of a copper wire with a diameter
0.8 mm and a length of 4 cm. It was placed at the focus
the electromagnetic beam parallel toE 0 and attached to th
middle of a plexiglas ruler~item 3 in Fig. 1! with a width of
25 mm and a thickness of 6 mm. The ruler passed thro
the focus and was perpendicular to the direction of the ra
tion, which was characterized by a Poynting vectorP 0 and
field vectorE 0. Its wide side was parallel toE 0. In order to
reduce the effect of the ruler on the air flow in the region
the proposed discharge, the ruler was chamfered in its tr
verse cross section, as shown in Fig. 1. The trigger was
tened to the flat side of the ruler, which was turned tow
P 0.

The dielectric tube used to shape the supersonic jet
an inner diameterdssj55.4 cm and a length of 81 cm. Th
axis of the tube was collinear with the axis of the trigger. T
open outlet end of the tube was located 10 cm form
focus. The outer end of the tube was sealed from the at
sphere by a diaphragm of polyethylene- terephthalate, a

FIG. 1. A sketch of the experimental apparatus for igniting subcritical t
gered microwave streamer discharges in supersonic air flows:1 — leakproof
vessel,2 — focusing mirror,3 —ruler, 4 — trigger dipole,5 — tube,6 —
breakable diaphragm,7 — microwave absorbers,8 — TEM wave.
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electric film with a thickness of 20mm ~item 6 in Fig. 1!. A
nichrome wire with a diameter of 0.1 mm and a length o
cm was placed next to the outside of the diaphragm. T
wire was connected to the discharge circuit of a high volta
capacitor. When the capacitor was discharged, the wire
ploded and broke the film. From that time, a linear influx
air into the vessel began at an experimentally measured
of 0.38 Torr/ms.

In the experiments the timeDt between the breaking o
the film and the delivery of the microwave pulse was spe
fied. The value ofDt was estimated in advance from th
expected flow velocityVF . Here it was kept in mind that, in
the focal region, the flow had already been able to form
there was, as yet, no reflection of the jet from the vessel w
opposite the tube, located 45 mm from the focus. During
experiments the value ofDt was determined more accu
rately, since it was difficult to predict the time the diaphrag
would break.~In the experiments it was found that this tim
lay within a range of a few milliseconds.!

Figures 2–7 show pictures of triggered subcritical m
crowave streamer discharges obtained during the exp
ments. In them the radiation travels from right to left andE 0

lies in the plane of the figure and perpendicular toP 0. In
order to explain the perspective in the pictures we introd
a right-hand Cartesian coordinate system with its origin
the focus of the electromagnetic beam, itsY axis directed
oppositeP 0, and itsZ axis directed upward in the figure
Now, if we superimpose spherical coordinates on it, the a
of the camera objective forms a latitudinal angleu5110°
relative to theZ axis and a longitudinal anglew520° with
respect to theX axis. In the photographs the length of th
trigger dipole can serve as a scale length for the image.

Figure 2 shows a discharge without a flow

-

FIG. 2.
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pk5300 Torr and E057.2 kV/cm. The characteristic
‘‘tangle’’ of streamer channels can be seen and, to the
the vertical luminosity broken in the middle is a reflectio
from the vertical piece of the mirror clamp, which is far fro
the discharge region~about 35 cm along theX axis!. The
bright uniform formation on the left of the ‘‘tangle’’ is a
discharge over the surface of the ruler at the place whe
comes into contact with the trigger dipole. Above and bel
it are the more brightly emitting ends of the trigger dipo
~the luminosity of the lower end is somewhat more distinc!.
The discharge extends about 6 cm upstream of the mi

FIG. 3.

FIG. 4.
ft,

it

o-

wave radiation, which corresponds toVfr>1.53105 cm/s
and, therefore, toVstr>2.53105 cm/s. ~The Vfr estimated
from the photograph can be compared with the value ca
lated using Eq.~1!. Here it should be kept in mind that Eq
~1! represents averaging both overtp and over a series o
pulses; that is, the average estimate ofVfr from Fig. 2 corre-
sponds to just this situation.!

Figure 3 shows a discharge with the samepk5300 Torr
andE057.2 kV/cm, but with a jet, forDt510 ms. The outlet
end of the tube that forms the jet is visible at the bottom
the picture. It is illuminated by the spark from the explodin
wire which broke the seal on the tube. Tracks formed
‘‘fragments’’ of the wire and diaphragm entrained by the a
flow can also be seen. To some extent, they provide a vi
representation of the jet. As before, reflections and illumi
tion of the ruler by the discharge can be seen to the left. I
evident that the distance moved by the discharge toward
radiator when the jet was present did not change sign
cantly; that is,Vfr andVstr are essentially unchanged. In th
geometry, in the initial stages of its development the d
charge is in the flow and then propagates in air that has
yet moved. This shows up in the photograph as strea
channels that are somehow ‘‘smeared out’’ along the fl
when they lie within the flow~cf. Fig. 2! but have distinct
profiles outside the flow.

Figure 4 shows a discharge without a flow and withpk

5100 Torr andE057.2 kV/cm. At thispk the streamer chan

FIG. 5.
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nels which form the discharge are thicker and more diffu
than in Fig. 2. Figure 5 shows a discharge with the samepk

and E0 but with a jet at Dt550 ms. It shows a typica
streamer discharge. At the same time, the limited size of
transverse cross section of the jet gives it a certain asp
The discharge mainly develops around the jet, as if it s
rounded the jet and made its boundary visible.

In order to examine the discharge inside the jet in m
detail, Figs. 6 and 7 show discharges without and with a
respectively, forpk5100 Torr andDt510 ms, but already
with a lower E051.7 kV/cm. These photographs were o
tained with a longer focal length lens, i.e., with a shor
depth of field. The trigger is clearly visible in these picture

In Fig. 6, as before, the illumination of the ruler by th
discharge is clearly visible in the central portion of the tr
ger dipole along its surface at the place where the dip
comes into contact with it. Near its upper end, vaporizat
of the dipole material can be observed. Vaporization ta
place at the point where its surface comes into contact w
the high temperature plasma channels.

In Fig. 7, as before, the boundaries of the flow can
determined from the tracks. Here it is apparent that the
ture of the discharge has changed with addition of a
Under these conditions there is no discharge along the di
at the ruler surface. The discharge stretches out significa
along the flow. It occupies a larger volume. At the sa
time, the discharge was initiated by the dipole, which l
within the flow. The lower end of the dipole is subjected
vaporization, i.e., the flow has not reduced the temperatur
the plasma channels significantly. The channels emerg

FIG. 6.
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from the upper end of the dipole were substantia
‘‘smeared out’’ along the flow.

Let us comment on these results, given the estimate
the characteristic parameters of the jet in Figs. 3, 5, and
We shall assume that over the entire length of the tube th
is a critical flow10 ~in the experiments, always,p0 /pk.1.9).
Then, regardless ofpk , at its outlet cross section we obtain
static pressurepssj5400 Torr, air temperatureTssj5250 K,
and air flow velocityVssj5310 m/s, for a molecular densit
of nssj51.931019cm23.

Whenpssj.pk , as it comes out of the tube the jet tak
the form of Mach ‘‘rolls.’’ First it expands, while the stati
pressurepF in the flow decreases. Forpk5300 Torr the pres-
surepF equilibrates withpk as the jet diameterdF increases
beyond its outlet sizedssj by only 2%. At this cross section o
the jet, the Mach number of the flow will beMF51.23, with
VF5370 m/s, while the density of molecules in the flow w
be nF51.3•nk , wherenk51019cm23. For pk5100 Torr, at
the jet cross section wherepF equalspk these quantities are
dF51.3dssj, VF5500 m/s, nF51.8nk , and nk53.4
31018cm23.

These numbers show that forpk5300 Torr the density
nF at this cross section is 30% higher thannk ; that is, in the
flow Ek is 30% higher than the critical field in the motionle
air surrounding the jet. According to Eq.~2!, the latter is
Ek512 kV/cm. In this case, therefore, both in the flow a
outside it, only a subcritical discharge can develop withE0

57.2 kV/cm. Thus, the discharge shown in Fig. 3 is subcr

FIG. 7.
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cal and triggered, and develops in the flow in its initial sta
The diffuse smearing of the streamer channels inside
flow seen in the photographs does not necessarily refle
change in the growth of the streamers and in their ability
dissipate the electromagnetic energy. It only character
the duration of their luminosity. Note, however, that for t
time tsv estimated in Ref. 3, the absolute broadening alo
the flow of streamer channels perpendicular toV F should be
about a millimeter. In Fig. 3 the ‘‘broadening’’ is substa
tially greater. Further study is required to explain this d
agreement.

For pk5100 Torr, Ek54 kV/cm in the vessel and
7.2 kV/cm in the flow. Evidently, in this case, fo
E057.2 kV/cm the discharge should mostly ‘‘surround’’ th
jet, as shown in Fig. 5. ForE051.7 kV/cm, which corre-
sponds to Fig. 7, the conditions are subcritical everywhe
so the discharge can only be triggered within the jet a
outside it. The major differences between the discharge
Fig. 7 and the pattern shown in Fig. 6 are most likely as
ciated with an increased molecular density in the region
the trigger dipole when the flow is present.

These experiments on the ignition of microwa
streamer discharges in supersonic gas jets with velocitie
up to 500 m/s have shown that discharges under these
ditions are still streamer discharges. This result offers a
alistic possibility that this type of discharge might be used
applied aerodynamics for example, by transmitting elec
magnetic energy from aircraft8,9 in order to deal with the
shock waves from supersonic flight or to change the aero
.
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namic characteristics of the aircraft. At the same time,
order to study microwave discharges in jets, as for exp
ments in a dc field,6 the finite transverse dimensions of th
jet and the difference between the parameters of the ga
the jet and in the surrounding space must be taken into
count. Neglect of these factors can lead to significant mis
terpretations of the observed phenomena.

We thank K. V. Aleksandrov for help in doing the ex
periments.

1L. P. Grachev, I. I. Esakov, G. I. Mishinet al., Zh. Tekh. Fiz.55, 389
~1985! @Sov. Phys. Tech. Phys.30, 228 ~1985!#.

2A. D. MacDonald,Microwave Breakdown in Gases@Wiley, New York
~1966!; Mir, Moscow ~1969!, 205 pp.#.

3L. P. Grachev, I. I. Esakov, G. I. Mishinet al., Pis’ma Zh. Tekh. Fiz.
18~22!, 34 ~1992! @Sov. Tech. Phys. Lett.22~11!, 737 ~1992!#.

4L. P. Grachev, I. I. Esakov, G. I. Mishinet al., Zh. Tekh. Fiz.64~1!, 74
~1994! @Tech. Phys.39, 40 ~1994!#.

5L. P. Grachev, I. I. Esakov, G. I. Mishinet al., Zh. Tekh. Fiz.65~5!, 21
~1995! @Tech. Phys.40, 416 ~1995!#

6L. P. Grachev, N. N. Gritsov, G. I. Mishinet al., Zh. Tekh. Fiz.61~9!, 185
~1991! @Sov. Phys. Tech. Phys.36, 1073~1991!#.

7V .V. Vitkovski�, L. P. Grachev, N. N. Gritsovet al., Teplofiz. Vys.
Temp.28, 1156~1990!.

8L. P. Grachev, I. I. Esakov, G. I. Mishinet al., Zh. Tekh. Fiz.55, 972
~1985! @Sov. Phys. Tech. Phys.30, 586 ~1985!#.

9I. I. Esakov, Izv. Sib. Otdel. Akad. Nauk SSSR Ser. Tekh. Nauk, No. 1,
~1990!.

10L. G. Lo�tsyanski�, Mechanics of Liquids and Gases@in Russian#, Nauka,
Moscow ~1979!, 904 pp.

Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 44, NUMBER 11 NOVEMBER 1999
Range of existence of self-sustained, subcritical microwave streamer discharges
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Data are presented from a study of subcritical microwave streamer discharges in air in an
electromagnetic beam. It is shown that, depending on the degree of subcriticality, this kind of
discharge can have two forms: a self-sustained discharge and a discharge that is attached
to the initiating trigger. The range of subcriticality for the initial field is determined as a function
of air pressure within which the self-sustained developed discharge form exists. ©1999
American Institute of Physics.@S1063-7842~99!00411-0#
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It has been proposed1 that subcritical microwave dis
charges be used to clean the earth’s atmosphere of the F
which are destroying its ozone layer. It is assumed tha
discharge will be created in an electromagnetic beam form
by an earthbound antenna. The discharge will be initiate
the specified height above the earth’s surface by a syste
triggering dipoles and then maintained continuously by
electromagnetic radiation. Using an electromagnetic be
with fields significantly below the critical field for self
sustained breakdown of air at a given pressure makes it
sible to reduce the microwave power emitted by the ante
to a practically realizable magnitude. Employing a stream
discharge offers the possibility of using just a small num
of initial triggering dipoles. Here we are using the tenden
of these discharges to break away from the trigger and t
develop continuously and in a self-sustained fashion i
subcritical field as growing, branching streamer channels
the same time, as was noted in Ref. 1, the minimum exte
field level at which a discharge will break away from th
trigger and develop independently is unknown at presen
is very important to know this. It may turn out, for exampl
that it places a requirement on the microwave power requ
to implement this method of decontaminating the atm
sphere.

In this paper we present some results from experime
to determine the lower limit on the field for existence of
self-sustained~independently developing! subcritical micro-
wave discharge as a function of the air pressure.

The experiments were done on an apparatus which
been described in detail elsewhere.1 Linearly polarized elec-
tromagnetic radiation with a wavelengthl58.5 cm and
pulse durationt540ms was focused onto the center of
vacuum vessel. The characteristic size of the focal spot w
few centimeters. The initial amplitude of the electric field
the focus was varied fromE050.95 to 2 kV/cm and deter
mined to within 10%. The experiments were done in a sin
microwave pulse regime. The pauses between pulses we
least 1 min. The air pressurep in the vessel could be varie
from tens of Torr to atmospheric and was measured with
accuracy of61.5 Torr. A triggering dipole was placed at th
focus parallel toE 0. It consisted of a copper wire with
diameter of 2a50.8 mm and a length 2L of 2 or 3 cm.
1271063-7842/99/44(11)/6/$15.00
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In the experiments the discharge region was pho
graphed with an exposure timete@t. In the photographs
shown below the microwave radiation moves from right
left andE 0 is vertical. The dimensions of the triggers serv
as a scale for the images.

The experimental results for each of the trigger dipo
lengths indicated above are shown in Figs. 1 and 2 a
matrix of photographs in which the columns correspond t
particular pressurep and the rows, to a definite amplitudeE0

of the electromagnetic field. The photographs shown in F
1 correspond to 2L52 cm, p560, 100, 150, 200, and
400 Torr andE050.95, 1.2, 1.4, 1.6, 1.8 and 2 kV/cm. Th
maximum pressurep is limited by the feasibility of break-
down in air with a given trigger at the maximumE0 used in
the experiments.~For E052 kV/cm andp.400 Torr, the air
did not break down with this trigger.! The photographs
shown in Fig. 2 were taken for 2L53 cm. In this matrix,
besides columns and rows analogous to Fig. 1, there
column forp5760 Torr.

For analyzing the experimental data it is convenient
introduce the concept of the degree of subcriticality of t
initial field, C5Ek /E0, where the critical breakdown field
Ek540p in V/cm if p is given in Torr. It is evident from
Figs. 1 and 2 that the shape of the discharge differs subs
tially for low and high subcriticalities. For lowC the dis-
charge has the extensively described streamer disch
configuration.2,3 As an example, Fig. 3 shows a photogra
of this sort of discharge, on a larger scale than in Fig. 2,
p5150 Torr andE052 kV/cm, i.e.,C53. This is a typical
tangle of plasma channels. It extends roughly 5 cm tow
the microwave radiation, which corresponds to an aver
propagation velocity for the discharge front ofVfr51.25
3105 cm/s or an average rate of growth of the constitu
streamer channels ofVstr52.23105 cm/s.4

At high C the discharge character changes significan
As an example, Fig. 4 shows a photograph, on a larger s
than in Fig. 2, corresponding top5150 Torr and
E050.95 kV/cm, i.e.,C56.3. There it can be seen tha
streamer channels move out from the poles of the trig
dipole, but throughout the entire microwave pulse they c
tinue as if attached to it. Outwardly, this is a complete
different type of microwave discharge. In the following w
6 © 1999 American Institute of Physics
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FIG. 1. External appearance of triggered subcritical microwave discharges at different air pressures and field amplitudes: 2L52 cm, 2a5831022 cm.
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shall refer to it as an attached subcritical microwave strea
discharge.

The limits with respect toE0 or C for the transition
from an independently~self! sustained subcritical discharg
to an attached subcritical discharge can be determined f
Figs. 1 and 2. First, let us formulate the criterion by whi
we shall be guided in determining this boundary. Here
main difficulty is in the limited capabilities of the experime
tal apparatus: the short duration of the microwave pulse
the small volume of the focal region with a comparative
uniform field. Under these experimental conditions, eve
self-sustained discharge cannot move very far from the t
ger. In addition, as Figs. 1 and 2 show, asE0 is lowered, the
‘‘density’’ of the streamer channels decreases owing to
reduction in the size of the electromagnetic beam reg
within which this type of discharge can develop. These d
ficulties are enhanced by the tendency of the microw
streamer discharge, itself, to form a complicated spatial c
figuration which is not repeated in different microwa
pulses. Thus, photographing the discharge region from
aspect means that it is not always possible to determine
shape and length of each of the streamers, even if there
small number of them.~Producing a large number of shot
on the other hand, makes the experiment extremely time c
suming.!
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In order to develop a criterion, we used the data of R
2. Figure 5 shows photographs, taken from that reference
a discharge initiated by a small sphere with a diameter
2a52.5 mm at a low pressurep520 Torr, E050.8 kV/cm,
and t53 ~Fig. 5a! and 20ms ~Fig. 5b!. This is a typical
diffuse microwave discharge. Beginning at the poles of
sphere, it expands alongE 0 as a result of a field-ionizatio
process to a size no greater thanl/2 and then forms a diffuse
plasma loop directed toward the microwave source. Fig
5a shows that the time to form this structure is no more th
a few microseconds. For the rest of the time before the
of the microwave pulse, the size of the plasmoid increa
~Fig. 5b!, but the velocity of this process is incomparab
lower than the characteristic velocity at which the initi
plasma loop is formed. As a whole, this discharge was
sentially attached to the trigger throughout the timet. ~The
smooth increase in its size is caused by an ionization ther
process by which the boundary of a diffuse discharge mo
toward the microwave source and is not considered here!

Figures 1 and 2 show that within a certain range ofC, a
streamer discharge can also form a loop that is attache
the poles of the trigger and is turned toward the microwa
source. This loop can consist of one or several strea
channels as shown, for example, in Fig. 6, which shows
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FIG. 2. As in Fig. 1, for 2L53 cm.
n
n a
the
s-

ar to
element of the matrix of photographs for 2L52 cm with
p5100 Torr andE051.2 kV/cm.

By analogy with the diffuse form of a discharge show
in Fig. 5, we shall regard a streamer subcritical discharge

FIG. 3. Self-sustained developed triggered microwave streamer disch
with low subcriticality:t540ms, 2L53 cm, 2a5831022 cm.
as

‘‘attached’’ if it only forms short~compared tol/2) channels
that emerge from the ends of the trigger dipole or eve
plasma loop that connects the ends of the trigger during
experimental timet. We shall consider a self-sustained di

geFIG. 4. A highly subcritical microwave discharge in air, which is attached
the trigger:t540ms, 2L53 cm, 2a5831022 cm.
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charge to be one which, over the 40ms experimental time,
could form plasma resonance dipoles with lengths close
l/2 that were not in direct contact with the trigger.3

A typical example of a subcritical discharge capable
independent development for a field amplitudeE0 close to
the limiting value separating microwave discharges capa
of independent development from those that are attache
the trigger is shown in Fig. 7 (2L52 cm, p5150 Torr, and
E051.2 kV/cm!. A ‘‘plasma sinusoid’’ extending from the
lower end of the trigger toward the microwave source can
seen in this figure. This figure illustrates clearly the self d
velopment principle for a microwave streamer discharge
subcritical field. Each of the comparatively straight segme
of this sinusoid near the trigger, with an inclination
roughly 45° toE 0 and a length of roughlyl/2, is essentially
a plasma trigger which ensures the subsequent develop
of the discharge.1

FIG. 5. Diffuse microwave discharge initiated by a small sphere in l
pressure air.

FIG. 6. Subcritical microwave discharge with streamer loops ‘‘tied’’ to t
initiating trigger:t540ms, 2a5831022 cm.
to
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The length of the streamer sinusoid measured from F
7 was about 10 cm. Thus, the average rate of growth of
streamer,Vstr, is at least 2.53105 cm/s. This is essentially
the same asVstr estimated above from Fig. 3 for a discharg
with a developed spatial structure for low subcriticality.

An empirical formula forVstr was given in Ref. 4. It
implies that asE0 is reduced, the average velocity of a m
crowave streamer approaches a constant valueVmin , which
depends only on the air pressure. For example,
p5150 Torr this formula givesVmin53.73105 cm/s, which,
given the spatial uncertainty in the trajectory of the stream
in Fig. 7 and the spatial nonuniformity ofE0 in the focal
region of the electromagnetic beam, is in fair agreement w
experiment. That is, if the microwave streamer broke aw
from the trigger and began to develop independently, the
might have a velocityVstr at least equal toVmin . In this
sense, an attached streamer discharge is obviously a fu
mentally different plasma formation and there should be
distinct boundary with respect toE0 between the two forms
of subcritical discharge. In the following we shall denote th
limiting field by EL . The experimentally determinedEL will
also be the lower limit for using the formula forVfr ~or Vstr)
given in Ref. 4.

Figure 8 is a plot of the minimumE0 for each experi-
mental value ofp such that a self sustained microwave d
charge exists:d corresponds to a trigger dipole wit
2L53 cm, and3 to one with 2L52 cm. These values wer
obtained from an analysis of Figs. 1 and 2 employing
criterion formulated above for external differences betwe
the two forms of discharge.

It is clear from Fig. 8 that the experimental values ofEL

for the longer trigger dipole are somewhat lower. At t
same time, in terms of the meaning of a limiting field, it is
characteristic of the discharge itself and should not dep
on the method of initiating it. Thus, the weak dependence

FIG. 7. Self-sustained, developed subcritical triggered microwave disch
at a low field level:t540ms, 2a5831022 cm.
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the fieldEL on 2L found here is indicative of the degree
uncertainty in its measurement in this particular experime

In Fig. 8, p is on a logarithmic scale, whileE0 is on a
linear scale. In this plot, the experimental points fit a strai
line fairly well.

The functionC(p) approximating the data of Fig. 8 i
plotted in Fig. 9. The region above this curve is the region
attached subcritical microwave discharges and that below
curve, of self sustained discharges. The region below the
C51 corresponds to supercritical discharges. It is evid
from this figure that asp increases, there is an increase in t
range ofC within which a self sustained subcritical micro
wave discharge can exist. Under the experimental condit
it is a large as 1<C<17.

Extrapolating theC(p) curve to lowerp gives an inter-
section with the level lineC51 at p520230 Torr. This is
in good agreement with the experimental data of Ref.
There it was stated that in an electromagnetic beam w
l58.5 cm, a streamer discharge in air can only develop
p>25 Torr. At lower p, a diffuse microwave discharge e

FIG. 8. Minimum limiting field amplitude for which a self-sustained, deve
oped subcritical microwave discharge exists (2a5831022 cm!.

FIG. 9. Regions in which the different types of microwave streamer
charge exist~I–III !.
t.
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sentially does not extend outside the region of the elec
magnetic beam withE0>Ek , i.e., it cannot develop in a
subcritical field.

At present there is no quantitative explanation for t
dependenceC(p) shown in Fig. 9. At the same time, it i
clear that the way to construct a suitable model involves
analysis of the plasma and electromagnetic processes ta
place in an individual microwave streamer trigger dipole.
Fig. 7 shows, it is the major, simplest structure-forming e
ment of the discharge. Evidently, the dissipative processe
a trigger dipole of this sort determine the amplitude of t
microwave current along it and, therefore, the charge at
growing end. The curvature of the plasma boundary at
end, on the other hand, determines the surface charge de
there and, therefore, the field amplification at the head of
streamer. The increase in the size of the enhanced field
gion at the end of the plasma trigger dipole as its len
approaches the resonance value, in turn, creates the c
tions for generation of a new microwave streamer trigg
dipole.

The experiments have shown, therefore, that the pu
subcritical streamer discharge in air initiated by a microwa
dipole in a electromagneticTEM-beam in the centimete
wavelength range develops in two fundamentally differe
forms, depending on the degree of subcriticality of the init
field. For low subcriticality, a discharge generated at the e
of the trigger dipole separates from it and develops self c
sistently, propagating counter to the microwave radiation
the form of lengthening, branching plasma streamer ch
nels. The average rate at which they grow cannot be belo
few times 105 cm/s. For large subcriticalities, the dischar
cannot break away from the trigger dipole and remains a
attached to the trigger dipole throughout a microwave pu
lasting tens of microseconds. A lower bound on the field
existence of a self-sustained~independently developing! dis-
charge has been determined in these experiments. This r
implies that both the level of the limiting field and the ran
of subcriticality within which such a discharge can exist i
crease as the air pressure is raised. Under the experim
conditions at atmospheric pressure, the maximum subc
cality was 17. Therefore, in this case, with other conditio
the same, the power of the generator required to crea
microwave streamer discharge is almost 300 times lo
than that for an analogous supercritical discharge. These
periments have confirmed that the existence of a s
sustained microwave discharge is related specifically to
streamer structure, which is only characteristic of compa
tively high air pressures. Under the experimental conditio
they can be produced only at pressures above 20 Torr.
pressure is also a limit below which a self-sustained subc
cal discharge cannot develop. Finally, the data presen
here can be used to establish more precisely the role o
dividual physical factors when constructing a model of m
crowave streamer discharges.

We thank K. V. Aleksandrov for help in doing the ex
periments.

-
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Criterion for microwave breakdown of gases
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An analytical criterion is obtained for microwave breakdown of gases that takes into account the
different diffusion coefficients of electrons along and perpendicular to the direction of the
electric field. Discharge ignition without electron attachment to the gas molecules and in
electronegative gases is examined, along with microwave discharge ignition when a weak
dc electric field is applied. ©1999 American Institute of Physics.@S1063-7842~99!00511-5#
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INTRODUCTION

Gaseous discharges in microwave electric fields
widely used in various areas of technology. Because of
rapid development of microwave electronics, considera
attention is devoted to studying the conditions for discha
production in microwave transmission lines, since these c
ditions set the power limits for these lines. Recently, mic
wave discharges have also found applications in various
gineering processes: etching of semiconductor mater
oxidation of silicon and aluminum surfaces, deposition
thin films, pumping gas lasers, etc. Interest in microwave
discharges also arises in connection with the possibility
obtaining new data on the interactions of electrons with
oms and ions. Thus, it is not surprising that many experim
tal and theoretical papers deal with the ignition of microwa
discharges.1–15

It is known that, in an alternating electric field, charg
particles undergo oscillatory motion whose amplitude
creases as the frequency of the field rises. At microw
frequencies the amplitude of the electron oscillations is m
smaller than the size of the discharge volume~cavity, wave-
guide, etc.!. Here the bulk of the electron cloud does n
reach the walls of the discharge volume during the osci
tions in the microwave field. The heavy positive~and nega-
tive! ions are even less able to reach the boundaries of
discharge volume, since the amplitude of the displacem
of the ions in a microwave field is thousands of times sma
than the corresponding amplitude for the electrons. Thus
a microwave discharge the only charge carriers are the e
trons, while the ions are practically uninvolved in igniting
discharge. The small amplitude of the electron displacem
in a microwave field means, first of all, that wall process
essentially play no role and, second, that the displaceme
the electrons in the field cannot produce space charge ef
within a significant volume~as opposed to discharges in d
or rf electric fields!.16

The condition for development of a self-sustained d
charge is equality of the number of electrons created in
discharge volume to the number leaving it without an ext
nal ionization source,

]ne

]t
50, ~1!
1281063-7842/99/44(11)/4/$15.00
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wherene is the electron density andt is time.
If a microwave discharge is ignited when processes

the discharge vessel wall can play no significant role, th
the only process for electron production is electron-imp
ionization of gas atoms. Free electrons can be lost from
discharge volume by diffusing to the discharge vessel w
and by attachment to molecules of an electronegative
and when microwave and dc electric fields are present sim
taneously, electrons can also leave the discharge vol
through directed motion toward the cavity walls.

In the simplest case, when electron-impact ionization
the gas molecules and diffusion of electrons to the cav
wall predominate, the criterion for microwave breakdown
the gas has the form1–6

n i

De
5

1

L2
. ~2!

Here n i is the electron-impact ionization rate for the g
molecules,De is the electron diffusion coefficient, andL is
the diffusion length, which depends on the geometry of
discharge vessel. For example, for a cylindrical cavity w
radiusR and heightL, the diffusion length is given by

1

L2
5S 2.4

R D 2

1S p

L D 2

. ~3!

Note that Eqs.~2! and~3! are derived under the assum
tion that electron diffusion is isotropic, i.e., the electron d
fusion coefficients along and perpendicular to the elec
field are the same. However, later experimental and theo
ical work17–22 has shown that, in general, the electron diff
sion coefficient along the direction of the electric field,DL ,
is not equal to that perpendicular to the field,De ; that is, the
electron diffusion is anisotropic.

In this paper a criterion for microwave breakdown
gases is obtained which accounts for the anisotropy in
electron diffusion. The ignition of microwave discharges
electropositive and electronegative gases is considered
well the ignition of combination~microwave 1 weak dc
electric fields! discharges.
2 © 1999 American Institute of Physics
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MICROWAVE BREAKDOWN WITHOUT ELECTRON
ATTACHMENT

In this case we shall assume that the only electron
process is diffusion to the discharge vessel walls. Supp
the discharge volume is filled with a gas whose molecu
cannot capture free electrons.

We consider a gas filled gap in a cylindrical cavity
heightL and radiusR. Thez axis is directed along the cavit
axis and the radial coordinate is perpendicular to the a
while the origin is located at the center of the discharge g
We shall consider the ignition of the discharge in the c
where the cavity is excited by aTM010 electromagnetic
wave. For a wave of this type, the resonant frequency
independent of the cavity length and the electric field is p
allel to its axis.11 We write down the balance equation for th
electrons in the form

]ne

]t
5n ine1De

1

r

]

]r S r
]ne

]r D1DL

]2ne

]z2
. ~4!

We shall use the following boundary conditions:

ne~R,z!50, ~5!

and

neS r , 6
L

2D50. ~6!

The first term on the right hand side of Eq.~4! is the rate
of charged particle production owing to electron-impact io
ization of the gas molecules, the second term is the rat
loss of electrons perpendicular to the electric field at
radial walls of the cylinder, and the third is the rate of loss
electrons along the direction of the electric field. Since
necessary condition for ignition of the discharge is that
rates of electron production and loss be equal, Eq.~4! takes
the form

n i

De
1

1

ne

1

r

]

]r S r
]ne

]r D1
DL

De

1

ne

]2ne

]z2
50. ~7!

We solve Eq.~7! by separating the variablesr andz. The
electron density is written as the product of two function
one of which depends only on the radial coordinater, while
the other depends only onz, i.e.,

ne~r ,z!5 f ~r !•w~z!. ~8!

Then we obtain the following expression for the electr
density:

ne~r ,z!5A0J0S 2.4

R
r D cosS p

L
zD , ~9!

whereA0 is a constant andJ0 is the Bessel function of zero
order.

The criterion for microwave breakdown of the gas, i
cluding the anisotropy of the electron diffusion, takes t
form

n i

De
5S 2.4

R D 2

1
DL

De

p2

L2
. ~10!
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Therefore, taking the anisotropy of electron diffusio
into account makes the diffusion lengthL a function of the
geometric dimensions of the cavity, but it also depends
the ratio of the diffusion coefficients along and perpendicu
to the direction of the electric field. In general,DeÞDL and
DL /De is a complicated nonmonotonic function of the rat
E/p of the electric field and gas pressure. Thus, it is ve
difficult to solve Eq.~10! analytically and in order to find the
breakdown field it has to be solved numerically. Figures
and 2 show experimental values of the microwave bre
down field for xenon9 and hydrogen,2 as well as the break
down curves calculated according to Eqs.~2!, ~3!, and~10!.
Here we have used the electron transport coefficients g
in Refs. 23–26. It is evident from these figures that our t
oretical curves calculated using Eq.~10! are in satisfactory
agreement with the experimental data. The theoretical va
of the microwave breakdown field given by Eqs.~2! and~3!
for isotropic diffusion are too high compared to the expe
mental data and the calculations according to Eq.~10!. This
is because, in most cases,DL,De , i.e., electron loss by
diffusion along the electric field direction is much less th

FIG. 1. Microwave breakdown curves for xenon:f 52800 MHz,
L50.318 cm,R53.67 cm;d — experiment,91 — calculation according to
Eq. ~10!, 2 — calculation according to Eqs.~2! and ~3!.

FIG. 2. Microwave breakdown curves for hydrogen:f 53000 MHz,
L52.54 cm,R54.07 cm;d — experiment,21, 2 — as in Fig. 1.
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across the field~to the radial walls of the cavity!. Since the
diffusion coefficients are assumed equal in Eqs.~2! and ~3!,
i.e., DL5De , here the electron losses appear to be gre
than they actually are. Thus, the theoretical curve based
Eqs. ~2! and ~3! lies significantly above the experiment
points.

In some cases, when it can be assumed thatDe'DL

~e.g., for CO2
17,22!, the modified microwave breakdown cr

terion ~10! can be reduced to the conventional criterion
Eqs.~2! and ~3!.

MICROWAVE BREAKDOWN IN ELECTRONEGATIVE GASES

When a microwave discharge is ignited in an electro
gative gas, the electron density obeys the equation

]ne

]t
5~n i2na!ne1De

1

r

]

]r S r
]ne

]r D1DL

]2ne

]z2
, ~11!

wherena is the rate at which free electrons are attached
the electronegative gas molecules.

Then it is easy to show that, in this case, the criterion
microwave breakdown of the gas takes the form

n i

De
5

na

De
1S 2.4

R D 2

1
DL

De

p2

L2
. ~12!

For large discharge vessels, the loss of electrons to
walls by diffusion is low, and the dominant electron lo
process is electron attachment. In this case, the microw
breakdown criterion~12! simplifies to16

n i5na . ~13!

Therefore, a self-sustained microwave discharge can
ignited in a large cavity when the rate of electron-impa
ionization of the gas molecules becomes equal to the rat
electron attachment to the gas molecules.

Figure 3 shows a theoretical plot of the microwa
breakdown curve for oxygen obtained using the criter
~12!, together with experimental data.10 In the calculations
we have used the transport coefficients for electrons in o

FIG. 3. Microwave breakdown curves for oxygen:f 5994 MHz,
L54.74 cm,R54 cm;d — experiment,10 the curve is calculated using Eq
~12!.
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gen given in Refs. 26 and 27 and the electron attachm
coefficients for oxygen molecules given in Ref. 27. Note th
there is a large scatter in the reported measurements o
electron attachment coefficient.27 This uncertainty in the
electron attachment coefficient for oxygen molecules co
be the cause of the discrepancy between our theoretical c
and the experimental breakdown curve.10

EFFECT OF A WEAK DC ELECTRIC FIELD ON MICROWAVE
BREAKDOWN OF GASES

In this section we derive the criterion for breakdown o
gas in a combination~microwave1 weak dc electric field!
discharge. Let a microwave fieldE and a weak~too small to
contribute to the ionization of the gas! dc electric fieldEdc be
created simultaneously in a cavity with the directions of t
two fields coincident~a longitudinal combination discharge!.
The balance equation for the electrons is

]ne

]t
5n ine1De

1

r

]

]r S r
]ne

]r D1DL

]2ne

]z2
2Vdc

]ne

]z
, ~14!

whereVdc5eEdc/mnen is the drift velocity of the electrons
in the dc electric field,nen is the electron-neutral collision
frequency, ande andm are the charge and mass of the ele
trons, respectively.

The boundary conditions are taken to be Eqs.~5! and~6!.
We seek a solution to Eq.~14! by separation of variables. In
the steady-state case, the electron density is given by

ne~r ,z!5A1J0S 2.4

R
r DexpS Vdc

2DL
zD cosS p

L
zD , ~15!

whereA1 is a constant.
The criterion for breakdown of a gas in microwave a

weak dc electric fields~longitudinal combination electric
field! is

n i

De
5S 2.4

R D 2

1
DL

De

p2

L2
1

Vdc
2

4DeDL
. ~16!

In the absence of a dc electric field (Edc50), Eq. ~16!
yields the criterion~10! for microwave breakdown of the gas
When the electron diffusion can be assumed to be isotro
(De'DL), the criterion~16! reduces to4,28,29

n i

De
5S 2.4

R D 2

1
p2

L2
1S Vdc

2De
D 2

. ~17!

Figure 4 shows microwave breakdown curves with
weak applied dc electric fieldEdc, calculated using Eq.~16!.
Evidently, asEdc is increased, there is a rise in the micr
wave breakdown field, in accord with Ref. 29. Note that E
~16! and~17! are valid only for a weak dc electric field whic
does not contribute to ionization of the gas and gene
positive ion fluxes toward the cathode~and, as a conse
quence, cause significant ion and electron emission from
cathode surface!. Of course, in stronger electric field
Edc, which do contribute to ionization of the gas, th
breakdown microwave field begins to decrease a
approaches zero whenEdc equals the ignition potentia
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for a dc glow discharge. Unfortunately, there are absolu
no published experimental ignition curves for microwa
discharges with an applied electric field. Thus, we can
compare our calculated curves with experimental data.

CONCLUSION

A criterion for the microwave breakdown of a gas h
been derived here that includes the difference in the elec
diffusion coefficients along and perpendicular to the dir
tion of the electric field. The ignition of microwave dis
charges without electron attachment to the gas molecules
in electronegative gases has been examined, as well a
ignition of longitudinal combination discharges~microwaves
1 a weak dc electric field!.

FIG. 4. Microwave breakdown curves for xenon withEdc50 ~1!, 50 ~2!,
100 ~3!, and 150 V/cm~4!. Calculated according to Eq.~16!; f, L, andR are
as in Fig. 1.
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Potential surface waves at the boundary of a metal with a magnetoactive plasma
at finite pressure
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The propagation of surface-type potential waves along the interfacial boundary of a plasma with
an ideally conducting metal in an external magnetic field perpendicular to the boundary is
examined. It is shown that a necessary condition for the existence of these waves in the system
is a finite gas kinetic pressure. Dispersion relations for these waves and expressions for
the penetration depth of the wave fields into the plasma are obtained, and they are studied
numerically for various plasma parameters. The frequency region for propagation of these waves is
found. It is also shown that in a nonzero external magnetic field a system of this kind has a
range of frequencies in which the wave is a generalized surface wave. ©1999 American Institute
of Physics.@S1063-7842~99!00611-X#
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The properties of surface waves in plasma–metal st
tures have recently been under intense study.1,2 Interest in
these structures arises in the course of research on pla
and semiconductor electronics,3,4 limiters and divertors in
toroidal controlled fusion devices,5 the construction of
plasma sources,6–8 etc. The dispersion properties and spat
distributions of surface wave fields in plasma–metal str
tures have been studied in some detail, both theoretically
experimentally.1 Here we have in mind surface waves pr
duced by collective excitations in a plasma medium, wh
frequency is substantially below that of the inherent el
tronic perturbations in a metal. Results from a study of s
face waves at the boundary of a metal with a free and m
netoactive plasma have been presented previously.1 The
properties of potential and nonpotential surface waves
magnetoactive plasma were studied in the case where
external magnetic field is parallel to the interface. In th
paper we show that surface-type waves can also propa
along the boundary of a plasma with an ideally conduct
metal when an external magnetic field is perpendicular to
interface. This geometry of the problem is typical of pr
cesses for plasma working of conducting surfaces, when
necessary to establish the transverse dimensions of a flow
in divertor plasmas. Here a necessary condition for the e
tence of a surface wave in a structure of this sort is a fin
gas kinetic pressure. In a cold plasma, waves of this t
cannot exist.

We choose a coordinate system such that the pla
occupies the regionx.0 and has a boundary with an ideal
conducting surface (s→`) in the planex50. The interface
between the metal and plasma is assumed to be sharp
model of a sharp boundary is valid if the penetration depth
the surface wave field is much greater than the dimension
the transition region. An external magnetic field is direct
along thex axis. All of the wave perturbations depend o
position and time as

A ~R ,t !5A~x!exp@ i ~k2y2vt !#. ~1!
1281063-7842/99/44(11)/4/$15.00
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The system of equations for this wave process cons
of the Poisson equation for the potentialw of the field and a
system of linearized quasihydrodynamic equations with c
ions and hot electrons:2

¹2w54pe~ne2ni !,

]V a

]t
5

ea

ma
¹w1

ea

mac
~V a3H 0!2vTa

2 ¹na

n0a
,

]na

]t
1n0a~¹•v a!50. ~2!

Hereea , ma , n0a , vTa , na , v a are the charge, mass, equ
librium density, thermal velocity, perturbation density, a
hydrodynamic velocity of the particles of speciesa (a
5e,i , respectively for electrons and ions!, andw is the per-
turbation potential. Since the ions are assumed cold in
model, we havevTi50, while vTe5ATe /me (Te is the elec-
tron temperature in energy units!. The plasma is assume
homogeneous with respect to the density and quasine
(n0e5n0i[n0).

If we seek a solution for the system of Eqs.~2! in the
form of waves traveling along they axis ~1!, then it is pos-
sible to obtain the following differential equation for the p
tential distribution in the plasma:

d4w

dx4
1S v2

vTe
2

«1

« i1
2ky

2S « i2

« i1
2

v2

v22vce
2 D D d2w

dx2

1ky
2S 2

v2

vTe
2

«2

«1
1

v2

v22vce
2

« i2

« i1
ky

2D w50, ~3!

where

«15« i12
vpe

2

v2
, « i1512

vpi
2

v2
,

6 © 1999 American Institute of Physics
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«25« i22
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v22vce
2

, « i2512
vpi

2

v22vci
2

,

vpa5S 4pea
2n0

ma
D 1/2
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eaH0

mac
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If we setH050 in Eq. ~3!, then we obtain an equatio
for the potential distribution in a free, hot plasma.2

The solution of Eq.~3! for the potential has the form

w~x!5A1 exp~2l1x!1A2 exp~2l2x!, l1,2.0, ~4!

where
l1,2
2 5

1

2 H ky
2S « i2

« i1
1

v2

v22vce
2 D 2

v2

vTe
2

«1

« i1
6AS v2

vTe
2

«1

« i1
2ky

2S « i2

« i1
1

v2

v22vce
2 D D 2

2 4ky
2S v2ky

2

v22vce
2

« i2

« i1
2

v2

vTe
2

«2

« i1
D J . ~5!
In the following we shall study wave perturbations of a s
face type caused by electron perturbations, i.e., withv
-@vpi , vci . Then « i15« i251, «1512vpe
2 /v2, and «251

2vpe
2 /(v22vce

2 ) and the expressions forl1,2
2 can be written

in the form
l1,2
2 5

1

2

v2

vTe
2 H vTe

2 ky
2

v2 S 11
v2

v22vce
2 D 2«16A«1

21
vTe

2 ky
2

v2 S 12
v2

v22vce
2 D F vTe

2 ky
2

v2 S 12
v2

v22vce
2 D 12S 11

vpe
2

v2 D G J . ~6!
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If we setH050 in Eq. ~6!, thenl1
25ky

2 , while l2
25ky

2

2v2«1 /vTe
2 , i.e., the expressions for the reciprocals of t

penetration depths of the surface waves into the plasma
be the same as the corresponding expressions given in R
for potential surface wave in a free plasma.

In order to obtain a dispersion relation for the potent
surface waves being studied here, the initial system of E
~2! must be supplemented by boundary conditions. The s
tem of boundary conditions for a finite pressure plasma2

w~x50!50, vex~x50!50. ~7!

The system of Eqs.~2! implies that the boundary conditio
for the normal component of the hydrodynamic velocity
the electrons can be written in the form

e

m

dw

dx
2

vTe
2

4pen0

d

dx S d2w

dx2
2ky

2w D U
x50

50. ~8!

On substituting Eq.~4! for the potential and its deriva
tives in the system of boundary conditions~7! and ~8!, the
compatibility conditions for the system yield a dispersi
relation for the potential surface waves,

11
vTe

2

vpe
2

ky
25

vTe
2

vpe
2 ~l1

21l1l21l2
2!. ~9!

Its solution has the form

ky
25

1

vTe
2 S v2

vce
2

21D $v21vce
2 1vpe

2

2A~v22vce
2 1vpe

2 !214vce
2 vpe

2 %. ~10!
ill
f. 9

l
s.
s-

f

The wave propagation conditionky
2.0 implies thatv

.vce is the region for existence of surface waves propag
ing perpendicular to the external magnetic field. A necess
condition for the existence of this surface wave is a fin
electron velocity. In the limit ofH050, the expression forky

2

transforms to the known solution for potential surface wav
in a free plasma1,9

v'vpeAukyur De, r De5
vTe

vpe
. ~11!

With a small, but finite magnetic field, when the cond
tions vce

2 !v2!vpe
2 are satisfied, the expression for th

eigenfrequency of the surface wave transforms to

FIG. 1. Dispersion for different values ofV[vpe /vce ~the external mag-
netic field is fixed!. The plasma temperatureTe51000 K;V510 ~1!, 1 ~2!,
0.1 ~3!.
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v'vpeAukyur DeS 11
vce

2

4vpe
2 D . ~12!

It can be seen from this expression that the eigen
quency of the surface wave increases as the external m
netic field is raised.

The results of a numerical analysis of the dispersion
lation ~10! for different values of the parameterV
5vpe /vce ~for a fixed external magnetic fieldH0) are
shown in Fig. 1. The curves were obtained for the followi
plasma parameters:Te51000 K andH05100 G. It is evident
from this figure that for low magnetic field strengthsH0 the
dispersion curve transforms to the curve of Ref. 1 for a f
plasma. AsV increases, the phase and group velocities
the wave increase.

Figure 2a shows plots of the reciprocal penetrat
depthsl1 and l2 corresponding to the components of t
wave as functions of the wave frequency and electron t

FIG. 2. a: The reciprocals of the penetration depthsl1 andl2 of the cor-
responding components of the wave into the plasma as functions o
wave frequency for different electron plasma temperatures:Te5100 ~upper
pair of curves!, 1000~middle pair of curves!, and 10 000 K~bottom pair of
curves!; these curves were constructed for a plasma densityn051010 cm23

and external magnetic fieldH05100 G; b: the reciprocals of the penetratio
depthsl1 and l2 of the corresponding components of the wave into
plasma as functions of the wave frequency for a fixed plasma densitn0

51010 cm23 and different magnetic fields; the electron temperature isTe

51000 K.vce50.1vpe ~1!, vce51vpe ~2!, vce53vpe ~3!.
-
g-

-

e
f

n

-

perature. The unshaded region of Fig. 2a is the region wh
pure surface waves exist; the spatial distribution of the
tential in the depth of the plasma for these waves is show
Fig. 3a. The potential falls off exponentially at large di
tances from the plasma boundary. The shaded region is
region where generalized surface waves exist. Evidently,
higher the temperatureTe , i.e., the more intense the therm
motion of the plasma electrons is, the more deeply the w
penetrates into the plasma. When the external magnetic
is lowered, the generalized surface wave region vanis
The spatial distribution of the potential in the depth of t
plasma for the generalized surface waves is shown in Fig.
The spatial structure of the potential of the generalized s
face waves is such that it oscillates in the depth of the plas
as it falls off exponentially at large distances from the plas
boundary.

Figure 2b shows the reciprocal penetration depthsl1

andl2 of the corresponding wave components as functio
of the wave frequency for different values of the parame
V5vpe /vce ~for a fixed plasma density!. A numerical
analysis shows that, for any finite external magnetic fieldH0,
there is a finite range of frequencies corresponding to ge
alized surface waves. Evidently, the higher the external m
netic field is~i.e., the lowerV is for givenvpe), the broader
the generalized surface wave region will be. It is also app
ent that the smallerV is, the smaller the penetration depth
the wave into the plasma will be.

The variation in the dispersion curves withV
5vpe /vce ~for fixed plasma density and variable extern
magnetic field! is illustrated in Fig. 4. Evidently, as the fiel
H0 is increased~i.e., asV is lowered for fixedvpe), the

he

FIG. 3. Spatial distribution of the potentialw(x) for pure surface waves
(v52vce) ~a! and generalized surface wavesv5vpe) ~b!. The plasma
temperature is 1000 K, the density isn051010 cm23, and the external mag-
netic field isH05100 G.
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region in which surface waves exist will be shifted towa
higher frequencies. This means that the excitation frequ
cies of the waves can be controlled by varying the exter
magnetic field.

In this paper we have shown that surface-type waves
propagate along the boundary of a plasma with an ide
conducting metal when there is an external magnetic fi
perpendicular to the interface. A dispersion relation for th

FIG. 4. The dispersion for different values ofV[vpe /vce (vpe is fixed,
while the external magnetic field and, therefore,vce vary!. The plasma
temperature isTe51000 K, the plasma density isn05131010 cm23;
V510 ~1!, 1 ~2!, 0.33 ~3!.
n-
al

n
ly
ld
e

waves and expressions for the penetration depths of the w
field into the plasma have been obtained and these have
studied numerically for different plasma parameters. It h
been shown that surface-type waves exist in this geom
for frequenciesv.vce . It has also been shown that in th
kind of system with a nonzero external magnetic field, th
is a range of frequencies within which the wave is a gen
alized surface wave. The range of frequencies in which
generalized surface wave exists can be controlled by vary
the external magnetic field.
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of discharges under Langmuir-paradox conditions
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The form of the electron distribution function in the positive column of low-pressure discharges
is examined under conditions such that the electron mean free path exceeds the vessel
radius. Its formation is analyzed taking all major factors into account, including elastic and
inelastic collisions, radial and axial electric fields, and the loss of fast electrons to the wall. It is
shown that the main mechanism controlling the fast part of the distribution function is the
loss of electrons to the wall, which is determined by the scattering of electrons into a
comparatively small loss cone that depends on the relationship between the axial and
radial components of the velocity. Since the elastic collision rate for all elements has a weak
dependence on the energy beyond the ionization threshold, ultimately the high-energy
part of the electron energy distribution function in the positive column of low-pressure discharges
is nearly Maxwellian. The subthreshold portion of the distribution function, in turn, is
determined by the energy diffusion, in a comparatively strong field, of Maxwellian electrons
which arrive after inelastic collisions. The final electron distribution function is well approximated
by an exponential with a single slope over the entire energy range. Only within a narrow
range of scattering angles is the electron distribution function strongly depleted by the loss of
electrons to the vessel walls. In the end, it is concluded that this phenomenon, like the
Langmuir paradox, may be related to aspects of the physics of the formation of the electron
distribution function owing to a combination of already known mechanisms, rather than to a
hypothetical mechanism for thermalization of the electrons, as assumed up to now in the
literature. A comparison of solutions of the model kinetic equation given here with published
Monte Carlo calculations and experimental data shows that they are in good agreement.
© 1999 American Institute of Physics.@S1063-7842~99!00711-4#
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The electron distribution function is traditionally one
the basic questions of gas discharge physics, since the
trons substantially determine the properties of the plasm
a whole.~For example, see the up to date reviews of work
the kinetics of electrons in gas discharges in Ref. 1.! It has
been established that, even in such a comparatively sim
object as the positive column of glow discharges, the form
the electron distribution function is determined by a varie
of parameters and processes. These, in particular, inc
self-consistent electric fields, elastic and inelastic elect
collisions, spatial transport, etc. In the diffusion regim
where the electron mean free pathl,R, the vessel radius
collision processes, and the loss of electrons to the w
cause a rapid~exponential! fall-off of the electron distribu-
tion function with different slopes in the corresponding e
ergy intervals, which has been confirmed in numerous
periments and calculations. At the same time, one of
most mystifying phenomena in the modern physics of
discharge plasmas has been observed in low-pressure~below
0.01–0.1 Torr•cm! discharges ever since the pioneeri
work of Langmuir in the 1920s.2 The linearity of probe
current–voltage characteristics in semilog plots indica
that the electron energy distribution function was close
Maxwellian. The radial gradient of the potentialf(r ) which
1291063-7842/99/44(11)/8/$15.00
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exists in a plasma traps electrons with energies belowefw .
(fw is the potential difference between the axis and wall
the vessel.! Contrary to expectations, however, as the ene
increases at«.efw the electron energy distribution functio
does not fall off faster, even though the corresponding e
trons can freely overcome the radial potential difference a
in a short mean free time

t f5R/A2«/m, ~1!

escape to the walls and recombine there.
Langmuir returned repeatedly to this paradoxical d

crepancy between experiment and an estimate that see
based on physically obvious considerations. In this rega
D. Gabor wrote3 of the ‘‘worst discrepancy known to sci
ence.’’ The term ‘‘Langmuir paradox,’’ itself, belongs to Ga
bor and has entered the scientific vocabulary. It has b
long discussed in the literature.4–16 Right up to the presen
time, in the literature primary attention has been directed
searches for a universal mechanism for Maxwellization
the electron distribution function, although these attem
have been, as yet, unsuccessful. Here the Langmuir para
itself is essentially proclaimed, since no analyses have b
made of the formation of the electron distribution functio
taking all the major factors into account. Thus, the Langm
0 © 1999 American Institute of Physics
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paradox remains a topical and fundamental problem in
physics of gas discharges, which must be solved in orde
understand the properties of low-temperature plasmas an
justify the validity of the probe diagnostics used on them

A Maxwellian distribution usually develops in th
course of random interactions~collisions! of particles among
themselves or with a thermostat. Since interelectronic co
sions are rare under ‘‘Langmuir-paradox’’ conditions, va
ous mechanisms for Maxwellization of the electrons ha
been discussed widely in the literature. Langmuir, hims
advanced the hypothesis that collective interactions of
electrons with turbulent electric fields that develop duri
plasma~Langmuir! oscillations may play a role.2 Oscillations
in the wall layers of a discharge have been observed3 through
the deflection of an electron beam. Similar observations h
been reported elsewhere.8,9 On the other hand, these oscilla
tions have not been observed in other experiments done
cially under similar conditions,10–12 and doubts have bee
raised as to whether these oscillations are responsible
Maxwellizing the electron distribution function.13 It should
also be noted that turbulent oscillations are not in thermo
namic equilibrium and cannot, in general, serve as a ther
stat. Thus, interactions of the electrons with these osc
tions, even if they occur, do not necessarily produce
Maxwellian electron distribution function. Other mech
nisms for Maxwellization of the electron distribution fun
tion have been discussed,7 but no satisfactory explanation o
the observed effects has yet been obtained.

The proposition can be advanced that the Langm
paradox is not related to some unknown mechanism
Maxwellization, but to the physical features of the formati
of the electron distribution function under these conditio
Under these conditions a combination of already kno
mechanisms may produce an electron energy distribu
function that is close to an exponential with a constant slo
As an example, consider the well-known Druyvestey
Davydov distribution, which exists for an elastic balance
the energies of electrons in a collisional plasma~for l.R)
in an external electric field,4

f 0~w!5C expS 2E
0

w 3dmn2~w!dw

2e2E2 D . ~2!

It can be seen that for a constant elastic collision r
„n(w)5const…, it has a Maxwellian form in the absence
collisions among the electrons themselves or with a ther
stat.

In this paper we present model calculations of the el
tron energy distribution function in the positive column
low-pressure glow discharges and verify the possibility
approximating it by an exponential with a single slope ove
wide range of energies. Qualitative arguments are prese
to the effect that a combination of already known mec
nisms operating in low-pressure discharges can create
tron energy distribution functions that are close to Maxwe
ian.

The kinetic equation for the electrons, including elas
and inelastic collisions, radial and axial electric fields, a
the loss of electrons to the walls, has been examined pr
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ously for the casel.R of interest to us.17 There the initial
kinetic equation for the distribution function was analyz
and simplified on the basis of the following physical cons
erations. Given the inequalityn@n i between the correspond
ing collision frequencies in a steady-state glow discharge
electron which should participate in a single ionization ev
in its lifetime will undergo many elastic collisions. This in
equality is usually satisfied in the range of energies of int
est. Thus, because of the large difference between the
mentum and energy relaxation times of the electrons,
electron distribution function, as in the casel,R, can be
represented as the sum of isotropicf 0(r ,n) and anisotropic
f 1(r ,n,u) components. Since the anisotropy of the electr
distribution function is caused by two independent facto
drift in the axial fieldEz and radial escape of fast electrons
the wall of the vessel,f 1 itself has two components. If the
anisotropy is small, then they can be treated independe
For the first component, this is ensured by the smallnes
the energy acquired along the mean free path in the fieldEz

compared to the total energy of the electron. Since it is
ditionally discussed in all papers on the kinetics of the po
tive column, we shall not examine it here. Smallness of
second component, on the other hand, is associated
smallness of the loss cone within which the velocity of
electron leaving the plasma falls.17 This condition is usually
satisfied for most of the electrons of interest, whose ener
moderately exceed the wall potential.~See Eq.~6! below.!

Electrons with energies«,efw , the potential differ-
ence between the axis and wall of the vessel, are trappe
the volume by the ambipolar potential fallefa and the wall
potential jumpefs , so thatfw5fa1fs . Thus, the main
part of the distribution function for the trapped electrons,f 0,
depends only on the total energy17

«5w~r !1ef~r ! ~3!

~the kineticw5mv2/2 plus potentialef(r ) energies!.
Electrons with energies«.efw can escape to the wall

Under low-pressure discharge conditions, the anisotro
component of the electron distribution function associa
with the escape of fast electrons can be substantial. An e
tron leaves the volume if it falls within a loss conedV in
which the normal component of its energy exceeds the ex
ing potential barrier.17 If we denote the polar angle betwee
the velocity vector of an electron and the radius vectorr by
a(«,m,r ) (m is the angular momentum of the electron!, then
dV can be written in the form18,19

dV52p~12cosa~«,m,r !!. ~4!

In order to escape to the wall, an electron must be e
tically scattered into this loss cone, which is equivalent
loss of electrons at a rate

nw52n~dV/4p!. ~5!

The coefficient 2 shows up because of the symmetry
scattering at anglesa and p2a. As can be seen from Eq
~5!, the electrons are lost much more slowly than throu
free flight to the walls, which takes a timet f @Eq. ~1!#. For a
plane geometry,18
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cosa~«,r !5Aefw2ef~r !

«2ef~r !
. ~6!

In a cylindrical geometry, electrons with total energ
«.efw can escape to the wall if their perpendicular ene
«p exceeds the sum of the potential and centrifugal ener
at the wall, i.e.,17,19

«p5mv r
2/21m2/2mr21ef~r !>ef~R!1m2/~2mR2!,

~7!

wheremv r
2/25(«2ef(r ))cos2 a.

As long as the loss cone is small (dV!4p), for isotro-
pic elastic scattering of the electrons, their distribution fun
tion outside this cone,f 0, can also be regarded as isotrop
and dependent only on«.17

The character of the anisotropy in the electron distrib
tion function varies substantially, depending on whether i
associated with an axial field or with loss to the wall f
isotropic scattering. In the first case, the electron distribut
function differs little from isotropic at all angles. Mathema
cally, this is reflected in the fact that the coefficients in t
ordinary expansion of the electron distribution function
terms of Legendre polynomials fall off rapidly with the ha
monic number. In the second case, however, the elec
distribution function is almost isotropic outside a small lo
cone and practically zero inside it. In other words, the el
tron distribution function has a discontinuity at its bounda
Outside the small cone, it is almost identical to the isotro
part of the electron distribution function,f 0. Within the loss
cone, the distribution is also independent of angle. Theref
all the coefficients in the expansion of the anisotropic par
the electron distribution function in terms of spherical h
monics are also small~proportional todV), but do not fall
off with the harmonic number. Thus, it is inappropriate
use this expansion and it is more convenient to cons
f 0(«) and the electron distribution function inside the yie
cone,F(«,r ,dV), separately.

After averaging over the volume, the kinetic equation
f 0(«) can be written in the form17

]

]«
D̄E

] f 0~«!

]«
5 n̄ex~«! f 0~«!2 n̄ex~«1«ex! f 0~«1«ex!

1 n̄ i~«! f 0~«!22n̄ i~2«1« i ! f 0~2«1« i !

1 n̄wf 0~«!, ~8!

where the coefficients of Eq.~8!, obtained by averaging ove
the radius, are

D̄E5
2e2Ez

2

3m E
0

r 1« ~«2ef~r !!3/2rdr

n~«2ef~r !!
, ~9!

n̄ j~«!5E
0

r j
n j~«2ef~r !!~«2ef~r !!3/2rdr . ~10!

The radiusr 1(«) determines the point at which an ele
tron turns and is found from the condition«5ef(r 1(«)),
while r j («) is found from the condition ef(r j («))
5«2« j , where the indexj 5ex, i , or w.
y
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In Eqs.~9! and~10!, Ez is the external electric field and
nex and n i , respectively, are the rates of the inelastic p
cesses for excitation and ionization. For simplicity, it is a
sumed that there is only one excitation process with a thre
old «ex and only direct ionization from the ground state. F
concreteness, the collision integral for ionization is writt
assuming that the kinetic energy is divided evenly betwe
the incident and product electrons.18

The loss conedV is essentially empty, since the corre
sponding electrons escape instantaneously to the wall~over
at time t f @Eq. ~1!# and, neglecting the effect of the radia
electric field in the plasma on the fast electrons, the kine
equation for the distribution functionF(«,r ,V) inside this
cone can be written in the form

]F~«,r ,dV!

]r
5

1

4pl
f 0~«!, ~11!

where l5v/n is the electron mean free path. Evidentl
F! f 0.

The self-consistent wall potentialww5fa1fs is found
by equating the number of ionizationsZi to the number of
electrons escaping to the wall,We , i.e.,

Zi5
2

R2 E0

R

rdr E
« i

`

n i~w!Aw f0~«!d«5We

5
2

R2 E0

R

rdr E
efw

`

nw~w!Aw f0~«!d«. ~12!

Since n@n i , it is evident from Eq.~12! that the wall
potential efw exceeds the ionization potential« i and the
major portion of the electrons are trapped in the volume.

The axial electric field is found from the condition th
the discharge is stationary, i.e., by equating the average n
ber of ionizations per unit volume to the number of ions lo
to the wall,Wi ,

Zi5Wi5n̄e /t i , ~13!

where n̄e is the volume averaged electron density andt i is
the ion lifetime.

Since the ion mean free path usually obeysl i,l, dif-
ferent relationships betweenl i andR are possible under the
present conditions (l.R). In general,t i is conveniently
written in the form

t i5L2/Ds , ~14!

and for the effective coefficientDs one can use an
interpolation,17 which transforms from the collisiona
Schottky regime to the collisionless Tonks-Langmuir regim
in the limits,

Ds5Da /~112Zi /~ n̄en ia!!, ~15!

whereDa5Di(11Te /T) is the customary ambipolar diffu
sion coefficient andn ia5Nv is ia is the ion-neutral~atom!
collision rate.

In order to verify the accuracy of the approximate k
netic equation~8!, it is appropriate to compare it with th
results of an independent Monte Carlo method. For the c
ditions of interest to us, the most detailed work in this r
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spect is Ref. 19, in which the electron distribution function
the positive column of a glow discharge for an argon-like g
was modelled over a wide range of pressures~3 mTorr to 3
Torr!. The authors were mainly guided by the collision
case (l.R), for which they observed a change in the slo
of the electron energy distribution function for«.«ex owing
to inelastic processes and the loss of electrons to the wa
comparative analysis of these data19 shows that when the
pressure is lowered (p,10 mTorr!, the relative contribution
of wall losses increases and there is a clear tendency fo
electron energy distribution function to flatten out to an e
ponential with a single slope throughout the entire ene
range.

In the following comparisons we shall use the cross s
tions for argon, as in Ref. 19:

s51.59310215H w/«ex, w,«ex

A«ex/w, w.«ex
, cm2, ~16!

sex51.56310216ln~w/«ex!, cm2, ~17!

s i53.18310216ln~w/« i !/~w/« i !, cm2, ~18!

s ia54310215, cm2. ~19!

On averaging in accordance with Eqs.~9! and ~10!, the
profile of the ambipolar potential can be approximated by
parabola

ef~r !5efa~r /R!2. ~20!

It is clear from Eqs.~16! and ~19! that in the casel
.R of interest to us, the ions are also in a drift regime. Th
in the following calculations we have followed Tonks an
Langmuir and takenefa51.145Te in Eq. ~20! and

t i5R/v is ~21!

in Eq. ~13!, wherev is5ATe /M is the ion sound velocity.
The model calculations in Ref. 19 showed that t

simple expression~6! for dV in the case of a plane geomet
is a good approximation for a cylinder, as well.

As a comparison, Fig. 1 showsf 0 calculated according
to Eq. ~7! for the conditions of Ref. 19~neutral gas density
N51014cm23 and vessel radiusR51 cm!. The self-
consistent values of the wall potentialfw528.5 eV and lon-
gitudinal field Ez51 V/cm turned out to be close to thos
calculated in Ref. 19~30 eV and 1.02 V/cm, respectively!. A

FIG. 1. f 0(«) calculated according to Eq.~7!. N51014 cm23, the vessel
radiusR51 cm,fw528.5 V, andEz51 V/cm.
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semilog plot of the electron energy distribution function
clearly close to linear with an effective electron temperat
Te59.3 eV. Significant deviations from a Maxwellian distr
bution function are observed only at low energies. The c
culations also confirm the well known fact from th
literature14 that Te in low-pressure discharges is set near t
threshold«ex for inelastic processes. Physically, such hi
temperatures are necessary in order for an electron to c
plete an ionization event during the short ion mean free ti
t i to reach the wall~21!. Since in this model we are only
considering direct ionization from the ground state, Eqs.~12!
and~13! are independent of the absolute electron density
the electron energy distribution function is expressed in
bitrary units. If we use the electron energy distribution fun
tion shown in Fig. 1 to construct a plot of the probe curre

I ~eV!5E
eV

`

~«2eV! f 0~«!d«, ~22!

from which the Langmuir paradox was first observed in t
literature, then we obtain a straight line which is essentia
identical to an exponential~Fig. 2!. This is because an inte
gral dependence of the type~22! has a weaker dependence o
the details of the behavior of the electron energy distribut
function. It is known that the finite magnitude of the diffe
entiated signald at the probe means that the electron ene
distribution function is significantly distorted at energies ne
the plasma potential for small potentials of orderd, which
are around (0.321)Te in the experiment. Thus, in the actu
ally measured second derivatives of the probe curr
I 9(eV), the low energy part of the electron energy distrib
tion function is not recorded. As an example, Fig. 3 a

FIG. 2. The probe currentI as a function of the potentialV. The conditions
are the same as in Fig. 1.

FIG. 3. The second derivativeI 9(V) of the probe current for a differentia
tion step sized55 V. Conditions as in Fig. 1.
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shows a model calculation of the second derivative of
probe current with a finite differentiation stepd55,

I 9~V!5
I ~V1d!1I ~V2d!22•I ~V!

d2
. ~23!

Evidently, for «.5 eV, I 9(eV) is close to exponentia
and coincides with the electron energy distribution funct
of Fig. 1. The calculations also show that curves analog
to those of Figs. 1 and 2 are obtained for pure gases w
l.R under all these conditions. In order to understand
reasons for such surprising behavior off 0, we turn to Fig. 4,
which shows the terms in the kinetic equation~8! for the
conditions of Fig. 1. Obviously, for«.efw the rate of loss
to the wall significantly exceeds the inelastic collision rat
while the energy dependences ofD̄E(«) andn̄w(«) are simi-
lar. Here the kinetic equation~8! for the fast part of the
electron energy distribution function with«.efw reduces to

]

]«
D̄E

] f 0~«!

]«
5 n̄w f 0~«!, ~24!

and, roughly speaking, the electron ‘‘temperature’’ for t
fast part of the electron energy distribution function,

Tw5AD̄E / n̄w, ~25!

is practically constant and independent of the energy.
reason for this is the weak, decreasing energy dependen
the elastic cross section~16! at high energies. This leads to
small energy dependence forn(w) and, therefore, forTw in
Eq. ~25!. It is well known from the literature20 that at high
energies«>« i the elastic scattering cross sections fall o
slowly with increasing energy and behave this way for
most all elements. Thus, this sort of dependence is q
universal. At high energies, therefore,Tw @Eq. ~25!#, is
nearly constant for essentially any pure gas and the elec
energy distribution function for«.efw should be close to
Maxwellian,

f 0~«!'exp~2«/Tw!. ~26!

We now consider some possible reasons why the e
tron energy distribution function may have the same slop
the elastic energy range,«,«ex, as well. At first glance, this
seems paradoxical, since it is well known20 that the actual
energy dependences ofn(w) are different in this region for
different gases. Let us write down a model solution of t

FIG. 4. The terms in the kinetic equation~8! for the conditions of Fig. 1.
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kinetic equation~8! for «,«ex with the fast part of the elec
tron energy distribution function in the form~26!,

f 0m~«!5F12F25~exp~2«ex/Tw!

1exp~22«ex/Tw!!~11~«ex2«!/Tw!

2exp~2~«1«ex!/Tw!, ~27!

which represents the difference between the linearF1 and
exponentialF2 functions. In the elastic energy range, th
model electron energy distribution function~27! is evidently
never Maxwellian, even for a Maxwellian fast part~26!. The
functions~26! and ~27! are close to one another for«;«ex

and diverge with decreasing energy. Since their differen
are greatest at low energies, for«/Te!1, on expanding the
exponent inF2 in a Taylor series, near zero we obtain

f 0~«'0!'~«ex/Tw!exp~2«ex/Tw!. ~28!

The expression on the right of Eq.~28! is close to unity
@i.e., to the corresponding values of Eq.~26!# only for «ex

'Tw and falls off sharply with decreasingTw . Thus, the
closeness of the approximate electron energy distribu
function in the elastic energy range to an exponential w
the temperature of the fast portion of the electron distribut
is determined by the parameter«ex/Tw . This sort of approxi-
mation is possible only for highTw'«ex. This is illustrated
in Fig. 5, which shows the components of the model elect
energy distribution function according to Eqs.~26! and ~27!
for «ex/Te51, and in Fig. 6, which shows the model electro
energy distribution functions for«ex/Te50.5, 1, and 5. Evi-
dently, the complete electron energy distribution functi
should never be strictly Maxwellian. It can be approximat

FIG. 5. The components of the electron energy distribution function~27! for
Te5«ex .

FIG. 6. Model electron energy distribution functions~27! for «ex /Te55 ~2!,
1 ~3!, and 0.5~4! and the electron energy distribution function of Eq.~26!
~1!.
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by an exponential with a single slope only when the elect
temperature is high and close to the inelastic threshold.

Therefore, in order for the entire electron energy dis
bution function in low-pressure discharges to be appro
mated by a Maxwellian distribution, two major condition
must be satisfied: the elastic cross section must fall
slowly at high energies~beyond the ionization potential o
the working gas! and the electron temperature must be h
~on the order of the inelastic threshold!. Failure of either of
these conditions will cause the electron energy distribut
function to deviate significantly from an exponential with
single slope, i.e., the Langmuir paradox will be absent.
order to establish whether this much discussed phenome
occurs or not, that is, to determine the unknown mechan
for mawellianization of the distribution and quantitative
determine its efficiency under various conditions, or confi
its absence, it is necessary to measure and calculate the
tron energy distribution function in detail, along with th
radial electric field profile and the potential jump at the wa
under identical conditions. Unfortunately, essentially
complete sets of these measurements have been publi
At present, only we are doing this kind of work. Thus, bas
on an analysis of the known experimental data of vario
authors, in this paper we shall present qualitative evide
that distributions close to Maxwellian can, in principle, d
velop without relying on any additional mechanisms f
Maxwellization.

Kagan and colleagues at St. Petersburg State Unive
made systematic measurements of the electron energy d
bution function in the positive column of discharges in va
ous gases: mercury, cadmium, helium, neon, argon, and
tures of these at various pressures and currents. Their re
were summarized in a review6 where the following features
were noted. Maxwellian electron energy distribution fun
tions were observed in all the single component systems
mercury and the heavy inert gases, this corresponded to p
sures of up to hundredths of a Torr, and in helium and n
up to a few tenths of a Torr; that is, the upper bound on
pressure increased as the corresponding elastic scatt
cross sections decreased. As the pressure was raised fu
~roughly after attaining the conditionl,R), the electron
energy distribution function was depleted in the elastic
ergy range, a fact that was attributed6 to an increased relative
contribution from inelastic excitation and ionization pr
cesses.~See Figs. 7 and 13–17 of Ref. 6.!

Another series of experiments was carried out at a fi
low pressure, 3 mTorr, in mercury~i.e., under conditions
such that the Langmuir paradox is observed! and with added
inert gases~He, Ne, Ar, Kr, and Xe!. Apparently, here the
electron distribution was only changed by the buffer g
Nevertheless, depletion of the electron energy distribut
function beyond the threshold for inelastic collisions in m
cury was observed in the experiments. This was rather
prising, since in this energy range only the rate of elas
collisions with the inert gas atoms increased with the m
cury pressure held fixed.~See Figs. 9–12 of Ref. 6.! Since
adding a buffer gas in these amounts could only change
time for loss to the walls, it was suggested5,6 that the role of
‘‘wall’’ effects had decreased. This was interpreted as in
n

-
i-

ff

n

n
on
m

lec-

,

ed.
d
s
e

ity
tri-

ix-
lts

-
In
es-
n
e
ing
ther

-

d

.
n
-
r-
c
r-

he

-

rect evidence in favor of some unknown ‘‘wall’’ mechanis
for formation of a Maxwellian electron energy distributio
function.

These observations6 can, on the other hand, be explaine
on the basis of our previous discussion, without invoking a
sort of hypothetical mechanisms. In fact, on going to a m
ture of gases, when ionization is still proceeding through
easily ionized impurity, elastic scattering of electrons
«.efw can still be controlled by a buffer gas with a suffi
ciently high ionization potential. In the energy range of i
terest to us~which is determined by the excitation and io
ization of mercury!, the elastic scattering cross sectio
which, according to Eq.~5!, determines the electron losses
the walls, can depend strongly on the energy. Here the w
temperatureTw ~25! will not be constant and the slope of th
electron energy distribution function must change with e
ergy. As an illustration, Figs. 7 and 8 show curves analog
to those in Figs. 1 and 4, but with a rising elastic cro
section~16! throughout the energy range,

s51.59310215~w/«ex!
1/2. ~29!

It is apparent that, in this case, the functionsD̄E(«) and
n̄w(«) are no longer similar to one another and the elect
energy distribution functions differ greatly from exponent
with a single slope. Evidently, under these experimental c
ditions the Langmuir paradox should not occur. These effe
are entirely consistent with the data of Ref. 6: when 6 mT
argon was added to 3 mTorr mercury, i.e., the electrons w
still in a drift regime, a deviation from a Maxwellian electro

FIG. 7. f 0(«) calculated according to Eq.~7! with an increasing elastic
scattering cross section, per Eq.~29!. The remaining conditions are as i
Fig. 1.

FIG. 8. The terms in the kinetic equation~8! for the conditions of Fig. 7.
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energy distribution function could already be observed.~See
Fig. 11 of Ref. 6.! Argon has a rapidly rising cross sectio
within this energy range; thus, the picture is similar to th
obtained above in Fig. 7. At the same time, when heliu
whose elastic cross section varies slowly with energy, w
added, nearly Maxwellian electron energy distribution fun
tions were observed6 up to helium pressures of tenths of
Torr, i.e., up to roughly the same pressures as for discha
in pure helium.~See Figs. 10, 15, and 16 of Ref. 6.!

In Fig. 1 the dashed curve showsF(«,r ,dV) according
to Eq.~11!. As is to be expected,F! f 0. In practice, in order
to measure the electron distribution function in the loss co
it is necessary to measure the electron distribution func
with angular resolution. When traditional probe methods
used, the measured information on the electron distribu
function is, in one way or other, averaged over the angu
variable. In particular, a cylindrical probe measures only
distribution with respect to the velocity~energy! perpendicu-
lar to its axis. In this situation, the above noted difference
the angular dependences may be observed only when
multaneous comparison is made of measurements with
probe oriented at different angles to the discharge axis. Th
features have been observed14 in a study of the positive col-
umn of a mercury discharge atp51.3 mTorr with a current
I 580 mA. Measurements with spherical and cylindric
probes positioned perpendicular to the axis of the ve
~Fig. 3 of Ref. 14!, which do not ‘‘sense’’ the loss cone
indicate that the electron energy distribution function
Maxwellian over a wide range of energies. Measureme
with a cylindrical probe parallel to the axis, however, r
vealed severe depletion in the second derivative of the pr
current at energies beyond the wall potential~Fig. 4 of Ref.
14!. This is consistent with the fact that for«.efw this
probe only detects electrons in the loss cone~to the walls!.
Depletion associated with losses to the wall showed up m
distinctly in measurements with a flat wall probe~Fig. 3 of
Ref. 14!. Differences between the second derivatives
corded with a cylindrical probe oriented along and perp
dicular to the discharge axis have been noticed elsewhe21

For detailed measurement of the angular dependence o
electron distribution function it is appropriate to make t
measurements with flat probes at different orientations r
tive to the discharge axis. This should offer the possibility
detecting an empty loss cone for electrons moving to
vessel walls.

In order to demonstrate the dominant role of electr
losses to the wall in the formation of the electron distributi
function in a practical way, we can propose changing
boundary conditions at the wall experimentally, for examp
by forcibly changing the wall potential. This is most simp
done if part of the wall is a conductor~e.g., in the form of a
cylindrical metallic insert!. When a specified potential tha
reducesfw is applied, changes should show up in the
corded current–voltage characteristics or the second de
tive of the probe current. Figure 9 shows the results of mo
calculations for the conditions of Fig. 1 asfw is varied. It is
evident that, as the wall potential is reduced, the depletio
the fast part of the electron energy distribution function o
ing to changes inTw begins to show up for small«. Note that
t
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an attempt to do this sort of experiment in a tube with
metal wall has been made before.22 Since the same Maxwell
ian electron energy distribution function was observed in
tube with isolated metal walls as in a glass tube, it was c
cluded that the Langmuir paradox does not depend on
material of the discharge vessel walls. When a positive v
age was applied to the conducting wall of the tube, deplet
of the fast portion of the electron energy distribution functi
was observed and this was explained22 by a reduced contri-
bution from some unknown ‘‘wall’’ mechanism for Max
wellization. As can be seen from Fig. 9, these phenomena
possible without any such hypothetical mechanism.

We have, therefore, shown that in low-pressure d
charges where the electron mean free path exceeds the v
radius, electron loss to the walls is determined by ela
scattering into a narrow loss cone. For the high longitudi
fields which exist under these conditions, the electron ene
distribution function can be approximated by an exponen
function with a single slope over the entire energy range.
conclude that this effect can, in principle, explain the wide
discussed Langmuir paradox.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 96-02-18417!.
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Effect of the gas dynamic structure of a flow on the parameters of a self-sustained
discharge. I

G. A. Baranov and S. A. Smirnov
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A study is made of self-sustained glow discharges in transverse gas flows and jets. The
distributions of the discharge current and voltage over the elements of a sectioned cathode array
are measured along with the temperature of the cathode array. The limiting current and
discharge voltage corresponding to the transition from a uniformly burning discharge to a
contracted state are measured. Two-dimensional and one-dimensional systems of equations for the
gas dynamics and vibrational kinetics are used for a numerical analysis of the experimental
data, and the results are used to determine the character of the distribution ofE/N in the discharge,
whereE is the electric field andN is the molecular density. The heat balance of the cathode
array is calculated. A model is proposed for self-consistently calculating the parameters of the gas
flow, the distribution of the current over the cathode array, and the discharge voltage, as
well as the values of the ballast resistances. ©1999 American Institute of Physics.
@S1063-7842~99!00811-9#
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INTRODUCTION

Studies of the gas dynamic structure of flows in d
charge regions are of great importance for developing flo
through gas discharge lasers. They are needed for an
equate calculation of the output characteristics, the degre
optical homogeneity of the active medium, the thermal op
ating regime of the cathode array, and the limiting charac
istics of the discharges. Studies of the effect of the fl
parameters on the discharge stability are of decisive prio
since disruption of uniform discharge operation leads to c
off of the laser emission and to critical overheating of t
elements in the cathode array.

The effect of the degree and scale of turbulence, as w
of the average flow characteristics on discharge stability h
been examined.1–3 Interpretations of experimental data dea
ing with this problem generally assume that the overheat
ionization instability is the most to develop. This type
instability develops when the inhomogeneity in the gas d
sity distribution within the discharge volume reaches a cr
cal level.

A local reduction in the density causesE/N to increase
and this is followed by a nonlinear rise in the ionization ra
This implies that reducing the inhomogeneity in the gas d
sity and speeding up diffusion processes should improve
limiting characteristics of the discharge. Qualitatively, this
consistent with experiments in which a discharge was st
lized by enhancing the uniformity of the averaged flow p
rameters and generating small scale turbulence. This
proach to interpreting the experiments was not reinforced
an adequate mathematical model which might have b
used to calculate the limiting discharge current. The prob
arises, first of all, because of the uncertainty in estimating
sites where a critical inhomogeneity develops and its tra
tory, and in determining its physical parameters. For
1291063-7842/99/44(11)/7/$15.00
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ample, the spatial scale length of the local perturbation in
density was estimated either from the characteristic size
the nonuniformity in the averaged velocity profile or fro
the size of the turbulizer or another element of the discha
chamber. In the case of a transverse discharge, the st
inhomogeneities in the velocity profile within the bounda
layer and its complicated vortical structure~in the case of a
turbulent boundary layer! were neglected.

In this paper we develop an algorithm for an alternat
interpretation of the experimental data which is based on
exact quantitative determination of the zone with an anom
lously high energy input. Observations of the developmen
discharge instabilities show that, as a rule, an instabi
originates near the cathode. The distribution of the discha
current over the cathode elements depends on the dist
tion of the potentials and, therefore, on the distribution of
gas density in the discharge region. This means that the
oretical study of the discharge stability requires developm
of an algorithm for calculating the distribution of the di
charge current over the regions of the cathode falls. T
algorithm will also find applications in numerical modelin
of a range of other processes in transverse-discharge la
Up to now, the equations for the gas dynamics, vibratio
kinetics, and radiation field in a cavity have been solved w
distributions of the energy input determined from experime
tal data.4

We have studied the interrelation among the flow para
eters, the distributions of the discharge voltage and curr
and the values of the ballast resistances over the cath
elements of a sectioned cathode array. The distribution
the discharge voltage and current were measured in a tr
verse flow and in a highly nonuniform flow. The latter co
sisted of a system of jets. Gas was blown in through
cathode array with initial velocities near sonic. The nume
8 © 1999 American Institute of Physics
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cal analysis of the experimental data employed equations
the flow of a gas in vibrational disequilibrium. The therm
regime of the cathode array was calculated in order to se
temperature boundary conditions. These calculations w
tested against experimental data.

THE TEST STAND

The experiments to determine the value ofE/N averaged
over the channel height were done on an air flow in an o
test stand5 in two regimes: with tranditional transverse a
flow through the discharge region and by feeding air into
discharge region only through slits in the cathode array~i.e.,
in the latter case without an initial transverse flow at the in
to the discharge region!. The distance between the conver
ing channel attached to the channel for the purpose of eq
brating the velocity profile and the first cathode was 1.2
Over the section from 0.9 to 1.2 m the channel was smoo
narrowed in the lateral direction from 0.250 to 0.165 m; t
width of the discharge region was 0.165 m. The distance
tween the cathode array and the anode was 33 mm.

The cathode array was made of a fiberglass lamin
board, on which the knife edge cathode elements w
mounted, insulated from one another by a layer of bo
alumonitrate. The thickness of the protective layer was
mm and that of the fiberglass board, 5 mm. In a single ro
eighteen nickel knife-blade cathodes with a working surfa
area of 40335 mm were mounted along the flow direction
a row, separated from one another by a distance of 20 m
Three rows of cathodes were mounted on the cathode, s
rated by a distance of 50 mm between their axes of symm
transverse to the flow. Figure 1 is a sketch of the discha
chamber with a single longitudinal series. The cathodes w
connected through individual ballast resistors to the po
supply. The plane anode, which occupied the entire lo
wall of the chamber was made of copper. The potentials
and currents to the cathodes were measured on the m
row of cathodes while all three rows were working. T
temperature of the cathode array was measured with the
of thermocouples located at the points where the fiberg
substrate and the base of a cathode element came into
tact. The temperature of the gas was measured with a t
mocouple on the axis of the channel a distance of 0.3 m
the outlet cross section of the discharge region.

Figure 2 shows a sketch of the discharge chamber u

FIG. 1. Sketch of the discharge chamber:1 — cathode,2—anode,3 —
ballast resistance.
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for experiments with a gas feed into the discharge regi
Between each pair of transverse rows of cathodes a slit w
a width of 0.15 mm was made at a distance of 7 mm beh
the first cathode along the flow.

During the experiments the static air pressure in the d
charge chamber was measured and the mass feed of air i
channel was monitored. At a distance of 275 mm ahead
the discharge region a structure for mounting a turbuli
was provided. In the experiments a turbulizer was used
consisted of eight cones which uniformly filled the tran
verse cross section of the channel. The cones had bases
diameters of 25 mm and their height was 37 mm.

SYSTEM OF GAS DYNAMIC EQUATIONS

The system of gas dynamic equations~1!–~5! describes
the flow of the gas in the approximation of a narrow chan
and includes the steady state Prandtl equations,6 the equation
of state of the gas, and the vibrational kinetic equations~two
temperature model!. The anharmonicity of the nitrogen mo
ecules, the diffusion of vibrationally exited molecules, a
the accommodation of their energy at the channel walls w
taken into account. In the calculations we used an impl
six-point scheme with second order accuracy with a rect
gular grid.7 The equations are

]ru

]x
1

]rv
]y

50, ~1!

ru
]u

]x
1rV

]u

]y
52

dp

dx
1

]

]y S meff

]u

]yD , ~2!

cpru
]T

]x
1cprv

]T

]y
5 jEa1QN

e2e0

t

1QNQang,N1
]

]y S leff

]T

]y D , ~3!

p5rRT, ~4!

FIG. 2. Sketch of the discharge chamber with a gas inflow:1 — gap,2 —
anode,3 — discharge region,4 — cathode element.
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u
]e

]x
1v

]e

]y
5

jE~12a!

QN
2

e2e0

t

2Qang,N1
]

]y S DN,eff

]e

]yD . ~5!

Herex,y are the axes of a Cartesian coordinate system~Fig.
1!; u,v are the components of the velocity vector along thx
andy axes;cp , r, p, T, andN are the specific heat, densit
pressure, temperature, and molecular density of the gas;meff

is the effective coefficient of viscosity (meff5m1m tur),
wherem is the dynamic viscosity andm tur is the turbulent
viscosity; leff is the effective thermal conductivity (leff5l
1l tur), wherel is the coefficient of molecular thermal con
ductivity andl tur is the coefficient of turbulent thermal con
ductivity; e is the average number of vibrational quanta w
energy kQ per gas molecule and stored in N2 molecules
(Q53360 K!; e0 is the equilibrium value;R is the gas con-
stant of the mixture;k is the Boltzmann constant;jE is the
volume energy input into the positive column of the d
charge;Qang,N is the dissipated power of the vibrational e
ergy through the anharmonic channel of N2 molecules, used
in the form given in Ref. 8;DN,eff is the effective diffusion
coefficient of vibrationally excited N2 molecules (Deff5D*
1D tur), whereD tur is the turbulent diffusion coefficient o
the molecules; and,D* andD are the kinematic coefficient
of self-diffusion of the vibrationally excited and unexcite
molecules, respectively.

Vibrational excitation of the molecules owing to
change in the resonance exchange cross section can ca
change in the self-diffusion coefficient. For example, acco
ing to the data of Refs. 9 and 10, for the CO2 molecule
D* /D50.620.7. For the N2 moleculeD* /D50.520.3, and
for O2 , D* /D50.520.7, both atT5100021500 K.11 In
this paper we takeD* /D50.5. For high populations of the
vibrational levels of the N2 molecule, the coefficients of ther
mal conductivity, viscosity, and diffusion of air should d
crease. As an example, we list values calculated accordin
formulas for gas mixtures.12 For D* /D50.5, T5300 K, and
a change in the average number of vibrational quanta
molecule of air (e) from 0 to 0.7, the diffusion coefficien
D* increased by a factor of 1.37. The thermal conductiv
and viscosity decreased by factors of 1.53 and 1.51, res
tively.

For calculations of air flows, the vibrational relaxatio
time for nitrogen on water molecules was computed us
the formula t50.145310220Texp(230.6/T)jH2O, where
jH2O is the volume fraction of water molecules in the air. T
fraction of the energy of the discharge going into direct he
ing of the air,a, was determined from experimental data13

and approximated using the formulaa50.002P(x)T0 /
T(x,y)10.04, where@p#5Torr. The boundary conditions
for the system of Eqs.~1!–~5! were written in the following
form: at the channel walls fory50,H, we haveu50, v
50. The temperature was specified constant at the wal
T5Tst. The degree of filling of the vibrational levels of th
nitrogen molecule was obtained using the condit
DN,eff(]eN /]y)520.5gNaeN /(22gN). Here gN is the ac-
commodation coefficient for the vibrational energy at t
se a
-

to

er

c-

g

t-

at

channel walls, given bygN50.033, anda is the thermal
speed of the molecules. Uniform distributions over the hei
of the channel were specified for the flow parameters at
channel inlet: u(0,y)5u0 ; T(0,y)5T0 , p(0)5p0, and
eN(0,y)5e0(T0). u0 was calculated from the mass rate
feed of air through the transverse cross section of the ch
nel, G0 , u05G0 /S/r0, whereS is the transverse cross se
tional area of the channel and the subscript 0 denotes va
at the inlet cross section of the channel.

The turbulent boundary layer was described using
algebraic model in the framework of a two-layer Claus
scheme. In the interior of the boundary layer the turbul
diffusion coefficient was determined from the Prandtl fo
mula with a van Driest damping factor.14 In the outer region
the turbulent viscosity was calculated using the Clauser
mula with a factor to account for the intermittence of t
flow near the outer layer of the boundary layer.

The electric field strengthE in the positive column of the
discharge, the currentI i flowing through thei th cathode, the
ballast resistanceRi , the power supply voltageU, and the
channel heightH are related by the equation

E
0

H

Edy1I iRi1UK1UA5U, ~6!

whereUK is the cathode potential fall andUA is the anode
potential fall.

For calculating the cathode potentials, we assume
the conditionE/N5const holds in the positive column of th
discharge.15 E/N5const implies E/p* 5const, wherep*
5p(x)T0 /T(x,y). (* means that the quantity is reduced
normal or to the initial gas temperature.! Then Eq.~6! could
be written in the form

E

p* i
pH* i1I iRi1UK1UA5U, ~7!

where

H* i5HE
0

H

T0 /T~xi ,y!dy

is the channel height reduced to the gas temperature a
channel inlet,xi is the coordinate of thei th cathode; and,
E/P* i is averaged over the channel height in the zone
influence of thei th cathode.

In the gas inflow regime, a one dimensional system
equations obtained by simplifying the system~1!–~5!, spe-
cifically for v50 and zero gradients of the flow paramete
in the y direction, was solved. The gas inflow was model
by a gradual increase in the mass feed rate of the gas
each transverse row of cathodes. The heated gas wa
sumed to undergo instantaneous mixing in the discharge
gion. The conditions at the channel inlet were written in t
form u(0)5u0 , T(0)5T0 , p(0)5p0, andeN(0)5e0(T0).
The cathode array contained 20 slits, one in front of the fi
cathode row, on after the last row, and between every
transverse rows there was one slit. Thus,u0 was calculated
using the formulau050.05GV /r0 /S, whereGV is the mass
feed rate of air through the cathode array. The gas in
cavity lying between the cathode array and the delivery
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erture controlling the mass feed rate of the air inflow w
assumed to beT05300 K. The pressure was measured
rectly in the experiments through a static aperture on the
of the anode. The equation for calculating the temperatur
the cathode array was

c* r*
]T*

]t
5l* S ]2T*

]x2
1

]2T*

]y2 D , ~8!

where c* , r* , and l* are the specific heat, density, an
thermal conductivity, respectively, of the material in t
cathode array.

The boundary condition for the temperature at the p
tective surface was determined from the condition that
heat flux at the gas-cathode array boundary should be
stant. The continuous heat flux condition was also satisfie
the interfaces of elements of the cathode array with differ
thermal and physical parameters. At the working surface
the cathode, a heat flux directed from the cathode fall reg
into the cathode volume was specified.

EXPERIMENTAL DATA AND NUMERICAL ANALYSIS OF
THEM

The temperature of the cathode array was measured
transverse flow of air with ignition of a discharge from o
transverse row of cathodes and an initial gas tempera
T05293 K at the cathode array. The measurements sh
that the temperature of the cathode array for a given
charge burning timet is proportional to the current at th
cathode element. It depends weakly on the pressure, gas
rate, and the characteristics of the flow turbulence. For
ample, for G0520.631023 kg/s, I K573 mA, t560 s, and
p0 ranging from 41 to 62 Torr, the maximum heating of t
cathode array varied from from 73.5 to 67 K~9.3%!, and for
t5600 s from 150 to 137 K~9%!. At the same time, gas o
the channel axis was heated from 50 to 75 K~50%!, indepen-
dently of the discharge burning time. The effect of chang
in the mass feed rate of the gas was more significant.
p0552 Torr,I K573 mA,t560 s, andG0 varying from from
20 to 50 kg/s, the maximum heating of the cathode ar
changed from 100 to 75 K~20%!, and fort5600 s, from 150
to 135 K ~10%!. WhenG0 was increased from 2031023 to
5031023 kg/s, the heating of the gas on the axis of the ch
nel decreased from 70 to 30 K~57%!. Installation of the
turbulizers, which resulted in complete detachment of
boundary layer ahead of the discharge region and genera
large scale turbulence, had no effect on the cathode temp
ture. Thus, for a constant current, the gas temperatur
relative units depended much more strongly on the ini
flow parameters than did the temperature of the cathode
ray. Thus, the cathode array was heated primarily by h
transfer from the cathode fall region into the cathode volu
with subsequent redistribution of the heat over the cath
array. This is also indicated by the low degree of asymme
in the temperature of the cathode array relative to the lo
tion of a cathode. Figure 3 shows calculated and experim
tal temperature distributions of the cathode array for differ
discharge burning times (I K5110 mA!. A temperature maxi-
mum is observed at the site of a cathode element. The
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culated values were in satisfactory agreement with the
perimental data for currents of 70 and 90 mA.

The temperature distributions were calculated using
~8!. The heat flux through the working surface of the catho
was determined in the following approximations. Under t
experimental conditions, when the deviation in the curr
density from the normal value was relatively small, the ca
ode fall was essentially independent of the current. Estima
show that the most of the heat released in the cathode
region enters the volume of a cathode element. This is
cause of the low height of the cathode fall region and
consistent with the experimental results. Thus, as a ro
accounting for the energy expended in creating electron
pairs the formula for calculating the heat flux can be writt
in the formq5x3(UK2V)3I K /S, whereUK is the cath-
ode potential fall;I K is the current flowing through a cathod
element;S is the area of the working surface of a catho
element;V is the cost of an ion; and,x is the fraction of the
heat from the cathode fall region entering the cathode. Th
is an objective uncertainty in any determination ofUK under
particular conditions. This quantity depends, for example,
the state of the cathode surface. Here we did not measureUK

and we tookUK5208 V in accordance with Ref. 16. Th
best agreement between the theoretical and experime
temperatures was obtained forV530 V andx50.7 over the
entire range of currents, pressures, and flow velocities. Gi
the approximate character of the previous estimates, we
in fact, use the simple formulaq5Ud3I K /S, whereUd is
the effective cathode potential fall. It is determined from t
coincidence of the calculated and experimental data for
arbitrary choice of parameters: the cathode current and
velocity and pressure of the gas. The value calculated in
way can be used over a wide range of initial flow paramete

This algorithm was used to set the boundary conditio
with respect to the temperature on the surface of the cath
array for the calculations of the two dimensional gas flo
Calculations of the distribution of the temperature on t
cathode array when a discharge was struck from all the c
ode elements showed that it has a sawtooth shape. The
perature maxima occur at the sites of the cathodes. The
peratureTy5H5T(x) on the cathode surface was specifi
for a discharge burning time of 300 s. Its maximum w
600 K. This discharge burning duration was consistent w
the time to make the measurements of the currents and

FIG. 3. The distribution of the temperature increase in the cathode ar
*, d, h — experimental data; smooth curves — calculations;I 5110 mA;
t520 ~1!, 180 ~2!, 300 s~3!.
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tentials of the cathode elements. The conditionTy505T0

was specified at the anode.
In the following we present the results of a study of t

limiting characteristics of the discharge. The operating ch
acteristics of each cathode were determined by measuring
cathode current at the boundary of the stable discharge
gime. The measurements were made in a transverse
with discharge initiation from one transverse row. An ana
sis of these data showed that except for two cathodes
reduced currents, the spread in the critical current relativ
the average was610%. The deviation in the cathode curre
for the two exceptions was 30%. For the subsequent stu
of the individual characteristics, four cathodes with simi
critical currents, Nos. 1, 5, 10, and 17 along the flow, w
chosen. In the gas inflow regime, the limiting current a
discharge voltage were measured through the cathode a
Measurements were made with discharge initiation from
transverse row withp0548 Torr, T05293 K, andG0520.6
31023 kg/s.

Table I lists the limiting currents, voltages, and ener
inputs. The specific energy input were calculated using
formula W5(U2UK2UA)I /Gi , where I is the discharge
current andGi is the mass feed rate of the gas through
transverse cross section of the channel in the zone of in
ence of thei th cathode element. It is evident from the tab
that on going from the first to the second cathode, the crit
current changed little, but because of the increased gas
rate the limiting specific energy input decreased by a fac
of 3.47. The limiting current for cathode No. 17 was 47.5
higher, but the specific energy input was 7.4 times sma
than for the first cathode.

Thus, at the stability boundary for the discharge, the
rameters in the cathode region have a relatively weak de
dence on the parameters of the large scale gas flow.
suggests that the instability develops when a critical curr
is reached in the cathode region. The relatively weak dep
dence of the cathode region on the flow parameters is a
sequence of its small dimensions and the anomalously
electric field strength. The role of volume and surface p
cesses in the development of the instability of the cath
layer has been studied elsewhere.17–19

We now proceed to the development of an algorithm
calculating the distribution of the current over the catho
elements. To study the character of the distribution
E/p* i5const along the discharge vessel we calculated

E

p* i
5

Ui2UK2UA

pH* i
, ~9!

whereUi is the experimental value of the potential of thei th
cathode.

TABLE I.

Cathode No. I K , mA U, V W, kJ/(kg•s) Gi31023, kg/s

1 120 2083 563 1.14
5 131 2408 162 5.1
10 167 2664 116 10.2
17 177 2905 76 18.2
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In the calculations for an air flow, we tookUA5100 V.20

The calculations were done for a transverse discharge an
operation with a gas inflow through the cathode array. In
calculations of the two dimensional transverse flow in
plane intersecting the electrodes, the lateral constriction
the channel was taken into account by a corresponding
crease in the mass feed rate of the gas through unit c
sectional area of the channel.

Figures 3–5 show the distributions of the gas and d
charge parameters, the experimentally measured pote
difference (U12Ui) between the first andi th cathodes, the
cathode currentsI i , the ballast resistancesRi , the calculated
values ofE/p* , H* , and I i , and the temperature riseDTi

5Ti2T0 on the channel axis in the discharge region in t
direction of the flow. The calculations and experiments w
the transverse discharge and with the discharge with a
inflow were done under the following conditions
p0558 Torr,T05293 K, andG0520.631023 kg/s.

FIG. 4. Distributions of the discharge current over the cathodes and of
ballast resistances:1–3 — I i ; 4,5 — Ri ; 1,2,4— transverse discharge;1,3
— experiment;2 — calculated;3,5 — discharge with gas blown in through
the cathode array;N is the number of the cathode.

FIG. 5. Distributions of the gas temperature increment in the core of
flow and of the cathode potentials:1,2— DTi ; 3,4— Ui ; 1,4— transverse
discharge;2,3 — discharge with gas blown in through the cathode arrayN
is the number of the cathode.
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The way in which the ballast resistances must be dist
uted over the cathodes in order to obtain a uniform distri
tion of the discharge current over them depends on how
gas flow is organized~Fig. 3!. If the gas is blown in, the
uniform entry of cold gas into the discharge region levels
the gas temperature in the direction of the flow, while in t
transverse discharge regime the temperature increases m
tonically in the direction of the flow. Therefore, in the tran
verse discharge the cathode potentials fall off significantly
the direction of the flow, while in the discharge with g
blown in, they vary relatively little~Fig. 4!. Thus, in the first
case the ballast resistances were specified to increase d
stream and in the second, to be the same for all the catho
Calculations showed that in the transverse flow the inc
ment in the gas temperature on the channel axis in the z
of influence of the last cathode was 154 K, while the hei
of the channel, reduced to the temperature at the cha
inlet, decreased substantially, from 33 to 21.7 mm. The v
ues ofE/p* i corresponding to the different cathodes differ
from the averageE/p* 513.2 V/(cm•Torr) obtained by av-
eraging over cathodes No. 2–17 by only 3%~Fig. 5!. This
value of E/p* is consistent with data for a transverse d
charge in atmospheric air.1 The first and last cathodes we
not included in averagingE/p* i since they are somewha
anomalous.

In the regime with gas blown in, the spread in the c
culated values ofE/p* i over the cathodes is somewh
greater, probably because of the inadequate one dimens
model for the complicated vortical flow in the channe
When gas was blown in through the cathode array, the
ference in E/p* i from the averageE/p* 58.81 V/(cm
•Torr) reached 10% only for the second cathode, and
less than 6% beginning with the third. Note that with g
blown in, the mass feed rate of the gas through the transv
cross section of the channel increased from the first to
last cathode by roughly a factor of 20. Against this bac
ground the relatively weak variation inE/p* i justifies the
use of the approximationE/p* i5const for the positive col-
umn. However, this parameter depended on the way the
charge is organized, which may explain, for example,

FIG. 6. Distributions over the cathodes of the channel height reduced to
normal gas temperature and of the ratioE/p* : 1,2 — H* ; 3,4 — E/p* :
1,3 — transverse discharge;2,4 — discharge with gas blown in through th
cathode array;N is the number of the cathode.
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effect of the electrode regions. When the lengthL of the
Faraday dark space is taken into account, Eq.~9! can be
rewritten as

E

p* i
5

~Ui2UK2UA!

~ p~H2L !*0
H2LT0 /T~xi ,y!dy!

. ~10!

When gas is blown in through the cathode array, ga
removed from the Faraday dark space toward the anode
analogy with a longitudinal discharge, it may be assum
that this causes the Faraday dark space to become long21

Equation~10! implies that we obtain a low value ofE/p* i if
the elongation ofL is not taken into account.

Figure 6 shows the calculated cathode currents. The
rent at the first cathode was specified in the calculations,
power supply voltage was determined from Eq.~6! using
Eqs. ~1!–~7! for an averageE/p* 513.2 V/(cm•Torr), and
the distribution of the current over the cathodes was co
puted. Evidently, the calculated and experimental curre
are in satisfactory agreement for most of the cathodes.

The potentials and currents calculated using the p
posed algorithm can be used to set the boundary condit
for a more detailed calculation of the discharge. For e
ample, two dimensional calculations of the positive colum
of a discharge have been done22 with one dimensional gas
dynamics and without a consistent calculation of the cath
layer. The lack of a consistent calculation of the catho
layer means that additional conditions have to be imposed
the working surface of the cathode. A complete and con
tent calculation of the discharge, especially for a large nu
ber of cathodes, is, so far, a separate problem.

CONCLUSION

We have studied the parameters of discharges fun
mentally different gas dynamic structures in transverse flo
and in flows with a distinct vortical structure. A numeric
analysis of the experimental data showed that for both m
ods of organizing the flow in the positive column of th
discharge,E/N ~averaged over the channel height! depends
weakly on the distance to the inlet cross section of the ch
nel. The distribution of the ballast resistances for producin
uniform current distribution over the cathode elements
pends on the way the flow is organized. This behavior p
mits a fairly simple calculation of the flow parameters a
the distribution of the current and discharge voltage over
cathode elements.

The above results imply that the state of the catho
region determines the thermal regime of the cathode a
and the stability of the discharge. It has been shown that
distribution of the current over the cathodes depends on
flow parameters. At the same time, the temperature pro
of the gas flow depend on the thickness of the bound
layer, the turbulence characteristics, the electrode temp
tures, and the channel height and geometry. Thus, in s
cases, the ambiguous influence of turbulence on the
charge stability might be explained if these interrelatio
were consistently taken into account. The results obtaine
this paper can serve as a model for calculating the limit
parameters of the discharge.

he
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New York ~1973!, p. 272; Énergoatomizdat, Moscow~1982!, p. 269#.

16Yu. P. Raizer,Physics of Gas Discharges@in Russian#, Nauka, Moscow
~1987!, 592 pp.

17Yu. D. Korolev and G. A. Mesyats,Physics of Pulsed Breakdown in
Gases@in Russian#, Nauka, Moscow~1991!, 224 pp.

18Yu. S. Akishev, A. P. Napartovich, V. V. Ponomarenkoet al., IAÉ, Pre-
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Effect of the gas dynamic structure of a flow on the parameters of a self-sustained
discharge. II

G. A. Baranov and S. A. Smirnov
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The limiting current of a self-sustained glow discharge is calculated. Two-dimensional equations
for the flow of a viscous, vibrationally nonequilibrium gas and a model of the cathode
sheath are used. The validity of the approximations which form the basis of the cathode sheath
model was tested with experimental data for anomalous and normal currents. The effects
of laminar and turbulent gas flow and of the geometric dimensions of the channel on the limiting
discharge current are examined. ©1999 American Institute of Physics.
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INTRODUCTION

Instability of a transverse discharge with a section
cathode array can show up in the form of brightly lumino
trails growing from some of the cathodes. The criticality
conditions in the cathode region for the development o
discharge instability has been demonstrated repeatedly. C
tractions, for example, develop as a result of field emissio1

nonuniformities in the oxide layer on the cathode,2 and in-
creases in the collisional ionization and secondary emis
coefficients resulting from an increase in the density of me
stable particles.2

In order to develop a physical and mathematical mo
for the effect of the gas dynamic structure of the flow on
discharge parameters, it is appropriate to conduct exp
ments and analyze them numerically under conditions s
that the initial gas temperature changes at the inlet to
discharge chamber, while the density and velocity of the
are fixed. Then the initial gas temperature determines
energy input to the discharge necessary to reduce the
density by a certain amount. Thus, varying the initial g
temperature makes it possible to vary the degree of rare
tion of the gas for a fixed energy input and constant ini
conditions throughout the entire temperature range. Aga
this background, it is easier to compare the structure of
gas flow with the power input level and discharge regime
this paper we have not set ourselves the task of makin
detailed analysis of the mechanism for the discharge in
bility. As criterion for the development of the discharge i
stability we have taken the attainment within the catho
dark space of a maximum value ofE/N. Note that for a
nonuniform gas temperature the maximum inE/N can lie at
some distance from the cathode surface. The distributio
the discharge current over the cathode elements was c
lated using the algorithm developed in the preceding artic3

This model was used to analyze experimental data fr
Ref. 4.

To a certain extent, the condition (E/N)max5const is
analogous to the conditionEy505const used for identifying
the instability.1,5 In Ref. 5, a discharge on a palladium cat
1301063-7842/99/44(11)/7/$15.00
d

f
a
n-
,

n
-

l
e
ri-
h
e
s
e
as

s
c-
l
st
e

n
a

a-

e

of
u-
.
m

ode made of a wire with a diameter of 0.74 mm enclosed
an aluminum oxide tube.Ey50 was not measured there5 but
its value was determined by estimating the magnitude of
potential fall in the cathode dark space and its thickness.
gas pressure was normalized with respect to the tempera
averaged over the height of the cathode dark space, sinc
parameters of the latter depend on the gas density, ra
than on the absolute magnitude of the pressure. Starting
Ey505const, which is satisfied for the critical currents
pressuresP05252150 Torr, we concluded that a field emis
sion instability develops.

More exact calculations show that normalizing the g
pressure with respect to the average temperature is a c
approximation for determining the field at the cathode s
face. The temperature of the cathode surface varies l
compared to the remaining part of the cathode dark spac
the current is varied. Thus, the field at the cathode fo
given pressure was found5 to be essentially independent o
the temperature distribution of the gas in the cathode d
space. It might be determined by the gas pressure or
degree of anomaly in the current. We denote the magnit
of the field, determined by analogy with Ref. 5, byES . The
thickness of the cathode dark space,dS , which is defined in
terms of the average densityNS , satisfies the condition
NSdS'const. Given the linearity of the field distribution i
the cathode dark space, we haveES;2UK /dS

52UKNS /(NSdS)'constNS , whereUK'const is the cath-
ode fall. Thus, in Ref. 5, the conditionES'const should
imply ES /NS'const, whereES is a scale for the field in the
cathode dark region.

MODEL FOR THE CATHODE FALL REGION WITH A
NONUNIFORM GAS TEMPERATURE

The preceding discussion shows the appropriatenes
developing a model for a cathode sheath with a nonunifo
gas temperature. Modelling the cathode region and mak
qualitative estimates of its parameters are done with differ
degrees of complexity and consistency in the approxim
tions. Here we obtain equations for estimating the parame
5 © 1999 American Institute of Physics
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in the cathode fall region using the classical similarity re
tions, modified to account for a nonuniform gas temperatu
The degree of reliability of the results is tested by compar
the computational results with experiment.

Let us briefly discuss the main methods for modelli
the cathode sheath. The nonlocality of the electron ene
distribution function owing to the strong nonuniformity o
E/N in the cathode layer requires that a kinetic equation
solved for the electrons. The most complete numerical st
of the electron distribution function in the cathode dark sp
can be done using a Monte Carlo method. It has been u6

for calculating the electron distribution function for hig
fields. For low fields a diffusion- drift approximation is use
Calculations have been done for the cathode dark space
the negative glow. Monte Carlo methods are rather com
cated and time consuming. The most accessible method
solving the kinetic equation has been proposed in Ref
This method also describes nonlocalization effects, but it
also be used to model the hydrodynamic approximation
electron diffusion. It has been used8 to calculate the layered
structure of a cathode sheath consisting of a cathode
space, a negative glow, and a faraday dark space.
changes in the field on going from the cathode dark spac
the positive column were shown to be nonmonotonic. T
groups of electrons were obtained in the cathode dark sp
and the negative glow: fast and slow. As in Ref. 6, beca
the atoms are ionized by a beam of fast electrons, the m
mum ionization rate lies outside the cathode dark space

In Ref. 9 the nonlocalization of the electron distributio
function was taken into account by renormalizing the lo
Townsend coefficient,

a

p
5Ae(2Bp/E). ~1!

In order to account for the dependence of the ionizat
rate on the field over the intervalxI5(x2DxI ,x), where

e E
xI

x

Edx85I ~2!

is the ionization potential, the ionization rate was written
the form

Q~x!5me~neuEu!x5x2DxI
e2Bp/uE(x)u. ~3!

The equations for the field strength and current den
are written in the form

dE

dx
54pe~ne2ni !, ~4!

and

d je
dx

5
d j i
dx

5Q2bneni , ~5!

whereE is the electric field strength,ne , ni , j e , and j i are
the densities and current densities of the electrons and i
andb is the recombination coefficient.
-
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For current densities close to normal, the calculatio
showed that electron diffusion has a significant effect on
current voltage characteristics, while the effect of nonloc
ization was substantially less.

In Ref. 10 the effect of nonlocalization has been tak
into account by introducing a time delay between an el
tron’s gaining the energy required for ionization and the m
ment of ionization. This was done by a suitable renormali
tion of the Townsend coefficient and changing the form
the original equation,

d je
dx

5a j e~x!. ~6!

Because the nonlocalization beyond the confines of
cathode dark space was taken into account, the calculat
of Refs. 9 and 10 yielded a local minimum in the elect
field strength. For nitrogen, they showed10 that agreement
between the potential fallUN and the experimental data ca
be obtained by choosing the secondary emission coeffic
g. This was not possible for the normal current densityj N .
Note that the problem of choosingg arose in all these
papers,6–10 but the problem of calculating the normal curre
density in a self-consistent manner has not yet been de
tively solved.

Therefore, by renormalizing the Townsend coefficient
the diffusion- drift @or, simply, drift ~5!# approximation it is
possible to determine several effects associated with the
localization of the electron distribution function. At the sam
time, the diffusion-drift approximation with a loca
Townsend coefficient yields fair agreement with the expe
mental current-voltage characteristic and field distribution
the cathode dark space.11,12 In principle, this corresponds to
the classical Engel-Steenbeck theory,13 which is still widely
used for estimating the parameters of the cathode sheath
cathode potential fall, the current density, and the thickn
of the cathode dark space. The major theses of the En
Steenbeck theory have not been refuted by the result
more complex, modern techniques. The latter make it p
sible to compute the fine structure of the cathode sheath,
they are still complicated and do not guarantee a satisfac
result.

Let us introduce the main propositions of the Enge
Steenbeck theory in more detail as we require them in or
to develop the model of the cathode dark space used h
According to that theory, Eq.~5! is satisfied for a one-
dimensional cathode layer with a uniform gas density in
steady state, along with the conditions

j e1 j i5 j ; j eK5g j iK5F g

11gG j , ~7!

wherej is the current density in the cathode dark space
j eK and j iK are the electron and ion current densities at
cathode.

Equations ~6! and ~7! yield a condition for self-
sustainment of the discharge,

E
0

d

a@E~x!#dx5 lnS 11
1

g D . ~8!
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In the theory, one solves the system of Eqs.~1!, ~4!, and
~6!–~8! for ni@ne and for a linear distribution of the field in
the cathode dark space,

E~x!5EKS 12
x

dD . ~9!

The distribution~9! has been confirmed by probe me
surements, as well as by detailed calculations in some of
papers cited above. The solution of Eqs.~1! and ~6!–~9! is
not given in elementary functions and in order to obtain
intuitive result, the approximation

E~x!5const, ~10!

is used instead of Eq.~9! for the cathode dark space. Usin
this expression yields more or less the same parameter
the cathode layer14

EK

p
5

B

C1 ln pd
, UK5

Bpd

C1 ln pd
,

C5 ln
A

ln~111/g!
. ~11!

The similarity relations

UN5const,
j N

p2
5const, dNp5const, ~12!

hold for the normal current density, whered is the thickness
of the cathode dark space,U is the cathode potential fall, an
the subscriptN corresponds to values for the normal curre
density.

When the current density deviates from normal, the
rameters of the cathode dark space can be calculated u
formulas; for the dimensionless quantities

Ū5U/UN , Ē5~E/p!/~EN /p!,

d̄5~pd!/~pd!N , j̄ 5 j / j N ~13!

Eqs.~11! can be written in the form

j̄ 5
1

d̄~11 ln d̄!2
, Ū5

d̄

11 ln d̄
, Ē5

1

11 ln d̄
. ~14!

We shall be using Eqs.~9! and ~12!–~14! in developing
a model of the cathode dark space for a nonuniform
density. In all the previously cited papers, the gas den
was assumed constant in the cathode sheath. This is tru
low gas pressures. Our estimates for a nitrogen-copper c
ode system showed that neglecting the heating of the ga
the cathode dark space leads to errors in the determinatio
the current density at the cathode. For example, at press
of 1, 5, 10, and 37.5 Torr the ratioj / j N equals 0.864, 0.761
0.49, and 0.271, respectively, wherej is the true current den
sity at the cathode spot andj N is given by Eq.~12!. Heating
of the gas affects the cathode fall even in the anomal
regime.

There are few papers devoted to the study of the cath
sheath with a nonuniform gas density. The effect of the
temperature on the state of the cathode sheath has been
ied, for example, in Refs. 15–19. An analytic formula f
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calculating the normal current density was derived in R
15. To derive it, a similarity criterion from Eq.~12! was used
and the gas density was reduced to the temperature aver
over the height of the cathode dark space. The thermal c
ductivity of the gas was specified to have a temperature
pendence of the forml}T0.5. A nonstationary cathode
sheath was studied in Ref. 16 using a continuity equation
the current and the Poisson equation for the electric fie
The Euler gas dynamic equations were solved in a simpli
form. A matched system of equations for the continuity
the current and the motion of a viscous thermally conduct
gas, as well as an equation for the distribution of the elec
field, were solved in Eq.~17!.

Our derivation of the equation for the field distributio
in the cathode dark space and its other parameters is b
on an analysis of quantities at slices of the cathode d
space of lengthdyi 11/25yi 112yi , bounded by fictitious
cross sections with numbersi 51, . . . ,M , wherey is the lon-
gitudinal coordinate in the cathode region. We shall assu
that, as the gas is heated, the cathode dark space trans
and its fictitious cross sections move. In the normal regim
they are ‘‘bound’’ to a value of the potential and in th
anomalous regime, to the same value of the potential,
changed by the integrated anomaly coefficient. For each
ment of the cathode dark space with the normal current d
sity the coordinate and field undergo the transformations

Ei 11/2
N

Ni 11/2
N

5const, dyi 11/2
N Ni 11/2

N 5const. ~15!

These transformations conserve the form of Eq.~6!, i.e.,

d j /dy5a j 5 jN~y!A exp@2BN~y!/E~y!#.

In fact, with Eq.~15!, we obtain

d j /dy5 jdy* /dy•N* A exp@2BN* /E* #

or

d j /dy* 5 jAN* exp@2BN* /E* #5a* j .

The scale for the normal current density14 was obtained from
the approximationsj 5en1m1E and n1'(4pe)21dE/dy.
We shall write the local derivative of the field in the form
dE/dy;dw/(dy)2. For a small degree of anomaly, the p
tential difference between two cross sections obeysdw
5const. Using Eq.~15! for the local scale of the norma
current density givesj N5m1E* N(y)3dw/(dy* )2}N2(y).
Thus, for a nonuniform gas density, the transformations~15!
make it possible to retain the form of all most all the initi
equations from the Engel-Steenbeck theory used to de
Eqs.~11!, ~12!, and~14!. In addition, Eq.~15! implies that

E
y1

y

Edy5E
y1*

y*
NE* /N* dy* ~N* /N!5E

y1*

y*
E* dy* 5I ,

i.e., as the length of the segment between two fixed cr
sections of the cathode dark space changes, the en
gained over that segment by the electrons does not v
Therefore, a similarity condition holds for Eq.~2!. The initial
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approximations are also consistent with Ref. 18, in that
electron distribution function depends on the potential a
local field.

The following propositions have also been formulat
for developing an algorithm for calculating the parameters
cathode dark spaces with a nonuniform gas density and
ferent degrees of local anomaly.

1. If the current at a cathode occupies and area than
working surface of the cathode, then the principle of t
minimum cathode potential fall is satisfied, i.e., the catho
spot occupies an area such that the cathode fall is minim

2. The local value of the normal current density obe
the conditionj i 11/2

N }N2.
3. Local analogs of the parametric equations~14! are

satisfied. They can be used to find the correctionsĒ to the
local field strength when the local current density devia
from the local normal value; i.e., j̄ 5 j i 11/2/ j i 11/2

N ,
j̄ 51/d̄/(11 lnd̄)2, and Ē51/(11 lnd̄). Here j i 11/2 is the ac-
tual value of the current density.

For calculating the parameters of the cathode dark sp
using our model, it is first necessary to calculate the lo
valuesj̄ i 11/2; they are used to calculate the local correctio
for the anomaly,d̄ i 11/25 d̄( j̄ i 11/2) and Ēi 11/25Ē( d̄ i 11/2).
The normalized segments of the cathode dark space resu
from the deviation from the normal value are defined
dyi 11/25dyi 11/2

0 d̄N0 /N, where the subscript 0 correspon
to parameters in the initial uniform gas density in the catho
dark space and to its normal parameters. Now the cath
sheath thicknessd can be calculated from the equation

(
i 51

M21

dyi 11/2
0 5dN5 (

i 51

M21

dyi 11/2N/~ d̄N0!

or, in the limit M→`,

dyi 11/2→0E
0

d

N~y!/@N0d̄~y!#dy5dN .

When the gas density deviates from a uniform distributi
the cross section with coordinatey0 shifts into positiony,
where the relationship between these coordinates is d
mined by

E
0

y

N~y!/@N0d̄~y!#dy5y0 .

Similarly, the local electric field strength is determined fro
the formulaEi 11/25Ei 11/2

0 ĒN/N0, while the distribution of
the field in the cathode dark space, given Eq.~9! and the
normalized coordinates of the fictitious cross sections
given by

E~y!5
2UN

dN

N~y!

N0
Ē~y!S 12E

0

y N~y!

N0d̄~y!dN

dyD . ~16!

In the steady state case, the density, pressure, and
perature are related by the equation of statep5NkT. The
temperature distribution is calculated using the equation

d

dy S l~T!
dT

dyD1E j50. ~17!
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Outside the cathode dark space it was specified
E/p50.1 V / (cm•Torr) and the pressure in the cathod
sheath was uniform over its height. The boundary condit
at the cathode surface was specified in the formTy505Ti ,
andTK is the temperature of the working surface of the ca
ode. At the upper boundary of the computational region
boundary condition was specified from calculations of t
temperature in the boundary layer of the flow with the aid
the system of equations from Ref. 3.

Satisfactory agreement has been obtained19,20 between
calculated normal current densities for a copper cathode
nitrogen using Eqs.~16! and ~17! and experimental
values.21,22The calculations were done for pressures of 37
300 Torr and yielded values in agreement with the data
Ref. 23, to within the experimental error, for air and a copp
cathode atp522.5245 Torr. For an N21He mixture and a
copper cathode, good agreement with experiment23 was ob-
tained forp579.5 Torr. The calculations were done with th
mobility of the nitrogen ions essentially depending strong
only on the nitrogen density. This made it possible to repla
the total density of atoms and molecules in the mixture w
the density of nitrogen molecules. Note that the form of t
distribution of the ratioj / j N(y) in the cathode dark space
wherej is the current density at the cathode spot andj N(y) is
the local value of the normal current density, implies that
Ty50<T` near the cathode,j / j N(y),1, while near the outer
boundary of the cathode dark space,j / j N(y).1, i. e., for
p.1 Torr one can speak of a normal current density o
conditionally. A subnormal regime exists near the catho
and an anomalous regime, near the outer boundary of
cathode dark space. The distribution of these zones is s
that the principle of a minimum cathode fall is satisfied in t
sum.

Calculations of the cathode fall in highly anomalous d
charges are also given in Refs. 19 and 20. The calcula
values are in satisfactory agreement with experiment.24 The
experiments were done atp523, 40, and 90 Torr. The maxi
mum cathode fall for nitrogen atp523 Torr and a copper
cathode was about 1500 V. This shows that the model ca
used for estimating the parameters of a cathode sheath w
nonuniform gas temperature over a wide range of pressu
The initial values ofUN , j N /p2, andpdN in the calculations
were chosen in accordance with experimental data from R
14. There are no published data onpdN for nitrogen and a
copper cathode, so it was chosen from coincidence of
calculated and experimental normal current densities.
choice was made for an arbitrary pressure.

CALCULATING THE LIMITING DISCHARGE CURRENT AS A
FUNCTION OF THE GAS TEMPERATURE

The effect of the temperature of longitudinal and tran
verse flows of dry air and commercial nitrogen (;2%O2)
on discharge uniformity has been studied.4 In the transverse
discharge the anode was made in the form of a copper p
and the ten copper cathodes with a working area of 0.
30.15 mm2 were mounted 30 mm apart along the flow a
connected to a power supply through a resistance of 18V.
The discharge gap was chosen to be 30 mm. The gas
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perature at the inlet to the channel was varied with the d
sity and velocity of the gas flow held constant. The d
charges in a flow of commercial nitrogen with an velocity
90 m / s,averaged over the cross section, and a pressur
80 Torr, normalized to standard temperature, were non
form for gas temperatures below 1902200 K. At tempera-
tures of 2002240 K a uniform discharge developed and
further increase in the temperature led to a rise in the tra
tion current from a uniform to a nonuniform discharge fro
0 to 1.3 A. In experiments with a change in temperature fr
160 to 350 K the discharge voltage changed impercepti
This is explained by the fact that in the positive column
the discharge, the conditionE/N5const holds, while the ga
density was kept constant at the channel inlet.

The experiments of Ref. 3 showed that the discha
instability was initiated in the cathode sheath. Given
similarity of the discharge chambers in Refs. 3 and 4,
analyzing the experimental data of Ref. 4 we assume tha
discharge instability developed in the cathode fall regions
the algorithm for calculating the limiting discharge current
gradual increase in the number of functioning cathodes
taken into account, consistent with the increase in the t
discharge current. By analogy with the real process, it w
assumed that after breakdown, the discharge ignites initi
at the last cathodes. Then, as the power supply voltage
creases, the currents at the functioning cathodes increas
does the voltage on the idle cathodes that are located
stream. After the potential on the idle cathodes reaches
breakdown value, the gas breaks down from the auxili
upper cathode. Simultaneously with the new breakdown,
power supply voltage drops, since there is increased hea
of the gas in the discharge regions located downstream
that the electric field strength decreases. This process of
cessive upstream ignition of the discharge continues until
critical conditions for development of a discharge instabil
are realized at one of the cathodes.

It was assumed that an instability of the cathode
region develops after a certain value ofE/N, which is the
same for all initial gas temperatures, is attained there.
rates of the volume processes involving the electrons
dependent onE/N; under typical conditions they do not de
pend on the electron density and, therefore, on the cur
density.25 The critical value ofE/N was assumed to be inde
pendent of the gas temperature because the gas density
therefore, the initial conditions in the cathode region, did
depend on the initial temperature.

The distributions of the temperature of nitrogen in t
discharge region and of the currents over the cathodes w
calculated using the equations of nonequilibrium gas dyn
ics for E/p* 528.8 V/~cm•Torr!. For this value ofE/p* , the
discharge voltage lay within the limits of error of the expe
mental data.4 By analogy with our experiments in air, th
breakdown field was specified to be 1.32 times the work
value. The parameters of the cathode fall region and the
tribution of the gas temperature within this region were c
culated using Eqs.~16! and ~17!. As in Ref. 19, it was as-
sumed that the cathode dark space expands in the dire
of the anode, in this case at an angle of 45°.

Figure 1 shows the distributions of the gas temperat
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in the cathode region for two values of the initial nitroge
temperature,T05150 and 350 K, for a currentI 5250 mA
and a pressure, reduced to standard temperature
p580 Torr. Evidently, the lower the initial temperature i
the greater the overheating of the gas in the cathode la
since, as the initial temperature is lowered, a smaller te
perature change is needed to produce a change in the
density by a specified amount, while the more the gas
neutralized in the cathode sheath, the higher the degree o
anomaly and the higher the level of Joule heating will b
Figure 2 shows the distribution of the ratio of the elect
field strength in the cathode fall region to the local press
reduced to standard temperature, (E/p* )K . The parameters
are E/N and (E/p* )K uniquely related to one another. A
opposed to the linear distribution of the field in the catho
dark space observed for a constant gas density, when the
density is nonuniform (E/p* )K develops a maximum inside
the cathode fall region, rather than at the cathode surfac

FIG. 1. The distribution of the gas temperature in the cathode fall reg
p* 580 Torr, I 50.23 A; T05150 ~1!, 350 K ~2!.

FIG. 2. The distribution of (E/p* )K in the cathode fall region for
p* 580 Torr andT05150 ~1!, 350 K ~2!.
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Figure 3 shows plots of the maximum of (E/p* )K as a
function of the cathode current. The horizontal line deno
the critical level we have assumed. It was assumed that
inhomogeneity of the discharge is lost when the param
(E/p* )K at an individual cathode reaches a value cor
sponding to the maximum of (E/p* )K for T05350 K and
I 5242 mA. It is evident from Fig. 3 that, as the initial tem
perature is lowered, the degree of anomaly of the cath
sheath increases and there is a significant drop in the cri
current. At T05160 K the critical level of (E/p* )K is
reached byI 5122 mA. This value is roughly equal to th
current jump during breakdown of the discharge gap. In fa
given the difference between the breakdown and work
electric field strengths, the current jump at the cathode d
ing breakdown can be calculated using the formula

DI i'0.32S E

p*
D Hp*

Ri
. ~18!

At a pressure ofp* 580 Torr it equals 123 mA. Thus, fo
temperatures belowT05160 K, a uniform discharge was no
ignited. The chosen critical level of (E/p* )K is in agreement
with other data from Ref. 4. For example, whenp* was
increased from 40 to 160 Torr there,4 the critical temperature
rose from 120 to 350 K. The jumps in the breakdown curr
given by Eq.~18! for p* 540 and 160 Torr are equal toDI
561 and 246 mA, respectively. It is evident from Fig. 3 th
for p* 540 Torr andT05120 K and forp* 5160 Torr and
T05350 K, the critical cathode currents equal 82 a
267 mA, respectively; that is, they are quite close to the c
rent jumps during breakdown of the discharge gap.

Figure 4 shows the calculated and experimental4 values
of the maximum total discharge current for which a unifo
discharge existed. It is obvious that, as in the experim
increasing the initial gas temperature causes the limiting
charge current to rise. At the same time the current rose,
number of cathodes on which the gas broke down wit
uniform discharge also increased. While the discharge
not ‘‘ignite’’ on any one of the cathodes atT05150 K, it

FIG. 3. The dependence of the maximum value of (E/p* )K on the current at
a cathode element forp* 580 ~1–5!, 40 ~6!, and 160 Torr~7! and T0

5150 ~1!, 200 ~2!, 250 ~3!, 300 ~4!, 350 ~5,7!, and 120 K~6!.
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burned from all ten atT05350 K. The calculated limiting
currents are close to the level of the lower boundary of
experimental values.4 The calculations also showed that th
discharge stability depends on the flow parameters and
geometric dimensions of the channel. When the length of
segment of the channel attached to the discharge cham
was increased fromL50.1 to 1.0 m, the limiting discharge
current was lowered. The transition from a laminar flow
the boundary layer to a turbulent flow increased the limiti
discharge current slightly. Increasing the channel hei
from 0.03 to 0.048 m while maintaining the initial densi
and velocity of the gas reduces the limiting current subst
tially, by almost a factor of two, and increased the critic
temperature. This is consistent with the results of Ref. 26

If we had assumed that the mechanism for the discha
instability is purely based on field emission, then the ma
between the calculated and experimental data would h
been considerably worse, since under these conditions
field strength at the cathode surface depended weakly on
current and was practically independent of the initial g
temperature. We have related the transition from a unifo
to a nonuniform discharge to a level of (E/p* )K52734 V /
(cm•Torr) in the cathode fall region. If the assumption tha
critical level of (E/p* )K exists is fundamentally true, then it
absolute magnitude may depend on the specific conditio

CONCLUSIONS

A modification of the main formulas from the Engel
Steenbeck theory has made it possible to study the effec
a nonuniform distribution of the gas density on the para
eters of the cathode dark space. The effect of a density n
uniformity increases as the pressure rises and is substa
for pressures exceeding 5 Torr. Calculations with a chang
the initial gas temperature have shown that, for a given ca
ode current, the overheating of the gas in the cathode d
space and its degree of anomaly increase as the initial

FIG. 4. The limiting discharge current as a function of gas temperat
1 — experiment;1,2,4— laminar boundary layer;3 — turbulent boundary
layer; H50.03 ~1–3!, 0.048 m~4!; L50.1 ~1,4!; 1 m ~2,3!.
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temperature is lowered. In a transverse flow, as the gas
perature at the channel inlet is reduced, there is a increa
the nonuniformity in the distribution of the discharge curre
over the cathodes. These processes control the develop
of a critical gas temperature below which a uniform d
charge is not ignited. The distribution of the current over
cathodes and the current density in the region of the cath
fall can determine the way the limiting discharge curre
depends on the gas dynamic structure of the flow and on
channel parameters. These characteristics can be relat
the effect on the discharge stability of the gas flow regime
the flow boundary regions~laminar, turbulent!, the channel
height, and the length of the channel lying in front of t
discharge chamber.

This work was supported by the Russian Fund for F
damental Research~Grant No. 95-01-00619!.
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Development of ionization in nonequilibrium inert-gas plasmas in magnetogasdynamic
channels
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Effects accompanying the interaction of a flow of preionized inert gas with a magnetic field are
studied: selective electron heating, the development of nonequilibrium ionization, and the
onset of the ionization instability. Local and average densities and temperatures of the electrons
are measured and the average ionization rate is determined. It is found that the average
electron density increases as the magnetic induction is raised, in both stable and ionization unstable
plasmas. The difference in the rates at which ionization develops in these two states is
revealed. The mechanism for the coupling between the average ionization rate in an ionization
unstable plasma and the spatial–temporal characteristics of the plasma inhomogeneities is
established. ©1999 American Institute of Physics.@S1063-7842~99!01011-9#
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This paper is a continuation of a series of papers on
possibility of using pure inert gases as working materials
nonequilibrium magnetogasdynamic channels.1–5 These
studies have been made at magnetic fields below the cri
values for development of the ionization instability, as w
as at fields above critical. Special attention has been dev
to studying the development of ionization and the ionizat
instability in the plasmas. It should be noted that most of
studies of the ionization instability have been done in in
gases with an alkali metal additive.6 In this case, the ioniza
tion of the gas is determined by the ionization of the ad
tive, the degree of ionization in the initial state and in t
inhomogeneities is close to the equilibrium values de
mined by the electron temperature, and the maximum e
tron density in the inhomogeneities is limited by comple
ionization of the additive. The ionization processes in
pure inert gases differ in that, for the plasma parame
typical of magnetogasdynamic channels, the character
ionization and recombination times in them are orders
magnitude higher than in the alkali metals, so that the plas
state is far from equilibrium. In addition, there are no lim
on the maximum electron density. Therein lies the novelty
these plasmas compared to those employed previousl
turns out that the ionization instability in pure inert-gas pla
mas has an unusual property. It has been observed previo
that their effective conductivity increases when the magn
field is raised.1–3 In the present study, primary attention
devoted to studying the structure of the inhomogeneities
their lifetime, to finding a correlation between the local te
perature and density of the electrons in the inhomogene
and their average values and to determining their aver
ionization rate.

The experiment was done in a disk magnetogasdyna
channel attached to a shock tube in which a flow of therm
equilibrium gas was created. An annular Faraday current
induced in the disk magnetogasdynamic channel, while
Hall current was not closed. The length of the interact
1311063-7842/99/44(11)/6/$15.00
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zone in the magnetogasdynamic channel was 0.1 m and
channel height was 0.01 m. The Mach number of the flow
the magnetogasdynamic channel lay in the interval 4–2,
magnetogasdynamic interaction parameter, 0–0.05, the
parameter, 0–4, and the conductivity, 100–600 S/m. The
paratus and measurement techniques have been desc
elsewhere.1–4 The electron temperature was determined fro
the decay of the continuum in the near ultraviolet and
electron density, from the continuum intensity.5 The param-
eters of the flow behind the incident shock wave in the sh
tube, which are close to the parameters in the magneto
dynamic channel, were used as a standard. The experim
were done in xenon in three gasdynamic regimes I, II, a
III, specified by Mach numbers 6.4, 6.9, and 8.4, resp
tively, in the shock tube. The initial pressure in the low pre
sure chamber was 26 Torr. Most of the experiments w
done in regime II. Figure 1 is a sketch of the apparatus.

The dynamics of the evolution of the luminous inhom
geneities ~magnetic striations! was studied using a high
speed moving picture camera which recorded fragment
the disk channel with the aid of rotating mirrors. An analys
of the moving pictures showed that the striations have
form of spokes inclined at an angle of roughly 20°–30°
the azimuth, the azimuthal separation between them is a
90°, their radial length is about 0.03 m, and 2–3 of the
exist simultaneously in the channel. The striations deve
with a certain spacing and their propagation velocity is clo
to the flow velocity. As the striations propagate along t
channel, their luminosity increases, they expand somew
they orient themselves more closely to the direction of
initial current, and their structure becomes more comp
cated. Figure 2 shows photometric traces of a film along
channel radius. It should be noted that the ordinate is
relative photometer reading, for which the maximum da
ening exceeds the linear darkening limits for the film. Here
is possible to follow the appearance of individual striatio
and their increasing luminosity as they propagate along
2 © 1999 American Institute of Physics
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1313Tech. Phys. 44 (11), November 1999 Vasil’eva et al.
channel. Once they appear, the striations do not decay. T
lifetime exceeds the drift time. The evolution of the striatio
can be followed in more detail by analyzing oscillosco
traces of the light detected by photomultipliers located at t
radii r 1 and r 2 at a single azimuth. Figure 3 shows the tim
variation in the electron densities at two radii in regime II
the different plasma volumes move past the observation w
dow. The rise in the average electron density with time
caused by the finite ionization relaxation time in the plug
shock compressed gas. In the density fluctuations, large s
inhomogeneities can be identified and, against the ba
ground of these, smaller scale inhomogeneities that show
more clearly at the larger radius. Over a drift time of 4

FIG. 1. Sketch of the magnetogasdynamic channel.
eir
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31024 s, about 8 large scale striations pass by. Given t
Dr 5uDt and the flow velocity is about 103 m/s, we estimate
the transverse size of the large scale striations to be 0.
0.3 m. The large scale striations follow one another by
310252531025 s and the time between the appearance
the striations at the first and second cross sections is clos
the time for them to move a distance (r 22r 1). Small scale
inhomogeneities with sizes of about 0.01 m or less app
toward the end of the channel and develop in the large s
inhomogeneities with a higher electron density. Here ther
some analogy with the development of classical turbulen7

where small scale fluctuations are regarded as a fine d
structure imposed on a large scale inhomogeneity. As t
move, the electron density in the magnetic striations
creases.

Figure 4 shows the electron density and temperature
the fluctuations passing the observation port atr 50.096 m
for B51 T. The middle of the slug of hot gas has be
isolated here. Evidently, an elevated electron temperatur
observed mainly in regions with a higher temperature, a
vice versa: in regions with a reduced electron density
temperature is also lower. In the large scale inhomogene
the maximum an minimum electron densities differ
roughly a factor of 3–3.5, while the electron temperatu
varies from 8500 to 7000 K. In the small scale inhomoge
ities, the electron density varies less, by roughly 50%, wh
e
hich
FIG. 2. Radial photometric scans of the moving picture frames.A is the instantaneous readout of the microphotometer andA* is the background readout. Th
numbers on the scans denote the number of the picture frame. The interval is 3.2ms. The Roman numerals represent the numbers of the striations w
appear. Regime II.B51T.
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FIG. 3. The time variation in the electron den
sity at two radii. Regime II.t01 and t02 are the
arrival times of the shock front at the first an
second measurement cross sections.
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the electron temperature goes higher, to 10 000–11 000
The electron density rose little, probably because

small scale inhomogeneities developed later and their
time is insufficient for ionization to develop strongly.
should be noted that the lowest values ofTe exceed its values
at the channel inlet.

Figure 5 shows the electron temperature, averaged
the channel, in regime II. The values of^Te& at the two radii
r 1 and r 2 differ little from one another. Also shown here
Te5 f (B) calculated assuming a stable plasma. This cu
illustrates the features of the process at a collisional le
Te5 f (B) is nonmonotonic and asB is increased,Te de-
creases, since Coulomb collisions play an increasing rol
ionization develops and this leads to a higher rate of ene
transfer, and, therefore, to a reduction in the selective hea
of the electrons. In addition, selective electron heating is
fected by a slight reduction in the flow velocity owing to th
ponderomotive force. At the average of the radii examin
here (r 50.085 m), whenB increases from 0 to 1 T, the flow
velocity decreases from 1.23103 to 1.03103 m/s and the
calculated densities of the atoms increase from 1.031024 to
1.231024m23. The calculated temperature of the hea
component increases more significantly, from 1800

FIG. 4. Variations of the electron density and temperature in inhomog
ities at r 250.096 m. Regime II.
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5500 K. Measurements ofTe in the stability region indicate
good agreement with the calculations. The average value
Te in the ionization unstable plasma are lower than tho
calculated assuming stability. It should be noted that pre
ous experiments showed that the effective conductivity
the ionization unstable plasma increases with the magn
field.1,3 This ought to reduce to more intense Joule heating
the electrons, but this probably does not happen because
of the Joule energy is lost in fluctuations.8

The degree to which the instability develops, which
expressed in the relative fluctuations inne , depends on the
degree of supercriticality,B/Bcr , of the magnetic field. Fig-
ure 6 shows the root mean square relative fluctuations inne

as a function ofB in the three regimes.Bcr is determined
from the sharp increase in fluctuations; the largerB is com-
pared toBcr , the higher the level of fluctuations is. For
given radius,Bcr increases from regime to regime. This ha
pens because of the difference in the degree of ionizatio
the gas at the inlet to the magnetogasdynamic channel:a0I

51024, a0II5331024, a0III51.131023. For high degrees
of ionization, because of the increased role of Coulomb c
lisions there is an increased rate of momentum trans
which leads to less selective heating of the electrons,
creases the characteristic ionization time and, therefore

e-
FIG. 5. Average electron temperature as a function of magnetic induc
The points are experimental data and the curve was calculated assum
stable plasma.
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1315Tech. Phys. 44 (11), November 1999 Vasil’eva et al.
creases the time for the instability to develop. Thus, in or
for the instability to develop at a given radius, the magne
field must increase.Bcr at different radii was determined i
more detail in regime II. The results are plotted in Fig.
When the magnetic field is higher, the instabilities deve
closer to the channel inlet, their lifetime in the magnetog

FIG. 6. Relative fluctuations in the electron density as a function the m
netic field in regimes I–III.

FIG. 7. Critical magnetic field as a function of channel radius. Regime
r
c

.
p
-

dynamic channel is longer, and the fluctuations observe
the end of the channel are stronger.

Figure 8 shows the electron density, averaged over
channel, as a function of the magnetic field at different ra
for the three regimes. Each point was obtained by analyz
several oscilloscope traces. Evidently,^ne& is higher for
higher B and increases along the radius.^ne& increases the
most in regime I, where the degree of supercriticality of t
magnetic field is higher and the least in regime III, where
degree of supercriticality is lower. In all cases, the elect
densities are substantially lower than the equilibrium valu
corresponding to the average electron temperatures.

The average ionization rates were estimated by ana
ing several measurements of^Te& and ^ne& at the two radii,
r 150.069 m and,r 250.096 m,

D^ne&
Dt

5
^ne2&2^ne1&

Dt
2

^ne1&
na1

•

na22na1

Dt
.

The second term accounts for small corrections ass
ated with the change in the density of atoms and is ta

g-FIG. 8. Average electron density as a function of magnetic induction
regimes I–III.
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from calculated data. Since the flow velocity (u) varies little
in this segment of the channel,Dt5^r 22r 1&/u. The ioniza-
tion rates measured in this way are comparable to the ca
lated values for the average temperatures and densities o
electrons,

D^ne&
Dt

5
^ne1&
Dt

@exp~ tfl /^t i&!21#,

where

tfl5~r 22r 1!/u, ^t i&5
1

Ki•^Te&•^na&
,

tfl is the drift time ~time of flight! and t i is the ionization
time.

The values of the ionization coefficient,Ki , were taken
from Ref. 9. Recombination plays no significant role, so
was neglected. The results of this analysis are shown in
9. In the stable plasma region withB,Bcr , the measured
ionization rates were lower than the calculations. Howev
the deviation lies within the experimental error, since, in t
region,Dne is given by a small difference of large quantitie
and the accuracy is no better than 50%; an error of 3% inTe

gives an error of about 50% in the ionization coefficient.
the ionization unstable plasma region,B.Bcr , the average
ionization rate is, on the other hand, considerably higher t
the calculations for the average temperatures. This hap
primarily because regions with elevated temperatures pla
dominant role in the development of ionization through ra
ing the average electron density.

The overall picture of the instability development loo
like the following. Fluctuations in the plasma electron te
perature develop and the degree of ionization changes in
cordance with the kinetics. In layers with an elevated te
perature, which are inclined at a certain angle to the ini
current because of the additional currents created by the e
tron density gradient in a transverse magnetic field, m
power is released and this may exceed the increased ele
energy loss in collisions with heavy plasma species. This
turn, increases the electron temperature and the degre
ionization. Thus, oscillations are driven. A linear analys1

shows that in an ionized plasma where the degree of ion

FIG. 9. Average ionization rate as a function of magnetic induction. Reg
II. The points are experimental data and the curves were calculated.
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tion of the gas is much lower than the equilibrium level, t
ionization instability can develop for arbitrarily low value
of the Hall parameter, but the lower the Hall parameter
the longer the time for the ionization instability to develo
will be. The time for the instability to develop is comparab
in order of magnitude to the characteristic ionization tim
Thus, the concept of a critical magnetic field, as this exp
ment has shown, is meaningful only for a certain radius
the magnetogasdynamic channel and means that, in
channel, the selective heating of the electrons is sufficien
make the characteristic ionization time shorter than the d
time. An analysis of the experimental data shows that
nonlinear stage of the instability development proceeds
this fashion. Initially, as the plasma loses stability with r
spect to small oscillations in the electron temperature a
therefore, the density, large scale regions with elevated
reduced electron temperatures develop in the plasma.
average electron temperatures are determined by the ele
energy balance and greatly exceed the gas temperatur
turns out that these inhomogeneities are long lived object
least their lifetime exceeds the drift time. In a first appro
mation we can assume that volumes of plasma are some
‘‘frozen’’ into these regions. With the passage of time, in t
hotter regions~striations! as the electron temperature oscill
tions are pumped more strongly, the electron density
creases. In the regions with a reduced temperature, the
tron density does not change significantly because of
long characteristic recombination time. Thus, the aver
conductivities in the plasma increase. As large scale inho
geneities develop at the end of the channel, bifurcation of
plasma state takes place and small scale inhomogene
with higher electron temperatures show up against the ba
ground of the large scale striations. Probably, if the magn
field is increased further or the channel length is increas
the striations will be destroyed and an irregular, turbule
distribution of the electron density and currents will develo
The results in this paper apply to this phase of the deve
ment of the ionization instability, when regular structur
exist within it. Later, when the striations have an elonga
shape in the form of spokes and approach the direction of
Faraday current, an increase in the average conductivity,
spite the stratification of the flow, will produce an increase
the effective conductivity and, accordingly, in the Joule he
ing. This explains the experimentally observed rise in
electron density on moving along the radius and in the av
age electron density as the magnetic induction is increas

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 98-01-01121!.
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Emission properties of a plasma cathode based on a glow discharge for generating
nanosecond electron beams

V. I. Gushenets, N. N. Koval’, V. S. Tolkachev, and P. M. Shchanin

Institute of High Current Electronics, Siberian Branch of the Russian Academy of Sciences,
634055 Tomsk, Russia
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The emission properties of a plasma cathode based on a nanosecond pulsed glow discharge with
currents of up to 200 A at a pressure of 531022 Pa are studied experimentally. Stable
ignition and burning of the discharge are ensured if the current in the auxiliary pulsed discharge
is 25–30% of that in the main discharge and its pulse duration exceeds that of the main
discharge by more than an order of magnitude. Emission current pulses from the cathode with
amplitudes of up to 140 A fully reproduce the discharge current and are determined by
the transparency of the grid anode. ©1999 American Institute of Physics.
@S1063-7842~99!01111-3#
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1. INTRODUCTION

High current, nanosecond electron beams with short c
rent pulse rise and fall times are required for electron a
x-ray pumping of lasers. Usually accelerators with explos
emission cathodes, which provide currents of up to a f
kiloamperes,1,2 or accelerators with plasma cathodes ba
on vacuum arcs3–5 are used for these purposes In both cas
the continuous operating period is limited by the lifetime
the cold cathode to on the order of 107 pulses, at best. Fur
thermore, when the beam area is large, it is difficult to ens
a uniform distribution of the current density over the bea
cross section. A long continuous operating time can be
tained by using a hollow cathode glow discharge with puls
current densities of up to 1 A/cm2 as an emitter.6,7 The high
gas pressure~1–10 Pa! required for stable ignition and burn
ing of a discharge at high currents and the use of He a
working gas at high accelerator voltages on the order of
kV limits the use of these discharges only in dc accelera
with current densities of several tens of milliamperes.8,9 The
operating pressure in a hollow cathode glow discharge
been lowered to 1022 Pa by operating under conditions su
that the cathode area (Sk) exceeded the anode area (Sa) by
AM /m times.10 Thus, when nitrogen is used as a workin
gas, the cathode area should be at least 200 times the a
area. With a large beam cross sectional area, this kind
discharge system creates design problems associated wit
large cathode size. Additional shortcomings of this syste
which show up during the shaping of nanosecond puls
will be discussed later in this paper.

2. EXPERIMENTAL SETUP AND RESULTS

The studies discussed below were aimed at clarifying
possibility of creating an accelerator that is ultimately c
pable of generating a wide aperture electron beam with
energy of hundreds of keV, a current of several hund
amperes with nanosecond duration, a high pulse repet
rate, and a lifetime on the order of 1082109 pulses. Because
1311063-7842/99/44(11)/4/$15.00
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of the large size of the cathode, a discharge system that
isfies the conditionSk /Sa5(M /m)1/2 was not studied. Ini-
tially, the emission properties of a standard discharge s
tem, similar to that of Ref. 9, which consisted of a hollo
cathode with a diameter of 20 cm and a length of 75 cm
mesh anode of length 70 cm and width 3 cm located a
tance of 5 mm from a rectangular window of area
370 cm in the side surface of the cathode, an auxiliary
ode in the form of a rod with a diameter of 2 mm, and
extraction electrode mounted a distance of 1 cm from
mesh anode.

In this system, a low current initiating discharge is i
nited between the auxiliary anode and the hollow catho
with a current of up to 5 mA in an He pressure above 1
while the main pulsed discharge is ignited between the sa
hollow cathode and the mesh anode. Two burning regim
for the pulsed discharge were observed: normal and ano
lous with strong oscillations in the discharge current. Simi
burning regimes have been observed in hollow cathode
charges before.10 Figures 1 and 2 show the current–volta
characteristic and the pressure dependence of the disch
current with a constant voltage on the discharge gap for
normal discharge. The transition from one burning regime
the other depends on the pressure of the working gas an
the rate of rise and amplitude of the discharge current.

It was also found that when the pressure is reduced,
time to form the discharge increases. The discharge cur
rises to its maximum over a time of 20ms at a pressure o
P53.9 Pa and over 45ms at P51.4 Pa. The discharge for
mation time and, therefore, the duration of the discharge c
rent pulse, can be reduced by creating a substantial over
age across the discharge gap. However, this increases
rate of rise of the current, which causes the discharge
undergo a transition into the anomalous regime with a str
modulation in the current, as noted above, initially in t
front. As the pulse duration is reduced or the discharge c
rent increases further, the amplitude of the modulations
creases and gradually the entire pulse is modulated by
8 © 1999 American Institute of Physics
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frequency oscillations. In addition, in the experiments
observed contraction of the main discharge, which could
avoided by turning to the use of a low current dc discha
for initiating the high current pulsed discharge. Electron e
traction experiments showed that for an accelerating volt
of 17 kV applied between the mesh anode and extrac
electrode, the plasma cathode yielded an emission curre
up to 100 A with a discharge current of 120 A and a press
of 2.6 Pa. The current pulse shape was sinusoidal wit
duration of 5ms at its base.

The above shortcomings, as well as the high gas p
sure, narrow range of working pressures for which the d
charge operates stably, and low electrical breakdo
strength of the accelerating gap at high pressures have st
lated a study of a discharge system in which a low gas p
sure is attained in the hollow cathode and accelerating
through preliminary filling of the cathode hollow with a
auxiliary pulsed discharge plasma.

The experimental apparatus is shown schematically
Fig. 3 and consists of a hollow cathode with a diameter of
cm and length of 75 cm with two plasma generators moun
on its ends to create a preplasma in the hollow cathode.
plasma generators are attached to the hollow cathode thr
small ~diameter 5 mm! apertures across which a pressu
drop is created such that the pressure in the plasma ge
tors is an order of magnitude higher than in the hollow ca
ode. The working pressure in the cathode hollow usually
not exceed 531022 Pa and nitrogen or air were used as t

FIG. 1. Current–voltage characteristic of the hollow cathode discharge
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plasma forming gas. The plasma generator, in turn, cons
of a hollow cathode1 and an intermediate electrode2. In
order to increase the lifetime of the system a glow discha
is also used in the plasma generators. A 0.3 T magnetic fi
created by annular permanent magnets reduces the ign
voltage for the discharge, the working pressure in the plas
generators, and the jitter in the discharge ignition time. O
cilloscope traces of the initiating discharge between the c
ode1 and the electrode2 and of the auxiliary discharge~used
to fill the cathode hollow with plasma! between the interme
diate electrode2 and the hollow cathode3 are shown in Figs.
4a and 4b, respectively.

The current in the initiating discharge and the delay
turning on the auxiliary discharge were chosen subject to
condition of filling the hollow anode uniformly with plasm
from the auxiliary discharge. For shorter delays and low
currents in the initiating discharge, the plasma in the holl
cathode developed in the shape of a filament with temp
and spatial instability. The main nanosecond discharge v
age was applied between the hollow cathode and the m
anode with a delay of 6 – 10ms relative to the time the aux
iliary discharge was ignited. The trigger and burning volta
for the main discharge lay within 4–6 kV.

The rate of rise of the current in the main discharge
determined initially by the shape of the applied voltage, b
at the peak it depends on the delay in turning on the m

FIG. 2. The hollow cathode discharge current as a function gas pres
~helium!.
FIG. 3. Sketch of the experimental apparatus:1 — plasma generator cathode,2 — intermediate electrode,3 — hollow cathode,4 — insulator,5 — mesh
anode,6 — vacuum vessel,7 — magnets,8 — extraction electrode,9 — power supply PS1,10 — PS2,11 — PS3,12 — electron beam.
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discharge relative to the time the auxiliary discharge is tr
gered, as can be seen in Fig. 5. Further reduction in the d
leads to a narrowing of the discharge current for fixed a
iliary discharge current and voltage between the hollow ca
ode and mesh anode. The shape of the emission current
pletely reproduces that of the discharge current. T
maximum emission current obtained in these experime
was 140 A for an accelerating voltage of 15 kV between
mesh anode and extraction electrode. The electron extrac
efficiency, which equals the ratio of the emission current
the discharge current, is proportional to the transparenc
the mesh anodeh, i.e., I e5h3I d . The uniformity of the
distribution of the current density along the major axis of t
beam cross section was615%.

Changing the polarity of the electrodes of the initiati
and auxiliary discharges made it possible to reduce the b
ing voltage of the auxiliary discharge by a factor of 2, u

FIG. 4. Oscilloscope traces of the burning voltage and current of the i
ating ~a! and auxiliary discharges~b!.

FIG. 5. Oscilloscope traces of the main discharge current„delay 10 ~1!,
6 ms ~2!….
-
ay
-
-
m-
e
ts
e
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o
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n-

just one plasma generator for creating a plasma in the ho
cathode, substantially improve the emission current den
distribution (67%), andreduce the power demand by th
plasma emitter by half.

In order to examine the continuous operating period
the plasma emitter we have tested the plasma genera
which determine the lifetime of the plasma emitter, at ini
ating and auxiliary discharge currents and voltages indica
above with a pulse repetition rate of 103 pulses per second
for 4 h, which corresponded to 1.23108 pulses. Visual ex-
amination revealed no significant changes in the configu
tion or sputtering of the copper electrode1 or the stainless-
steel electrode2.

3. DISCUSSION OF RESULTS

Even the use of a pulsed initiating discharge in a syst
of electrodes with a rod anode in a high current glow d
charge does not solve all the problems of shaping nano
ond and microsecond pulses with short rise and fall tim
because of its low energy efficiency. At low pressures,
initiating discharge develops over times of a few tens ofms,
and when the duration is reduced, strong oscillations of
type seen in Ref. 10 develop. We assume that the oscillat
in the discharge current are caused by the time lag in
creation of charged particles and their low mobility in th
plasma, rather than by explosive processes at the inner
face of the hollow cathode, as assumed in Ref. 10. Sim
fluctuations occur in arc discharges with a hollow anode a
a negative anode fall.11

Short-duration beams are formed in these systems e
by introducing an additional control grid or by use of
pulsed accelerating voltage. For beam currents up to sev
hundred amperes and nanosecond current rise times, th
pacitive currents exceed the beam currents, and this cre
certain problems. In the system considered here, nanose
beams are formed at low~4–5 kV! voltages and this greatly
simplifies the accelerating system and substantially redu
the energy costs. Further acceleration of the electrons is d
with a dc voltage applied to an accelerator gap.

The formation of filament discharges in a hollow ano
at high discharge currents is probably related to the form
tion of a double layer in the aperture because of the la
difference in the plasma pressures and densities. Elect
accelerated in the double layer make it easier for a h
current to pass through the small aperture and ensure c
nuity of the current in the two plasmas with their differe
densities. The formation of a double layer can explain
high burning voltage of the auxiliary discharge. A high
burning voltage in a glow discharge has been observe12

when a double layer develops.
As to the change in the pulse shape and the depend

of the peak current on the delay in switching on the m
discharge, these can be explained as follows. For stable b
ing of a glow discharge with currentI d at low pressure, it is
first necessary to create and maintain a certain plasma
sity in the hollow anode, in order to compensate the loss

i-
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electrons from the hollow cathode into the anode regi
When the density created by the auxiliary discharge is
high enough, the main discharge reacts by reducing the
charge current or by reducing the current at the beginnin
the pulse. A comparison of the oscilloscope traces of F
4b and 5 implies that the auxiliary discharge current sho
be 25–30% of the main discharge current. This value is c
sistent with the ratio of the currents in analogous dc gl
discharge systems.13

4. CONCLUSION

1. Prefilling the hollow cathode of the glow discharg
with an auxiliary discharge plasma makes it possible to
duce the gas pressure, avoid the use of He as a working
and reduce the probability of a discharge along long path
the accelerating gap.

2. Replacing an arc discharge with a glow discha
makes it possible to extend substantially the continuous
eration period for a plasma cathode at high currents an
high pulse repetition rate.

3. Generating nanosecond current pulses by forming
corresponding pulsed discharge at low voltages simplifies
accelerating voltage system.
.
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Conductivity of nano-MIM diodes with a carbonaceous active medium in a model
including percolation effects

V. M. Mordvintsev and V. L. Levin

Institute of Microelectronics, Russian Academy of Sciences, 150007 Yaroslavl, Russia
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A model proposed previously for processes in nano-MIM~metal–insulator–metal! diodes with a
carbonaceous active medium is developed and refined. The inclusion of percolation effects
in the insulating gap yields qualitatively new results and provides better agreement between the
calculations and experimental data for physically reasonable values of all the parameters.
An analysis of the model has made it possible to distinguish two different elements in the
mechanism upon which it is based, which are important for understanding the essence
of the processes that take place in electroformed nano-MIM diodes with a carbonaceous active
medium: an internal negative feedback in the structure and modulation of the parameters
of the cathode potential barrier. These elements show up in different ways in the observed
characteristics of MIM structures. ©1999 American Institute of Physics.
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INTRODUCTION

The N-shaped current–voltage characteristics of dio
with a metal–insulator–metal structure~MIM-diodes! placed
in a vacuum with the vapor of organic compounds and s
jected to electroforming have been observed by many
searchers over several decades.1 Several attempts have bee
made at a not very deep theoretical description of these
jects; of these, the most successful is evidently the mo
with multiple burned-out and newly regenerated conduct
paths.2 Based on experiments using a scanning tunneling
croscope, a more detailed mechanism has been propose3 to
explain the region of the current–voltage characteristic w
a negative differential resistance, the important feature
which is a nanometer width of the insulating gap of the MI
structure that is open to the arrival of organic molecules.
refer to this kind of structure, as opposed to the traditio
structures, by the term ‘‘nano-MIM diode.’’

This mechanism, referred to as barrier width modulat
by stratification of the dielectric, includes the following pr
cesses. The current through the MIM structure is limited
tunneling of electrons through a barrier near the catho
because of the nanometer size of the gap, the required
tric fields are achieved even at low voltages. Passage of e
trons injected from the cathode through a gap filled w
organic molecules is accompanied by electron-impact dis
ciation of the latter, which leads to stratification of the o
ganic dielectric owing to the release of particles in a condu
ing carbonaceous phase from the anode side.
corresponding region, which we refer to as a formed diel
tric, is a composite material~‘‘conducting particles in a di-
electric matrix’’!. This changes the potential distribution
the gap, reducing the barrier width near the cathode, wh
leads to an increase in the current through the structure
to heating of the dielectric. Because of some thermally a
vated process, such as desorption, the concentration of
ticles in a conducting carbonaceous phase decreases wit
1321063-7842/99/44(11)/7/$15.00
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temperature of the formed dielectric, which, on the oth
hand, should reduce the current. In is significant that t
type of mechanism includes an internal negative feedba
with one of the links in the feedback loop being the structu
characteristics of the system, specifically the concentratio
the particles in the conducting carbonaceous phase and
barrier width that depends on it. Thus, we can speak of s
formation of a nanometer structure in the insulating gap. T
occurrence of these nonlinear processes in the insulating
of a MIM structure, which lead to an N-shaped curren
voltage characteristic, is indicative of a carbonaceous ac
medium in the device.

There is convincing experimental evidence4,5 that a na-
nometer segment of the insulating gap is actually opera
in the case of traditional MIM structures, as well. Thus, t
proposed mechanism may be universal. Furthermore, it
been shown6 that electroforming essentially involves th
self-organization of the nanometer insulating gap in the c
bonaceous conducting medium formed in these devices
model7 based on this mechanism provides a qualitativ
correct description of the current–voltage characteris
nano-MIM diodes for physically reasonable values of all t
parameters but one. This parameter, the maximum con
tration ~volume fraction! of particles in the conducting car
bonaceous phase in the formed dielectric,a, ends up too
large. Here a percolation threshold must be reached,8 i.e., a
qualitatively new effect appears: part of the formed dielec
in the insulating gap becomes a conducting medium owing
percolation and this should change the situation significan
In this paper we propose a simplified model for nano-MI
diodes that includes this effect.

MODEL

We shall follow Refs. 3 and 7 on the basic elements
the mechanism and the approximations to be used, ex
where specially noted. Here the goal is to describe the
2 © 1999 American Institute of Physics
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tionary situation in the gap of a flat MIM structure for di
ferent voltagesU across its metallic electrodes, which lie
fixed distanceH from one another in a single plane on th
surface of an insulating substrate. Figure 1 shows a pote
diagram for the structure.

As opposed to Ref. 7, we at once take the nonuniform
of the emission from the cathode surface into account~Fig.
2!. Since emission is mainly from nanotips, the correspo
ing electron beams will diverge owing to defocusing in t
local electric field. Scattering in the formed dielectric caus
the electron flow to diverge further. It is rather difficult t
take all these factors into account quantitatively, so we s
limit ourselves to introducing a constant divergence ang
2j, for a beam of initial linear sizer at the cathode and
uniform distribution of the current density in any transver
cross section. Given that the width of a beam in a pla
perpendicular to the plane of Fig. 2 is constant~it is deter-
mined by the thickness of the film of formed dielectric!, we
obtain the following expression for the current density at
cross section with coordinatex:

j x5
j 0

11bx
, ~1!

FIG. 1. Simplified potential diagram of an MIM structure with percolati
in the formed dielectric:F is the barrier height for electrons at the cathod
insulating gap interface;Fa is the barrier height at the boundary of th
formed dielectric~1! with the carbonaceous conducting medium~anode,2!;
U is the voltage across the electrodes;H is the width of the insulating gap o
the MIM structure; and,h is the width of the insulating gap.

FIG. 2. Divergence diagram of the electron flow in the insulating gap i
plane parallel to the substrate surface.
ial
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where j 0 is the current density at the cathode surface anb
5tanj/r is the variable parameter of the model.

We assume that neighboring electron beams do not o
lap, i.e., the nanotips are sufficiently far apart on the cath
and the divergence angles are small; then, in the cross
tion at h there are no active~irradiated! regions with a cur-
rent density different from Eq.~1! and the total current is
obtained by summing the individual beams.

As in Ref. 7, we assume that the heat dissipated in
formed dielectric owing to the passage of the electron curr
through it is removed only to the substrate through a la
with a reduced thermal conductivity. Then the temperaturT
of the dielectric relative to the temperatureT0 of the sub-
strate, which is regarded as a thermostat (DT5T2T0), at
the cross section atx is given by

DTx5C jxEfd , ~2!

whereEfd is the field strength in the formed dielectric andC
is a constant.

The concentrationnx ~volume fraction! of particles in
the conducting carbonaceous phase, which is determine
the local current densityj x and temperatureDTx ~see below!,
also depends on the coordinatex: nx increases with distance
from the cathode toward the anode. At somex5h the con-
centration of particles in the conducting carbonaceous ph
reaches a critical valuenk equal to the percolation threshold
The corresponding values ofnk for different spatial lattices
lie within the range 0.320.6.8 This means that forx.h, the
gap of the MIM structure contains a carbonaceous cond
ing medium which serves as an effective anode~Fig. 1!. As
scanning tunneling microscope measurements4 of the poten-
tial in the insulating gap of a formed MIM diode show, th
material has a very high conductivity and approaches gra
ite in terms of its characteristics.9 Thus the voltage drop
across the carbonaceous conducting medium can be
glected, and its boundary atx5h becomes a moving anode

The valuenk corresponds to a critical temperatureTk

~see below!, in terms of which one can obtain from Eqs.~1!
and ~2! an expression forh, which determines the width o
the insulating gap,

h5
1

b F C jEfd

~Tk2T0!
21G . ~3!

Therefore, as opposed to Ref. 7, in the insulating gap
the MIM structure we now have three different segments
terms of their properties~Fig. 1!: the dielectric of a tunnel
barrier, the formed dielectric, and a carbonaceous conduc
medium. The boundary between the first two is determin
as in Refs. 3 and 7, and that between the second and third
percolation in the formed dielectric with a temperature a
particle concentration in the conducting phase that depen
x. In principle, this variation may not only be related to th
divergence of the electron flow, but can also be determi
by a localized heat source~inside the formed dielectric!,
which leads to a drop in the temperature with distance fr
its center. However, the change in the flow density at
heat source is a more important factor; in addition, taking
finite size into account would require solving more comp

a
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cated heat transfer problems that are justified by our qua
tive model. We shall return to this question later.

Another important approximation is the replacement
quantities characterizing the situation in the formed dielec
and dependent on the positionx by constant averages ove
the formed dielectric region. This means that, having
tained an expression for the coordinate of the ‘‘boundary
the carbonaceous conducting medium’’ and thereby tak
this qualitatively new factor into account, we again return
a uniform distribution of all quantities within the confines
the formed dielectric. This is allowable for small electro
beam divergence angles, an assumption that appears
justified for the high electric fields in the gap and also fits
qualitative features of the model.

In this approximation, the current density in the form
dielectric is given by

j fd5
1

2
~ j d1 j h!, ~4!

and its temperature, by

Tfd5CEfdj fd1T0 . ~5!

Here, by analogy with Ref. 7, we have

n fd5
as j fd

e fexp~2Q/kTfd!1s j fd
, ~6!

where s is the effective cross section for formation of
particle of the conducting carbonaceous medium from
organic molecule~dissociation! by electron impact,Q is the
activation energy for the reaction in which this particle
lost, f is a constant with dimensions of frequency,e is the
electron charge, andk is Boltzmann’s constant.

The critical temperature corresponding to the percolat
threshold is found from an expression analogous to Eq.~6!
for the current density and equals the temperature at the c
section ath,

Tk5
Q

k ln@e f/~s j h~a/nk21!!#
. ~7!

This last approximation can also be used, as before
examine an insulating gap~Fig. 1! as a two-layer dielectric
with constant relative permittivities~dielectric constants! of
the layers,« fd and«b . Then the solution of the correspond
ing equations of electrostatics for the field in the form
dielectric gives

Efd5
F2«Fa1«U

«h
, ~8!

where, as in Ref. 7,

«5
« fd

«b
5

1

~12n fd!3
, ~9!

while the way to find the remaining quantities is clear fro
Fig. 1. It was assumed that the potential barrier at the c
ode is triangular, i.e., imaging forces were neglected.

For the current density at the cathode we have used S
mons’ formula,10 which in our cases reduces to
a-

f
c

-
f
g

be
e
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n

ss

to

h-

-

j 05
AF

2d2
exp~2Bd~F/2!0.5!, ~10!

whereA and B are constants and the width of the potent
barrier,d, at the Fermi level for the cathode is given by

d5
F

«Efd
. ~11!

As in Ref. 7, we have assumed that the current throu
the MIM structure is limited by tunneling at the cathode,
it agrees with Eq.~10! when the area of the emitting cathod
surface is constant.

Equations~3! and ~5!-~11! are a closed system of equa
tions for the stationary state of the insulating gap of an M
structure which we have solved numerically for the para
etersh, Tfd , n fd , Tk , Efd , «, j 0, andd as functions ofU.
The remaining parameters were varied near physically
sonable values.

DISCUSSION OF RESULTS

Some typical computational results from our model a
shown in Fig. 3~curves1!. These curves were obtained fo
voltagesU on the structure exceedingFa52 V, since, as
will be pointed out below, a smaller voltages there is
change in the mechanism for the conductivity of the insu
ing gap. As in Ref. 7, the current–voltage characteristic ha
region with a negative differential resistance. The width
the insulating gap, which is now a variable quantity, d
creases monotonically with the potential fall, and at the po
U5Fa we haveh5d, i.e., the formed dielectric region dis
appears~Fig. 1! and the boundary of the carbonaceous co
ducting medium~anode! rests at the edge of the cathod
potential barrier. When the voltage is reduced further,
shape of the potential barrier will change from triangular
trapezoidal.

It should be noted that a change in the widthh of the
insulating gap represents the introduction of an additio
feedback into the operating mechanism for nano-MIM
odes: yet another structural characteristic,h, which, along
with the concentration of carbonaceous conducting partic
and the barrier width, tracks changes in the voltageU and
stabilizes the nanometer gap. In principle, this feedback
work independently of the first described in Ref. 7. In fa
let us consider a simplified model for nano-MIM diode
without any formed dielectric region at all. Here, in acco
dance with Eq.~10! the emission of electrons at the catho
will lead, by the same processes, to the formation of a c
bonaceous conducting medium with a boundary determi
by the same Eq.~3!, but the insulating gap will consist of a
uniform dielectric with a relative permittivity«b («51),
while the equations characterizing the formed dielectric v
ish. It might be expected that for a given voltage on t
structure, an equilibrium characterized by certain values
the gap widthh and current densityj 0 should develop, since
h sets the electric field and the latter determines the bar
width d and, thereby, the current density. The operation
such a device should involve simply a change in the g
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FIG. 3. Calculated dependences of the current densityj 0, insulating gap widthh, and temperatureT of the formed dielectric:1 — including percolation and
the existence of the formed dielectric;F52 V, Fa52 V, b50.1 nm21, nk50.4, a50.6, s510221 cm2, f 51013 s21, C51028 cm3

•deg•W, Q52 eV, and
T05300 K; 2 — without a formed dielectric and with the same model parameters;3 — with the formed dielectric and including the additional cooling effe
l 53 nm,w50.5, and the remaining parameters the same;4 — as curve3, but with w50.2; 5 — without the formed dielectric, but including the addition
cooling effect and with the same parameters as curve4; 6 — current–voltage characteristic of a tunnel gap with a constant width ofd50.9 nm andF52 V.
of
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tage
re-
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width as the voltageU varies. The corresponding system
equations~3!, ~7!, ~8!, ~10!, and~11! yields stable solutions
which are shown in Fig. 3~curve2! and confirm these ideas
This simplified mechanism retains the internal negative fe
 -

back, but, as can be seen from the graph, the current–vol
characteristic lacks a region with a negative differential
sistance. This last difference is related to the loss of
modulation in the barrier widthd, which was caused by
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stratification in the insulating gap, when the formed diele
tric was eliminated.

This result is clearly illustrated by the following conclu
sion. In the general mechanism, we must isolate two dif
ent elements which are important for understanding the
sence of the processes taking place in a formed nano-M
diode with a carbonaceous active medium: internal nega
feedback and modulation of the parameters~in this case, the
width! of the potential barrier. The feedback loop, who
links include, in particular, the structural characteristics
the system~specifically the concentration of the particles
the carbonaceous conducting phase, the barrier width,
the width of the insulating gap!, causes self-formation of th
nanostructure in the carbonaceous medium as the nano-
diode operates. Since this feedback is negative~a current
through the structure causes formation of particles of
conducting carbonaceous phase but a rise in the current l
to heating of the formed dielectric and the disappearanc
the particles!, the resulting nanostructure exists stably in
MIM-diode. These considerations led6 to the concept of elec
troforming as a self-organizing process for a nanometer
sulating gap and the gap itself was treated as a dissipa
structure that develops in a carbonaceous conducting
dium under certain conditions.

At the same time, the existence of feedback, as such
not enough to create an N-shaped current voltage chara
istic. That is ensured by modulation of the barrier width f
tunneling electrons, i.e., by some mechanism for
‘‘forced’’ variation, whereby the transparency of the barri
decreases as the voltage on the structure increases. In
case, this happens as a result of the stratification of the
electric, but other mechanisms are possible. In particular,
such mechanism may be the increased transparency o
cathode potential barrier owing to imaging forces. In fact,
opposed to the situation described in Ref. 7, in the case
moving anode, as the voltageU decreases the insulating ga
is narrowed to very small widths~on the order of 1 nm for
the model parameters used here!. As h decreases, the imag
ing forces can cause a reduction in both the height and w
of the barrier,10 which represents a modulation in its tran
parency. Here we have neglected this effect, but it can
dently be important.

The mobility of the anode and the possibility of reduci
the width of the formed dielectric region to zero in th
model make the above approximation~whereby we neglec
the finite size of the heat source in the formed dielect
which has a finite thickness! too crude. There the heat flu
through the side surface which bounds the carbonace
conducting medium is neglected. For a formed dielectric
width L5h2d comparable to its thicknessl, which we can
estimate as a few nanometers, the temperature ends u
too high. The resulting situation is clarified in Fig. 4. W
assume that the heat source exists only in the formed die
tric region, since the mean free paths of the electrons in
disordered medium are very short and they lose all their
ergy within this region. Little heat is released in the carbo
aceous conducting medium because of its high conductiv
We also assume that there is no heat flux through the ver
plane at the cross section atx5d; this is not well founded,
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but it does simplify the discussion. The linear distribution
the temperature overx assumed in the above model is ind
cated in the figure by the solid lines. The actual distributi
resulting from the finite size of the heat source and the l
of heat through the side surface is indicated by das
curves; that is, at the boundary of the formed dielectric w
the carbonaceous conducting medium the temperature d
bution will be ‘‘smeared out’’ over a scale length determin
by l. For large L this refinement is unimportant, but fo
L5L8, l the situation changes. Besides the spatial smea
out of the temperature, its average value also decreases
stantially in the formed dielectric, since the heat flux throu
the side surface becomes comparable to the main ver
flux into the substrate. This factor, which can be referred
as the additional cooling effect is most easily taken into
count by introducing an effective heat transfer coefficient
equivalently, replacing the constantC in Eq. ~2! by an effec-
tive valueCef defined as follows:

Cef5H C for L> l ,

wC1
L

l
~12w!C for L, l .

~12!

Equation~12! simply represents a linear approximatio
for Cef from C to wC as L is reduced froml to w, respec-
tively. This approach allows us to retain the form of Eq.~2!
over the entire range of variation of the parameters wh
taking qualitative account the additional cooling effect. Es
mates show that, based on the atomic discreteness o
structure of the formed dielectric, the coefficientw can range
between 1 and 0.1.

Calculations according to the complete model with E
~12! are shown in Fig. 3~curves3 and4!. Their major feature
is substantially higher current densities at low voltagesU
and, thereby, a more distinct region with a negative differ
tial resistance. This seems natural, since considerably hi
currents are required to maintain the critical temperatureTk

because of the additional cooling effect. Less evident is
increase in the temperature of the formed dielectric~Fig. 3b!
as the voltageU is lowered. This result becomes understan
able, however, if we note that, according to Eq.~7!, the criti-

FIG. 4. A sketch of an insulating gap and the distribution of the tempera
T in a formed dielectric1 of thicknessl ~2 — as in Fig. 1!.
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cal temperature also increases as the current density
creases. We will not present a plot ofn(U) here, but it is
monotonic, decreasing fromn5nk50.4 for U5Fa52 V to
n'0.01 forU515 V. On the whole, it should be noted th
including the additional cooling effect, with its obviou
physical significance, introduces an independent parametw
which makes it possible to vary the steepness of the bran
in the negative differential resistance over wide limits~cf.
curves1, 3, and4!, something which was not possible up
now by varying any of the other model parameters. The
sulting current–voltage characteristics are closer
experiment.1

The question of how the solution would look for a mod
with additional cooling but without a formed dielectric is o
some interest.~That is, as above, we leave a uniform diele
tric with a constant relative permittivity«b in the gap and we
solve the contracted system of equations together with
~12!.! The results are illustrated in curves5 of Fig. 3. It can
be seen that, as opposed to curve2, the current–voltage char
acteristic has a region with a negative differential resistan
i.e., the additional cooling effect can be regarded as on
the mechanisms for modulating the barrier width for the tu
neling electrons.

Finally, we return to voltages on the structure rangi
from 0 to Fa . As noted above, here a cathode barrier w
have a trapezoidal shape. The observed experimental m
mum in the current–voltage characteristic is naturally rela
to the singular pointU5Fa . There, the barrier shape~Fig.
1! changes and the formed dielectric (h5d) vanish. It is
important that the tunneling electrons no longer fall into t
conduction band~or the impurity band! of the dielectric, but
immediately show up in the conductivity band of the ano
~carbonaceous conducting medium!. Here the formation of
conducting particles from organic molecules by electron
pact becomes impossible, for the appropriate inelastic
neling processes are evidently improbable. It is natura
suppose that as the voltageU is lowered, after passing th
point U5Fa , the width of the insulating gap ceases to va
This is indicated indirectly by the experimental data of R
4: in the highly conducting state of an MIM diode, even f
a small voltageU, all the voltage falls, as before, across t
nanometer insulating segment of the gap and is not sp
uniformly over the gap length, as might be expected if
gap collapsed. But, then its current–voltage character
would simply have the standard form~10! only for low volt-
ages~including the reverse tunneling process10!. Figure 3a
shows the corresponding calculations~curve 6! for a gap
width equal to the final value (U5Fa52 V! for curve 5
(d50.9 nm!. This branch is not shown for the remainin
quantities simply because it is evident. The shape of curv6
is in good agreement with experiment.1 It should be noted
that in this model, the maximum of the current–voltage ch
acteristic corresponds toFa , while its experimental value
(324 V! is in satisfactory agreement with the values ofFa

expected from physical considerations and which should
slightly lower than the work function for these metals.

We now present calculations in which the addition
model parameters introduced in this paper~beyond those of
Ref. 7! are varied. Varyingb, which characterizes the diver
in-
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gence angle of the electron flux emitted from the cathod
has little effect on the current–voltage characteristic of th
structure, but does significantly affect theh(U) and T(U)
curves~Fig. 5!. As the divergence angle increases, naturally
the temperature of the formed dielectric increases, since it
an average betweenTk , which varies little forU.4 V, and
the temperature at the cross sectionx5d. The width of the
insulating gap then decreases, since the current density a
temperature decrease more rapidly withx and the point at
which Tk is reached comes closer to the cathode.

Special attention should be paid to the behavior of th
minimum in the current–voltage characteristic. The ascen
ing branch of the characteristic in this region becomes muc
more mildly sloping than in Ref. 7, in better accord with
experimental data.1 This result is also a consequence of the
variable gap widthh: the field strength and, thereby, the
current change very little here in comparison with the case
a fixed gap width. The presence of a minimum, as such,
that of the ascending branch of the current–voltage chara
teristic for high voltages, is related to the divergence of th
electron beam. The slope of the curves in this region and t
location of the minimum are controlled by the constantb, as
is quite evident in Fig. 5.

Increasing the thicknessl of the formed dielectric broad-

FIG. 5. Calculated variations in the current densityj 0, insulating barrier
width h, and formed dielectric temperatureT. The conditions and parameters
are the same as for curves4 of Fig. 3; b50.1 ~1!, 0.2 ~2!, 0.05 nm21 ~3!.
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ens region where the temperature spreads out~Fig. 4! and
produces a corresponding expansion of the range of volta
U in which the additional cooling effect operates. In t
current–voltage characteristics this shows up as a reduc
in the steepness of the branch with a negative differen
resistance while retaining the maximum current; the dep
dences of the other quantities onU change little. Finally,
increasing the percolation thresholdnk produces a significan
rise in the current maximum atU5Fa , which steepens the
characteristic significantly, in accordance with Ref. 7; h
the T(U) curve is shifted downward, parallel to itself, as
reflection of the drop inTk . The associated graphs are n
shown here because they provide little other information

In evaluating the proposed model as a whole, we m
note its advantages over the earlier model.7 First, it agrees
better with experiment, including the current–voltage ch
acteristics of MIM diodes, and in terms of the whole series
elements mentioned above. Second, as it takes percol
into account, it provides a more correct description of
processes taking place in the insulating gap of an MIM str
ture. Thus, in particular, all the model parameters ha
physically reasonable values. Third, by varying these par
eters, it is possible to vary the current–voltage character
over wide limits, which was difficult in the earlier model7

This meant that some important factor had not been ta
into account. Despite the comparatively large number of
lectable parameters, further development of the model
comparing it with more detailed experiments may prov
independent and important estimates of these paramete
various operational limits for MIM diodes, each of which
described by only a few of these parameters. But even if
turns out to be impossible for some reason, the significa
of the model, even in its present form, lies in the fact tha
es
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answers the question of which processes in MIM diodes
be responsible for their nontrivial features and in what m
ner.

Although the model is qualitative in character and us
rather crude approximations, its improvement through refi
ment of these approximations is quite inappropriate at
time. First, that would increase the number of parameter
be selected. Second, as the experience of the present c
lations shows, the current–voltage characteristic is inse
tive to improvements of this sort. This has a simple expla
tion. As noted previously,7 the mechanism at the foundatio
of this model is based on a balance of the exponentials
Eqs. ~6! and ~10!. Against the background of these ve
strong nonlinear dependences, most refinements will
yield some insignificant corrections.
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Waveguide regimes of a graded-index planar waveguide with cladding
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An exact dispersion relation for the guided modes of a four-layer planar structure with an
exponential permittivity profile in the main waveguide layer~slab! is derived for the first time on
the basis of the wave approach. Periodicity of the mode characteristics as functions of the
cladding thickness is established. The dependence of the energy flux distributions of various modes
in the waveguide structure on the thicknesses of the cladding and slab layers is investigated.
© 1999 American Institute of Physics.@S1063-7842~99!01311-2#
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INTRODUCTION

The operation of many planar waveguide structures
lies on the application of a thin-film cladding on the surfa
of the main guiding layer~slab!. For example, metallic clad
dings are used to create polarization filters, to separate
and TM modes, and to enhance the localization of radia
in the slab. However, metallic claddings produce signific
attenuation of the guided modes in their direction
propagation.1 Dielectric claddings are widely used to corre
the dispersion characteristics of the corresponding gui
modes.2 The theoretical analysis of guided-wave propagat
of light in four-layer structures with a dielectric cladding
finite thickness has been aimed primarily at structures hav
a step distribution of the dielectric permittivity.3–6 Wave-
guide regimes in four-layer graded-index waveguides w
linear and parabolic permittivity profiles have be
investigated7,8 on the basis of approximate solutions of t
electromagnetic field equations. An exponential permittiv
profile is a close approximation to the profile formed in t
thermal diffusion of metal ions on the surface of glass
optical crystals.1,9 This profile can be used to approxima
other profiles encountered in graded-index waveguides —
linear profile in particular. In this paper we consider t
waveguide regimes of light transmission in a four-lay
structure whose main guiding layer has an exponentially p
filed permittivity. On the basis of an exact solution of th
boundary-value problem and a numerical analysis of the
sulting dispersion relation we investigate the specific cha
teristics of these regimes associated with the presence
high-permittivity cladding layer.

FIELDS IN THE WAVEGUIDE STRUCTURE

The investigated planar waveguide structure consist
a slab waveguide with an exponential permittivity profile
cladding layer, and the cover medium. The distribution of
permittivity along the normal to the surface of the slab
described by the equation

«~x!5«31~«12«3!exp~2x/a!, ~1!
1321063-7842/99/44(11)/5/$15.00
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where«1 and«3 are the maximum and minimum permittiv
ties of the slab, which occur at the interface with the cladd
and in the bulk of the slab, respectively.

The region of the structurex.a is regarded as the sub
strate; from now on we refer to the parametera of the profile
Eq. ~1! as the thickness of the slab. The dielectric permitt
ity of the cladding is assumed to have the value«2, and the
permittivity of the cover medium is«4; the following rela-
tion holds between the permittivities of the various laye
«4<«3,«1,«2. The structure is oriented so that thex axis
is perpendicular to the interfaces, the slab–cladding interf
occupies the planex50, and the interface between the cla
ding and the cover medium occupies the planex52L. The
magnetic susceptibilities of all the layers are assumed to
equal to unity in the operating optical range.

We describe the field of a mode propagating in t
waveguide along thez axis by the components

F j~x,z!5CFj~x!exp~2 ibz!, j 5x,y,z, ~2!

where C is a constant normalized to the radiation pow
transmitted into the waveguide,b is the propagation constan
of the guided mode, andFj (x) are profile functions, which
characterize the field distribution of the mode along t
thickness of the waveguide for the chosen distribution of
dielectric permittivity among the layers of the wavegui
structure.

The wave equations describing the profile function
each of the media can be written in the form

d2Fj~x!

dx2
1@k0

2«~x!2b2#Fj~x!50, ~3!

wherek05v/c, v is the frequency of the radiation, andc is
the speed of light in vacuum; the permittivity«(x) is equal
to «2 and«4 for the cladding and the cover medium, respe
tively, and is given by Eq.~1! for the slab and substrate~the
regionx>0).

We now write the tangential components of the vec
function F(x) relative to the interfaces. For a TE mode th
componentFy has the meaning of the electric field comp
nentEy , and for a TM mode it is the magnetic field comp
nentHy . Here
9 © 1999 American Institute of Physics



th
re

d

r

-
te

iv

on
rs

e
e
y

de
of

f
f

i

less
is
e
tted

s

e
e

for

the

a

e
.

a
tant

TE
ch a
po-

sy

s of
mit-

on-

d

e
-

1330 Tech. Phys. 44 (11), November 1999 Shuty  et al.
Fy~x!5H D exp@q~x1L !#, x<2L,

A coshx1B sinhx, 2L<x<0,

J2w@2v exp~2x/2a!#, x>0,

~4!

where we have introduced the notationv5ak0A«12«3,
w5ap; J2w(w) is the Bessel function of order 2w ~Ref. 1!.

The transverse components of the wave vector in
cladding, cover layer, and substrate are given by the exp
sions

h5Ak0
2«22b2, q5Ab22k0

2«4,

p5Ab22«3k0
2. ~5!

The z components of the profile functions for guide
modes obey the relations

Fz~x!56
i

g~x!k0

dFy

dx
, ~6!

where the upper sign corresponds to theHz component of a
TE mode, withg(x)51 in all of the media, while the lowe
sign corresponds to theEz component of a TM mode, with
g(x)5«(x) in each of the media.

From the condition of continuity of the tangential com
ponents of the fieldsE and H at the interfaces we evalua
the constants in Eq.~4!:

A5J2w~2v !, B52
vs

ah
J2w8 ~2v !,

D5J2w~2v !cos~hL!1
vs

ah
J2w8 ~2v !sin~hL!. ~7!

Here we haves51 for a TE mode ands5«1 /«2 for a TM
mode; the Bessel function derivatives used above are g
by the expressionJ2w8 (w)52wJ2w(w)/w2J2w11(w) ~Ref.
10!.

DISPERSION RELATION

The dispersion relation connecting the propagation c
stant of the corresponding guided mode to the paramete
the waveguide structure and the radiation can be written
follows in our case:

J2w~2v !ah~qd2h tanhL!1J2w8 ~2v !vs~qd tanhL1h!50,
~8!

whered51 for TE modes, andd5«4 /«2 for TM modes.
Without the cladding layer (L50) Eq. ~8! goes over to

the well-known dispersion relation for a three-layer wav
guide structure.1,2 An analysis shows that the solutions of th
above dispersion relation in the general case of a four-la
waveguide structure are governed by the set of mode or
n5n11n2, wheren1 corresponds to an integral number
energy minima of the mode field in the slab, andn2 corre-
sponds to the same in the cladding. The mode indicesn1 and
n2 therefore determine the nature of the field distribution o
given mode ordern corresponding to the total number o
energy minima in the waveguide structure.

The phase shift of a guided mode in the cladding
conveniently written in the formLh5(n21a)p, where to
e
s-

en

-
of

as

-

er
rs

a

s

facilitate the analysis, we have introduced the dimension
parametera, which takes values from zero to unity. In th
case the mode indexn2 does not influence the form of th
b(a) curve, and the corresponding dispersion curves plo
for waveguide structures with identical parametersa and
different values ofn2 coincide. We introduce the thicknes
Lh5p/h, which is a function of the propagation constantb
in general. In the range of the propagation constantA«3k0

<b<A«1k0 the thicknessLh varies between the limits
l/2A«22«3<Lh<l/2A«22«1, wherel is the light wave-
length. If («12«3)/«3!1 and if the permittivity of the clad-
ding is much greater than«1 and«3, we can assume with a
high degree of accuracy thatLh is constant. We then hav
L5(n21a)Lh , whereLh is the characteristic period for th
cladding thickness. Fora50, i.e., forL5n2Lh , the disper-
sion relation~8! goes over to the corresponding equation
a three-layer structure.

If the transverse component of the wave vector in
substrate is equal to zero (p50, b5k0A«3!, the correspond-
ing guided mode has a cutoff, i.e., it is transformed into
leaky mode. The effective cutoff thickness of the slaba0 is
determined from Eq.~8! and is given by the expression

a05
J08~2v0!v0s@q0d tanh0L1h0#

J0~2v0!h0@h0 tanh0L2q0d#
, ~9!

where the transverse componentsh05k0A«22«3 and q0

5k0A«32«4; the parameterv05a0k0A«12«3.
Inasmuch asv0 is a function of the cutoff thickness, th

determination ofa0 requires the numerical solution of Eq
~9!. For modes withn150, if a>a0, the slab waveguide
does not have a thicknessa0 corresponding to cutoff. It also
follows from Eq.~8! that the intervalac1<a<ac2 contains
a thickness valuea0, above which the cladding becomes
waveguide layer for the mode, and its propagation cons
lies in the intervalA«1k0<b<A«2k0. The quantitiesac , a0,
and ac1 can be evaluated only by solving Eqs.~8! and ~9!
numerically.

NUMERICAL ANALYSIS

We now analyze the above-derived relations for the
modes. We choose the parameters of the layers to mat
real waveguide structure: A slab waveguide with the ex
nential profile ~1! and a surface permittivity«152.67 is
formed by the thermal diffusion of silver Ag1 ions on a glass
substrate with«352.40; for the cladding we choose a glas
chalcogenide semiconductor with a permittivity«256.15,
and the cover medium is air with«451. The working wave-
length of the laser beam is assumed to bel50.633mm;
close to this wavelength we can assume that all the layer
the waveguide structure are nonabsorbing, and the per
tivities of all the layers are real-valued.

Figure 1 shows the dependence of the propagation c
stantb on the slab thicknessa for various TE mode orders
and for various values ofa: a50 ~curves5,7,9!, 0.15 ~4!,
0.2 ~3,6,8!, 0.23 ~2!, 0.25 ~1!. The calculations are carrie
out for mode indicesn150,1,2 ~curves1–5, 6 and7, and8
and 9, respectively!. For the investigated structure at th
given wavelength the thicknessLh remains essentially con
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stant and equal to (0.15760.002)mm for all modes of the
slab waveguide. It follows from the graphs that an add
cladding with a higher permittivity than the slab reduces
mode cutoff thicknessa0 and increases the mode permittiv
ties in comparison with a three-layer waveguide structu
For a cladding of thicknessL>n2•0.157mm, i.e., fora50,
the dispersion curves for the modes of the four-layer wa
guide structure coincide with those of the three-layer str
ture ~dashed curves5, 7, and9!. In this case the mode with
n5n2 becomes the first mode (n150). The lowest mode
orders are absent from the given diagram, since they
cladding modes and become leaky modes for the slab.
modes with indexn150 a cutoff thicknessa0 does not exist
for a.0.2. The range ofa in which slab modes are trans
formed into cladding modes is bounded by the endpo
ac150.23 andac250.302.

Figure 2 shows the dependence of the permittivity
the first four modes withn5023 on the normalized clad
ding thicknessL/Lh for various slab thicknessesa. The solid
curves representa50.05, 0.5, 0.84, 1.14mm, which corre-
spond to the cutoff thicknesses of the indicated modes in
unclad structure~for L50), and the dashed curves represe
mode ordersn5123 for a50.3, 0.575, 0.9mm. In accor-
dance with the assumed representation of the thickness o
transverse layerL5(n21a)Lh the parametera is equal to
zero for an integer-valuedL/Lh . It is evident from the
curves that in the range of smalla an increase in the clad
ding thickness leads to the most pronounced variation of
permittivity for TE modes. In the rangeb>A«1k0 the
guided modes become cladding modes, where now the l
with an exponential permittivity profile is the substrate of t
waveguide structure.

Figure 3 shows the dependence of the cutoff thickn
a0 on the maximum value«1 ~a! and the minimum value«3

~b! of the permittivity of the slab for TE mode ordersn50

FIG. 1. Dependence of the propagation constant on the thickness of the
waveguide.
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24. Clearly, as«1 approaches the value«352.40, and as«3

approaches«152.67, we achieve the case of a weakly dire
tional waveguide, which is characterized by an abrupt
crease in the mode cutoff thickness.

lab

FIG. 2. Dependence of the dielectric permittivity for TE modes withn50
23 on the normalized thickness of the claddingL/Lh .

FIG. 3. Dependence of the cutoff thicknessa0 on the maximum value«1 ~a!
and the minimum value«3 ~b! of the permittivity of the slab.
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DISTRIBUTION OF ENERGY FLUXES

The distribution of the transported radiant energy fl
over the cross section of the waveguide is given by the eq
tion

S ~x!5
c

8p
Re@E ~x!3H * ~x!#. ~10!

When the geometry of the investigated structure and
fields in the waveguide~2! are taken into account, Eq.~10!
assumes the form

S ~x!5e zS0

F y
2~x!

g~x! S E
2`

` F y
2~x!

g~x!
dxD 21

, ~11!

where the unit vectore z indicates the direction of the energ
flux in the waveguide structure, andS0 is the amplitude of
the energy flux coupled into the waveguide~per unit length
of the waveguide along they axis!.

If the layers are nonabsorbing, the energy flux does
have a component along thex axis.11 Invoking the expres-
sions for the longitudinal functions~4! and integratingS (x)
over the coordinatex within the limits of the corresponding
layer, we can find the linear energy flux density of the mo
S i in each of the four media. We introduce the localizat
factor

h i5
S1

S0
5S E

Li

F y
2~x!

g~x!
dxD S E

2`

` F y
2~x!

g~x!
dxD 21

, ~12!

which characterizes the fraction of the energy flux tra
ported by the mode in thei th layer. The effective thicknes
of the waveguide for slab modes depends on the sum of
thickness of the slab, the thickness of the cladding layer,
the small penetration depth into the cover medium, wh
can be disregarded in most cases.

Figure 4 shows the distribution of the energy fluxS(x)
transported by the moden50 in a structure with a slab o
thicknessa53 mm for various cladding thicknessesL. The
amplitude of the mode field is chosen such that the lin
energy flux density propagating along the waveguide is eq
to 1 erg/s•cm. For the construction of these curves we ha
chosen cladding thicknessesL50.157a mm, which corre-
spond to values of the parametera50, 0.15,0.2, 0.23~Fig.
4a, curves1–4! and 0.25, 0.3, 0.5~Fig. 4b, curves5–7!.
Curves1–4 refer to slab modes, and curves5–7 represent
cladding modes. The dashed lines atx52L/a correspond to
the interface of the cladding with the cover medium. It fo
lows from the graphs that increasing the cladding thickn
shifts the maximum of the energy flux closer to the sla
cladding interface. As a result, strong localization of t
mode energy near the interface can be achieved for mode
the investigated type (n50) at a thickness close toac (ac

53 mm for a50.236). A further increase in the thicknessL
converts the slab modes into cladding modes, where the
ergy maximum continues to increase, the mode energ
localized mainly in the cladding, and the thickness of t
guiding structure diminishes drastically, approaching
thickness of the cladding layer.
a-

e

ot

e
n

-

he
d

h

r
al
e

s

of

n-
is

e
e

The energy flux distribution for slab modes withn51 is
shown in Fig. 5. The corresponding curves are plotted for
parametersn151, n250 ~a! and n150, n251 ~b!; a50
~curves1,4!, 0.2 ~2!, 0.22 ~5!, 0.27 ~6!, 0.3 ~3!. It is evident
that the corresponding variation of the parametera as the
cladding thicknessL is increased causes the energy mi
mum in the slab to shift toward the interface with the cla
ding, and in the limita51 the slab mode with indicesn1

and n2 becomes a mode with new indicesn121 and n2

11. The total number of energy minima in the wavegui
structure, which is dictated by the mode ordern, is constant
in this case. The dependence of the fraction of the TE m
energy localized in the cladding on the parametera is most
pronounced in the intervala;020.35, where the influence
of the cladding on the mode propagation constants is
strongest. The maximum fraction of the mode energy in
cladding corresponds toa'0.2320.3, for which the energy
maximum is situated at the slab–cladding interface; the fr
tion of energy in the cladding is a minimum fora'0.7
20.8, when the energy minimum occurs at the interfa
Close to the mode cutoff thicknessa0 the presence of the
cladding can significantly enhance the degree of mode lo
ization, producing severalfold variations in the values of t
energy maxima. Here the influence of the cladding on
energy distribution of weakly localized modes in the wav
guide structure is strong even fora.0.7.

Adding one to the indexn2 for constant values ofa and

FIG. 4. Distribution of the energy flux transported by the fundamentaln
50) TE mode over the cross section of the waveguide structure.
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n1 produces one more energy maximum~minimum! in the
cladding. The distribution of the mode energy flux in the s
and the substrate remains essentially constant in this c
For L5n2Lh , i.e., whena50, the flux distribution coin-
cides with the flux distribution of the mode withn5n1 in a
three-layer waveguide structure as long as the reductio
the energy fraction in these layers is disregarded. Figur
shows the distribution of the energy flux in the cladding~a!
and in the slab and the substrate~b! for a50, n150, and
n25024 ~curves1–5!.

CONCLUSION

The foregoing analysis shows that the presence of
additional cladding layer with a high dielectric permittivit
in a waveguide structure significantly influences all the mo
characteristics of the waveguide. Their strong dependenc
the thickness of the added layer can be utilized to effectiv
control the energy flux distribution of the correspondi
mode over the cross section of the waveguide struct
maximizing the localization of the mode for the given pe
mittivity of the slab waveguide. We also note that the re
permittivity profile of asymmetric waveguide structures p

FIG. 5. Distribution of the energy flux of TE modes of the slab with indic
n151, n250 ~a! andn150, n251 ~b! in a structure witha53 mm.
b
se.

of
6

n

e
on
ly

e,

l
-

pared by the thermal diffusion of metal ions into a gla
substrate is well approximated by an exponential profile.
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Sensor based on a Pt/LaF 3 /SiO2 /SiC structure for the detection of chlorofluorocarbons

V. I. Filippov, A. A. Vasil’ev, and A. A. Terent’ev
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A metal–insulator–semiconductor structure based on silicon carbide with a subgate layer of LaF3

solid electrolyte is discussed as a gas sensor. The kinetics of the variation of the flat-band
potential of a Pt/LaF3 /SiO2 /SiC structure in interaction with chlorofluorocarbons~Freons! is
investigated in the temperature range from 300 to 530 °C. The activation energies of the
gas sensitivity are estimated from the temperature dependences of the response rate of the sensor
to various Freons. The possibility of detecting all the investigated chlorofluorocarbons at a
concentration level of 10 ppm in air is demonstrated. ©1999 American Institute of Physics.
@S1063-7842~99!01411-7#
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INTRODUCTION

The presence of chlorofluorocarbons~Freons! in the at-
mosphere is highly destructive to the earth’s ozone lay
Despite the ban against compounds of this kind, Freons c
tinue to enter the atmosphere, inflicting significant dama
upon the ecology of the planet. Chemical sensors wit
sensitivity to fluorine-containing gases hold considera
promise for monitoring the indicated processes when i
required to know the concentration of pollutants in the a
Structures fabricated from metal-oxide semiconductors
the type V–Mo–Al2O3/ZnO or stannic oxide are sensitive
such Freons as CF3CH2F and CCl2FCClF2 ~Ref. 1!. How-
ever, sensors that utilize metal oxides react not only to
presence of Freons in the air, but to other gases as w
hydrocarbons in particular, i.e., they are nonselective in th
sensitivity to chlorofluorocarbons. The selectivity can be
hanced slightly by doping the gas-sensitive layer w
sulfur.2 It should also be noted that for sensors of this kind
exhibit stable operation, they require the presence of oxy
in the investigated gaseous medium. This consideration
severely limit the domain of application of gas sensors ba
on metal-oxide semiconductors.

We have previously3 described a sensor that can be us
to record the fluorine and hydrogen fluoride content both
free air and in an inert medium; its operating princip
is based on the field effect. The active components of
Pt/LaF3 /Si3N4 /SiO2 /Si structure were a platinum electrod
and a layer of LaF3 solid electrolyte, which together with th
investigated gas formed a three-phase boundary. It has
shown that a sensor based on such a structure is sensiti
a temperature of 180 °C to fluorine-containing gases, in p
ticular to 1.1,1.2-tetrafluoroethane. However, this worki
temperature has been found to be insufficient for stable
eration of the instrument in the detection of other chlorofl
orocarbons. Unfortunately, the highest possible work
temperature of sensor structures utilizing silicon, which ha
1331063-7842/99/44(11)/6/$15.00
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1.15-eV band gap, does not exceed 200 °C. By replacing
silicon with wide-gap silicon carbide~which has a 2.9-eV
band gap! the working temperature of a Pt/LaF3 /SiO2 /SiC
structure can be raised to 530 °C. In the interval from ro
temperature to 200 °C the sensor signal is weakly depen
on the working temperature, and only a slight change is
served in the sensor response kinetics. An estimate of
effective activation energy from the initial rate of the sens
response process after exposure of the structure to fluo
gives a value of 0.2 eV.

The objective of the present study is to investigate
influence of temperature on the characteristics of
Pt/LaF3 /SiO2 /SiC sensor in the measurement of Freon co
centrations. We consider such characteristics as the sen
ity, the initial rate of change of the bias voltage of the stru
ture when exposed at timet0 to a concentration ‘‘step’’ of
the investigated gas]DU/]tu t5t0

, and, finally, the selectivity
of the sensor.

METHODS OF INVESTIGATION, DEVICES, AND EQUIPMENT

The structure of the gas sensor is described in deta
Ref. 4. A layer of solid LaF3 ~of thickness 240 nm! is depos-
ited by thermal evaporation onto a silicon carbide semic
ductor substrate1! with a 6H-SiC epitaxial layer (n-type, car-
rier density 101521016cm23, thickness 5mm) and a SiO2
layer ~35 nm!. A catalytically active platinum electrode~of
diameter 0.7 mm and thickness 30 nm! is then deposited by
magnetron sputtering. A high-temperature Ohmic contac
burned-in nickel is formed on the opposite side of the s
strate.

The Pt/LaF3 /SiO2 /SiC gas-sensing structure is show
schematically in Fig. 1a, the distribution of the potent
w(x) along the thickness of the structure is shown in Fig.
and its capacitance–voltage curve is shown in Fig. 1c. A
result of processes taking place at the three-phase boun
~between the investigated gas, the catalytically active me
4 © 1999 American Institute of Physics
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1335Tech. Phys. 44 (11), November 1999 Filippov et al.
FIG. 1. Schematic view of the sensor structure~a!, showing the charge
double layer~1!; distribution of the electronic potential along the structu
~b!; high-frequency capacitance–voltage curve of the structure~c! in the
absence of fluorine~solid curves! and when exposed to fluorine~dashed
curves!.
ck
ber

by
and the solid electrolyte!, a charge double layer is formed i
the subsurface region of the LaF3 . This alters the potentia
distribution and, as a consequence, shifts the capacitan
voltage curve. If a simple oxidation–reduction reaction tak
place at the three-phase boundary, the differenceDE be-
tween the steady-state values ofDU1,2 at two different con-
centrations of the investigated gas is related to these con
trations by the Nernst equation

DE5DU22DU15~kT/Ze!• lnC2 /C1 , ~1!

wherek is Boltzmann’s constant,Z is the number of elec-
trons taking part in the reaction,e is the electron charge, an
C1 andC2 are the initial and final concentrations of the ga

The quantityDU can be determined from the shift of th
high-frequencyC–V curve of the structure. The metho
used in our work is to measure the variation of the b
voltage of the structure at a fixed capacitance. To mainta
constant capacitance during exposure of the structure to
gas in this case, the bias voltageU corresponding to the
given capacitance is incremented by the amountDU, which
is recorded by the instrumentation. Information about
characteristics of the gas-sensing structure is obtained
processing the relaxation curvesD5 f (t) recorded by the
above-described procedure after the input of a concentra
step of various Freons in air into the structure in the tempe
ture interval from 300 to 530 °C. Figure 2 shows a blo
diagram of the experimental arrangement. A gas cham
containing the structure1 is mounted in an external heater2.
The working temperature in the gas chamber is monitored
FIG. 2. Block diagram of the experi-
mental apparatus:~A! fluorocarbon;
~B! synthetic air.
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a Pt–Pt1 10%Rh thermocouple3 and is controlled by the
electronics section4. A gas mixture prepared by dynam
mixing of synthetic air and Freon is injected into the cha
ber by way of a capillary tube5. The required concentratio
of the investigated gas is set by RRG-91 electronic flow-r
regulators 6. The dimensions of the capillary tub
(f 0.8 mm,L525 cm) are such as to maintain the tempe
ture of the gas at the input to the chamber equal to the t
perature of the heater at a gas flow rate of 2 cm3/s. The
materials of the chamber and the capillary tube are chose
prevent catalytic dissociation of the Freons at the walls. T
sensor signal, i.e., the variation of the bias voltage on
structure at a fixed capacitance, is recorded by an HP 42
LCR meter7 and is processed by an IBM PC 486 compu
~8, which controls the entire operation of the apparatus. S
cial software has been developed to control the variation
the Freon concentrations and to generate the relaxa
curves in automatic mode. In this study we have investiga
air mixtures of the chlorofluorocarbons CCl3F ~F-11!,
CHClF2 ~F-22!, CF3CCl3 ~F-113!, CF3CH2Cl ~F-133!, and
CF3CH2F ~F-134! and also tetrachloromethane and metha

RESULTS AND DISCUSSION

Figure 3 shows a characteristic relaxation curveT
5458 °C) for the input of concentration steps of Freon in
~1000, 2000, 3000, and 5000 ppm! into the gas chamber at
baseline concentrationC05500 ppm. The same figure als
shows how the sensor characteristics are determined:
sensitivityDE ~from the difference between the steady-st
values of the change in the bias voltage! and the initial rate
of change of the bias voltage]DU/]tu t5t0

~from the deriva-
tive on the initial part of the relaxation curve!. Analogous
curves have been obtained for all the investigated Freon
the working temperature range. An increase in the temp
ture has the effect of increasing the sensitivity and the
sponse rate of the sensor, as is evident in the exampl
F-11 ~Fig. 4!.

FIG. 3. Relaxation curveDU5 f (t) after the input of a Freon concentratio
step into the gas chamber. F-11 concentration in air:1 — 1000 ppm;2 —
2000 ppm; 3 — 3000 ppm; 4 — 5000 ppm. Baseline concentratio
C05500 ppm, pulse duration 500 s, temperatureT5458 °C.
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Figure 5 shows the sensitivities of the sensor to F
(458 °C), F-113, and F-133 (450 °C) as functions of t
concentrationC of the investigated gas at a baseline conc
tration of 500 ppm. It is seen that the sensitivity depen
linearly on the logarithm of the concentration. This behav
is consistent with the Nernst equation~1!, but the formal
number of electrons involved in the reaction varies from 2
5 for different gases and can vary with the temperature~see
Table I!. This result indicates that the processes taking pl
at the three-phase boundary under the given experime
conditions have a different character than in fluori
detection,3 whereZ52.

Figure 6 shows the temperature dependence of the in
rate of change of the bias voltage for two chlorofluoroc
bons. On the assumption that the temperature depend
has an activational character,

]DU

]t U
t5t0

'const1•expS 2D«

kT D , ~2!

these curves are plotted in Arrhenius coordinates. The a
vation energy is estimated to beD«5160.2 eV. For the

FIG. 4. Relaxation curves in response to 100 ppm, 200 ppm, 300 ppm,
500 ppm F-11 in air. Baseline concentrationC05500 ppm.

FIG. 5. Dependence of the sensor sensitivityDE on the concentration
of F-11 (.), F-113 (L), and F-133 (d). Baseline concentration
C05500 ppm.
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1337Tech. Phys. 44 (11), November 1999 Filippov et al.
majority of the gases~see Table I! the activation energy is
much higher than its counterpart for fluorine. Moreover,
order of magnitude the activation energy is close to the
tivation energy of the pyrolysis reaction of comple
molecules.5 We can assume from this fact that the sensitiv
of the investigated structure to Freons involves the preli
nary dissociation of molecules at the three-phase boun
and the subsequent detection of dissociation products.

It has been shown previously4 that the derivative at the
initial time can be correlated with the concentration of t
investigated gasC and can serve as a sensor signal. From
standpoint of practical applications of the sensor for the m
surement of Freon concentrations it is important to anal
the concentration dependence of the derivative]DU/]tu t5t0

.
We can now write Eq.~2! in the form

]DU

]t U
t5t0

'const2•expS 2D«

kT D •~C2C0!a. ~3!

Figure 7 shows the concentration dependence of the
tial rate of change of the bias voltage in log–log scale
Freon 113 at several different temperatures. It is seen f
estimates of the coefficienta that this dependence is almo
linear for F-113. The results for the other gases are sum
rized in Table I.

An estimate of the lowest detectable Freon concen
tions demonstrates the feasibility of stable detection

TABLE I.

Freon Tempera- DE, Z a D«,
ture, °C mV/dec. eV

F-11 (CCl3F) 458 79 2 0.51 1.0
F-134 (CF3CH2F) 450 62 2 0.79 1.6
F-22 (CHClF2) 458 29 5 0.64 0.8
F-133 (CF3CH2Cl) 450 28 5 0.75 1.3
F-113 (CF3CCl3) 450 51 3 1.2 1.0

411 43 3 1.1
390 55 2 1.1
340 60 2 0.9

FIG. 6. Initial rate of change of the voltage on the structure versus reci
cal temperature after the input of F-11 (.) and F-113 (L) into the gas
chamber.
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changes in their concentration in air at the level of 10 ppm
a temperature of 500 °C. However, at zero baseline conc
tration, i.e., when synthetic air is initially injected into th
gas chamber, a signal of opposite polarity has been obse
for certain samples with Freon concentrations at the leve
several parts per million. It is conceivable that what is d
tected in this case is a change in the oxygen concentration~or
the degree of oxidation of LaF3 at the three-phase boundar!
is under the influence of a small quantity of dissociati
products of Freon molecules formed at the interphase bou
ary. Prevention of this effect requires stabilization of t
properties of the subsurface layer of the solid electrolyte,
example, by pretreatment of the structure with fluorine.

Tetrachloromethane and methane were used in the
periment to investigate the selectivity of the sensor structu
Figure 8 shows the response of the sensor to the input
concentration step of 500 ppm CCl4 in air at two tempera-
tures. An increase in the temperature leads to a substa
change in the response kinetics but has essentially no in
ence on the steady-state signal of the sensor. The natu
the sensitivity of the structure to tetrachloromethane is s
not very well understood. This molecules does not hav
dipole moment, and so the space-charge region in the s
conductor is not affected by molecules adsorbed at the
LaF3 interface.6 Also, it would be difficult to expect any
direct sensitivity of the structure to chlorine. Nonetheless
explain the nature of the sensitivity of the structure to CC4,
it would be most interesting to conduct experiments w
chlorine; unfortunately, such an undertaking exceeded
experimental capabilities of the present study.

Figure 9 shows relaxation curves of the increment in
bias voltage upon the input to the structure of a step
500 ppm of methane in air. At both temperatures the pola
of the signal is opposite to the so-called fluorine respon
The nature of the response signal, specifically a shift of
bias voltage toward negative values, is similar to the
sponse of an ordinary metal–insulator–semiconductor~MIS!
structure~without the LaF3 subgate layer! to hydrogen.7 Sen-
sors utilizing MIS structures with catalytically active ele

o-

FIG. 7. Initial rate of change of the voltage on the structure versus F-
concentration atT5450 °C (a51.2) (j), 411 °C (a51.1) (d), 390 °C
(a51.1) (m), and 340 °C (a50.9) (l). The power exponenta in Eq. ~3!
is estimated.
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FIG. 8. Sensor signal after exposure of th
structure to 5000 ppm tetrachloromethan
in air. The concentration step of the inves
tigated gas is shown in the figure.
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trodes made from metals of the platinum group have a h
sensitivity to hydrogen. However, an experiment with a P
SiO2– 6H-SiC structure has shown that no CH4 response
signal is generated at the given temperatures. This result
vinces us that the dissociation of methane with the forma
of hydrogen on the surface of Pt does not occur at the in
cated temperatures. In the case of methane we are prob
dealing once again with a change in the degree of oxida
of the subsurface layer of the LaF3 due to a methane oxida
tion reaction.

If we compare typical chlorofluorocarbon relaxatio
curves ~Fig. 4! with those for CCl4 and CH4, we find a
significant difference in the rates of the leading and trail
edges. After the injection of pure air into the measurem
chamber recovery of the initial bias voltage is so slow t
the influence of these gases on the structure can hardl
deemed reversible~Figs. 8 and 9!. Consequently, the succe
sive action of CCl4 and CH4 concentration pulses on th
structure eradicates the response. This effect on the stru
h

n-
n
i-
bly
n

t
t
be

ure

can be regarded as a kind of initializing of the sensor,
hancing its selectivity.

Raising the working temperature of the sensor to 600
might diminish the response of the sensor to methane an
one of our future research goals. The increased rate of c
lytic oxidation of methane on the surface of the platinu
electrode could decrease the concentration of this gas re
ing with the interphase boundary of the structure.

CONCLUSION

We have demonstrated the conceptual possibility of
ing a Pt/LaF3 /SiO2 /SiC structure to diagnose the content
several chlorofluorocarbons in air. An increase in the wo
ing temperature enhances the sensitivity to Freons and
proves the response time of the sensor. At a working te
perature of approximately 500 °C it is possible to det
changes in the Freon concentrations at the 10-ppm level,
the time to attain a steady-state signal is approxima
f
ir.
i-
FIG. 9. Sensor signal after exposure o
the structure to 5000 ppm methane in a
The concentration step of the invest
gated gas is also shown.
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1 min. We have estimated the activation energyD« from the
temperature dependence]DU/]tu t5t0

5 f (T). This result
brings us to the conclusion that the preliminary dissociat
of Freon molecules could be the limiting stage of the g
sensing process. However, it is evident from an estimate
the number of reaction electrons in the Nernst equation
the processes involved in the interaction of the structure w
Freons depend on the temperature and have a different c
acter than those occurring in the interaction with fluorine
temperatures up to 200°.

We have found that the structure is sensitive to tetrach
romethane and methane. The sensitivity of the structur
methane can be attributed to a change in the degree of
dation of the solid electrolyte at the interphase bounda
Raising the working temperature and stabilizing the prop
ties of the interphase boundary by, for example, presatu
ing it with fluorine have the effect of lowering the minimum
detectable concentration and improving the selectivity.

This work has received support form the Volkswag
Foundation, Grant No. 1/70-753.
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Influence of the structure of the director field on the optical properties of a nematic
liquid-crystal droplet

V. A. Lo ko and V. I. Molochko

B. I. Stepanov Institute of Physics, Academy of Sciences of Belarus, 220072 Minsk, Belarus
~Submitted May 19, 1998!
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The changes in the optical properties of a spherical, bipolar, liquid-crystal droplet due to the
change in structure of its director field under the influence of an applied external field are
investigated on the basis of calculations using the nested-ellipsoids model in the discrete-
dipole approximation. Graphs are plotted for the attenuation efficiency factor and the angular
structure of the scattered radiation for the two typical cases of strong and weak
dependence of the optical properties of the droplet on the change in structure of its director field.
© 1999 American Institute of Physics.@S1063-7842~99!01511-1#
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INTRODUCTION

The application of liquid crystals in the form o
polymer-dispersed liquid crystal~PDLC! droplets in optical
devices is attracting attention as a promising technique
the design of a number of PDLC-based electrooptical e
ments. The electrooptical parameters of such systems de
on their production technology.1,2 They are determined by
the size and shape of the droplets, the concentration
orientation of the droplets in the layer, the refractive indic
of the polymer and the droplets, etc. The most signific
factors affecting the properties of the PDLC layer, as a ru
are the orientation of the droplets in the sample and
greater or lesser extent to which the directors of the in
vidual droplets in the PDLC layer are ordered. The degree
this order changes when an external electric field is app
to the sample, so that the optical properties of the sam
itself change under the influence of the electric field. In t
majority of cases this effect is far greater in magnitude th
all others and is the only effect taken into account in calc
lations. On the other hand, in the presence of an app
electric field other changes influencing its optical propert
are known to take place in a PDLC sample.1–5 As a rule, to
include these changes poses a fairly complex problem,
their contribution to the optical properties of the sample
not as pronounced as the contribution from the droplet o
entation effect, and in most papers this disparity is exploi
to describe the optical properties of droplets on the basis
simplified models.6–12

One effect is a transformation of the internal structure
the director field of the PDLC droplet under the influence
an applied external voltage. For a sample in zero field or i
weak electric field, when the directors of the droplets a
disordered, the influence of this effect is obviously insign
cant. In the transparency mode, on the other hand, when
droplet directors are more or less ordered under the influe
of the field, its influence can be appreciable. For PDLC la
ers we encounter the problem of inadequate transparenc
turbidity, even in an applied external field.1,7 In the transpar-
ency mode the influence of the indicated effect, which
1341063-7842/99/44(11)/5/$15.00
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inconsequential in other situations, can significantly increase
or decrease the turbidity of the sample. In this case the ex-
ternal field-induced transformation of the structure of the di-
rector field of the PDLC droplet must be taken into account.

The present study is devoted to the investigation and
assessment of the influence of transformation of the structure
of the director field on the optical properties of a PDLC
droplet in the example of the most commonly encountered
case of a bipolar director structure. Our choice of analytical
method is the discrete-dipole approximation~DDA!, because
the accuracy of conventional approximations~the Rayleigh–
Gans and anomalous diffraction approximations! is not al-
ways sufficient for the description of scattering by a liquid-
crystal droplet.

BASIC RELATIONS

We consider a liquid-crystal droplet imbedded in a poly-
mer with a refractive indexnm in an incident light field
Einc5e0E0exp(ik0•r ), wheree0 is the unit polarization vec-
tor. We denote byk the wave vector in the scattering direc-
tion, align thex axis of a Cartesian coordinate system with
the direction of the droplet director, and denote the angle
betweenk and the droplet director bya ~Fig. 1!. We write
the scattered field in the usual form

S Ei

E'D 5
exp~ ikr !

2 ikr S S2 S3

S4 S1D S Ei
inc

E'
incD , ~1!

whereE' andEi are the components of the vectorE perpen-
dicular and parallel to the scattering plane.

We use relative refractive indices below, settingnm51.
We denote the wave number byk[2p/l, wherel is the
wavelength in the polymer matrix. We assume that the liquid
crystal is uniaxial. In this case its dielectric tensor, reduced to
diagonal form, has two identical values«̂5diag (no

2 ,no
2 ,ne

2)
(no and ne are the refractive indices of the ordinary and
extraordinary rays, respectively!.

To calculate the optical properties of the liquid-crystal
droplet, we use the discrete-dipole approximation, which is
0 © 1999 American Institute of Physics
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based on representation of a scatterer by an array of sm
scatterers~dipoles!, whose polarizability is determined from
their size and the characteristics of the droplet medium. Ea
scatterer has its own characteristic position and polariza
ity, the choice of which poses a nontrivial problem.13,14

In accordance with Refs. 13 and 14 the problem of fin
ing the polarization of each elementary dipole in the extern
field Einc is reduced to solving the system of linear equatio

Pj5âjFEinc1(
kÞ j

Â jkPkG . ~2!

Hereâj is the polarizability of thej th dipole~see the expres-
sions forâj in Refs. 13 and 14!, and the termÂ jkPk repre-
sents the field induced at thej th dipole by thekth dipole
with polarizationPk .

As a rule, the solution of the system of equations~2!
reduces to iterations with the physical significance th
higher and higher multiplicities of scattering by the syste
of N elementary dipoles are included. For the polarizabili
of the j th dipole we have

âj5M̂ j
21âM̂ j , ~3!

whereâ is the diagonal polarizability tensor given in Refs
13 and 14,

M̂ j5R̂x~a j !R̂y~b j !R̂z~g j !, ~4!

FIG. 1. Geometry of the nested-ellipsoids model for a liquid-crystal drop
with a bipolar structure.
all

ch
bil-

d-
al
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.

a j , b j , andg j are the angles of rotation of thej th dipole
about thex, y, andz axes, andR̂x(a), R̂y(b), andR̂z(g) are
the matrices of rotation about these axes, respectively.

We use the nested-ellipsoids model to describe the field
of the director in a particle. In this parametrization the liquid-
crystal molecules in the droplet are oriented along a line
lying in the same plane as the director of the droplet and
tangential to the surfaces of a system of nested concentri
ellipsoids with a common axis~Fig. 1!.

In this case the polarizability tensorâj for a spheroidal
droplet is obtained by rotating the polarizability tensorâ
used in Refs. 13 and 14 through the angles

a j5arctan~zj ,yj !, ~5a!

b j50, ~5b!

g j5
p

2
2arctan~xjAyj

21zj
2,~b~11u!!22xj

2!, ~5c!

u[
d2b

b
, ~5d!

2b/2<xj<b/2, ~5e!

2a/2<yj<a/2, ~5f!

2a/2<zj<a/2. ~5g!

Herea andb are the lengths of the axes of the ellipsoidal
droplet, andd is the common axis of the system of nested
ellipsoids modeling the director configuration in the droplet
~Fig. 1!; if s5sin(t) andc5cos(t), then arctan(s,c)5t.

For simplicity we shall assume from now on that the
droplet is spherical, i.e.,a5b. The tensorâ is determined in
accordance with Refs. 13 and 14 for the dielectric permittiv-
ity «̂5diag(«o ,«e ,«o).

The parameteru given by Eq.~5d! is equal to zero for a
bipolar ellipsoidal droplet without an external field. Asu
tends to infinity, the bipolar droplet goes over to a droplet
with uniformly oriented molecules. We shall regard the pa-
rameteru below as a model external voltage applied to a
bipolar ellipsoidal droplet. The nested-ellipsoids model has
been used previously1,15–17to describe the structure of a bi-
polar droplet.

For the scattering efficiency factor, which is equal to the
attenuation efficiency factor in the case of nonabsorbing
droplets, we have13

Qsca5S 4

xE0
D 2

(
j 51

N

Im ~k3Pj•Ej
inc!, ~6!

where x[pa/l is the diffraction parameter of a spherical
droplet.

In the ensuing calculations we characterize the angula
structure of the scattered radiation by the functionI:

I[
1

2
~ uS1u21uS2u2!. ~7!

let
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The dimensionless value ofI is related to the differential
scattering cross sectionds/dV for natural light by the equa-
tion

I 5
ds

dV
k2. ~8!

RESULTS OF THE CALCULATIONS

Figure 2 shows the results of calculations of the atte
ation efficiency factor of a bipolar spherical droplet as
function of its diameterx and the model voltageu for no

50.999~a! and 0.99~b!, ne51.15, and values of the voltag
u50, 0.1, 0.5, and 16~a! and u50.16 ~b!. The valueu50

FIG. 2. Dependence of the attenuation efficiency factorQ of a spherical,
bipolar, liquid-crystal droplet on the droplet diameterx for: no50.999 ~a!
andno50.99 ~b!, ne51.15, values of the parameteru50, 0.1, 0.5, and 16
~a! and u50 and 16~b!, and light incident in the same direction as th
director of the droplet,a50. The dot-and-dash curves are calculated fo
homogeneous Mie scatterer with refractive indicesn50.999 ~a! and
n50.99 ~b!.
u-
a

corresponds to a bipolar scatterer in zero field, andu516
essentially corresponds to a homeotropic crystal~codirec-
tional axes of the liquid-crystal molecules!.

The choice ofno50.999 for the ordinary refractive in-
dex leads to a strong dependence of the attenuation effi-
ciency factor on the parameteru. For example, the factor
differs by more than two orders of magnitude foru50 and
u516. This means that even if the sample parameters are
selected very precisely, the change in structure of the bipolar
scatterer upon application of an electric field produces a sig-
nificant variation or, on the whole, turbidity of the PDLC
sample.

Figure 2a also shows the variation of the attenuation
efficiency factor of a homogeneous droplet~Mie scatterer
model! whose refractive indexn is equal to the ordinary
index no . The fact that this curve is very close to theu
516 curve indicates that the model of a homogeneous par-
ticle with an effective refractive index is applicable for de-
scribing the attenuation efficiency factor of a bipolar droplet
in a high field in our situation. In Fig. 2b (no50.99), on the
other hand, a strong dependence of the attenuation efficiency
factor on the model voltageu is not observed. The curves for
u50 andu516 differ only slightly, and the Mie scattering
curve and theu516 curve coincide.

The difference in the patterns of behavior of the attenu-
ation efficiency factor as a function of the parameteru in Fig.
2 can be attributed to different ratios between the contribu-
tions of two parts: scattering by the homogeneous effective
scatterer and scattering by inhomogeneities of the refractive
index ~structure! of the scatterer. In Fig. 2b (no50.99) the
absolute value of the scattering efficiency factor is much
higher than in Fig. 2a (no50.999). On the other hand, the
contribution of scattering by structural inhomogeneities of
the droplet is approximately equal in the two cases~since it
depends mainly on the extraordinary refractive indexne and
the structure of the director! and is of the order of 1022 in
Fig. 2. Whereas the value of this contribution is substantial
against the background of a total attenuation efficiency factor
of the order of 102421023 in Fig. 2a, its influence is slight
at the attenuation efficiency factor of the order of 1022

21021 in Fig. 2b.
The graphs in Fig. 2 can be used to estimate the influ-

ence of the change in structure of a bipolar PDLC droplet on
its optical properties. For the description of a PDLC sample
the frequently encountered homeotropic droplet model~i.e.,
disregard for the influence of the droplet structure! describes
its optical properties in most cases. On the other hand, for a
sample in the transparency mode, when the directors of the
particles are oriented along the field, the influence of the
change in the structure of the director field in the presence of
an external field can make a significant contribution. More-
over, it may be necessary to take this effect into account in
order to solve the turbidity problem for PDLC layers1 in the
transparency mode.

Figures 3a and 3b show the variations of the angular
structure of the scattered radiation for:x55, the same refrac-
tive indices as in Figs. 2a and 2b, and values of the param-
eter u50, 0.1, 0.5, 2, and 16~a! and u50 and 16~b!. Also
shown in Fig. 3 are graphs of the angular scattering function
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for a homogeneous particle having a refractive index equa
the ordinary index of the liquid crystal~Mie scatterer!. A
comparison with the graph for a homogeneous part
shows that for a PDLC droplet in a strong field the hom
tropic droplet model well describes not only the total atte
ation of the light beam, but also the angular structure of
scattering. On the other hand, for a bipolar structure and
‘‘voltages’’ u the structure of the scattered radiation at la
angles is dependent in either case on scattering by inho
geneities of the refractive index of the droplet. This me
that the configuration of the director must be taken into
count in order to describe the angular structure of the s
tered radiation, even in cases where the attenuation
ciency factor is satisfactorily described by the homeotro
model.

FIG. 3. Angular structure of scattered radiationI 5(uS1u21uS2u2)/2 from a
spherical bipolar droplet of diameterx55 for: no50.999~a! andne51.15
~b!, values of the parameteru50, 0.1, 0.5, and 16~a! andu50 and 16~b!,
and illumination by natural light incident in the same direction as the di
tor of the droplet (a50). The dot-and-dash curves are calculated fo
homogeneous Mie scatterer with refractive indicesn50.999 ~a! and
n50.99 ~b!.
to
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Figure 4 shows a graph of the scattering efficiency facto
as a function of the droplet diameter for two model voltages
u and four values of the anglea between the director of the
droplet and the direction of incidence of the light. The pa-
rameters of the droplet in Fig. 4 correspond to the paramete
of the droplets in Figs. 2a and 3a,no50.999, andne

51.15. It is evident from the figure that the attenuation ef-
ficiency factor for a droplet in a strong field and without an
external field differ by more than two orders of magnitude in
our case fora50, whereas fora530° the difference is ap-
proximately twofold. This stark contrast is attributable to the
fact that when the anglea between the direction of the di-
rector of the droplet and the direction of light propagation
increases for an ordinary refractive index chosen essential
to coincide with the refractive index of the medium, the
droplet as a whole becomes more rigid, and the influence o
the change in the structure of the director field on the optica
properties of the droplet diminishes against the backgroun
of strong scattering.

CONCLUSION

We have attempted to assess how the optical propertie
are affected by the change in structure of the director field o
a polymer-dispersed liquid crystal in the presence of an ap
plied voltage. To model the applied external field, we have
used the parameteru, which is equal to the ratio of the axes
of a system of nested ellipsoids representing the direction o
the director of the liquid crystal in the droplet. The relation-
ship of this model voltage to the true voltage depends on th
parameters of the PDLC layer, but certain conclusions ca
still be drawn on the basis of our simple analysis.

On the whole, the simple homeotropic model adequatel
describes the attenuation of light by a PDLC droplet. On the
other hand, to describe a PDLC layer in the transparenc
mode and the angular structure of the scattered radiation,

c-
a

FIG. 4. Dependence of the attenuation efficiency factorQ of a spherical,
bipolar, liquid-crystal droplet on the droplet diameterx for: no50.999 and
ne51.15, values of the model voltageu50 and 16, and light at angles of
incidencea50°, 10°, 20°, and 30°.
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may be essential to take into account the configuration of
director in the droplet and the change in configuration un
the influence of an external voltage.

This investigation has received partial support from t
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Controlled diffractive optical elements containing a vanadium dioxide film
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The principles of constructing optical devices on the basis of diffractive structures with a
vanadium dioxide film for the control of radiation in the mid-IR range are analyzed. Methods are
described for the practical implementation of such devices atl510.6mm, and their
response characteristics are calculated. It is shown that a contrast of 1:107 can be attained in
diffractive optical elements, and the actuation time of the elements when switched on
by an intense laser beam can be shortened to tens of nanoseconds. ©1999 American Institute
of Physics.@S1063-7842~99!01611-6#
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INTRODUCTION

The recent fascination with diffractive optical elemen
~DOEs! derives mainly from the encouraging outlook f
their application in optical signal processing and imag
systems, including computer optics. Apart from the tra
tional use of DOEs as spectral selectors, in recent times
have seen the development of a sizable assortment of di
ent types of DOEs capable of implementing many ot
functions: beam multiplexing1 and shaping,2 the allocation of
optical signals to processing channels,3 wave-front shaping,4

etc. The optical characteristics of such devices can be fi
or they can be controlled by the introduction of electroopti
materials.5,6 The above-indicated domain of application
DOEs is the reason that the majority of DOE research
development is conducted in the visible and near-IR rang

A whole series of problems is also encountered in c
nection with the processing and switching of optical sign
in mid-IR laser optical systems. Examples can be found
the problems of separating weak and strong signals in l
systems, the distribution of signals among photodetection
vices, and the temporal and spatial selection of signals.
of the most important problems is the protection of photo
tection devices against damage and ‘‘blinding’’ by inten
laser beams.

Multilayer interference~MLI ! systems utilizing a VO2
film as a control element are widely used for the modulat
of radiation in the mid-IR range. The reversible semico
ductor–metal transition7 that takes place in a single-cryst
or polycrystalline VO2 film as the temperature varies is a
companied by significant variations of its optical constan
This behavior can be exploited to modify the optical char
teristics of an interference system utilizing a VO2 film.

Multilayer interference systems containing a VO2 film
can be fabricated as transmission8 or reflection9 devices. In
this paper we discuss only interference systems of the re
tion type — VO2 mirrors. This choice is dictated by tw
considerations. First, VO2 mirrors can invest DOEs with
broader functional capabilities. For example, in MLI syste
of the transmission type the transmission can only decre
as the temperature is increased (dA/dT,0, whereA is the
1341063-7842/99/44(11)/6/$15.00
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transmissivity!. In MLI systems of the reflection type th
derivativedR/dT can be positive, negative, or an alternati
function, depending on the type of interference system,10 and
phase modulation of the reflected radiation can be achie
with a small variation of the reflectivityR ~Ref. 11!. In the
second place, systems of the reflection type containing V2

films have a much higher resistance to beam damage tha
systems of the transmission type and can therefore be us
control high-intensity radiation.

In this paper we discuss the principles of construction
controlled DOEs with a VO2 film in the spectral range 2.5
212mm. The principal application of such DOEs is in th
control of high-intensity chemical, CO, and CO2 laser
beams. Our analysis is therefore concerned primarily w
methods for achieving maximum contrast while preserv
the high beam stability of DOEs. The main results are giv
for l510.6mm ~the emission wavelength of a CO2 laser!.

PRINCIPLES OF CONSTRUCTION OF CONTROLLED
DIFFRACTIVE OPTICAL ELEMENTS WITH A VO 2 FILM

Controlled DOEs that utilize MLI systems of the refle
tion type with VO2 films constitute interference systems
which a spatial structure is formed~Fig. 1a! from alternating
regions with constant and temperature-dependent optica
rameters. The regions of the first type are characterized
the reflectivityR1 and by the phasew1 of the reflected beam
while the corresponding parameters for the regions of
second type areR2(T) andw2(T). Figures 1b–1d show the
simplest DOEs of this type: a constant-period diffracti
grating ~b!, a one-dimensional Fresnel zone plate~c!, which
can be used to focus radiation into a line, and a Fres
concentric zone plate~d!, which can be used to focus radia
tion into a point~or spot!. The figures show only the firs
diffraction order. The function of the mirrors M1 in Figs. 1
and 1d is to spatially separate the incident and diffrac
beams; the central Fresnel zones are not involved in the
fraction process. For the investigated DOE structures an
plane wave at normal incidence the radiation intensity in
diffraction order can be written in the form

I 5I 0K~R11R222AR1R2 cos~w12w2!!. ~1!
5 © 1999 American Institute of Physics
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Here I 0 is the intensity of the incident beam, andK is a
parameter that depends on the geometry of the diffrac
structure and the diffraction order. It follows from this equ
tion that the contrast in a controlled DOE can be maximiz
if one of the states of the DOE corresponds to a mirror w
a uniform reflectivity and a reflected beam with a unifor
phase:R15R2 andw15w2 . In this case all the incident ra
diation is specularly reflected, and the radiation intensity
the diffraction orders is equal to zero. The situation of gre
est practical interest is when the reflectivityR1 is equal to the
maximum reflectivity,R2(T)5R2max. The maximum dif-
fraction efficiency in the diffraction orders is achieved wh
either of two conditions is satisfied:R1@R2 or w12w25p
andR15R2 .

Figure 2 shows calculated temperature curves of the
flectivity and the phase of the reflected beam for the th
main types of VO2 mirrors suitable for the fabrication o

FIG. 1. a: Structure of a DOE with a VO2 film: 1 — substrate;2 —
multilayer interference~MLI ! system;3 — periodic structure with a VO2
film; b–d: Various DOE configurations.
n
-
d
h

n
t-

e-
e

controlled DOEs. Only the ascending-temperature branc
of the temperature hysteresis loop are shown for thew(T)
curves. The curves shown here correspond to the follow
interference system configurations:~a! Ge~0.66!–BaF2

(1.96) – VO2(0.3) – ZnS(0.815) – Al(0.1) – substrate, dR/
dT.0, Rmin51%, Rmax597.5%; ~b! Ge(0.66) –
ZnS(2.435) – VO2(0.25) – ZnS(1.26) – Al(0.1) – substrate
dR/dT,0, Rmax598%, Rmin50.1%; ~c! Ge(0.66) –
ZnS( 0.87 ) – VO2( 0.25 ) – ZnS~ 1.26! – VO2* ( 0.25 ) – ZnS
~1.26!–Al~0.1!–substrate, alternatingdR/dT, Rmax(30 °C)
598%, Rmin(56 °C)50.4%, Rmax(70 °C)594%. The num-
bers in parentheses give the thicknesses of the films in
crometers. The optical characteristics of the listed interf
ence systems are calculated from the Fresnel equations
recursive method. The temperature dependences of the
fractive indices and the absorption of the stoichiometric V2

film11 are used in the calculations. The configuration~c! con-
tains two VO2 films, one of which (VO2* ) has the phase
transition shifted to lower temperatures (T530250 °C) as a
result of doping.7,12

FIG. 2. Temperature dependences of the reflectivityR(T) ~solid curves! and
the phasew(T) ~dashed curves! of the reflected radiation for VO2 mirrors.
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It has been shown above that the maximum contras
attained under the conditionsR15R2max and w15w2 . It is
important to inquire, therefore, how closely the quantit
DR5R12R2max andDw5w12w2 approach zero under th
conditionR15const. One possible way to form regions wi
a constant reflectivity is by inserting a thin metal film in
the MLI system. An analysis shows, however, that only o
parameter — eitherDR or Dw — can be minimized in this
case. BothDR andDw can be minimized simultaneously b
introducing at least two additional layers into the MLI sy
tem. As an example, we consider the configuration~1!, in
which regions having a constant reflectivity are formed
two thin metal films situated on opposite sides of the V2

film: Ge(0.642) – BaF2(1.96) – Ti(0.0044) – VO2(0.3) –
Au(0.015) – ZnS(0.815) – Al(0.1). In this configuration th
Au film provides imparts a high reflectivity to the syste
before the onset of the phase transition in the VO2 film. The
main purpose of the TiF Film is to equalize the phase of
reflected beam between the regions of constant and var
optical characteristics after the completion of the phase t
sition. Additional phase matching is achieved by slightly d
creasing the thickness of the Ge film. For a DOE incorpo
ing the above-described structure we haveDR(70 °C)54
31025 %, and Dw(70 °C)55.531024 rad. During the
phase transition in the VO2 film the reflectivityR1 varies by
approximately 1%, which scarcely affects the optical char
teristics of the DOE. A similar result can be obtained for t
VO2 mirror configurations~b! and ~c! as well.

It is evident form Fig. 2 that the phase of the reflect
beam varies considerably near the minimum of the reflec
ity. Inasmuch asRmin!Rmax for the investigated VO2 mirror
configurations, DOEs utilizing them closely approxima
pure amplitude elements, and their diffraction efficiency
no more than a few percent. The diffraction efficiency can
raised to 10% by combining a DOE with a Fabry–Perot e
lon and choosing a ‘‘resonance’’ angle of incidence of rad
tion on the DOE.13,14

Another possible approach to improving the diffracti
efficiency of DOEs is to use VO2 mirrors that provide phase
modulation of the radiation with a small variation of th
reflectivity.11 Figure 3 shows the phase and amplitude
sponses of such a VO2 mirror with the following MLI sys-
tem configuration: BaF2(4.522) – VO2(0.25) – Al(0.1) –
substrate~the ascending-temperature branches of the t
perature hysteresis loop are shown in the figure!. This MLI
system consists of a Gires–Tournois interferometer,15 in
which the VO2 film functions as a control element. Region
with R1 andw1 are formed in such a system by varying t
thickness of the BaF2 film. For example, a reduction of th
thickness of the BaF2 film to 4.51mm produces thew(T)
curve 2 in Fig. 3. TheR(T) now coincides with theR(T)
curve for the above-described structure within 0.1% er
limits. A phase DOE constructed on the principle discus
here has the following characteristics:Dw(55 °C)'p,
Dw(70 °C)50.015 rad.

The DOE can be controlled by means of an elect
beam,16 a thin-film heater17 inserted between the MLI system
and the substrate, or an intense laser beam. The secon
third techniques are the most intriguing from the practi
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standpoint in that, unlike the electron-beam technique, t
afford the capability of heating a large area of the DOE s
face. Experimental and analytical results18 show that when
the VO2 mirror is controlled by a thin-film heater, the min
mum actuation time of the mirror is limited by the dielectr
breakdown strength of the MLI system and is equal
125 ms. The minimum actuation time of laser-controlle
VO2 mirrors18 is limited by the resistance of the mirrors t
high-intensity beam damage. For VO2 mirrors with dR/dT
.0 the damage threshold is 225 MW/cm2 for a laser pulse
of duration shorter than 1ms. For a beam intensity
;1 MW/cm2 the actuation time of the VO2 mirrors is 10–
100 ns, depending on the type of VO2 mirror, the thickness
of the MLI system, and the substrate material.

The decay time of the VO2 mirrors depends on the rat
of heat transfer from the MLI system into the substrate
heat conduction and can have values of 10250ms for metal
substrates. Since the actuation and decay of DOEs utiliz
VO2 mirrors are governed by a thermal mechanism, th
application for the control of high-intensity radiation is lim
ited to pulsed and periodic-pulse operation.

STATIC RESPONSE CURVES OF DIFFRACTIVE OPTICAL
ELEMENTS WITH A VO2 FILM

The modulation characteristics of amplitude DOEs we
analyzed forDR51023% andDw5531024 rad. Figure 4
shows the temperature dependence of the radiation inten
I in a diffraction order, normalized to the maximum radiatio
intensityI max in the given diffraction order. It is evident tha
the radiation intensity in the diffraction orders decreases
the temperature increases in a DOE utilizing a VO2 mirror
with dR/dT.0 ~Fig. 4a, curve1; the temperature depen
dence of the reflectivity of this mirror is shown in Fig. 2a!,
and it becomes equal to 4•1027I max at the maximum values
of DR andDw.

In a DOE utilizing a VO2 mirror with dR/dT,0 ~Fig.
2b! the radiation intensity in the diffraction orders decreas
asR2 decreases with increasing temperature. When an in
ference system with an alternating derivativedR/dT is used
in the DOE~Fig. 2c!, the radiation intensity in the diffraction

FIG. 3. The same as Fig. 2 for a phase DOE:1 — w(T) for regions of the
DOE with w2 ; 2 — w(T) for regions of the DOE withw1 ; 3 — R(T) for
regions of the DOE withR1 andR2 .
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orders reaches a maximum in the temperature interva
255 °C, after which it decreases to the initial level~Fig. 4b,
curve 1!. For a DOE with a VO2 phase mirror~Fig. 3! an
increase in the temperature to 70° causes the radiation in
sity in the diffraction orders to drop to;531025I max ~Fig.
4b, curve2!.

Thus the switching on and off of radiation in the diffra
tion orders can be achieved in controlled DOEs with V2
mirrors, and these two functions can be combined in a sin
DOE. For amplitude DOEs the derivativedI/dT has the op-
posite sign from the derivativedR/dT of the VO2 mirror.
For the investigated phase DOE the derivativedI/dT has the
same sign as the derivativesdw/dT anddR/dT of the VO2

phase mirror.

DYNAMIC RESPONSE CURVES OF DIFFRACTIVE OPTICAL
ELEMENTS WITH A VO2 FILM

The actuation-time dynamics in the switching of a DO
by a pulsed heat source depends on its power, type,
thermophysical parameters of the DOE and on the ini
temperature of the VO2 film (T0 in Fig. 2a!. The operation of
greatest practical interest is the switching of DOEs driven
strong pulsed radiation, because the actuation time can
minimized in this case.

The VO2 mirrors discussed in this paper have zero tra
missivity ~owing to the presence of a high-reflectivity met
film in the MLI system configuration!. Consequently, the
specific power of heat release in the MLI system with rad
tion heating can be written in the form

FIG. 4. Static responses of DOEs with VO2 mirrors. a:1 — MLI system
with dR/dT.0; 2 — with dR/dT,0. b: 1 — alternatingdR/dT; 2 —
dw/dT,0.
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P5I 0~12R!. ~2!

The DOE with a VO2 mirror contains regions whos
reflectivity depends on the temperature. This depende
makes the specific power of heat release in these reg
dependent on the temperature as well when the DOE
heated by radiation in the temperature interval of the ph
transition in the VO2 film: P(T)5 f @R(T)#.

The actuation-time dynamics of a DOE driven by a r
diation pulse can be analyzed on the basis of the approxi
tion of the thermal model of a thin slab~MLI system! in
ideal thermal contact with a semi-infinite body~substrate!.
For a heating timet,500 ns and a diffraction structure wit
a period typical of the mid-IR range, heat flow along t
surface of the DOE by heat conduction can be disregard
The temperature variation of the MLI system at a po
z<h (h is the thickness of the MLI system! in heating by a
radiation pulse during a timeDt can be written in the form19

DT~z!5
1

Aph1
H (

n50

`

Mn11E
0

Dt P~T!

ADt2t

3expF2
~2nh1h2z!2

4a1~Dt2t! Gdt1 (
n50

`

Mn

3E
0

Dt P~T!

ADt2t
expF2

~2nh1h1z!2

4a1~Dt2t! GdtJ ,

M5
12K

11K
, K5

h1

h2
. ~3!

Here the subscripts 1 and 2 refer to the slab and the se
infinite body, respectively,h5Acdk, c is the specific heat,d
is the specific gravity,k is the thermal conductivity, anda is
the thermal diffusivity. The actuation-time dynamics of th
DOE is modeled for the following conditions:dR/dT.0, Ge
substrate, square radiation pulse with a uniform intensity d
tribution and I 051 MW/cm2, and T0555 °C. Thickness-
averaged thermophysical parameters of the MLI system
used in the calculations.

The time dependence of the radiation intensity in a d
fraction order of a DOE with radiation pulse control
shown in Fig. 5~curve1!. It is seen that the intensity drops t
the level 1025I max in 25 ns, after which the rate of change
the intensity decreases. This behavior is attributable to
fact that the DOE at this time is already in a state cor
sponding to a mirror with a high reflectivity, so that th
fraction of radiation energy absorbed by the mirror and sp
in heating it, decreases. The transient process is comple
finished att550 ns. A decrease in the temperatureT0 has the
effect of delaying the actuation of the DOE. For example,
T0545 °C the transient actuation of the DOE begins 15
after initiation of the radiation pulse.

For a DOE utilizing a Fresnel zone plate~Fig. 1d! the
contrast can be further enhanced by employing a VO2 mirror
with dR/dT,0 as the mirror M1. This effect is illustrated b
curve 2 in Fig. 5 for the case when M1 is situated in th
plane corresponding toA2-fold constriction of the beam af
ter reflection from the zone plate. The mirror M1 is actuat
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at t511 ns in an avalanche manner as a result of the incre
in the actuation rate as its reflectivity decreases. The m
mum radiation intensity attained at the output of the giv
optical system is;5310210I max. It is obvious that even
higher contrast can be achieved if the mirror M1 is a DO
utilizing a VO2 mirror with dR/dT.0.

It is interesting to consider the actuation-time dynam
of a DOE with a one-dimensional periodic structure~Figs. 1b
and 1c! when an initial temperature gradient along the ‘‘ru
ings’’ is specified in the VO2 film, i.e., whendT0 /dx50
~thex axis is parallel to the ‘‘rulings’’ of the structure!. This
technique causes regions of the DOE with a lower temp
ture T0 to be actuated later than regions having a hig
temperature. Figure 6a shows spatial distributions of the
diation intensity in a diffraction order of a DOE utilizing
VO2 mirror with dR/dT,0 for the following conditions;
dT0 /dx525 K/cm, T0(x50)555 °C, I 050.1 MW/cm2,
copper substrate. At the initial time a uniform intensity d
tribution with I 05531027I max exists in the diffraction or-
der. With increasing timet a region with the intensityI max

emerges in the vicinity ofx50 and subsequently spreads
the direction ofx.0. Under the given conditions, therefor
a ‘‘gate-opening’’ function is implemented. The rate
travel of the actuation wave under these conditions
;30 mm/ms.

Figure 6b shows the variation of the intensity in a d
fraction order of a DOE utilizing a VO2 mirror with an al-
ternating derivativedR/dT. Modeling is performed for the
same conditions as in the preceding case except that
I 051.5 MW/cm2. It is evident from the figure that a narrow
region of high intensity is formed in the diffraction order an
moves toward increasingx with the passage of time. Th
constriction of the spatial distribution of the intensity abo
the maximum is associated with the high rate of change
the reflectivity at values close toRmin . This case correspond
to the implementation of a ‘‘moving slit’’ function. The sli
travels at a rate of;160 mm/ms.

FIG. 5. Dynamic responses of a DOE utilizing:1 — a VO2 mirror,
dR/dT,0, I 051 MW/cm2; 2 — a Fresnel zone plate,dR/dT,0 ~serving
as mirror M1!.
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CONCLUSION

The results show that diffractive optical elements co
taining controlled interference systems of the reflection ty
based on VO2 films can be used to make optical switchin
devices for the mid-IR range which exhibit the attributes
high contrast, fast response, and extensive functional c
bilities. The principal application of such devices is for th
control of intense laser beams in pulsed and periodic-pu
laser optical systems, including the separation of weak
strong signals, time selection, spatial scanning of radiat
and the protection of photodetection devices against h
intensity radiation damage.
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Angular dependence of the spin-wave resonance spectra in multilayer films
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The angular dependence of the spin-wave resonance spectra is investigated in multilayer
magnetic films in which the spin pinning mechanism changes from dynamical to dissipative. A
fundamental difference is observed in the character of the angular dependences of the
spectra for three-layer films as opposed to two-layer films. In particular, the number of peaks in
the spectrum of three-layer films is observed to decrease and then increase twice as the
angle between the magnetic field and the normal to the film is varied byp/2. © 1999 American
Institute of Physics.@S1063-7842~99!01711-0#
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Despite the vast number of papers devoted to spin-w
resonance~SWR! in thin films ~see, e.g., Refs. 1–4!, the
angular dependence of the SWR spectra has not rece
nearly the attention that it should. In virtually every paper t
analysis and experimental investigation of SWR spectra
carried out for perpendicular or parallel orientation of t
static magnetic fieldH relative to the plane of the film. O
the other hand, the analysis of the angular dependence
provide a better understanding of the properties and dist
tive characteristics of the excitation of spin waves in ma
netic films. Moreover, the variation of the angle betweenH
and the film can, for certain values of the layer paramet
serve as a technique for smoothly varying the degree of
pinning. The meager attention given to the angular dep
dences of the SWR spectra is largely attributable to the c
plexity of their interpretation. Of all the papers known to u
we can cite two5,6 in which it is demonstrated experimental
how the SWR spectra evolve as the angleQH between the
field H and the normal to the film is varied. In these pap
however, the results are given only for two-layer films w
close values of the damping parameter in the layers.

The objective of the present study has been to inve
gate the angular dependences of the SWR spectra in
layer and three-layer films having a broad range of magn
parameters.
1351063-7842/99/44(11)/5/$15.00
e

ed
e
re

an
c-
-

s,
in
n-

-
,

s,

i-
o-
ic

The investigations were carried out on single-crystal ir
garnet films prepared by liquid-phase epitaxy on~111!-
oriented gadolinium–gallium garnet substrates. Two-la
and three-layer films were obtained by successive immer
in two or three different solutions in the melt. The thic
nesses of the layersh were measured by the interferenc
method, and the saturation magnetization 4pM was mea-
sured by a procedure described in Ref. 7. The effec
uniaxial anisotropy fieldH ku

eff5H ku24pM ~whereH ku is th
growth component of the uniaxial anisotropy field! and the
gyromagnetic ratiog were calculated from the resonanc
fields in perpendicular and parallel orientations. The cu
anisotropy fieldH k1 was determined from the azimuth d
pendence of the resonance field,8 and the Gilbert magnetic
damping parametera was determined from the half-width o
the absorption lineDH, a5DHg/v, wherev is the angular
frequency of the microwave field.

The SWR spectra were recorded on an RE´ -1301 rf spec-
trometer~frequency of the microwave field 9.343109 Hz) at
room temperature. The magnetic field was measured
nuclear magnetic resonance using a magnetometer. Sinc
SWR spectra were recorded at a constant frequencyv, the
dispersion curves were plotted as the difference between
resonance fields of the zeroth andnth modes (H02Hn) ver-
TABLE I. Parameters of the investigated films.

Sample
No.

Layer
No. Composition h, mm 4pM , G a Hk

eff , Oe g, 107 Oe21s21

1 1 ~BiSmTm!3~FeGa!5O12 1.1 600 0.09 2280 1.75
2 (GdYTm)3(FeGa)5O12 0.4 600 0.015 480 1.57

2 1 (YSmLuCa)3(FeGe)5O12 2.1 470 0.15 1210 1.74
2 Y2.98Sm0.02Fe5O12 0.56 1740 0.003 21715 1.76

3 1 Sm1.2Lu1.8Fe5O12 1.4 1760 0.12 790 1.76
2 Y2.98Sm0.02Fe5O12 0.54 1740 0.003 21715 1.76

4 1 (SmEr)3Fe5O12 1.8 1330 0.2 96 1.38
2 Y2.98Sm0.02Fe5O12 0.84 1740 0.003 21715 1.76

5 1 (YSmLuCa)3(FeGe)5O12 2.1 470 0.15 1210 1.74
2 Y2.98Sm0.02Fe5O12 0.56 1740 0.003 21715 1.76
3 ~YSmLuEr!3(FeGa)5O12 1.3 830 0.16 190 1.51
1 © 1999 American Institute of Physics
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sus (n11/2)2 for two-layer films and versus (2n11)2 for
three-layer films. Heren50,1,2, . . . enumerates the spin
wave mode orders. The parameters of the investigated fi
are summarized in Table I. Note that the damping parame
in one or two outside layers of the film~pinning layers!
increases in order of increasing sample number. As a re
the spin pinning mechanism changes from dynamical5 to
dissipative.9

We infer from the results that the angular dependenc
the SWR spectrum depends strongly on the values ofa in
the pinning layer. If the values ofa in both layers are suffi-
ciently small ~sample 1!, the SWR spectrum, as in Refs.
and 6, undergoes significant changes as the angleQH is var-
ied. The form of the spectrum, the number of modes, and
dispersion curves differ considerably between perpendic
and parallel orientations~Figs. 1a–1c!. For QH>65° only
one peak is observed in the spectrum, and in the inte
QH>65290° the resonance absorption spectrum consist
two peaks corresponding to the zeroth modes of each la
A difference of more than an order of magnitude between
values ofa in the layers~sample 2! produces a differen

FIG. 1. a: Angular dependences of the uniform resonance fields in
excitation~1! and pinning~2! layers~the other curves represent the angu
dependences of the resonance fields of excited spin-wave modes!; b: SWR
spectra for:QH50 ~1!; 0,QH,90° ~2!; QH590° ~3!; c: dependence of
H02Hn on (n11/2)2 for perpendicular (3) orientation of sample 1.
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angular dependence of the SWR spectrum. In perpendic
and parallel orientations the spectra become similar, and
slopes of the dispersion curves differ insignificantly~Fig.
2a!. At an angleQH>40250°, however, only one absorp
tion peak is again observed in the spectrum. In sample
where the value ofa in one of the layer is raised eve
higher, even though the number of excited modes at inter
diate anglesQH (QH535245°) decreases, there is n
longer a transformation of the entire spectrum into a lo
zeroth mode from both layers~Fig. 3!. The dispersion curves
for perpendicular and parallel orientations are close, but a
sample 2, the number of excited spin-wave modes in
perpendicular orientation is somewhat higher than in the p
allel orientation. When the value ofa in the pinning layer
increases to 0.220.85, the SWR spectrum becomes ess
tially isotropic ~Fig. 4!. At intermediate angles the slopes
the dispersion curves increase somewhat, owing to the in
ence of a variation in the equilibrium orientation of the ma
netization as the SWR spectrum is being recorded.10

One conspicuous feature is the fundamentally differ
character of the angular dependences of the SWR spect
three-layer films as opposed to two-layer films. Whereas

e

FIG. 2. a,b: The same as Fig. 1, for sample 2; c: dependences ofH02Hn on
(n11/2)2 for perpendicular (3) and parallel (n) orientations.
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1353Tech. Phys. 44 (11), November 1999 Zyuzin et al.
two-layer films the number of peaks decreases and then
creases asQH is varied from 0 to 90°, in a three-layer film
~sample 5! this process is observed twice~Fig. 5!. Moreover,
in two-layer films, beginning with a high mode order, th
excitation of successive spin-wave modes ceases, asQH is
varied, while in three-layer films, at approximatelyQH

512°, only odd-order~intermediate! peaks vanish. Then in
the interval of angles 40<QH<55° they reappear. Their in
tensity gradually increases and attains a maximum, bec
ing comparable with the intensity of the previously observ
peaks. A further increase in the angle once again leads to
reverse process. The variation of the SWR spectrum o
three-layer film is accompanied by a clearly pronounc
modification of the dispersion curve~Fig. 5c!. In contrast
with two-layer films ~Figs. 1c–4c!, the slope of the disper
sion curveH02Hn5 f (2n11)2 at intermediate angles de
creases considerably and then atQH590° comes back to the
original value. In three-layer films for which both pinnin
layers have a high value ofa (a>0.24), the number of
modes, as in the two-layer sample 4, does not depend on
angleQH .

The multitude of angular dependences of the SWR sp
tra can be explained as follows. In films having a low dam

FIG. 3. The same as Fig. 2, for sample 3.
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ing parameter the principal spin pinning mechanism in b
layers is dynamical. It follows from earlier results5,6 that the
localized modes excited most intensely by a homogene
microwave field are those which are harmonic in one la
~the layer with the stronger field for uniform resonanceH01)
and decay exponentially in the other layer, which in exter
fields stronger than its uniform resonance fieldH02 is a re-
active ~elastic! medium for spin waves10 and thus induces
spin pinning. For fieldsH smaller thanH02 and H01 both
layers become dispersive media for spin waves, and the
ficiency of excitation of spin-wave resonance drops abrup
as a result. In this case spins are not pinned either at the
surfaces or at the interface between layers, and there i
longer any reason for the spectrum to exhibit the shar
defined discreteness observed forH01.H.H02. For a dy-
namical pinning mechanism, therefore, the interval of fie
in which spin waves are strongly excited is bounded byH01

and H02. Inasmuch as the intervalH012H02 decreases as
QH is varied, this behavior is accompanied by a decreas
the number of excited modes. At a certain angleQH the
fields H01 and H02 become equal, causing the spectrum
lose all modes except the one common zeroth mode. Fin

FIG. 4. The same as Fig. 2, for sample 4.
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with a further increase inQH the field H02 becomes larger
thanH01, so that the second layer emerges as the regio
excitation of localized harmonic modes. If the thickness,
exchange constantA, and the magnetization differ in the firs
and second layers, the result is a difference in the slope
the dispersion curves

H02Hn5
2A

M

p2

h2 S n1
1

2D 2

for perpendicular and parallel orientations. This accounts
the angular dependences of the SWR spectra of two-la
films with small and close values ofa in the layers.

Whena is increased in one layer of a two-layer film o
in the two outer layers of a three-layer film, the influence
the dissipative spin pinning mechanism begins to increa9

This mechanism essentially entails the onset of a spin-w
node at or near the interface of two exchange-coupled la
with sharply different values of the damping parameter. W
note that the efficiency of the dissipative pinning mechan
depends not only ona, but also onA, M, and other param-
eters. Among the characteristic attributes of this mechan
is the isotropy of its action due to the isotropy ofa. It fol-

FIG. 5. a: The same as Fig. 1, for sample 5; b,c:QH50 (3, 1);
30° (m, 2); 45° (*, 3); 90° (n, 4).
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lows from the experimental results that any possible anis
ropy of a in the investigated iron garnet films does not e
ceed the error of measurement~6%! of this parameter. An
increase in the value ofa in one of the layers~the pinning
layer! has the effect that the influence of the dissipat
mechanism becomes stronger, and for both perpendic
and parallel orientation the layer having the smaller value
a ~the excitation layer! persists as the region of excitation o
harmonic spin-wave modes. However, as the uniform re
nance fields in the layers merge~this happens, for example
in the case of sample 2 atQH>40250°), again only one
mode is observed in the SWR spectra~Fig. 2!. The invari-
ance of localization of the region of excitation of spin-wa
modes is evinced by the very slight variation of the slope
the dispersion curve asQH is varied from 0 to 90°. An
analysis of the evolution of the SWR spectrum by etch pe
ing further corroborates this result. The etching of a fi
whose top layer has the higher value ofa reveals that no
appreciable changes in the spectrum occur down to a ce
thickness of the top layer, after which the zeroth modes v
ish. But the etching of a film whose top layer has the sma
value of a discloses a smooth increase in the slope of
dispersion curve for both orientations, indicating a decre
in the thickness of the layer in which harmonic spin-wa
modes are excited.

Further strengthening of the dissipative mechani
~sample 3! eliminates the transformation of the entire spe
trum into a single common mode from both layers~Figs. 3a
and 3b!, even whenH01 andH02 are equal. The greater num
ber of spin-wave modes excited in perpendicular orientat
relative to parallel orientation can be attributed to the f
that the pinning layer for spin waves excited by harmo
standing waves localized in the layer with the smaller para
etera is a reactive~elastic! medium in this case. The simul
taneous action of dissipative and reactive properties lead
more rapid spin-wave damping and, hence, a higher de
of spin pinning. In parallel orientation, on the other hand
follows from Figs. 2 and 3 that the pinning layer is a dispe
sive medium.

Large values ofa (a>0.2) and 4pM in the pinning
layer make the dissipative pinning mechanism dominant o
the dynamical mechanism and, as a result, render the S
spectrum essentially isotropic~Fig. 4!.

In our opinion, the observed difference in the depe
dences of the spectra of two-layer and three-layer films
QH50 can account for the transitions in a three-layer fi
from asymmetric to symmetric boundary conditions, a
vice versa, asQH is varied. For symmetric boundary cond
tions~spin pinning at both boundaries of the excitation lay!
modes that span the thickness of the excitation layer with
odd number of half wavelengths are excited by a homo
neous microwave field. Asymmetric boundary conditio
~pinning at only one boundary of the excitation layer or no
equivalence of the degrees of pinning at the boundarie
the excitation layer! can be exploited to generate modes ha
ing an odd number of quarter wavelengths. Consequently
other conditions being equal, approximately twice as ma
spin-wave modes are excited in the second case in the s
interval of wave numbers. The latter consideration accou
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for the transformation of the spectrum of a three-layer film
QH is varied. This transformation can take place by seve
different scenarios. If the dissipative pinning mechanism
dominant at both boundaries of the excitation layer, the sp
trum remains unchanged, as in the two-layer sample 4. T
result has been observed in our experiments. But when
dissipative pinning mechanism prevails at one boundary,
the dynamical mechanism is dominant at the other bound
intermediate modes begin to be excited in the spectrum
the uniform resonance fields of the excitation layer and
pinning layer with a relatively small parametera. This hap-
pens in the interval of anglesQH where the indicated uni
form resonance fields are close to each other. An increas
QH has the effect of increasing the difference betweenH0i in
the layers, strengthening the degree of pinning, and resto
the former pattern of the spectrum, i.e., the spectrum co
sponding to symmetric boundary conditions. This mec
nism also explains the most striking result, the fact that in
SWR spectrum of a three-layer film~Fig. 5! the number of
modes decreases and increases twice in the interval of an
QH(0290°). In sample 5 both pinning layers have relative
small values ofa and 4pM , but their gyromagnetic ratios
and effective anisotropy fields differ, thereby creating a d
ference in the angular dependences of the uniform reson
fields. Consequently, asQH is varied, the uniform resonanc
field in the excitation layer approachesH0 , first in one pin-
ning layer and then in the other. This event diminishes
degree of spin pinning, first at one boundary and then at
other boundary of the excitation layer. Consequently, asQH

is varied from 0 to 90°, there are two transitions from asy
metric to symmetric boundary conditions and vice versa,
this process, in turn, alters the number of absorption peak
the spectrum. We note that only higher-order intermed
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modes having the highest sensitivity to the degree of pinn
have been observed in a number of cases. Obviously,
angular dependences of the SWR spectra observed in a t
layer film with identical magnetic parameters in the ou
layers should be similar to those of two-layer films wi
corresponding pinning layers. The only difference is an
proximately twofold reduction in the number of excited spi
wave modes.

To summarize, we have shown that different scenar
are possible for the transformation of the SWR spectrum o
multilayer film as the angle between the fieldH and the film
is varied, depending on the symmetry of the boundary c
ditions and the characteristics of the layers of the film.

This work has received support from the Russian R
search Foundation, Grant No. 98-02-03320.

1N. M. Salanski� and M. Sh. Erukhimov,Physical Properties and Applica-
tions of Magnetic Films@in Russian# ~Nauka, Novosibirsk, 1975!.

2S. L. Vysotski�, G. T. Kazakov, M. L. Kats, and Yu. A. Filimonov, Fiz
Tverd. Tela~St. Petersburg! 35, 1190 ~1993! @Phys. Solid State35, 665
~1993!#.

3B. Hillebrands, Phys. Rev. B1, 530 ~1990!.
4C. Wilts and S. Prasad, IEEE Trans. Magn.MAG-17, 2405~1981!.
5B. Hoekstra, R. P. van Stapele, and J. M. Robertson, J. Appl. Phys48,
382 ~1977!.

6A. M. Grishin, V. S. Dellalov, V. F. Shkaret al., Phys. Lett. A140, 133
~1989!.

7A. M. Zyuzin, V. N. Van’kov, and V. V. Rada�kin, Pis’ma Zh. Tekh. Fiz.
17~23!, 65 ~1991! @Sov. Tech. Phys. Lett.17, 848 ~1991!#.

8A. M. Zyuzin, V. V. Rada�kin, and A. G. Bazhanov, Zh. Tekh. Fiz.67~2!,
35 ~1997! @Tech. Phys.42, 155 ~1997!#.

9A. M. Zyuzin, N. N. Kudel’kin, V. V. Randoshkin, and R. V. Telesnin
Pis’ma Zh. Tekh. Fiz.9, 177~1983! @Sov. Tech. Phys. Lett.9, 78 ~1983!#.

10F. S. Crawford, Jr.,Waves@McGraw-Hill, New York, 1968; Nauka, Mos-
cow, 1974, 527 pp.#.

Translated by James S. Wood



TECHNICAL PHYSICS VOLUME 44, NUMBER 11 NOVEMBER 1999
Relativistic backward wave oscillator using a selective mode converter
É. B. Abubakirov, A. N. Denisenko, N. F. Kovalev, E. A. Kopelovich, A. V. Savel’ev, E.
I. Soluyanov, M. I. Fuks, and V. V. Yastrebov

Institute of Applied Physics, Russian Academy of Sciences, 603600 Nizhny Novgorod, Russia
~Submitted June 4, 1998!
Zh. Tekh. Fiz.69, 102–105~November 1999!

A new version of the relativistic backward wave oscillator~BWO! is proposed and investigated
experimentally, where the cutoff~for the working mode mode! taper at the cathode end is
replaced by a selective Bragg-type mode converter. In the experimental BWO model, which
operates in the three-centimeter range and is equipped with a mode converter based on a
slightly corrugated waveguide, a radiated power of 700 MW in pulses of duration up to 100 ns
with an output spatial structure similar to a Gaussian wave beam is obtained at an
accelerating potential of 0.8 MV and a focusing magnetic field of 7 kOe. ©1999 American
Institute of Physics.@S1063-7842~99!01811-5#
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INTRODUCTION

In the conventional structure of a high-power relativis
backward wave oscillator~BWO! the output of microwave
radiation from the interaction space takes place throug
collector region at zero potential. This condition is usua
achieved by means of a cutoff taper, which reflects the wo
ing mode of the BWO from the cathode end of the elect
dynamic system without disrupting transmission of the el
tron beam. This device configuration permits overs
elements to be used in the rf channel; such elements —
fractional output and large-aperture conical-horn antenn
particular — are best suited for high-power microwave
diation. However, the application of a cutoff taper impose
number of restrictions on the output characteristics of
BWO. First, because the cutoff cross section functions
multaneously as a wave reflector and a diaphragm for
electron beam, one of the higher modes is generally use
the working mode in a BWO with an oversize electrod
namic system. The radiation therefore has a complex di
bution, whereas a simple structure such as a wave bea
most often required for practical use. Second, the reflec
of the working mode leads to amplification of the rf elect
field in the interaction space of the BWO, increasing the r
of rf breakdown~as a rule, all electrodynamic systems
high-power relativistic BWOs show traces of erosion at a
tinodes of the electric field!. Moreover, spurious interactio
of the electron beam with a reflected TM mode can dimin
the efficiency and stability of operation of the BWO an
distort the structure of the output radiation.1,2

BACKWARD WAVE OSCILLATOR WITH A BUILT-IN MODE
CONVERTER

The above-mentioned unfavorable factors affecting
structure of the output radiation can be alleviated to a la
extent by replacing the cutoff taper with a selective mo
converter, which can be used to change the working mod
the BWO into a copropagating wave of any desired structu
Simple radiation structures are the most attractive for pra
1351063-7842/99/44(11)/4/$15.00
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cal applications, and it is preferable, therefore, to use on
the lower modes as the copropagating wave transporting
diation from the interaction space. Inasmuch as lower m
orders have a higher group velocity and, hence, a lower e
tric field amplitude, the risk of rf breakdown is diminishe
When a converter having both frequency and mode selec
ity is used, the degree of coherence of the BWO output
diation is improved. The output of microwave power from
low-mode interaction space facilitates the solution of anot
practical problem of utmost importance in the operation
devices using a high pulse repetition rate: how to raise
efficiency of the BWO in the presence of a weak focusi
magnetic field.3,4

Finally, if the working mode of the BWO is converte
into a copropagating hybrid mode of a slightly corrugat
waveguide, with a structure similar to that of a TE mode o
regular cylindrical waveguide, the vanishingly small longit
dinal component of the electric field reduces spurious in
action of the electron beam with this codirectional wave t
negligible level.

SELECTIVE MODE CONVERTER FOR A BACKWARD WAVE
OSCILLATOR

The most practical mode converter configuration for
BWO is a Bragg reflector in the form of a cylindrical wave
guide segment with a corrugated wall.5 This type of con-
verter is compatible with a high-power electron beam a
has a sufficiently high electrical resistance. The operation
the Bragg reflector is based on resonance scattering of
working mode by the periodic corrugation. In a cylindric
waveguide with a periodicn-start helical or axisymmetrica
(n50) corrugation the azimuth orders of the coupled mod
are given by the relations

mi16n5mi2, ~1!

and the sum of the longitudinal propagation constants
these modes is equal to the constanth̄r52p/dr of the peri-
odic ~with perioddr) system of the reflector:
6 © 1999 American Institute of Physics
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hi11hi25h̄r ~2!

~the indexi enumerates the pairs of coupled modes!.
Figure 1 shows the dependence of the mode~power!

conversion efficiencyKP on the detuning

D5~ h̄r2hi12hi2!L/2 ~3!

for a reflector of lengthL ~Refs. 5 and 6!. To ensure reradia
tion of the working mode of the BWO into the desired c
propagating mode and, at the same time, eliminate rera
tion into spurious modes, the mode conversion band for
working field structure~Fig. 1! must not overlap the bands o
adjacent structures, whose spectrum

ki5
1

2h̄r

@~ h̄r
21ki1

2 1ki2
2 !224ki1

2 ki2
2 #1/2/2h̄r ~4!

(ki152p/l i , l i is the wavelength, andki1 and ki2 are the
transverse wave numbers! is given by Eq.~2!. The frequency
difference between the working and adjacent resona
structures is a maximum when the working structure
volves the rf field of a quasi-transverse mode having a
quency close to the cutoff frequency. This is the situation
the Bragg reflector used in BWOs.

BACKWARD WAVE OSCILLATORS UTILIZING
CYCLOTRON-RESONANCE MODE SELECTION

For the practical implementation of an oscillator with
built-in mode converter, we have chosen a BWO operat
in the TM02 mode. Single-mode oscillation in the multimod
interaction space of a BWO operating under the conditi
of Čerenkov synchronism with the21st spatial harmonic o
the working mode,

v5~ h̄!n, ~5!

is achieved by mode selection based on the resonance i
action of a fast cyclotron wave of an electron beam guid
by a longitudinal magnetic fieldH with the fundamental of
the working mode,7 i.e., under the condition

v1hn5vH . ~6!

Herev andh are the frequency and longitudinal wave num
ber of the working mode of the BWO,n is the translational
electron velocity,h̄52p/d, d is the period of the electrody

FIG. 1. Dependence of the mode conversion efficiency~power ratio! of the
Bragg reflector on the detuning.
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namic system of the BWO,vH5eH/mcg is the cyclotron
frequency,e andm are the charge and rest mass of the el
tron, c is the speed of light, andg is the relativity factor.

If electrons entering the interaction space do not ha
transverse velocities and if conditions~5! and~6! hold simul-
taneously, i.e., if the magnetic field is chosen to satisfy
relation

vH5h̄, ~7!

the electromagnetic energy of the fast electron-beam cy
tron wave is absorbed.8 It follows from condition~7!, which
does not involve any individual characteristics of the mod
that oscillation is suppressed for all modes simultaneou
One exception is a mode for which the intensity of cyclotr
interaction with the rotating transverse structure of the fie
being proportional to the factorJm61

2 (nmnr /R), is equal to
zero. Herer is the radius of the annular electron beam,R is
the average radius of the electrodynamic system,nmn is the
nth root of the Bessel functionJm(n)50 for the TMmn mode
or the derivative of the Bessel functionJm8 (n)50 for the TE
mn mode, and the signs1, 2 refer to opposite directions o
rotation of the transverse wave structure. For a TM02 work-
ing mode cyclotron absorption is absent forr /R50.693. It is
important to note that the strong focusing magnetic field
quired for the efficient operation of Cˇ erenkov oscillators in
the centimeter wavelength range is greatly diminished w
the cyclotron-resonance technique is used for mode se
tion.

The operation of centimeter-range relativistic BWOs
standard configuration are not very efficient for magne
fields smaller than the resonance value~7!, because the rang
of weak magnetic fields contains another cyclotron re
nance, which results in the strong absorption of rf pow
This resonance takes place with the forward wave

v2hn5vH , ~8!

which transports radiation from the interaction space of
BWO. The interval of magnetic fieldsH between the reso
nances~6! and ~8!,

e~H22H1!/mc252h~g221!1/2, ~9!

in which the oscillator is capable of operating, is fairly na
row, because the propagation constant of the working m
h in a BWO is usually much smaller thank, and the low
operating efficiency of the device in this interval is attribu
able to the influence of nearby cyclotron resonances.

By using a lower mode to transport radiation from t
interaction space it is possible to significantly extend t
interval of magnetic fieldsH to

e~H22H1!/mc2'~k1h!~g221!1/2 ~10!

as a result of the shift of the resonance~8! with the copropa-
gating wave, for which the phase velocity is close to t
speed of light, toward lower values ofH. This effect permits
the magnetic field to be chosen so as to essentially reduc
zero the influence of cyclotron effects on the efficiency of t
induced Čerenkov radiation.
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EXPERIMENTAL INVESTIGATION OF A BACKWARD WAVE
OSCILLATOR UTILIZING A BRAGG REFLECTOR

Experiments have been carried out with the oscilla
shown schematically in Fig. 2. The main calculated para
eters of the generator are as follows: electron ene
0.8 MeV; beam current 6 kA; the electrodynamic system2 of
the BWO comprises a cylindrical waveguide segment wit
periodic, axisymmetrical, sinusoidal corrugated profile;
oscillation frequency in the TM0.2 mode is 9.1 GHz, and the
expected radiation power is greater than 0.5 GW. The e
trodynamic system1 of the Bragg reflector comprises a c
lindrical waveguide segment with a single-start (n51) heli-
cal, sinusoidal corrugated profile; the calculated efficiency
conversion of the power of the incident TM02 mode into the
power of a reflected rotating TE11 mode at a frequency o
9.1 GHz is KP591.2%, and the conversion bandwidth
4%.

A high-current electronic amplifier with an explosive
emission cold cathode7 was used in the experiments. Th
accelerating potential on the magnetically insulated dio
was varied in the interval 0.7–1.1 MV in a pulse of durati
200 ns, the beam current ranged from 5 to 7 kA, and
beam diameter was varied from 41 to 47 mm. A solenoi6
was used to focus the electron beam, producing a magn
field up to 20 kOe in 10-ms pulses. Radiation was extrac
from the electrodynamic system2 of the oscillator by a horn
antenna3, which generated a wave beam, through a reson
vacuum-tight polyethylene window4 of diameter 40 mm,
whose thickness was made equal to the wavelength to en
mechanical strength. The fully developed electron beam
pinged on a collector5 situated outside the rf field. In thi
collector the filling of the rf channel with plasma generat
by electron impingement was much slower than in the c
lector serving as part of the rf section.9

FIG. 3. Oscillograms of the envelopes of microwave pulses at the outpu
a polarizer adjusted for left-~1! and right-~2! circularly polarized radiation.

FIG. 2. Schematic view of the investigated oscillator.
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The frequency of the generated pulse was measure
the center of the beam pattern by means of a tunable gui
wave band filter. The measurements showed that the osc
tion frequency was close to the calculated value.

The polarization of the output radiation was determin
by means of a device utilizing a dielectric plate situated
the diametrical plane of the cylindrical waveguide. The
mensions of the plate were chosen so that, at the work
frequency, circularly polarized radiation incident on the c
lindrical waveguide would be converted into linear polariz
radiation and transfer into a rectangular waveguide smoo
joined to it when the plate was mounted at a 45° angle re
tive to the rectangular waveguide. Accordingly, at an an
of 135° radiation is reflected from the rectangular wav
guide. Figure 3 shows BWO signals after such a polarizer
two positions of the dielectric plate, showing that the pol
ization of the observed radiation is close to circular.

The spatial structure of the output radiation was m
sured for vertical and horizontal polarizations in the plane
a distance of 4 m from the radiating cone3 in the horizontal
and vertical directions. The measurement results~Fig. 4! are
in good agreement with the standard distribution obtained
excitation of the output section of the BWO by the TE11

mode of the cylindrical waveguide, which was then co
verted into a wave beam in the radiating cone. Conseque
measurements of the frequency, polarization, and structur
the output radiation confirm that the BWO operates, as
pected, in the TM02 mode, and the reflector band overla
with the emission band of the BWO.

of

FIG. 4. Intensity distribution of radiation from the BWO at a distance
4 m from the radiating cone.

FIG. 5. Dependence of the oscillator output power on the focusing magn
field.
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Of special interest for this version of BWO is the depe
dence of the output power on the guiding magnetic field~Fig.
5!. Since the radius of the electron beam in the BWO is m
equal tor /R50.693 to minimize the intensity of cyclotro
interaction of electrons with the working TM02 mode, the
zone of cyclotron absorption is relatively small
H510 kOe. In the vicinity ofH516 kOe, however, a sec
ond cyclotron absorption zone emerges, corresponding
resonance (vH5h̄rv) reradiation in the working volume o
the Bragg reflector of a counterpropagating TM02 electro-
magnetic wave into fast electron-beam cyclotron waves
addition, as expected, the use of waves having a relati
low phase velocity to tap energy from the BWO made
possible to sharply define the window of transparency in
range of weak magnetic fields. By optimizing the outp
power with respect to the radius of the electron beam at w
magnetic fields in the vicinity ofH57 kOe we have been
able to attain 0.7 GW in 100-ns pulses at approximately 1
efficiency.

FIG. 6. Oscillograms of the envelopes of the output radiation for differ
accelerating potentials.
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An increase in the accelerating potential~and, accord-
ingly, the beam current! does not produce the expected i
crease in the output power. The radiation pulses beco
shorter and irregular~see Fig. 6!, most likely indicating the
onset of rf breakdown in the microwave section~in the elec-
trodynamic system of the BWO, at the output window,
both!.

CONCLUSION

The results of the experimental investigation have de
onstrated a significant improvement in the performance ch
acteristics of a relativistic backward wave oscillator when
conventional cutoff taper at the cathode end of the elec
dynamic system is replaced by a selective Bragg reflecto
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Equivalent parameters of a Josephson junction in a microwave SQUID structure
O. G. Vendik and I. S. Danilov
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The equivalent parameters of a Josephson junction in a microwave SQUID structure are
calculated on the basis of relations obtained as a result of an analysis of the operation of an rf
SQUID. This analysis is based on the sawtooth variation of the voltage on the resonator
as a function of the constant flux bias. The quantitative characteristics permit regarding the
Josephson junction as a linear impedance in the rf or microwave circuit, whose real and
imaginary parts are controlled by the constant magnetic flux passing through the SQUID loop.
© 1999 American Institute of Physics.@S1063-7842~99!01911-X#
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INTRODUCTION

The operating principle of an rf SQUID has been t
subject of many publications~see, for example, Refs. 1 an
2!. The first experiments on the operation of a microwa
SQUID were performed long ago.3 Novel designs for micro-
wave SQUIDS have been planned,4,5 and a theory for the
operation of a SQUID at 77 K has been put forward.6 Ques-
tions concerning the quantum interference in a SQUID ri
the effect of thermal fluctuations on it,1,7 etc. have been de
veloped in fairly great detail. On the other hand, proper
tention has not been focused on the calculation of microw
circuits. The microwave part of a SQUID is described
words as a high-Q resonator. The coupling of the resonat
to external circuits is generally adjusted during an exp
ment and is not subjected to a detailed calculation.5 Thus, the
microwave elements of a SQUID are planned on the basi
approximate relations determined as a result of experime
work, i.e., there are no reliable computational formulas
developing and selecting the optimum operating regime o
microwave SQUID.

This paper describes a method for representing
equivalent parameters of a Josephson junction in an
SQUID structure in the hysteretic operating regime, wh
permits optimization of the parameters of the microwave
cuit.

The main element in the equivalent circuit of the SQU
is the impedance of the SQUID loop, which is inductive
coupled to the resonator. In the hysteretic SQUID opera
regime the time dependence of the amplitude of the volt
on the resonator corresponds to a relaxation process.8 How-
ever, under the conditionTP!t!TM , where TP is the
pumping period,t is the relaxation time, andTM is the mea-
surement time, the output signal is a time-averaged quan
Therefore, to find the response of the ring with the Joseph
junction to a constant magnetic flux att!TM , the relaxation
process can be ignored. The equivalent impedance of
SQUID loop is a function only of the constant external ma
netic flux. Such a representation permits considerable sim
fication of the calculation of the equivalent circuit and can
1361063-7842/99/44(11)/7/$15.00
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used, in particular, to analyze and synthesize a microw
SQUID.

1. SPREAD OF THE SIGNAL CHARACTERISTIC

The equivalent circuit of a single-junction SQUID
shown in Fig. 1. According to experimental data, the plot
the voltage on the resonatorVT as a function of the constan
bias magnetic fluxFDC is a sawtooth characteristic.3,5 This
dependence is presented in Fig. 2 in normalized quantiti

W~x!5VT~x!/VT,max, ~1!

where

VT,max5I 1vLTQ, ~2!

x52FDC/F0 , Q5vLT /RT is theQ factor of the resonator
without consideration of the losses introduced by the SQU
loop, v is the pump frequency, andF0 is the magnetic flux
quantum.

We define the normalized spread of the signal charac
istic as

DW5DVT /VT,max, ~3!

whereDVT is the difference between voltages on the re
nator for two different values of the bias flux:FDC50 (x
50) andFDC5F0/2 (x51).

FIG. 1. Equivalent circuit of a single-junction SQUID:ZS — equivalent
impedance of the Josephson junction;LS — inductance of the SQUID loop;
M — mutual inductance;LT — inductance of the resonator;RT — active
resistance of the resonator;CT — capacitance of the resonator;I 1 — pump
current;VT — measured voltage.
0 © 1999 American Institute of Physics
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Then the law governing the variation of the output sign
as a function of the bias flux can be represented analytic
as a periodic function ofx, which, within the first half-period
of the variation ofW has the form

W~x!5~12DW•x!exp~ ic~x!!, ~4!

wherec(x) is the phase of the complex variable.
Typically DW>0.5– 0.6. The sawtooth course ofuW(x)u

is confirmed by reliable experimental data.1–5 We do not
know of any experimental or theoretical study of the var
tion of the phase of the voltage on the resonatorc(x) as a
function of the constant bias flux.

When there is optimum coupling of the SQUID loop a
the resonator,1 k2Qopt'1, wherek5M2/(LTLS) is the cou-
pling coefficient. The spread of the signal characteristic
greatest in this case. Figure 3 presents the output signal c
acteristic as a function of the pump current for a condit
close to the optimum situation.

The working pump currentI 1 is chosen in such a manne
that at zero bias flux,FDC50 (x50), the SQUID loop
would have a purely imaginary impedance and would
absorb power from the resonator. When the bias fluxFDC

5F0/2 (x51), the dissipation of energy from the resona
is compensated during one rf oscillation period.9 This corre-
sponds to the currentI 15I 1** ~Fig. 3!. Thus, under the con
dition x50 the impedance of the SQUID loop has only
reactive component, and whenx51, the impedance has bot
a reactive component and a significant active componen1!

It follows from consideration of the similar triangle
AOB andA8OB8 in Fig. 3 that

DW512I 1* /I 1** . ~5!

To find the dependence ofDW on the fundamenta
SQUID parameterl 52LSI C /F0 , where I C is the critical
current of the Josephson junction, the dependence of the
magnetic fluxF on the external fluxFE must be analyzed
This dependence has the following form in quantities n
malized toF0/2p:9

wE5w1 l sin~w!, ~6!

wherewE52pFe /F0 andw52pF/F0 .
A plot of w(wE) for l'3 is presented in Fig. 4. For th

FIG. 2. Sawtooth variation of the normalized voltage on the resonator
function of the normalized constant bias flux.
l
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points of inflection ~1!, ~2!, ~3!, and ~4! of the function
wE(w) we can writedwE /dw50, which, with consideration
of ~6!, gives

11 l cos~w!50. ~7!

The flux at the points of inflection are functions ofl. For
a further analytical treatment it would be most convenient
work with the second point of inflection. For it we have

w2~ l !5p2arccos~1/l !. ~8!

Using formula~6!, for wE2 we have

wE2~ l !5p2arccos~1/l !1~ l 221!0.5. ~9!

a

FIG. 3. Variation of the normalized voltage on the resonator as a functio
the pump current for the case of coupling between a SQUID and a ne
optimal oscillator circuit.

FIG. 4. Dependence of the normalized total magnetic fluxw through a
SQUID loop on the normalized external fluxwE .
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Under the condition of the optimum choice of the wor
ing pump current~Fig. 4!, the amplitude of the variation o
the normalized rf magnetic flux imparted by the resonato
the SQUID loop will be

wRF
max5wE2 for x50,

wRF
min5wE22p for x51. ~10!

The coupling between the pump current and the norm
ized external flux can be expressed as

wE5
2p

F0
MQI1 . ~11!

Using ~11!, for the characteristic values of the pum
current shown in Fig. 3 (I 1* and I 1** ) we have

I 1** 5~wRF
max

•F0!/~2pMQ! for x50,

I 1* 5~wRF
min

•F0!/~2pMQ! for x51. ~12!

Substituting~12! into ~5! with consideration of~10!, we
obtain

DW~ l !5p/wE2~ l !. ~13!

Table I presents values of the normalized spread of
signal characteristic,DW, for various values of the funda
mental SQUID parameterl, according to calculations usin
formulas~9! and ~13!.

2. FORMULATION OF THE PROBLEM OF INTERPOLATING
THE AVERAGED VALUE OF THE IMPEDANCE
IMPARTED BY THE MICROWAVE SQUID LOOP TO THE
RESONATOR

The law governing the variation of the rf voltage on t
resonator represented by~4! is an experimental fact. More
over, the value ofDW was determined as a function of th
fundamental SQUID parameterl ~Table I!. The use of the
expression~4! permits avoidance of calculation of the rela
ation of the voltage on the resonator and allows consid
ation of the averaged voltage on the resonator as the resp
to the averaged impedance imparted by the SQUID loop
the resonator.

Let us first consider the SQUID operating regime at
two points atx50 and 1, at which there is no relaxation
the voltage on the resonator. The impedance values foun
these points allow us to use~4! to interpolate the impedanc
dependence to all values ofx in the range 0<x<1. Along

TABLE I. Values of the normalized spread of the output signal.

l DW

1 1
1.5 0.92
2 0.82
2.5 0.73
3 0.66
3.5 0.6
4 0.55
4.5 0.51
5 0.47
o

l-

e

r-
nse
to

e

at

the way it will be necessary to make some assumptions
garding the behavior of the phase of the voltage on the re
nator as a function ofx. In the end we should obtain th
values of the complex impedance imparted by the SQU
loop to the resonator at all values ofx.

Thus, the following sections are devoted to finding t
impedance of a SQUID loop subjected to the effects of
optimum rf magnetic flux according to~7! and the two val-
ues of the constant bias fluxFDC50 andFDC5F0/2.

3. VALUE OF THE SQUID LOOP IMPEDANCE FOR FDC50

To find the SQUID loop impedance forFDC50 we turn
once again to the plot ofw(wE) in Fig. 4. The loop is
‘‘probed’’ by a signal of the form

wRF~ t !5wM cos~vt !. ~14!

The flux through the loopw(t) is found as the solution
of the nonlinear equation~6!, which we rewrite as follows:

w~ t !1 l sin~w~ t !!5wM cos~vt !. ~15!

Under the condition that

wM5wE22j, ~16!

wherej!wE2 , the solution of~15! is obtained in the form of
a single-valued function. The current in the SQUID loop
defined by the fundamental expression1,2

I S~ t !5I C sin~w~ t !!. ~17!

We represent the current in the form of an expansion
Fourier series. We confine ourselves to the first term of
expansion

I S~ t !5A cos~vt !1B sin~vt !, ~18!

where

A5
1

pE2p

p

I S~ t !cos~ t ! dt, ~19!

B5
1

pE2p

p

I S~ t !sin~ t ! dt. ~20!

Kirchhoff’s equation for a ring has the form

LS

]I S

]t
1RIS5

]F

]t
, ~21!

whereLS is the inductance of the SQUID loop with allow
ance for the contribution of the inductance of the Joseph
junction.

Allowing for the fact thatFM5wM(F0/2p) and taking
into account the form of the probe signal~14!, we can rep-
resent the expression~21! as the system of equations

2vLS•A1R•B52v
F0

2p
wM ,

R•A1vLS•B50. ~22!

We introduce the concept of the ‘‘normalized’’ imped
ance of a Josephson junction

zS5ZS /vLS , ~23!
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whereLS5F0 /(2pI C).
Then, the normalized active and reactive componentr S

andxS have the form

r S5R/vLS , xS5~vLS2vLS!/vLS . ~24!

Using the expressions~22! and~24!, we can representr S

andxS in the form

r S52I C

wM

l

B

A21B2
, xS5I C

wM

l

A

A21B2
21. ~25!

Under the condition assigned by~16!, the active compo-
nent of the impedance is equal to zero, i.e.,B50 and thus
r S50. A calculation using formulas~25! gives the values of
xS( l ) for FDC50, which are listed in Table II.

4. VALUE OF THE IMPEDANCE OF A SQUID LOOP
AT A CONSTANT BIAS FLUX F0/2 „x 51…

a! Finding the impedance using expansion in a Four
series.Let us consider the form of the time dependences ow
for the values of the amplitude of the radio-frequency sig
assigned by the expression

wM5wE22p6j. ~26!

WhenwM5wE22p2j, the solution~15! is obtained in
the form of a single-valued function, and the time depe
dencew(t) has the form shown in Fig. 5a. WhenwM5wE2

2p1j, the form of the time dependence is determined
‘‘slippage’’ of the magnetic flux quantum and has the for
shown in Fig. 5b.

Taking into account that a phase change by 2p does not
influence the representation of the signal in the form of
expansion in trigonometric functions, we can write the tim
dependence for the case~26! in the form of the dependenc
shown in Fig. 5c. In this case expansion into a Fourier se
gives both the real and imaginary components. The resul
the calculation are listed in Table III.

b! Finding the active component using the expression
the area of the hysteresis loop.The active component of th
impedance of the SQUID loop can be obtained using
expression of the area of the hysteresis loop and the en
conservation law.1,8 We again turn to Fig. 4, from which it is
seen that to calculate the area of the hysteresis loop, tw
the area of rectangleABEF and twice the area enclosed b
FEB8G must be subtracted from rectangleABCD:

S~ l !5ABCD22ABEF22FEB8G, ~27!

TABLE II. Values of the reactive component of the impedance forFDC

50.

l xS

2 0.77
2.5 0.59
3 0.48
3.5 0.40
4 0.35
4.5 0.31
5 0.27
r
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where

ABCD52p~wE2~ l !2wE1~ l !!, ~28!

2ABEF52S ~w2~ l !2w* ~ l !!wE2~ l !

2E
w* ( l )

w2( l )

~w1 l sin~w!! dw D , ~29!

FIG. 5. Time dependences of the normalized total magnetic fluxw through
a SQUID loop (x51) corresponding to the conditions: a —wM5wE22p
2j, b — wM5wE22p1j, c — wM5wE22p1j, for vt5@p/2,p#
1pn, wheren50,1,2, . . . ,i.e., the value of the normalized total magnet
flux w has been reduced by 2p.

TABLE III. Values of the active and reactive components of the impeda
for FDC5F0/2.

l r S xS

2 0.40 20.98
2.5 0.48 20.91
3 0.50 20.84
3.5 0.50 20.77
4 0.49 20.72
4.5 0.47 20.66
5 0.45 20.62
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2FEB8G52~wE2~ l !2wE1~ l !!w* ~ l !. ~30!

In deriving the formula for the area of the hysteresis lo
we used the condition~7! and the dependence assigned
~6!. In this case it is possible to find exact analytical expr
sions forwE1 , wE2 , w1 , andw2 as functions ofl. An attempt
to find an exact analytical expression forw* ( l ) leads to cum-
bersome calculations. However, an approximate analyt
function can be found from the relation for the similar t
anglesAOA8 andBOB8:

w* ~ l !5w2wE1 /wE2 . ~31!

It must be noted that the error in the estimate of the a
of the hysteresis loop does not exceed 5%. Forl 55 the
value ofS( l ) calculated from formula~27! agrees well with
the data in Ref. 8.

For a bias flux equal toFDC5F0/2 (x51) and the am-
plitude of the pump current corresponding to restoration
the energy in the resonator lost in the hysteresis cycle du
one period, we have the energy conservation law

v

2p

S~ l !

4p2
F0

2 1

LS
5

1

2
I C

2 R. ~32!

Formula~29! yields

R5vLSr S~ l !, ~33!

r S~ l !5S~ l !/~p l 2!. ~34!

A plot of r S( l ) found using Eq.~34! and the numerica
values ofr S in Table III, which were obtained as a result
expansion of the current into a Fourier series, are show
Fig. 6.

5. DEPENDENCE OF THE SQUID LOOP IMPEDANCE ON
BIAS FLUX

The circuit presented in Fig. 1 obeys the equality

S 1

ivLT1~vM !2/~ ivLS1ZS!
1RT

211 ivCTD VT5I 1 .

~35!

FIG. 6. Dependence of the active component of the equivalent impedan
the Josephson junctionr S . Circles — values calculated using the expansi
of the current in a Fourier series; solid curve — values determined
calculating the area of the hysteresis loop.
-
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Utilizing, in particular, the smallness of the coupling c
efficient k, we bring~35! into the form

S 12v2LTCT1k2S 12 i
ZS

vLS
D 21

1 i
1

QD VT

ivLT
5I 1 . ~36!

We introduce the notation

u5
v0

22v2

v0
2

Q. ~37!

The parameteru is the normalized detuning of the reso
nator. Using~37!, we bring the expression~36! into the form

S iu2 ipS 12 i
ZS

vLS
D 21

11D VT

vLTQ
5I 1 , ~38!

where

p5k2Q. ~39!

Finally, for the normalized output voltage we have

W5S 11 iu2 i
p

12 izS
D 21

. ~40!

From ~40! we find the normalized equivalent impedan
of the SQUID loop

zS5
p

212 iu11/W~x!
2 i . ~41!

Whenx50, the active component is equal to zero, i.
r S50, and the normalized voltage equals unity, i.e.,W(0)
51. Under this condition, we can use~40! to obtain the
dependence for the detuning of the resonator which comp
sates the inductance imparted to the resonator by the SQ
loop in the case ofFDC50 and ensures the maximum am
plitude of the voltage on the resonator for an assigned@see
formula ~16!# amplitude of the radio-frequency signal an
FDC50:

u~ l !5p
1

11xS~ l !
, ~42!

wherexS( l ) corresponds to the values of the reactive co
ponent found by the techniques described in Sec. 3.

6. INTERPOLATION OF r S AND x S IN THE RANGE 0<x<1

Thus, we have obtained the values of the SQUID lo
impedance forx50 ~Table II! and for x51 ~Table III! as
functions of the fundamental SQUID parameter. We sho
now perform the interpolation ofr S andxS mentioned above
for all values ofx in the range 0<x<1. Taking into account
that the resonator is tuned to attain the maximum amplit
for x50, we substitute~42! into ~41! and also use~4!. As a
result, we obtain

r S~x,l !1 ixS~x,l !5p~ l !S 212 i
p~ l !

11xS~0,l !

1
1

12DW~ l !x
exp~2 iC~x,l !! D 21

2 i .

~43!

of
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When x50, the relation~43! transforms into an identity, if
C(0,l )50. When x51, the relation~43! permits finding
p( l ) and C(1,l ) on the basis of the data in Table III. Th
calculated data are listed in Table IV.

The values obtained forp( l ) ensure a sawtooth law gov
erning the variation ofW(x) for an assignedl, which is
included as a basic experimental fact in the foundation of
present analysis. It can be concluded from the data prese
that p is close to unity for characteristic values in the ran
3< l<5. It is interesting to note that a sharp increase in
optimum value ofp is observed forl ,2. A decrease inl can
be advantageous for attaining a strong output signal~Table
I!. However, the design difficulty in ensuring strong coupli
between the loops, i.e., a value ofp considerably greater tha
unity, imposes a constraint.

a! Impedance imparted to the resonator by the SQU
loop. The total impedance of the inductive branch of t
resonator with consideration of the impedance imparted
the SQUID loop is expressed as

ZL5 ivLT1ZB , ~44!

where

ZB~x,l !5
~vM !2

vLS~ i 1 ixS~x,l !1r S~x,l !!
~45!

is the impedance imparted to the resonator.
We normalizeZB with respect to the active resistanc

included in the inductive branch of the resonatorvLT /Q,

RS~x,l !1 iXS~x,l !5
ZB~x,l !

vLT
Q. ~46!

In accordance with~44! we have

RS~x,l !1 iXS~x,l !5
p

i ~11xS~x,l !!1r S~x,l !
. ~47!

We must now make an assumption as to how the ph
of the voltage on the resonator depends on the normal
constant flux. We assume thatC(x) has the form of a powe
function:

C~x,l !5C~1,l !xa. ~48!

The only unknown in~48! is the exponenta. In addi-
tion, FDC is an external disturbance, which causes retun
of the resonator. When the resonance processes in the o
lator circuit are considered, it can be assumed that the ac
component in the function of the parameter characteriz
the external disturbance should have a nearly parabolic

TABLE IV.

l p( l ) C(1,l )

2 1.82 20.13
2.5 1.37 20.09
3 1.09 20.03
3.5 0.92 0.02
4 0.80 0.05
4.5 0.73 0.08
5 0.68 0.10
e
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FIG. 7. Dependence of the active componentr S ~a! and the reactive com-
ponentXS ~b! of the impedance of the Josephson junction on the normali
bias flux for various values of the fundamental SQUID parameterl 52 ~1!,
3 ~2!, 4 ~3!, and 5~4!.

FIG. 8. Dependence of the active componentRS ~a! and the reactive com-
ponentXS ~b! of the imparted impedance on the normalized bias flux
various values of the fundamental SQUID parameterl 52 ~1!, 3 ~2!, 4 ~3!,
and 5~4!.
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pendence, while the reactive component should have a ne
linear dependence. The construction of plots ofRS and XS

with variation ofa @using~47!, ~48!, and~43!# revealed that
the closest correspondence to the required course of
curves is observed fora51.

We can now construct the dependence of the active
reactive components on the normalized bias flux~the plots
are shown in Fig. 7!. Figure 8 presents plots ofRS andXS as
functions of the constant normalized bias flux for the sa
values of l. It can be concluded from Fig. 8 that small
values ofl correspond to larger values ofRS . This situation
provides for stronger modulation of the pump amplitude
the resonator. At the same time,XS is weakly dependent onl.

In this stage of the analysis the presence ofRN in the
circuit of the Josephson junction considered within the re
tively shunted junction model1,2 can be taken into accoun
where necessary. The resistanceRN should be connected in
parallel to the junction impedancevLS(r S1 ixS).

It should be recalled that a circuit containing a Jose
son junction is nonlinear. The impedance as a function
FDC found is realized at a definite pump current, which p
vides for the maximum value ofFRF on the boundary for the
appearance of hysteresis whenFDC50. It is also important
that the optimum regime for sawtooth modulation in t
resonator is ensured at the value found forp5k2Q, which is
close to unity.

The dependence found ofRS and XS on the constant
magnetic flux passing through the SQUID loop permits
rly

he

d

e

n

-

-
f

-

e

performance of a complete calculation of a microwave c
cuit containing a SQUID and optimization of the microwa
response of the SQUID to an external disturbance in the fo
of a constant magnetic flux.

1!Here, in the equivalent circuit of a Josephson junction we haveRN→`
(RN is the normal resistance in the resistively shunted junction mode2!,
which is valid at sufficiently low rf oscillation frequencies. Under micr
wave conditionsRN must be taken into account. In this case, whenx50,
the impedance imparted to the resonator is no longer purely imaginar
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Formation of a protective film on a copper friction surface in the presence
of fullerene C 60
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The influence of C60 additive in industrial oil on the structure of the friction surface of copper
foil in a steel–copper sliding friction pair is investigated by wide-angle x-ray diffraction,
scanning electron microscopy, and hardness testing. The presence of C60 in the lubricant leads to
the formation of a thin film~of thickness,1000 Å) on the friction surface of the copper,
where it protects the surface layers of the latter against major structural changes and helps to
improve the tribological characteristics. ©1999 American Institute of Physics.
@S1063-7842~99!02011-5#
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INTRODUCTION

Data from investigations of the tribological properties
fullerenes are very scarce and are concerned primarily w
fullerene C60. A few papers report studies of C60 in the form
of a solid film used as a solid lubricant coating1,2 and in the
form of additives to fluid lubricants.3 These few papers ar
enough to appreciate the promising outlook of C60 for the
solution of various tribological problems. This conclusio
can be further justified in information of a general nature
the properties of C60, specifically its high elasticity and
strength, low surface energy, weak intermolecular inter
tions, and the quasi-spherical shape of its molecules.4–6

In the patent literature it is reported that various mo
fied fullerenes can be used as antifriction coatings, solid
bricants, and additives to lubricating oils.7,8 A possible nega-
tive exception is found in fluorinated fullerenes, becau
some data indicate that hydrofluoric acid is formed wh
they are subjected to friction under atmospheric condition9

In a previous paper10 we have demonstrated he positiv
influence of C60 used as an antiwear and antifriction additi
to I-40A industrial oil on the friction characteristics of
steel–copper pair. However, the mechanisms underlying
action of C60 remain elusive in this case. Two hypothes
have been advanced. According to one, C60 molecules enter
into the surface layers of the softer copper counterbody a
acting as ‘‘molecular rollers,’’ tend with comparative ease
induce rotational strain modes in the surface layers.10 Ac-
cording to the second hypothesis, the high tribological ch
acteristics of a steel–copper friction pair with a lubrica
containing C60 additive are established by the formation of
thin protective film~presumably of tribopolymer origin! on
the friction surfaces without any change in the structure
the surface layers of the material itself.11 The objective of the
present study is to ascertain by investigation of the frict
surfaces the mechanisms by which C60 influences the pro-
1361063-7842/99/44(11)/4/$15.00
th

n

-

-
-

e
n
.

e
s

d,

r-
t

f

n

cesses of interfacial sliding friction of steel against copp
Since copper is an antifriction medium in the steel–cop
friction pair, we have chosen copper counterbodies as
samples for our tribological tests and physical investigatio

MATERIALS

Fullerene soot was prepared by the Huffman
Krätschmer method~G. A. Dyuzhev, Project ‘‘Duga’’ of the
Russian Scientific-Technical Program ‘‘Fullerenes a
Atomic Clusters,’’ 1994!. A mixture of fullerenes~mainly
C60 and C70 in the ratio ;75:25) was separated from th
soot by an extraction procedure using toluene as the solv
and C60 ~96–98% concentration! was separated from th
fullerene mixture by preparative chromatography~V. P.
Budtov, Project ‘‘Khromotron’’ in the same program!; as a
result, it was determined that the fraction of C60 in the
fullerene soot was;10215%.

The basis of the lubricant compositions was I-40A i
dustrial oil ~I-G-A-68 per State Standard GOST 17479-87!,
which is obtained from petroleum products and is wide
used in practice for the lubrication of real friction joints.

It has been shown12 that the addition of C60 to oil
through a solution of C60 in toluene is ineffective, and the
best results are obtained by adding the dry powders dire
to the oil. Consequently, to prepare the lubricant compo
tions in the present study, we poured 5 wt. % C60 into the oil
while mixing vigorously by mechanical means. The end
sult was an inhomogeneous mixture with a precipitate
coarse flocs. Before using the lubricant mixtures obtained
this procedure, we forcibly mixed them to achieve homo
enization, but inhomogeneity persisted and could have b
one of the factors responsible for large scatter of the exp
mental data.
7 © 1999 American Institute of Physics
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EXPERIMENTAL PROCEDURE

As in Refs. 10–12, tribological tests were performed
a 2070 SMT-1 roller friction testing machine using a sho
on-roller scheme. A moving roller of diameter 46 mm a
width 16 mm was fabricated from wear-resistant chrom
nickel-molybdenum steel 18Kh2N4MA~State Standard
4543-71! and turned at an angular velocityv5400 min21,
corresponding to a linear sliding velocity of 1 m/s. The sh
was wrapped tightly in copper foil~industrial grade, thick-
ness ;200mm), which functioned as the investigate
sample; the samples had a width of;10 mm, and the nomi-
nal tribocontact area was;2 cm2. Drops of lubricant were
deposited on the surface of foil, then a load was applied
the friction joint and was incremented in steps up to pr
sures;426 MPa, which are typical for heavily loaded fric
tion joints.

X-ray diffraction patterns of the friction surface we
recorded on a Rigaku Cor Dmax-RC single-crystal x-ray d
fractometer using Ni-filtered CuKa radiation. A scanning
electron microscope was used for microscopic observati
The microhardness was measured on a PMT-3 microh
ness tester.

The following types of samples were investigated: ba
copper foil samples without exposure to friction; simil
samples after friction treatment in pure I-40A oil; simil
samples after friction treatment in oil with the addition of 5
powdered fullerene C60 or other materials.

FIG. 1. Typical friction diagrams of a steel roller against copper foil w
step-incremented loading of the friction joint. The friction coefficientf cor-
responding to the observed plateau of curve2 is indicated.
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EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the two most characteristic types of ti
dependences of the friction torque (M ). Curve1 is typical of
pure I-40A oil, where the increase in the friction torqu
causing scoring, begins at fairly small loads~300–600 N!,
whereas a friction joint lubricated with oil containing C60

~curve2! can run for a long time at loads in the range 800
1200 N. In this case the friction coefficient stabilizes at
very low level, 0.015–0.030, which is unattainable using
pure oil or the same oil with other carbon additives.

In addition, when C60 is present in the oil, almost the
entire friction surface of the copper acquires a mirror she
which is indicative of the formation of a wear-resistant stru
ture on it,10 there are no traces of copper transferring to
steel roller, and debris is not observed in the lubricant or
the friction surface. Subsequent wiping of the roller or r
placement of the lubricant by the pure basic oil does
disrupt the stable operation of the friction joint, and the fr
tion coefficient remains at the same low level as in the pr
ence of C60. This result indicates the formation of an an
friction, wear-resistant structure on the friction surface.

Table I gives the relative intensities of x-ray diffractio
from various crystallographic planes for a number of typic
samples of the investigated copper foil. For the ba
samples the ratios of the intensities of different reflectio
~the intensity of the strongest reflection was set equa
100 arb. units! differ appreciably from the analogous ratio
for a standard sample of polycrystalline copper with ra
domly oriented grains.13 This means that the surface of th
foil has a certain crystalline, grain-oriented texture.

For samples subjected to friction with pure I-40A o
~even in the ‘‘wear-resistant regime‘‘ created by very care
and gradual escalation of the normal load and by pat
wearing-in with each new load!, an abrupt redistribution of
the intensities of the principal diffraction peaks is observ
tending to the pattern of disoriented polycrystalline copp
which implies breakdown of the texture. This behavior
consistent with the results of an investigation of the lo
temperature transverse fractures of such samples by scan
electron microscopy: Beneath the friction surface is obser
tive

iffer
and
TABLE I. Intensities of principal diffraction peaks from various crystallographic planes of copper in rela
units.

Reflection indices and their angular positions
111 200 220 311 400 331

Sample 43.3° 50.42° 74.08° 89.87° 116.84° 136.54°

Standard 100 46 20 17 3 9
B 1 100 5 ,1 ,1 ,1
O 90 100 100 ,1 ,1 ,1
F 5 100 30 6 ,1 4
F 1 100 17 8 2 6
F 9 100 11 9 3 8
F 17 100 8 3 ,1 3

S1 F 4 100 3 ,1 ,1 ,1

Note: B! Basic sample; O! sample working in I-40A oil in the wearless friction regime; F! sample working in
the same oil with 5% C60; S1F! sample working in the same oil with 5% fullerene soot. The F samples d
in the load on the friction joint and the working time in the joint. Recording of the diffraction patterns along
across the rolling direction of the foil gives essentially identical results.
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a layer having a finely disperse structure; this layer is usu
a few micrometers thick. Consequently, x-ray diffraction a
scanning electron microcopy disclose major changes in
structure of the copper surface layers as a result of fric
with lubricating oil when paired with a steel counterbod
even in the so-called wear-resistant friction regime.

A fundamentally different pattern is observed f
samples tested with a C60-containing lubricant. Table I gives
typical x-ray diffraction data for several samples subjected
friction under the stated conditions for various durations a
at various loads. For all the investigated samples only co
paratively small changes in the diffraction patterns fro
those obtained for the basic samples are observed~the ratios
of the intensities of different reflections and their positio
and widths!. Consequently, the presence of C60 in the lubri-
cant prevents friction, in effect, from disrupting the origin
surface structure of the copper foil, even after a long tes
period ~up to several hours! and large loads~up to 1000 N!.

The electron microscope examinations show that, ow
to friction in the presence of C60, the copper friction surface
retains its constant basic structure and is coated with a
of thickness no greater than 1000 Å~Fig. 2!. Here the friction
surfaces even retained a system of striations~oriented in the
rolling direction!, which vanished completely with the use
ordinary lubricating oil in the so-called wear-resistant
gime. Thus, the energy dissipation mechanism associ
with friction in the presence of C60 is not related to structura
modification of the material itself in the surface layers, but
all probability depends only on the properties of the in
cated extremely thin film formed on the surface of the co
per.

The microhardness of the friction surface of samp
subjected to friction in the presence of C60 is higher than the
microhardness of the original surface~cf. curves1 and2 in
Fig. 3!. In ‘‘wearless friction’’ with lubricating oil the for-
mation of a finely disperse and probably more friable surf
layer tends to lower the microhardness~curve 3 in Fig. 3!.
Also, curves1 and2 disclose an insensitivity of the micro
hardness to variation of the indenter load. This fact impl

FIG. 2. Electron micrograph of low-temperature fracture of copper foil a
friction with I-40A industrial oil with a 5% Co60 additive:A — section of
the friction surface coated with a thin~not more than 1000 Å! film formed
during the friction process;B — fracture zone with unaltered structure.
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homogeneity of the mechanical properties in the direct
perpendicular to the surface within the indenter penetra
limits. On the other hand, the microhardness of the frict
surface formed in the presence of C60 decreases as the load
increased, indicating the presence of a thin, but harder
face layer than the base material. Two structural modifi
tions of the surface layers can be postulated on the bas
these data: either a single surface film or a strengthened
per layer ~as a result of cold hardening, the infiltration o
harder particles, from the steel counterbody for example,
the surface, etc.!. However, an x-ray structural analysis o
the surface shows that the second structural alternative
not occur; when oil with a C60 additive is used, x-ray exami
nation of the friction surfaces does not reveal any shifting
broadening of the principal reflections, and the textu
changes very little or not at all.

CONCLUSION

The sum total of the results obtained by three meth
~scanning electron microscopy, wide-angle x-ray diffractio
and microhardness testing! shows that for friction in the
presence of C60 a thin (;1000 Å) film is formed on the
surface of a copper counterbody, protecting the friction s
face against wear and also lowering and stabilizing the f
tion coefficient.

An analysis of the literature suggests several hypothe
to account for the composition and structure of this film. W
first carry out an elementary calculation to show whether
concentration of C60 is sufficient for it to form a continuous
layer on the friction surface layer. The area of the fricti
surfaces of the investigated samples was;2 cm2, and the
actual thickness of the gap between them was;1 mm. For a
;5% concentration of C60 in the oil the total number of
molecules in the gap is;0.831016. If the C60 molecules are
hexagonal close-packed, the area associated with one
ecule is;100 Å2. Accordingly, all the molecules in the ga
can cover the area of the friction surface with;40 mono-
layers with close packing in the layer. The estimated 4
monolayer thickness (;400 Å) is reasonably consistent wit

r

FIG. 3. Dependence of the microhardnessH of the surface of copper foil on
the indenter loadP: 1 — original surface of the foil before friction;2 —
surface of the foil after friction with lubricating oil containing C60 ; 3 —
surface of the foil after friction with lubricating oil in the so-called wea
resistant regime.
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1370 Tech. Phys. 44 (11), November 1999 Ginzburg et al.
the electron microscope data (<1000 Å). The concentration
of C60 is therefore sufficient for it to form a monolithic film
However, when the foil is kept for several hours in toluen
which is the best solvent for C60, this film is not removed
from the surface. Consequently, it certainly could not con
of molecules of pure unmodified C60.

Several other possibilities exist. We know that und
high pressure, even without added shear stresses, C60 can
form polymer films,14 structures of the diamond type,15 or
amorphous carbon.16 Shear strains in the tribocontact zon
can be conducive to the onset of these processes at
lower temperatures and pressures than in the cases desc
here. On the other hand, the presence of C60 in oil can result
in the formation of a tribopolymer film. This hypothesis
supported by the results of an investigation of the tribolo
cal properties of C60 additives with grafted polystyren
chains; they have yielded even better results than p
fullerene C60 ~Ref. 17!.

We also note that fullerene soot~before the extraction o
fullerenes from it!, used as an additive to I-40A oil, yield
essentially the same results as C60 in tribological tests, struc-
tural examinations~see Table I!, and hardness tests. With th
addition of soot to the oil~5%! the C60 content in it is 0.5–
0.75%. The positive effect of such small quantities of C60

suggests that C60 can act as a catalyst for the polymerizati
of hydrocarbons present in petroleum oils. Films having
diamond or amorphous carbon structure or the inclusion
particles of these solid phases in the tribological surface
can then be attributed to the presence of a layer that is
but harder than the base material on the friction surface
copper.
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Interaction of C 60 molecules with a „100… Mo surface

N. R. Gall’, E. V. Rut’kov, A. Ya. Tontegode, and M. M. Usufov
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The adsorption, initial stages of film growth, and transformation of an adlayer of C60 molecules
on a ~100! Mo surface upon heating are studied under ultrahigh-vacuum conditions. It is
shown that the C60 molecules remain intact in the adsorbed state up to 760 K. Layer-by-layer
growth of a fullerite film is observed at room temperature, while tower-shaped crystallites
grow up from a loosely packed monolayer with an approximate concentration of C60 molecules
equal to (1.360.2)31014 molecules•cm22 at 500–600 K. In the latter case the percentage
of the surface occupied by them depends on the temperature and the impinging flux density of
fullerene molecules, but after a certain stationary value has been achieved, it scarcely
depends on the exposure time. ©1999 American Institute of Physics.@S1063-7842~99!02111-X#
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INTRODUCTION

Fullerenes represent a new, relatively recently disc
ered form for the existence of carbon. Unlike such wide
known allotropic forms as diamond, which is a thre
dimensional crystal of the cubic system, graphite, which c
sists of a set of two-dimensional planes weakly bound to
another, and carbyne, which consists of long carbon fi
ments, fullerenes are generally individual molecules
strictly definite size and composition, such as C60, C70, C84,
C100, and other molecules of this homologous series.
fullerene molecules consist only of carbon atoms, wh
form a closed cage enclosing a cavity free of matter.

Among the fullerenes, the C60 molecule is most acces
sible to study. The C60 molecule has the form of a sphe
with a diameter drawn through the centers of carbon ato
comprising it equal to 7.08 Å.

For practical and scientific purposes we must underst
how fullerene molecules interact with matter, particula
with solid surfaces. The basic study of the adsorption of60

molecules on the surfaces of solids is a fairly complex pr
lem, mainly because of the complex structure of the objec
study. Nevertheless, there have been at least several d
reports of theoretical and experimental studies performed
various methods. Silicon,1–5 noble metals,6–8 and refractory
metals9 are usually employed as substrates.

We previously studied the adsorption of C60 on ~111! Ir

~Refs. 10 and 11! and (101̄0) Re surfaces~Refs. 12 and 13!.
The contact and thermal stability of C60 molecules on sur-
faces of these metals were determined, and the transfo
tion of the adlayer of C60 molecules upon substrate heatin
were determined. It was found that the adsorbed C60 mol-
ecules maintain their fullerene nature up to a certain te
perature, which depends on the type of substrate (;800 K on
Re and;1000 K on Ir!. At higher temperatures the mo
ecules decompose, and the carbon released in the ad
dissolves in the bulk of the substrate~on Re! or graphitizes
~on Ir!. A very interesting effect known as intercalation, i.e
the spontaneous penetration of C60 molecules adsorbed on
1371063-7842/99/44(11)/6/$15.00
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monolayer graphite film to the iridium11 beneath the film,
was observed for the first time. A practical device, viz.,
ultrahigh-vacuum regenerator for creating a flow of carb
atoms free of carbon clusters, was created on the basis o
experiments.

In Refs. 10 and 11 we discovered that the CKVV Auger
peak for C60 molecules has an energy of 269 eV, which
almost 3 eV lower than the value, say, in graphite, me
carbides, and adsorbed carbon clusters. This Auger peak
ergy is observed both for thick films of adsorbed C60 mol-
ecules~5–10 monolayers! and for submonolayer coatings
The utilization of this phenomenon for distinguishin
fullerenes adsorbed on a surface from other possible state
carbon was proposed.

In the present work we studied the adsorption of C60

molecules on a molybdenum surface, which is widely us
in electronics, in vacuum technology, and in the technolo
for growing diamond films. We previously conducted a d
tailed study of the processes occurring when carbon inter
with this surface and had fairly exact knowledge of the te
perature ranges for the beginning of its dissolution, the c
ditions for the formation of surface and bulk carbide
etc.14,15 In addition, molybdenum has intense Auger pea
with energies of 186 and 221 eV, which renders it extrem
convenient for studying the adsorption of strongly screen
materials, such as C60 molecules.

SAMPLES AND EXPERIMENTAL METHOD

The experiments were carried out in the high-resolut
Auger spectrometer described in Ref. 16 under ultrahi
vacuum (P;10210Torr) conditions. We were able to recor
the Auger peaks directly from heated samples in the ra
300–2100 K. The samples used were annealed molybde
ribbons measuring 0.0231340 mm, which were cleaned
and characterized according to a standard procedure.
ribbons were textured, and a~100! face emerged on the sur
face. The surface work function wasew54.40 eV, and the
1 © 1999 American Institute of Physics
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1372 Tech. Phys. 44 (11), November 1999 Gall’ et al.
surface was homogeneous with respect toew. According to
the data from electron-microscopic investigations, the m
grain diameter was;15mm.

The fullerenes were spray-deposited onto the entire
face of the ribbon at a 65° angle to a normal from a Knud
cell. The cell was charged with a weighed portion of C60

molecules (;0.05 g) of 99.5% purity. After activation, th
cell provided a stable and easily regulated flow of fullere
molecules with a flux densitynC5101021013molecules
•cm22

•s21.
The study of the adsorption of fullerenes on metal s

faces is greatly complicated by the fact that such a surfa
even if initially clean, is unavoidably contaminated by ca
bon released in the adlayer upon decomposition of the m
ecules during experiments. In our experiments the surf
was cleaned by heating toT52100 K after each series o
measurements. As a result, all the undesorbed C60 molecules
decomposed into atoms, the carbon dissolved in the bul
the substrate, and only a surface carbide~MoC! was present
on the surface in a concentration equal to 131015atoms
•cm22 ~Refs. 14 and 15!. The surface carbide contain
strongly bound carbon atoms, which are removed from
Mo surface only atT.1400 K by dissolving them in the
bulk of the metal. When the temperature is lowered
T,1400 K, carbon atoms escape from the bulk emerge
the surface and reform the surface carbide. It is logica
assume that their concentration remains unchanged w
fullerene molecules are adsorbed and that the Auger si
emitted by these atoms is screened to the same degree a
Auger signal of molybdenum. This assumption is justified
the proximity of the two Auger signals (EMo5221 eV, EC

5273 eV). In order to reveal the ‘‘pure’’ Auger signal from
the fullerene molecules, the contribution originating from t
surface carbide was subtracted. The value used for this
pose was the initial amplitude~before the adsorption of C60

molecules!, which was reduced to the same degree that
substrate Auger signal decreased. The question of whe
this contribution is subtracted or not subtracted is stipula
in each specific case.

ABSOLUTE CALIBRATION OF THE FLUX OF C 60

MOLECULES

The intensity of the Auger signal of carbon from C60

molecules by itself does not provide any information on
number of these molecules present on the surface, since
C atoms in an adsorbed molecule screen one another
complicated manner. To calibrate the number of molecu
we determined the degree of screening of the substrate A
signal corresponding to a particular number of C60 on the
surface. For this purpose, C60 molecules were deposited o
the surface of an auxiliary iridium ribbon, which was plac
in the Auger spectrometer parallel to the working molybd
num ribbon, in a small, presumably submonolayer~accord-
ing to the data in Ref. 10! concentration. They lowered th
amplitude of the Ir Auger peak atE5169 eV by a factor of
1.6. Then the ribbon was heated toT51700 K. As we pre-
viously showed, the fullerene molecules then decompose
carbon released actively migrates over the surface, is dis
n
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uted equally on the two sides of the ribbon, and graphitiz
We measured the Auger signal of the graphite formed, an
amounted to less than 1/2 of a monolayer. Since the con
tration of carbon in a graphite monolayerNC53.9
31015 cm22, there was initially;3.931015 C atoms or
6.531013 C60 molecules per cm2 on the surface. Assuming
that the same number of fullerene molecules screens the
lybdenum and iridium Auger signals by the same factor~the
energies of both Auger signals, which are equal to 169
221 eV, are very close!, we can calibrate submonolayer co
erages of C60 molecules on molybdenum. Assuming that t
accommodation coefficient of the molecules on the surfac
close to unity~this assumption is supported by the large v
ues of the sublimation energies of C60 molecules adsorbed o
various substrates!, we can calibrate the flux impinging on
surface. In the present example it was;6.5
31011 molecules•cm22

•s21.

ADSORPTION AT ROOM TEMPERATURE

Figure 1 presents the variation of the carbon and mol
denum Auger signals during the adsorption of a constant
of C60 atoms on~100! Mo at room temperature. Curve2
presents the carbon Auger signal, from which the contri
tion of the surface carbide has been subtracted. As we
the molybdenum Auger signal decreases monotonically
drops to zero, while the carbon Auger signal increases alm
linearly up to a deposition time of;250 s. Then the rate o
its increase slows, and it reaches saturation very abrup
This means that aftert5250 s, the newly arriving C60 mol-
ecules screen not only the substrate, but also the carbon
ger signal from previously adsorbed molecules. Thus, it
be stated that filling of the first monolayer was complet
and the growth of the next monolayers began att5250 s.

What is a monolayer of C60 molecules on~100! Mo? We
note that the first monolayer screens the substrate Auger
nal quite strongly, i.e, by a factor of;2.9! Similar screening

FIG. 1. Deposition of C60 on ~100! Mo at room temperature with a flux
densitynC60

56.531011molecules•cm22
•s21: 1 — carbon Auger signal,2

— carbon Auger signal after subtraction of the contribution of the surf
carbide,3 — molybdenum Auger signal.
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is provided by a film containing;2.5 graphite monolayers
and the total number of carbon atoms in such a film is
31016cm22. Is this possible? If we assume for a rough e
timate that our adlayer contains approximately the sa
number of carbon atoms, which are, however, joined in60

molecules, there should be;1.631014 molecules per cm2

on the surface.
On the basis of the absolute calibration of the flux th

we made, we can state that;1.6331014molecules•cm22

have impinged on the surface after 250 s, in good agreem
with the estimate presented. Let us try to understand h
such a number of molecules can be accommodated on a
face in one layer. The diameter of the C60 molecule drawn
through the centers of its atoms is 7.1 Å, and the structu
chemical diameter that we need is greater by the cova
diameter of a C atom or by 1.4 Å, i.e., is equal to 8.5 Å.17

The concentration of close-packed spheres with such a d
eter on a surface isNcl-packed51.6431014molecules•cm22,
which closely coincides with the estimate given above a
allows us to assume that a close-packed monolayer of60

molecules grows on~100! Mo.
How does further growth of the film take place? Som

estimates can be made from the Auger-spectroscopic d
We assume that the concentration of C60 molecules in the
second layer is the same as in the first, i.e.,;1.64
31014molecules•cm2. Then, another 250 s are needed
deposit this layer, and the screening of the substrate a
completion of its construction should be by a factor
33359. As is seen from Fig. 1, at a deposition time of 5
s, the substrate is screened by a factor of 9.4, and at a d
sition time of 750 s~which corresponds to the formation of
third layer! it is screened by a factor of 26.5. These da
attest to the layer-by-layer growth mechanism of a fuller
film on ~100! Mo at room temperature.

ANNEALING OF A FULLERITE FILM ON „100… Mo

Figure 2 presents the variation of the carbon and mol
denum Auger signals during the annealing of a thick fuller

FIG. 2. Annealing of a thick film of C60 molecules on~100! Mo. Initial state
— film of C60 molecules deposited at room temperature. The thicknes
the film is ;6.5 layers.
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film. The estimated film thickness is;6.5 monolayers. It is
seen that up to 750 K the Auger signals of the adsorbate
substrate do not vary. The energy of the carbon Auger p
is 269 eV, providing evidence that specifically C60 molecules
are present on the surface. In the range 750–820 K the
rapidly decomposes: the carbon Auger signal weakens, w
the substrate Auger signal intensifies. At the temperatu
indicated even individual carbon atoms do not dissolve in
bulk of a molybdenum substrate.15 The C60 molecules are
deposited uniformly over the entire ribbon surface: the
cape of particles as a result of migration is unlikely. The
fore, the only plausible reason for the departure of C60 is
thermodesorption.

Up to 900 K the surface is still covered by some carbo
which screens the substrate Auger signal by a factor of
This carbon is not in fullerene molecules, since the energy
the Auger peak is 272 eV. The bulk of the C60 molecules
have probably desorbed, and only a layer of residues of
carbon cages of fullerene molecules remains on the surf
At T.900 K the carbon from this layer begins to dissolve
the bulk of the molybdenum, and atT.1300 K there is only
a surface carbide on the surface. As we previously showe
Refs. 14 and 15, at these temperatures the form in wh
carbon was adsorbed on the surface is already unimpor
since all the molecules and their residues have decomp
and there are only individual C atoms in the adlayer.

It was important to understand up to what temperat
the individual adsorbed molecules of C60 remain intact. For
this purpose, a small number of C60 molecules was deposite
on the surface, and the adlayer obtained was annealed. It
found that the individual C60 molecules do not decompos
upon adsorption on Mo up toT<760 K and maintain their
structure at lower temperatures.

DEPOSITION AT ELEVATED TEMPERATURES

The preceding experiments allowed us to single out
temperature range in which we could refer to the adsorp
of fullerene molecules proper, rather than fragments of th
on MO. The cutoff temperature for the experiments was 7
K, at which C60 molecules are known not to decompose
the surface.

As we have already seen, when the thickness of the
layer is greater than one monolayer, the degree of scree
of the substrate Auger signal becomes more informative t
the intensity of the adsorbate Auger signal, which var
slightly as the second and ensuing layers grow. Figur
presents the variation of the molybdenum Auger signal
C60 molecules are deposited at various temperatures by
same flux. As is seen, all the curves coincide in the ini
stages, but then they diverge. The curves recorded at
temperature each reach their own characteristic plateau,
then vary very weakly. It is noteworthy that the real diffe
ences between the thicknesses of the adlayers represente
say, curves3 and4 are quite considerable and can fully be
the order of half of a monolayer or more. At the same tim
the differences in deposition temperature amount to o
40 K!

The physical picture of the processes was absolutely

of
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intelligible, and in order to elucidate it, we altered the e
periment: the Auger spectra were recorded in a flow
fullerene molecules impinging on the surface at once at h
temperatures. Figure 4 shows the corresponding statio
states of the carbon and substrate Auger signals corresp
ing to the plateaus in Fig. 3. In this experiment C60 mol-
ecules were deposited atT5760 K until a stationary state
was achieved. Then, the temperature was lowered, the
stationary state was recorded, and so forth and so on.

It is seen that there is a plateau in the range 760–70
~curve1 in Fig. 4!, where the number of C60 molecules ac-
cumulated on the surface does not depend on tempera
The concentration of molecules in this state is such that
substrate Auger signal is screened by a factor 2.5. On
basis of the data presented in Fig. 1, we estimated this
centration to be;(1.360.2)31014molecules•cm22, i.e.,
close to the value for coherent close-packed covering o
unreconstructed~100! Mo face. Upon heating above 800 K
C60 molecules are not desorbed from this state, but they
compose, and their fragments remain in the adlayer. At
same, at temperatures below 760 K, according to the en

FIG. 3. Variation of the molybdenum Auger signal during the deposition
C60 molecules on~100! Mo at various temperaturesT, K: 1 — 300,2 —600,
3 — 645,4 — 680,5 — 700. The flux density is the same as in Fig. 1.

FIG. 4. Stationary values of the carbon and molybdenum Auger sig
during the deposition of C60 molecules at elevated temperatures:1,2 —
molybdenum Auger signal;3,4 — carbon Auger signal~reduced 23); nC60

,
molecules•cm22

•s21: 1,3 — 6.531011, 2,4 — 6.931012.
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of the Auger peak, the fullerene molecules remain intact
the surface. We called this state a high-temperature mo
layer. If the temperature is now lowered, say, by 20 degre
a different stationary state characterized by its own degre
screening and its own intensity of the carbon Auger signa
achieved very quickly. We lower the temperature again b
small amount, a new state is achieved, and so forth and
on. If the flux of fullerene molecules is increased, the sa
stationary states are achieved at higher temperatures~Fig. 4,
curve2!.

What is the nature of these states? Our first though
that this may be an equilibrium curve, and everything is d
termined simply by an adsorption-desorption equilibrium
the surface. Then let us switch off the flow or simply rai
the temperature, and we should be able to move back a
the curve. However, nothing happens in either case; swi
ing off the flow or raising the temperature~in the range up to
760 K, of course! does not alter the states achieved in a
way, and they are, as it were, frozen. If the temperature
raised above 800 K, the excess C60 molecules are desorbed
and only a standard layer of their fragments remains on
surface. Thus, the curve shown in Fig. 4 has a nonequ
rium character.

What does this mean? When we achieve our station
states in a flow of molecules, either the newly arriving m
ecules are desorbed from the surface or we simply do
detect them. The following experiment was set up to reso
this dilemma. The desorption of C60 molecules from one
such state, which was attained at 645 K, was studied un
conditions where deposition was continued for 4 min in o
case and for 25 min in the other case. It was found that
desorption time of molecules from the surface in the t
cases just described differ significantly: while in the form
case achievement of a high-temperature monolayer of60

molecules occurs after 1.5–2 min, in the latter case a pe
several times longer, i.e.,;20 min, is required! Such prolon
gation of the desorption process is evidence that C60 mol-
ecules accumulate in the adlayer, but Auger spectrosc
does not detect their presence.

FORMATION OF THE ADLAYER DURING
HIGH-TEMPERATURE DEPOSITION

In our opinion, all the laws observed can be explained
we assume that crystallites of C60 molecules grow on the
surface. The model described is shown schematically in
5. The crystallites grow up from the high-temperature mon
layer in the form of towers. Each of the experimentally d
tected stationary states corresponds to its own percentag
the area which is occupied by crystallites. Exposure to
constant flux scarcely leads to any increase in the cumula
area, but does lead to growth of the towers in height. Ho
ever, lowering the temperature or increasing the flux at o
leads to the nucleation and growth of new towers and, c
sequently, in a decrease in the area free of them.

Let us consider what the Auger signals of carbon and
substrate will be in the case of the realization of such
mechanism. The carbon Auger signal will be determined
the emission from the 2–3 uppermost layers of each to

f
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and will not depend on their height. The substrate Au
signal will be observed only from regions free of towers a
will be strictly proportional to the area of those regions.

However, Auger electron spectroscopy is only an in
rect method for determining the surface topography.
though we could not suggest any other models which wo
describe all the experimental observations, more direct m
surements were still needed to corroborate it. We decide
perform them using atomic force microscopy~AFM!. Tun-
neling microscopy is not suitable, since a fullerite film is
insulator.

A sample was prepared, on which C60 molecules were
adsorbed atT5620 K for 20 min from a stream with a flux
density nC60

5131013 molecules•cm22
•s21. The measure-

ments were performed under room conditions on an ins
ment which provides nearly atomic spatial resolution.

The results of the AFM measurements are presente
Fig. 6. The crystallites formed in the shape of towers w
flat tops and deep gaps between them are clearly visible.
dimensions of the crystallites are similar in both area a
height, their mean transverse dimension is;3000 Å, and
their concentration on the surface is;109cm22. It is easy to
see that the crystallites occupy;80% of the area of the
sample. It noteworthy that, by its nature, AFM cannot det
deep narrow gaps, if their depth exceeds their width, si
the cantilever serving as a probe is sharpened to a 28° a
and gives a picture of the type shown in Fig. 6 when de
and narrow gaps are scanned.

It seemed tempting to calculate the area occupied
crystallites for various values of the temperature and the
density of C60 molecules impinging on the surface from th
Auger-spectroscopic data. This area can be determined
the basis of the substrate Auger signal, since Mo Auger e
trons can escape unabsorbed only from an area free of c
tallites. The calculations were performed using the formu

Scr512I Mo /I Mo
0 ,

whereScr is the fraction of the area occupied by crystallite
andI Mo andI Mo

0 are the current and initial~beneath the high-
temperature monolayer! values of the molybdenum Auge
signal.

FIG. 5. Hypothetical scheme of the structure of adlayers formed during
high-temperature deposition of C60 molecules. a: Tower-shaped crystallite
b: high-temperature monolayer.
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According to the results of the calculations, the fracti
of the area occupied by crystallites on the sample used
the AFM measurements was;85%. As we see, this value i
close to the percentage actually observed on the microsc
image of the surface~compare with Fig. 6!.

DISCUSSION OF RESULTS

It would be interesting to compare the results obtain
on molybdenum with the results obtained on other substra
We have studied the absorption of C60 molecules on Ir, Re,
and Mo, as well as on a graphite monolayer grown on Ir, R
and Mo, and obtained preliminary data on W, Si, and
surfaces. The literature contains a great deal of data reg
ing adsorption on silicon and noble metals. We note that
general character of the laws noted above is preserved o
metal substrates. However, there are significant differen
For example, C60 molecules remain intact on Ir, Re, Mo, S
and Ni at room and even higher temperatures, while th
decompose on tungsten already at 300 K. Crystallites fo
already at room temperature on silicon and nickel and p
sibly on rhenium, while layer-by-layer film growth probab
occurs on Mo and tungsten. On Mo, Ir, and Re the mo
layer is probably a nearly close-packed layer of molecu
and does not depend on the crystal geometry of the subst
There is presently no physical theory which would perm
predicting the type of adsorption of fullerene molecules o
particular substratea priori, and experimental study remain
the most important source of information on these proces

BRIEF RESULTS AND CONCLUSIONS

It can be said that a very complete physical picture of
processes taking place upon the adsorption of C60 molecules

e

FIG. 6. Microscopic image of a portion of a~100! Mo surface with crystal-
lites grown on it. One scale division along thex andy axis — 100 nm, one
scale division along thez axis — 10 nm.
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on a Mo surface at temperatures from 300 to 2000 K or m
has emerged from the experimental data obtained. Molyb
num is the only substrate on which it has been possible
analyze the picture of the processes taking place in s
great detail.

The adsorption of C60 molecules at room temperatur
leads to the layer-by-layer growth of a fullerite film. The fil
obtained is thermostable up toT5760 K, above which mos
of the fullerene molecules are desorbed, while the remain
molecules with a concentration of the order of 1
31014molecules•cm22 decompose. Their fragments a
found on the surface up toT5900 K, above which carbon
begins to dissolve in the molybdenum bulk. Individual mo
ecules are adsorbed on a clean surface without decompo
up to 760 K, but at higher temperatures adsorption lead
their decomposition.

The deposition of C60 molecules at elevated temper
tures in the thermostability region (,760 K) leads to the
growth of a structurally unusual film in the form of towe
shaped crystallites. The number of crystallites depends
temperature and the flux density of the impinging molecu
but their total area after the achievement of a certain stat
ary value depends on the deposition time of C60 molecules.

We thank A. N. Titkov, I. V. Makarenko, and Z. Vaka
for performing the AFM measurements.

This work was carried out with the support of the Ru
sian State Program ‘‘Fullerenes and Atomic Clusters
Project No. 98060.
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The problem of the ‘‘self-burial’’ of radioactive waste into melting rock is solved for a spherical
container of finite thickness. The mathematical model constructed, unlike the existing ones,
takes into account the thermal losses to the solid rock and to the melt behind the container, as well
as the reverse evolution of heat upon solidification of the melt. A calculation for the
particular case of self-burial in granite shows that consideration of these factors significantly
increases the maximum permissible radius at which the container will remain in the solid state and
slows the burial rate. ©1999 American Institute of Physics.@S1063-7842~99!02211-4#
o
f
r

o
h
th
re

d
su
e
in
e
in
, i

t
th

an
in

x
ne
is
rs

he
f t
o
es

-

n-
u

the

;
r
-

One of the promising methods for the final disposal
radioactive waste is ‘‘self-burial.’’ Due to the evolution o
heat accompanying radioactive decay, a container with
dioactive waste melts the surrounding rock and sinks int
under the action of its own weight. The increase in t
amount of heat expended on melting the rock during
accelerated downward migration in the initial stage ensu
that the process will pass to a steady state. The problem
the steady migration of a spherical heat source was treate
Ref. 1 under the assumption that the temperature of its
face is uniform. As was shown in Ref. 2, this condition do
not correspond to reality. The temperature reaches a m
mum at the lower critical point and a maximum at the upp
diametrically opposite point. It also increases with increas
radius. Therefore, to keep a container in the solid state
radius must not exceed a maximum permissible value
which the surface temperature reaches the melting poin
the container. The dependence of the limiting radius and
corresponding maximum burial rate on the thickness
thermal conductivity of the container was investigated
Ref. 3. It was assumed in those studies that the heat flu
the direction opposite to the direction of motion can be
glected and that the heat flux in the direction of motion
completely expended on melting the medium. The reve
evolution of heat upon solidification of the melt behind t
heat source was not taken into account. The purpose o
present work is to solve the problem of the self-burial
radioactive waste in a spherical container of finite thickn
without these assumptions.

The stationary axisymmetric distributions of the tem
perature in the radioactive waste (Ti) and in the container
wall (Tc) satisfy the equations

]

]r S r 2
]Ti

]r D1
]

]j F ~12j2!
]Ti

]j G52
q

ki
r 2, r ,Ri ,

]

]r S r 2
]Tc

]r D1
]

]j F ~12j2!
]Tc

]j G50, Ri,r ,R. ~1!

Their solution with allowance for the conditions of co
tinuity of the temperature and the heat flux at the inner s
face of the wall can be written in the form3
1371063-7842/99/44(11)/5/$15.00
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Ti~r ,j!5Tm1
4

3

hn

cp
F1

8 S 12
r * 2

z2 D
1

ki

4kc
~12z!1 (

n50

`
Cn

Vn
r * nPn~j!G ,

Tc~r ,j!5Tm1
4

3

hn

cp
H kiz

4kc
S 1

r *
21D

1 (
n50

`
Cn

~2n11!Vn
F S n111n

ki

kc
D r * n

1nS 12
ki

kc
D z2n11r * 2n21GPn~j!J . ~2!

Hence follow the expression for Stefan’s number

S~j!5
cp

h
@Tw~j!2Tm#5

4

3
n (

n50

`

CnPn~j!,

Tw~j!5Tc~R,j! ~3!

and the expression for the heat flux from the source to
surrounding medium

2kc

]Tc

]r
~R,j!5

4

3

hnki

cpR F z

4
2 (

n51

`

nGnCnPn~j!G . ~4!

Here

r * 5
r

R
, j5cosQ, n5

cpqRi
2

hki
, h5hm1cpTm ,

Gn5
1

Vn
F11

n11

2n11 S kc

ki
21D ~12z2n11!G ,

Vn512
n

2n11 S 12
ki

kc
D ~12z2n11!, z5

Ri

R
,

Cn are arbitrary constants;r andQ are spherical coordinates
Pn(j) are Legendre polynomials;q is the heat output powe
of the radioactive waste;ki and kc are the thermal conduc
tivities of the radioactive waste and the container;cp , Tm ,
7 © 1999 American Institute of Physics
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and hm are the specific heat, melting point, and heat of
phase transition of the medium;Ri andR are the inner and
outer radii of the container; and their ratioz is chosen from
considerations of mechanical strength and is henceforth
sidered fixed for different values ofR.

The region of the melt in front of the heat sourcej
.0) forms a thin layer, in which flow is described by th
methods of lubrication theory. In the reference frame ass
ated with the source the velocity field and the pressure
specified by the equations2

vQ5V
y

d*
F11

3

d*
S 12

y

d*
D GsinQ,

v r52VS y

d*
D 2H S 322

y

d*
D cosQ

1
dd*

dQ F1

2
1

3

d*
S 12

y

d*
D GsinQJ ,

p5p016
hV

R E
Q

p/2 sinQ

d* 3
dQ, y5r * 21, d* 5

d

R
,

~5!

whered is the thickness of the layer,h is the viscosity co-
efficient, andV is the burial rate.

In the region of the melt behind the source (j,0) the
burial rate and pressure are assumed to be constant and
to V andp0, respectively. The tangential stresses on the s
face of the source are small compared with the press
Therefore, the drag force of the melt equals

F52pR2E
21

1

pj dj56phRVJ,

J5E
0

1

~12j2!d* 23 dj. ~6!

Equating the difference between the weight and
buoyant force to this expression for the drag, we obtain
equation

VJ5
2

9

g

h
R2~r12r!, r15rc1z3~r i2rc!, ~7!

where r i , rc , and r are the densities of the radioactiv
waste, the container material, and the medium, andg is the
acceleration of gravity.

The main contribution to the integralJ is made by a
small vicinity about the pointj51. Now setting

d* ~j!5d* ~1!2d* 8~1!~12j!

and takingd* as the integration variable, we obtain up to t
leading term

J5
1

d* ~1!@d* 8~1!#2
. ~8!

The axisymmetric distribution of the temperature in t
solid phaseTs satisfies the equation
e

n-

i-
re

ual
r-
e.

e
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2VS j
]T

]r
1

12j2

r

]T

]j D
5

a

r 2 H ]

]r S r 2
]T

]r D1
]

]j F ~12j2!
]T

]j G J . ~9!

According to the assumption made above, this equatio
also valid for the distribution of the temperatureTf in the
melt atj,0. Its solution has the form

Ts~r ,j!5
1

Ar *
expS 2

b

2
r * j D

3 (
n50

`

EnKn1
1
2S b

2
r * D Pn~j!,

r .R1d,

Tf~r ,j!5Tm1
1

Ar *
expS 2

b

2
r * j D (

n50

` FFnKn1
1
2S b

2
r * D

1GnI n1
1
2S b

2
r * D GPn~j!,

R,r ,R1d, j,0, ~10!

whereKn1
1
2
(x) and I n1

1
2
(x) are Bessel functions of imagi

nary argument,b5VR/a, anda5k/rcp .
The density, specific heat, and thermal conductivity

the medium in the solid and liquid phases are assumed t
identical. The arbitrary constantsEn , Fn , andGn are speci-
fied by the boundary conditions

Ts~R1d,j!5Tf~R1d,j!5Tm ,

Tf~R,j!5Tc~R,j!. ~11!

Confining ourselves to the leading terms of t
asymptotic expressions of the Bessel functions

Kn1
1
2
~x!5S p

2xD 1/2

exp~2x!,

I n1
1
2
~x!5

1

~2px!1/2
@exp~x!2~21!n exp~2x!#,

we have

Ts~r ,j!5Tm

11d*

r *
expF2

b

2
~r * 212d* !~11j!G ,

r .R1d,

Tf~r ,j!5Tm1
h

cp

S~j!

r *

12exp@2b~11d* 2r * !#

12exp~2bd* !

3expF2
b

2
~r * 21!~11j!G ,

R,r ,R1d, j,0. ~12!

From the boundary condition



e
o
s

th

of
o

u

th

d

i-

-
ce

rre-
of

r

s

1379Tech. Phys. 44 (11), November 1999 L. Ya. Kosachevski  and L. S. Syui
2k
]Tf

]r
~R1d,j!56hmrVj2k

]Ts

]r
~R1d,j!, ~13!

where6hmrVj is the quantity of heat spent on melting th
medium in front of the heat source and given back up
solidification behind it, we obtain the equation of the pha
boundary atj,0

~11d* !@D1~3D21!j#1
2D

b

5
S~j!

12exp~2bd* !
expF2

b

2
d* ~11j!G ,

D5
cpTm

2h
~14!

and the expression for the heat flux from the melt into
solid phase atj.0

2k
]Tf

]r
~R1d,j!5

kh

cpR
@~12D !bj1D~b12!#. ~15!

The distribution of the temperature in the melt in front
the heat source is found by a parametric method
boundary-layer theory. Integrating the heat conduction eq
tion

v r

]Tf

]y
1vQ

]Tf

]Q
5

a

R

]2Tf

]y2

over the thickness of the layer and taking into account
continuity equation

sinQ
]v r

]y
1

]

]Q
~vQ sinQ!50,

we obtain the integral relation

F E
0

d*
vQTf sinQ dyG81VTm@j2~12j2!d* 8#

52
a

R F]Tf

]y
~d,j!2

]Tf

]y
~0,j!G . ~16!

We approximateTf by a trinomial, which is quadratic with
respect toy and whose coefficients are defined by the con
tions ~11! and ~15!,

Tf~y,j!5Tm1
h

cp
S 12

y

d*
D

3H S1yFD~b12!1~12D !bj2
S

d*
G J .

~17!

The relation~16! with allowance for~5! and ~17! gives the
differential equation ford

12j2

20 FD~b28!1~12D !bj1
5

6
SGd* 85w2

S

bd*
,

n
e

e

f
a-

e

i-

w5DS 11
2

b D1~12D !j2
3

40
@~12j2!S#8, ~18!

whence it follows that up to the leading term we have

d* 5
S

bw
. ~19!

The prime sign denotes a derivative with respect toj.
Using ~8! and ~19!, we bring Eq.~7! into the form

S~1!5
9

2

gb~b12D !3

@S8~1!#
, g5

ah

gR3~r12r!
. ~20!

From ~12! and ~14! we find

2k
]Tf

]r
~R,j!

5

¦

khb

cpR H DS 11
2

b D
1~12D !j2

3

20
@~12j2!S#8J , j>0

khb

cpR H S 11j

2
1

1

b DS

1F ~11d* !~D13Dj2j!1
2D

b G
3expF2

b

2
d* ~12j!G J , j,0.

~21!

To determine the constantsCn we have the boundary cond
tion

kc

]Tc

]r
~R,j!5k

]Tf

]r
~Rj!. ~22!

In the limiting case ofb50 andd50, it follows from
~14! and ~19! that S50 andCn50, i.e., we obtain the sta
tionary solution for an immobile container with a surfa
temperatureTm . The heat flux~21! in all directions reduces
to kTm /R. According to~4! and ~22!, the radius of such a
container equals

R05S 3kTm

qz3 D 1/2

. ~23!

Thus, self-burial is possible under the conditionR.R0.
As R is increased, the exponential functions in~21! rapidly
decrease; therefore, we shall henceforth neglect the co
sponding terms. The resulting error in the determination
the burial rate is not more thanV0, i.e., the value obtained fo
R5R0. Multiplying ~22! by Pn(j) and integrating overj
from 21 to 11, we obtain the infinite system of equation
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4nx

~2n11!b
Cn1 (

k50

`

CkH 3

10
Pk~0!Pn~0!

1
n

2n11 F 3

10
~n11!2~21!k1nGCk,n21

2
n11

2n11 F 3

10
n1~21!k1nGCk,n11

1~21!k1nS 11
2

b DCk,nJ
5

x

2

z

b E
21

1

Pn~j! dj2
3

2n
Qn ,

Qn5DS 11
2

b DC0,n1~12D !C1,n ,

Ck,n5E
0

1

Pk~j!Pn~j! dj, x5
ki

k
, n50,1, . . . .

~24!

We confine ourselves to a finite numberN of the con-
stantsCn and the firstN equations. ForN52 we have

C05
3

n

D0

D
, C152

3

n

D1

D
;

S~1!5
4

3
n~C01C1!, S8~1!5

4

3
nC1 ;

D05
2

3
xznS 112xG11

19

80
b D2

1

2
~718xG1!D

2F11
59

40
D1xG1~11D !Gb2

1

480
~97177D !b2,

D15xznS 211
1

30
b D16D

1
1

20
~35147D !b1

1

40
~1517D !b2,

D5118xG11
1

20
~43164xG1!b1

119

300
b2. ~25!

The parameterb is found from the equation

D02D15
D

4
S~1!, ~26!

where, according to~20!,

S~1!5
9x

32 S D

D1
D 2

b~b12D !3. ~27!

SinceS(1)!1, Eq.~26! reduces to a quadratic equatio
WhenR.R0, it has one positive root

b~n!5
1

2771161D
$@36L21~2771161D !M #1/226L%,

L51101153D140xG1~11D !25xzn,
.

M5
1

3
xzn~514xG1!2

1

2
~1918xG1!D, ~28!

which specifies the dependence of the burial rate on the
dius and heat output power of the heat source, as well as
physical characteristics of the medium. According to~2!, the
maximum temperature is achieved on the linej521 at the
point

r m* 524
z2

V1
C1 ; ~29!

and equals

Ti~r m* ,21!5Tm1
hn

6cp
F112

ki

kc
~12z!1

r m*

z
~r m* 12V1!G .

~30!

The container has its highest temperature at the upper cri
point on the inner surface of the wall:

Tc~Ri ,21!5Tm1
4

3

hn

cp
F ki

4kc
~12z!1S 11

z

V1
DC0G .

~31!

Equating it to the melting point of the containerT* , we
find the maximum permissible value ofn:

n* 5
3

G H S 11
z

V1
D @876D1~2771161D !b* #

2S* ~4451464xG1!J ,

FIG. 1. Physical model of the geometry of the problem.
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G5180xzS 11
z

V1
D2

ki

kc
~4451464xG1!~12z!,

S* 5
cp

h
~T* 2Tm!. ~32!

Substituting it into~26!, we obtain a quadratic equatio
for the corresponding valueb5b* . According to the defi-
nitions of these parameters, the maximum radius and bu
rate are found using the formulas

R* 5
1

z S hki

cpq
n* D 1/2

, V* 5
a

R*
b* . ~33!

WhenN.2, the problem requires a numerical solutio
Let us consider the case of the self-burial of radioact

waste housed in a container composed of the hi
temperature ceramic NbC in granite whenq5130 000
W/m3. We take the following values for the physical co
stants ~in SI units!:4 r52700, cp51301, k53.013, hm

5585 800, Tm51200 °C, h510; rc57820, kc544, T*
53480 °C;r i57800, ki536.

For z50.9 we obtain R* 51.221 m, V* 5376.28
m/year, S(1)50.85531024, S8(1)520.684, d* (1)
50.35931025, andd* (21)54.012.

At the point j50 the expressions~14! and ~19! give
fairly close values:d* (20)50.092 andd* (10)50.099. At

FIG. 2. Thickness of the melt zone atj.0.

FIG. 3. Plot of the dependence of the burial rate on the container radiu
z50.9.
ial

.
e
-

j51 the container is in direct contact with the solid mediu
and has a temperature exceeding its melting point
0.14 °C. The maximum temperature within the container
the point r m* 50.639, j521 equals 3540.96 °C. The me
zone and the computational model of flow are shown in F
1. In Fig. 2 curve1 corresponds to the boundary of the me
zone in the regionj.0 defined by Eq.~18!, and curve2
corresponds to the approximate formula~19!. In the range
0.5,j<1 they essentially coincide. The maximum diffe
ence between them atj50 amounts to 0.019. Since the mo
tion of the container depends mainly on the conditions in
vicinity of j51, the accuracy of formula~19! is fully satis-
factory. Formula ~6! with allowance for ~19! gives J
5139.043106, and the value obtained from the approxima
formula~8! is 0.05% higher. According to~23!, R050.338 m
corresponds to a zero burial rate. Figure 3 shows a plo
V(R) specified by formula~28!. For the radiusR0 it gives
V0568.39 m/year, which represents the maximum er
caused by neglect of the exponential term in~21!. As z is
increased from 0.5 to 1, the radiusR* decreases from 2.683
to 1.025 m, andV* increases roughly according to a line
law from 150.08 to 429.94 m/year~Fig. 4!. A comparison
with the results in Ref. 2 forz51 shows that consideratio
of the heat flux and the reverse evolution of heat upon
lidification of the melt atj,0 increasesR* by 0.298 m and
diminishesV* by 44 m/year. The melt zone behind the co
tainer becomes 1.5 times longer.

The results obtained depend weakly on the choice of
value ofN. For example, forN510 the values ofR* andV*
increase by 1.53% and 0.51%, respectively, and forN
5100 they increase by 1.62% and 0.56%.

1S. H. Emerman and D. L. Turcotte, Int. J. Heat Mass Transf.26, 1625
~1983!.

2L. Ya. Kosachevski� and L. S. Syui, Zh. Tekh. Fiz.64~6!, 7 ~1994! @Tech.
Phys.39, 524 ~1994!#.

3L. Ya. Kosachevski� and L. S. Syui, Geoe´kologiya, No. 1, pp. 96–102
~1995!.

4I. K. Kikoin ~ed.!, Tables of Physical Constants. A Handbook@in Rus-
sian#, Atomizdat, Moscow~1976!, 1008 pp.

Translated by P. Shelnitz
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FIG. 4. Plots of the dependence of the maximum radius and burial rate oz.
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Interaction of Ag with faceted Pb 12xSnxTe single crystals

M. V. Bestaev, V. A. Moshnikov, and A. I. Rumyantseva

St. Petersburg Electrical-Engineering University, 197376 St. Petersburg, Russia
~Submitted June 3, 1997!
Zh. Tekh. Fiz.69, 128–129~November 1999!

The results of an investigation of the interaction of silver atoms with Pb12xSnxTe single crystals
having natural faceting are presented. A model is proposed for the mass transport of low-
volatility dopants through the vapor phase in the form of tellurides. ©1999 American Institute
of Physics.@S1063-7842~99!02311-9#
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Semiconducting solid solutions between lead tellur
and tin telluride are widely used in IR optoelectronics f
injection lasers and photodetectors.1 Numerous studies hav
been devoted to aspects of their doping. The behavio
many impurities has a complex character. It was found
Ref. 2 for the doping of PbTe with tin that layers of sem
conducting solid solutions form on the surface from the
por phase and that the diffusion parameters depend sig
cantly on the concentration of intrinsic defects. When Pb
and Pb12xSnxTe are doped with gallium, microinclusions o
complex character with compositions corresponding to
formulas PbGa6Te10 and Pb12xSnxGa6Te10 can appear.3 The
mechanism of mass transport through the vapor phase is
isfactorily described by model representations of the inter
tion of low-volatility dopants with tellurium vapor. Suc
components are transported in the form of tellurides, part
larly the tellurides of tin, indium, germanium, and gallium4

When PbTe and Pb12xSnxTe are doped with zinc and
cadmium, the mass transport has a fundamentally diffe
character. The tellurides of zinc and cadmium exhibit a h
degree of dissociation in the vapor phase,5 with high values
for the partial pressures of zinc and cadmium. As a resu
reaction of the type6

Zn1PbTe→ZnTe1Pb

takes place on the surface of the crystal.
When the structural quality of the crystals being trea

is high, a multilayer ZnTe/Pb/PbTe structure can be creat7

This provides direct experimental evidence of the need
take into account the counterflow of tellurium atoms when
impurity diffuses in lead telluride.

The complex behavior of silver atoms in lead telluri
and solid solutions based on it was noted in Ref. 8. T
admixture of Ag to the original mixture led to an increase
the concentration of charge carriers by tens of times in co
parison to the concentration of the impurity introduced.

This paper presents the results of an investigation of
interaction of silver atoms with Pb12xSnxTe single crystals
having natural faceting.

The Pb12xSnxTe single crystals were grown from th
vapor phase using the method described in Ref. 7. The c
1381063-7842/99/44(11)/2/$15.00
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tals had crystallographic~100! faceting andp-type conduc-
tion with a carrier concentration equal to (225)
31018cm23, a dislocation density equal to 104 cm22, and
faces measuring 334 mm.

It follows from Refs. 2–7 that the possibility of an im
purity reaching the surface of a crystal in ‘‘pure’’ form or i
the composition of a telluride must be taken into accoun
investigations of diffusion processes. In such cases the c
acter of the interaction will be different for each of the com
ponents, and the ratio between the components is determ
by the thermodynamic and kinetic conditions under wh
the experiment is carried out.9 For model isolation of the role
of ‘‘pure’’ silver, Ag was preliminarily deposited on a fac
of an unheated crystal.

The subsequent diffusion process was carried out in
evacuated ampul under isothermal conditions. In order
avoid direct contact between the dopant and the crystal,
latter was placed in a quartz flask. The reaction took pl
through the vapor phase, the annealing temperature was
ied in the range 773–973 K, and the isothermal annea
time was 0.525 h. The distribution of elements along th
direction of diffusion, which was perpendicular to a surfa
of natural ~100! faceting, was analyzed using x-ray m
croanalysis. A spread of values of the mass concentrat
over the surface of the face of the Pb12xSnxTe single crystals
was established. The formation of tiny needles, which at
to growth according to a vapor/liquid/crystal mechanis
was noted in several experiments. In all cases islands c
taining Ag2Te formed in the near-surface layers. All th
results observed can be attributed to the occurrence of
following reaction on the crystal surface:

Pb12xSnxTe12Ag→Ag2Te1xSn1~12x!Pb.

The formation of free phases of Sn and Pb can lead
the appearance of microdroplets followed by the growth
acicular crystals. Thus, when silver diffuses from the vap
phase, mass transport can occur in the crystal in two di
tions: silver can diffuse into the bulk of the sample, a
tellurium can diffuse to the surface. In addition, the exce
metallic components can separate as free phases. All t
2 © 1999 American Institute of Physics



ic
a
en

d

la

,

d

the
177)

1383Tech. Phys. 44 (11), November 1999 Bestaev et al.
processes promote sharper variation of the electrophys
properties of Pb12xSnxTe single crystals. Such processes c
also occur in bulk doped tin–lead telluride crystals wh
supersaturated solid solutions decompose.
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Potential electrical characteristics of interference transistors made from various
materials

I. I. Abramov, Yu. A. Berashevich, and A. L. Danilyuk

Belarus State University of Informatics and Radio Electronics, 220027 Minsk, Belarus
~Submitted October 19, 1998!
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A theoretical analysis of the electrical characteristics of GaAs, InAs, InSb, and Si quantum
interferenceT transistors is performed with consideration of the dependence of the effective masses
on the quantum wire dimensions. It is shown for extremely small wire dimensions that none
of the materials has significant advantages over the others with respect to the frequency
characteristics of the transistors investigated. ©1999 American Institute of Physics.
@S1063-7842~99!02411-3#
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Along with the familiar single-electron tunneling an
resonant-tunneling transistors, quantum wire structures
also promising for creating various high-speed electronic
optoelectronic devices.1 One such structure, which is of con
siderable interest, is the quantum interferenceT transistor.2,3

For example, a theoretical analysis of GaAsT transistors~see
Fig. 1! was carried out in Ref. 4, and their merits and dra
backs were demonstrated.

The purpose of the present work is to ascertain the
tential electrical characteristics ofT transistors made from
various materials by carrying out a theoretical investigati

For this purpose, transistors made from four promis
nanoelectronics materials,5 viz., GaAs, InAs, InSb, and Si
were analyzed in the present study. Very small geome
dimensions were chosen for the investigation. The length
the devices wered251000 Å, and their widths were
d1510 Å. The cross-sectional area of the wires wasS510
310 Å. An extremely small quantum wire width was chos
owing to the significant progress that has been made in n
technology methods and the already available possibility
fabricating wires with a width of about 20 Å~Ref. 6!. The
analysis was performed atT54.2 K in order to minimize the
influence of scattering processes.

The model of interferenceT transistors is based on th
scattering-matrix formalism.7 The fundamental difference
between the model of the device that we used and the m
in Ref. 4 was the inclusion of the dependence of the effec
mass on the quantum wire dimensions due to their extrem
small values. The model described in Ref. 8 was used
these purposes.

The geometric dimensions and modification of t
model of aT transistor indicated led to the following highl
significant differences between our results and the invest
tions in Ref. 4. It was found that consideration of the dep
dence of the effective masses on dimensions leads to
appearance of a saturation region on the current–vol
characteristics even at small values of the source–drain v
ageVsd less than 50 mV. The results for the devices of t
type in Fig. 1a made from various materials are presente
Fig. 2a. It is seen that the characteristics have the typ
1381063-7842/99/44(11)/2/$15.00
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form for field-effect transistors. Therefore, our conclusi
contradicts the conclusion in Ref. 4 thatT transistors are no
applicable to signal amplification because of the absenc
saturation at working voltages. We note that the achievem
of saturation is highly important not only for analog, but al
for logical integrated circuits.

The results of the calculation of the maximum outp
frequencyf max 1 of the transistors of the type in Fig. 1a fo
various materials with allowance for the dependence of
effective masses on dimensions and without allowance
this dependence are presented in Figs. 2b and 2c, res
tively. It is seen that allowance for the dependence of
frequency characteristics on quantum wire width is of fund
mental importance for estimating the potential possibilit
of a transistor. It was found that for each material there i
carrier concentrationnl ~one-dimensional! at which the fre-
quency characteristics are optimal. We also note that
maximum values of the frequencies for different materi
differ less significantly than in the case of neglect of dep

FIG. 1. Structures ofT transistors: a — single-gate (d25d281d29), b —
double-gate;S — source;D — drain; G, G1 , G2 — gates.
4 © 1999 American Institute of Physics
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FIG. 2. Electrical characteristics ofT transistors made from various materials~1 — GaAs,2 — InAs, 3 — InSb,4 — Si!: current–voltage characteristics~a!
of transistors of the type in Fig. 1a withnl51.63108 m21 for Vg51 V; variation of f max 1 for transistors of the type in Fig. 1a in the cases when
dimensions of the device are taken into consideration~b! and neglected~c!; variation of f max 2 for a transistor of the type in Fig. 1b with consideration of th
dimensions of the device~d!.
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dence of the effective masses on dimensions~Fig. 2c!. This
is associated mainly with the small difference between
increasing values of the masses for all the materials at
quantum wire dimensions under consideration.

However, the most unexpected result was obtained
the maximum output frequencyf max 2 ~Fig. 2d! of the tran-
sistor with two gates~Fig. 1b!. As can be seen from th
figure, the silicon transistor has acceptable~not poor! fre-
quency characteristics over the entire range of carrier c
centrations investigated.

Thus, when the wire widths are extremely small, none
the materials investigated has significant advantages ove
others in regard to the frequency characteristics of the qu
tum interferenceT transistors analyzed. This conclusion
qualitatively consistent with the results in Ref. 9, which we
obtained, however, as a result of simulation of the electr
characteristics of MIS transistors as elements of VLSI in
grated circuits with extremely small channel lengths.
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Theory of the breakup of a liquid jet into drops
S. K. Aslanov

I. I. Mechnikov Odessa State University, 270026 Odessa, Ukraine
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A theory for an approximate description of the breakup of a thin liquid jet issuing from an
orifice into drops is devised on the basis of mass and energy balance equations. Attention is
focused mainly on the effects of the surface tension forces. The mathematical analysis
performed permits unequivocal estimation of the relative value of the mean diameter of the drops
formed and the distances between them, which agree closely with the known results of
experimental observations and the value of the Rayleigh wavelength from the linear theory of jet
instability. © 1999 American Institute of Physics.@S1063-7842~99!02511-8#
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A thin liquid jet issuing through a circular orifice unde
pressure breaks up into drops in the surrounding atmosp
even at low velocities. This phenomenon has found br
application in technology. Neglecting the effects of viscos
compressibility, and gravity~where possible!, Rayleigh1 at-
tributed this phenomenon to the instability of the cylindric
liquid body formed, which develops mainly from surfac
tension forces. Their action leads to progressive growth
any random local decrease in the jet diameter relative to
mean value of 2a, which is accompanied by a correspondi
expulsion of liquid and the formation of nearby bulges on
jet. As a result, there is regular alternation of contracted
expanded segments of the initially equilibrium, circular c
lindrical configuration of the liquid column. The pinche
segments, which gradually elongate, rupture with the form
tion of tiny droplets, while the bulging segments transfo
into large ~main! drops, which are separated by equal d
tances and are subjected to deformation pulsations. It
shown in Ref. 1 on the basis of a linear analysis of sm
axisymmetric disturbances of a jet~disturbances of the form
;F(r )•exp(ikz1vt), wherel52p/k) that their maximum
growth rate corresponds to the wavelengthl* 54.51•(2a).

In the present work an attempt is made to calculate a
lytically the process of regular breakup so as to obtain
value of the diameter 2R of the drops formed that would
agree quantitatively with the known experimental obser
tions2 and a value of the distance between dropsL that would
be close tol* . Since the hydrodynamic instability of th

FIG. 1.
1381063-7842/99/44(11)/2/$15.00
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column of issuing liquid will be most developed at its en
we shall consider the process of detachment of the d
formed in the last of the contraction–expansion cycles
peated along the length of the jet, which is indicated by
shaded area in Fig. 1~the solid lines schematically represe
the equilibrium configuration of the jet, and the dashed lin
show its disturbed state!. Assuming that such a process
regular, we can apply mass and energy balance equatio
this control volume. The liquid is assumed to be incompre
ible and inviscid, so that for small rates of nearly horizon
flow, our main attention can be concentrated on the effect
the surface tension forces. The appearance of a differencD l
between the length of the contracted segments and the le
of the expanded segments (l ) should be expected in the non
linear stage of development of the wave-like axisymme
deviations of the jet surface from its initial form, which
cylindrical on the average. To within accuracy to the ti
intermediate dropletsK formed when the constriction rup
tures, the total initial mass of the last cycle of the jet is us
to form the main drop of diameter 2R breaking off, which is
shown in Fig. 2. After this, the jet endAB again takes the
originally assumed hemispherical shape under the effec
surface tension. As a result, the mass balance is written in
form

~2l 1D l !pa25~4/3!pR3. ~1!

The energy acquired as a result of the total work p
formed by the surface tension forces to contract the jet o
the entire segmentABCD will be expended on the work fo
formation of the main drop, i.e., its expansion from the init

FIG. 2.
6 © 1999 American Institute of Physics
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diameter 2a to the final diameter 2R as result of the influx of
the displaced liquid. The local surface tension str
s r5s/r acting on the cylinder of radiusr produces a force
for the segmentBC of complete collapse~rupture! of the jet
constriction~Fig. 2!. This force is constant over the entir
pinched segment, so that the value of the correspond
work can be expressed asW152psa( l 1D l ). The work
which has been performed to expel the liquid in segmentAB
at the end of the cycle under consideration is expressed
the integral

W252psE
0

a

~a2Aa22x2! dx52psS 12
p

4 Da2.

In segmentCD expulsion of the liquid will occur up to
the surface of the drop formed, so that the correspond
work can be represented in a similar manner, i.e.,

W352psE
2R

2AR22a2

~a2AR22x2! dx

52psH a~R2AR22a2!

1
1

2 FaAR22a22R2S p

2
2arcsinA12~a/R!2D G J ,

if the coordinatex is measured from the center of the dro
The local surface tension on the sphere 2s r leads to the
following expression for the work of expansion of the dro

W45E
a

R

2s r•4pr 2 dr54ps~R22a2!.

As a result, the energy balance under discussion ca
written to within accuracy to the axial strain of the drop
the form W11W21W35W4 . Eliminating b5 l /R from the
latter using~1!, we obtain the following equation for dete
mining h:

f ~h,«!50, q511~111/«!21,

h5a/R, «5D l /2l ,

f ~h,«!5S 32
p

4 Dh31h21
h

2

3S arcsinA12h22hA12h2242
p

2 D1
2

3
q. ~2!
s

g

by

g

.

:

be

Since the experimental observations2 attest to relative elon-
gation of the contracted segment of the jet (D l .0), the pa-
rameter« is allowed to take only the positive values«.0
(q.1), i.e.,«50 is a lower bound for the possible locatio
of thej5 f (h,«) curve on the (h,j) plane. In the latter case
it takes the minimum (f h50, f hh.0) value jm5 f (h* ,0)
>20.05 whenh5h* >0.53, so that the conditionj.jm

remains valid for any«.0. Because of the numerical smal
ness of the value ofjm in comparison to the values o
j.2/3 at the ends of the applicable range 0,h,1 for the
variation ofh, Eq. ~2! has two close roots, which merge
h5h* , where the minimum on thej5 f (h,«) curve in the
limiting case of«5«* lies directly on thej50 axis, and
simultaneous satisfaction of the equalityf 5 f h50 specifies
the valuesh5h* >0.53 and«* >0.081 (q5q* >1.075).

If we take into account the formation of the tiny inte
mediate droplets upon rupture of the jet constriction, th
volume should be added to the right-hand side of the m
balance equation~1!. The latter evokes a certain increase
q(«) and, accordingly, a general upward displacement of
j5 f (h,«) curves from the lower boundaryjm,0. There-
fore, the narrow vicinity«<«* near the limiting value of
this parameter«5«* (q5q* ), which can serve as an est
mate of the mean diameter of the drops formed, will be p
dominantly realized. The resultant value of their diame
2R52a/h* >1.89•2a is in good agreement with the know
results of the experimental observations for thin jets of lo
viscosity liquids.2 The use of Eq.~1! and the values ofh*
and «* found givesb5b* >2.167, which permits an esti
mate of the mean distance between the main drops of a
which is breaking up:

L52l 1D l 5
b*
h*

~11«* !•2a>4.42•2a.

This estimate also corresponds to the experimental data
is close to the wavelengthl* given above.

1Lord Rayleigh, Proc. London Math. Soc.10, 4 ~1879!.
2L. Prandtl, Essentials of Fluid Dynamics, translated from the German
@Blackie, London~1952!; IL, Moscow ~1951!, 520 pp.#.

Translated by P. Shelnitz
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Formation of a high-current discharge plasma in metal vapor
M. A. Krasnogolovets
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A method of converting the energy of a capacitive store into the energy of a high-current gas
discharge in aluminum vapor is investigated. The spatial and temporal characteristics of
the gas-discharge plasma are studied. The electron temperature, density of charged particles, and
conductivity of the plasma are determined. ©1999 American Institute of Physics.
@S1063-7842~99!02611-2#
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INTRODUCTION

High-temperature plasmas are used extensively in te
nological processes associated with modification of the c
position and surface properties of materials, melting, hard
ing, and welding. The design of new switching device
plasma amplifiers and oscillators, and high-intensity lig
sources would be unthinkable without the application o
high-temperature plasma as the active medium for cohe
radiation. In this paper we give the results of experimen
investigations of certain parameters of a plasma generate
the development of a high-current gas discharge in alu
num vapor.

The experiments were carried out on an apparatus
signed for studying the processes of a recombining plasm
metal vapor. The main components of the apparatus a
discharge chamber, vacuum station, a device for control
the discharge ignition time, and diagnostic equipment.

The stainless steel vacuum chamber has a volume
approximately 0.2 m3 and is evacuated to a residual gas pr
sure p51025 Torr. Metal electrodes lead into the chamb
through special insulating flanges to form the discharge g
The length of the discharge gap can be varied from 1 cm
10 cm. The electrodes are connected by a coaxial cable t
energy store in the form of a bank of UK 100-0.44H low
induction, high-voltage capacitors with a total capacitan
C5831026 F. The capacitor bank is charged by a hig
voltage source,U05(5250)3103 V. The aluminum elec-
trodes are the main providers of matter injected into
plasma. One electrode has a very simple structure and se
as the anode in the first half period of the discharge curr
It comprises a cylinder of diameterd5231022 m with a
hemispherical end surface. The second, ignitor electr
~cathode! has the same outward appearance, but a com
internal structure. A plasma gun is installed inside the el
trode for the ignition of electrical discharge between t
main electrodes. When a short, high-voltage pulse of am
tudeu523104 V and durationt5(223)31026 s is fed to
the ignitor, a discharge is triggered between the electro
initiating at the dielectric disk. The discharge runs along
barrel of the plasma gun and at the end of its path fires a
of ionized gas into the discharge chamber, lowering the e
1381063-7842/99/44(11)/3/$15.00
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tric strength of the discharge gap and thus setting the s
for the development of a pulse arc discharge between
electrodes. The energy stored by the capacitor bank is
jected into the plasma, heating it to high temperatures. U
recombining, the plasma radiates over a wide range of wa
lengths. Operation of the apparatus over a long period
time has demonstrated reliable operation of the ignition s
tem.

The operation of the apparatus is synchronized with
diagnostic equipment by means of a G-5-15 pulse genera
The generator triggers the driven sweep of an S1-16 d
beam oscilloscope and an S1-41 storage oscilloscope, a
generates a delayed pulse of positive polarity with an am
tude of 80–100 V and a duration of (425)31026 V, which
inputs the firing time to the control unit.

A coaxial shunt or Rogowski loop is used to measure
current in the discharge circuit. Oscillograms of the volta
applied to the discharge electrodes are obtained by mean
a resistor-capacitor voltage divider. The temporal charac
istics of the plasma radiation in the x-ray region of the sp
trum are investigated by means of an x-ray sensor consis
of: a cutoff filter ~beryllium foil of thickness d530
31026 m), which does not transmit visible and ultraviol
radiation; a scintillator~NaI crystal! for the conversion of
x-rays into visible light; and an FE´U-19M photomultiplier
for the conversion of visible light into an electrical signa
The electrical signals from the coaxial shunt or Rogow
loop, the voltage divider, and the x-ray sensor are sent to
oscilloscope input.

EXPERIMENTAL INVESTIGATIONS OF THE PARAMETERS
OF A HIGH-CURRENT GAS DISCHARGE

Comparatively accurate data on the electron tempera
Te can be obtained by a simple procedure based on meas
ment of the relative intensity of the undecomposed plas
x-rays transmitted through absorbing films of vario
thicknesses.1

If the wavelength dependence of the absorption coe
cient m for the selected filter is known, the relative attenu
tion of the intensity of the undecomposed plasma radiat
spectrum is expressed by the equation2
8 © 1999 American Institute of Physics
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Fk~Pk!5
2

3Eyk

yk11S 11
1

2
yDexpS 2

Pk
4

y3
2yD dy,

yk5
hnk

Te
, Pk5S akdh3

Te D 1/4

, ak5mkn
3,

wherem is the linear attenuation coefficient of the filter,d is
the thickness of the absorbing filter,h is Planck’s constant
andk andk11 denote the absorption jumps in the vicinity
the resonance frequencies corresponding to atomic en
levels (n1,n2, . . . ,nn).

We have used this equation to calculate the relative
sorption coefficients of the beryllium foils at various tem
peraturesTe ; the results are shown in Fig. 1. The experime
tal curves were obtained from measurements of the inten
of the radiation transmitted through a set of absorbing be
lium foils of thickness 302210mm. The intensity of the
transmitted radiation was recorded on RF-7 x-ray fil
whose spectral sensitivity was essentially uniform over
investigated wavelength range. The results of photometr
the films have enabled us to determine the relative absorp
coefficients of the beryllium foils at various temperatur
Te , and we have used these data to plot the experime
curves for three cases~at charging voltagesU0523104 V,
33104 V, and 43104 V). Comparing the calculated and ex
perimental curves, we find the electron temperature of
plasma for these cases:u0523104 V, 33104 V, 4
3104 V; Te'1200 eV, 1600 eV, 2200 eV. It can be co
cluded from the results that a high-temperature plasm
formed by the development of a gas discharge in alumin

FIG. 1. Absorption curves for beryllium at various plasma electron temp
tures, calculated~—! and experimental~–s–!.
gy
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vapor. The electron temperature is used in determining
concentration of the plasma, its degree and multiplicity
ionization, and other parameters.

No less important a parameter thanTe is the density of
electronsne in the high-temperature plasma. We determi
the density of electrons from the conditions of local therm
dynamic equilibrium. In the local thermodynamic equilib
rium model the distribution of electrons among the ene
level is assumed to be governed entirely by collisions
tween particles, the collision processes occurring so
quently that after any change in the conditions in the plas
the appropriate distribution is established instantaneou
We base our calculations on the expression3 ne>1.6
31012Te

1/2x(p;q)3, whereTe is the electron temperature i
K, andx(p;q) is the potential energy of excitation from th
qth level to thepth level in eV. For aluminum we have
x(p;q)54.0 eV.

The results of the calculations are shown in Fig. 2. Th
show that a plasma with an electron densityne>1017cm23

is formed during the development of a high-current gas d
charge in aluminum vapor.

The conductivity of the plasma can be determined fro
the Spitzer equation4:

s5
3.33102g~Z!Te

3/2

z2 ln L
, ln L5 ln

3~kTe!
3/2

2~4p!1/2z3e2ne
1/2

,

whereZ is the average charge of the plasma ions,g(Z51)
50.58, g(Z52)50.68, g(Z53)50.78, L is the Coulomb
logarithm, ande is the electron charge.

At high temperatures we have essentially 100% ioni
tion of the plasma with an ionization multiplicityZ52. The
results of the calculations are shown in Fig. 3, from which
is evident that the discharge in aluminum vapor generate
plasma with a conductivitys.1011S/m. This result reflects
the very promising outlook of the plasma for energy tran
port applications.

The time behavior of the plasma has been investigate
the visible x-ray range of the radiation spectrum. The x-ra

-

FIG. 2. Dependence of the electron density on the electron temperatur
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were converted into visible light by means of a crystal sc
tillator and were recorded by a photomultiplier. Figure
shows an x-ray oscillogram forU05353103 V and a re-
sidual gas pressure in the chamberp51025 Torr.

The jagged appearance of the oscillogram can be at
uted to the onset of instability in the discharge,5 which in-
duces current breaks and an x-ray burst typical of this si
tion. The x-ray dose rate was measured by means
dosimeters from a KID-2 kit and was found to be fairly hig
For example, at a discharge voltage of no more than
3104 V on each side of the capacitor bank the dose rat
P52800 R/s. Knowing the x-ray dose rate, we can de
mine the x-ray intensityI 50.11P/g, where the numerica
coefficient 0.11 is the roentgen energy equivalent in air,P is
the x-ray dose rate, andg563102 1/cm21. The x-ray inten-
sity is therefore equal toI 50.52 W/cm2.

We have also investigated the intensity of x-rays fro
the residual gases in the discharge chamber. We find tha
x-ray intensity decreases as the residual gas pressure

FIG. 3. Dependence of the conductivity of the plasma filament on the e
tron temperature.

FIG. 4.
-
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creases, and at a pressurep05231022 Torr x-rays do not
occur. The duration of radiation in the visible part of th
spectrum is also equal to (50260)31026 s. The time depen-
dence of the radiation intensity is similar in its behavior
the dependence of the radiation intensity in the x-ray regi
of the spectrum.

The spatial characteristics of the discharge have b
investigated by means of a camera obscura in the visible
x-ray regions of the spectrum. An analysis of photographs
vacuum discharges shows that numerous cathode spot
observed on the electrodes. An intensely radiating plas
cloud is formed near the anode.

Figure 5 shows a discharge in x-rays, which we we
able to use to determine the volume of the hottest plas
which was located near the anode. This volume is appro
mately 4 cm3 and radiated intensely in the x-ray waveleng
range.

1S. Yu. Luk’yanov,Hot Plasma and Controlled Nuclear Fusion@in Rus-
sian#, Nauka, Moscow~1975!, 355 pp.

2V. F. Aleksin and V. A. Sutrunenko, Zh. Tekh. Fiz.35, 1945~1965! @Sov.
Phys. Tech. Phys.10, 1498~1965!#.

3R. H. Huddlestone and S. L. Leonard~Eds.!, Plasma Diagnostic Tech-
niques@Academic Press, New York, 1965; Mir, Moscow, 1967, p. 515#.

4V. D. Zvorykin, A. D. Klementov, N. G. Kulinovski�, and V. B. Rozanov,
Kvantovaya E´ lektron. 3, 131 ~1976! @Sov. J. Quantum Electron.6, 182
~1976!#.

5Yu. G. Gusev,Handbook of Radiation Safety@in Russian#, Atomizdat,
Moscow ~1968!, 286 pp.

Translated by James S. Wood
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Synthesis of epitaxial layers of zinc oxide on nonorienting substrates
B. M. Ataev, I. K. Kamilov, A. M. Bagamadova, V. V. Mamedov, A. K. Omaev,
and M. Kh. Rabadanov
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The first experiments on the growth of single-crystal layers of zinc oxide on nonorienting
substrates~crystalline leucosapphire and fused quartz! by chemical transport reactions in a
reduced-pressure flow-through reactor in a hydrogen atmosphere is reported. To ensure
autoepitaxy on a surface of a nonorienting substrate, an optimized intermediate layer of zinc
oxide of thickness 20021000 Å, which provides a texture of basal orientation regardless of the
orienting properties of the substrate, is preliminarily deposited by magnetron sputtering. It
is shown that the subsequent growth of layers on such a surface by a chemical transport reaction
to a thickness of 1–5 ensures high structural perfection, uniformity, and a very smooth
surface, while polycrystalline films are deposited on the portion of the surface without a buffer
layer. The proposed method can be used to grow heteroepitaxial structures and other
electronic materials on nonorienting substrates using chemical transport reactions. ©1999
American Institute of Physics.@S1063-7842~99!02711-7#
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The synthesis of epitaxial layers on nonorienting su
strates, i.e., surfaces of ceramics, glass, fused quartz, re
tory metals, etc., or on surfaces of semiconductors w
highly different lattice constants is a fairly complex, but a
tractive problem for many applied areas of electronics.

Approaches using graphoepitaxiy~artificial epitaxy!,1

particularly the synthesis of zinc oxide epitaxial layers on
amorphous surface of silicon wafers with a relief in the fo
of a one-dimensional lattice,2 are known. The use of thin
intermediate layers obtained by magnetron sputtering~the
method produces textured layers of basal orientation w
good adhesion even on nonorienting substrates! for improv-
ing the structure and uniformity of zinc oxide epitaxial laye
on sapphire was reported in Ref. 3, where it was shown
a significant effect can be achieved even in the case of
ented substrates due to activation of an autoepitaxy me
nism. We do not know of any other work in which epitaxi
layers were successfully synthesized on nonorienting s
strates.

In the present work we used thin (20021000 Å) tex-
tured ZnO intermediate layers obtained by magnetron s
tering for the purpose of growing high-quality ZnO epitax
films on nonorienting substrates~crystalline leucosapphire
and fused quartz! in a reduced-pressure flow-through reac
by a chemical transport reaction. There was also additio
interest in studying the possibility of stabilizing the grow
of layers with the basal orientation in the case of chem
transport, since the synthesis of zinc oxide epitaxial layer
this orientation even on such well-oriented substrates
~0001! Al2O3 meets with certains difficulties.4

For the experiment we used 20315 mm Polikor~a crys-
talline leucosapphire! and fused quartz substrates as mate
als which can withstand temperatures above 900 K and h
high mechanical properties. The intermediate layers were
1391063-7842/99/44(11)/3/$15.00
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posited by dc magnetron sputtering using tablets, i.e., tar
with a diameter of 4 cm and a thickness of 2–3 mm. For
purpose of ensuring stable discharging during dc magne
sputtering in an atmosphere with Ar:O254:1, we added 1
wt. % Ga2O3 to the high-purity ZnO power~this is not re-
quired for rf sputtering!, the mixture was thoroughly stirred
and after being pressed, the targets were annealed at 14
for 10–12 h. The discharge current did not exceed 100 m
and the thickness of the layers was determined from the s
tering time and amounted to 200–1000 Å. The intermedi
layer was deposited on only half of the area of the substr
This facilitated comparative measurements and elimina
the inaccuracies associated with the possible irreproducib
of the technological parameters in the case of sepa
growth of the layers using a buffer layer and without on
After the intermediate layer was deposited, the substra
were transferred to the reduced-pressure flow-through rea
described in Ref. 5, where a method for optimizing the te
perature regimes in the vaporization and deposition zo
was given. Tablets of high-purity ZnO with a diameter of
cm and a length of 3 cm were used. The thickness of
epitaxial layers reached 125 mm. The structural perfection
was monitored by x-ray diffraction and electron diffractio
methods. The features of the exciton luminescence from b
portions of the substrate, i.e., the portion with a polycryst
line layer and the portion with an epitaxial layer on the o
timized buffer layer, were also studied.

The x-ray diffraction experiments were performed on
DRON-2 diffractometer using CuKa radiation, which was
monochromatized using a pyrographite crystal. Figure 1 p
sents the diffraction patterns of the zinc oxide layers. T
diffraction pattern in Fig. 1a was obtained from the porti
of the substrate with a preliminarily deposited buffer lay
and the diffraction pattern in Fig. 1b was obtained from t
1 © 1999 American Institute of Physics
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portion of the substrate without a buffer layer on the cle
fused quartz surface. It can be seen that diffraction pattea
corresponds to highly oriented layers with the basal orien
tion, while diffraction patternb is characteristic of polycrys
talline zinc oxide films. The presence of only a series
~00l ) reflections on the diffraction pattern in Fig. 1a does n
yet permit drawing a final conclusion regarding the sing
crystal nature of the layers, since reflections appear o
from blocks parallel to the film surface in the focusin
method used. Therefore, the layers were additionally inv
tigated on an E´MR-100 electron-diffraction camera. A typi
cal electron diffraction pattern is shown in Fig. 2. It w
concluded on the basis of the combined investigations
the films obtained using buffer layers are single-crystal film
A study of the rocking curves of the~002! peak showed tha
the tilt angle of the blocks does not exceed 0.5°. We a

FIG. 1. Diffraction patterns of ZnO films obtained using a chemical tra
port reaction on a buffer layer~a! and on a clean fused quartz surface~b!.

FIG. 2. Electron diffraction pattern of a ZnO epitaxial layer on a fus
quartz substrate with a buffer layer.
n
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note that the results of the structural analysis demonstrate
comparable quality of the layers on a nonorienting subst
with an intermediate coating even in comparison to an o
enting substrate@see, for example, Ref. 6, which describ
~1120! ZnO/~0112! Al2O3 layers obtained by magnetro
sputtering#. An examination of the surface morphology co
roborates the results obtained.

There is separate interest in an investigation of the
photoluminescence of ZnO epitaxial layers, since the fi
structure features of the exciton spectra provide additio
information on the perfection of the crystal lattice~see, for
example, Ref. 7!. The UV photoluminescence spectra r
corded at 77 K from both portions of a fused quartz su
strate, i.e., the epitaxial layer obtained using a buffer la
and the polycrystalline zinc oxide film, were studied. Figu
3 presents the corresponding spectra, which were obta
on a standard instrument using an SPM-2 monochroma
Spectruma is characteristic of a perfect crystal structure a
has predominant emission in the line for free exciton A1 a
less intense emission in the band of bound excitonJd ~simi-
lar spectra were studied and identified in Ref. 7!. Spectrumb
corresponds to polycrystalline films and is distinguished
an intense band at 369 nm, while free-exciton emission
generally not observed. The 1LO/2LO intensity ratio and
half-widths of these lines also corroborate what has b
said, i.e., spectrumb corresponds to a significantly more im
perfect film.

Thus, not only does the use of intermediate layers per
the synthesis of highly oriented layers on nonorienting s
strates, but also the quality of these layers is significan
higher than the quality of films obtained by magnetron sp
tering. In our opinion, the slight complication of the grow
procedure associated with the two-step process is com
sated by the achievement of perfection which is not provid
by chemical transport reactions and magnetron sputte
used separately. We also assume that more perfect zinc o

-

FIG. 3. Exciton photoluminescence spectra of ZnO films obtained o
buffer layer~a! and on a clean fused quartz surface~b!.
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epitaxial layers can be obtained on nonorienting substr
after further optimization of the parameters of the buffer la
ers. We shall report the results of our work in this directio
as well as the use of buffer layers on other types of non
enting substrates, in the future.

In conclusion, it should be noted that we do not see a
reason why the proposed method could not be used to ob
epitaxial layers of other electronic materials on nonorient
substrates using chemical transport reactions.

This work was carried out with financial support fro
the Russian Fund for Fundamental Research~Grant No. 98-
02-16141!.
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Current relaxation in microporous silicon
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Current relaxation in samples of microporous silicon is observed at rates that depend on the
applied voltage and the composition of the gaseous atmosphere. A possible physical mechanism for
this phenomenon is discussed. ©1999 American Institute of Physics.@S1063-7842~99!02811-1#
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A new area in the physics and technology of semic
ducting materials, nanoelectronics, is now being establish1

Porous silicon, whose physical properties are under inte
study, occupies a special place in research on nanos
tures.2 The creation of new semiconductor devices based
porous silicon necessitates research on the electronic an
sorption properties of this material and is a pressing prob
in both its applied and theoretical aspects.

Samples of porous silicon were prepared by anode e
trochemical etching of̂111& silicon crystals~type KDB-10!
in a water solution of hydrofluoric acid at a current density
10 mA/cm2. Porous silicon layers with a thickness of 7mm
with an average porosity of 35% were obtained by etch
for 10 min. Gas-permeable slotted contacts of alumin
were deposited onto the porous silicon surface.3 The effect of
adsorbed gases on the in-plane electronic parameters o
material was studied at temperatures around 293 K. The
concentration in the measurement chamber was varied u
series GR03M gas generators. The carrier gas was high
rity nitrogen, which has no effect on the electrical propert
of porous silicon.4

When a voltage above a thresholdU0'0.4 V was ap-
plied to these porous samples after preliminary thermal
nealing in vacuum at 523 K, a relaxation rise of the curr
was observed with the temporal characteristics for increa
voltage shown in Fig. 1~curves1–4!. Injecting air into the
measurement chamber caused an increase inU0 and a drop
in the rate of rise of the current for the same voltages~Fig. 2,
curves1–4!. Of the gases in the air, oxygen and nitrogen
electrically neutral for porous silicon and only water vap
affects the electrical conductivity of silicon.3

An electromotive force has been observed5 and attrib-
uted to the presence of imbedded microfields in the struct
inhomogeneities of the material. The magnitude this e
changes with illumination and the adsorption of polar gas
An imbedded field develops during anode electrochem
processing of silicon,6 which causes strong fluctuations in th
potential along the surface of the material.7 When a charge of
1017e (e is the electronic charge! is localized near the
minima of the potential energy, substantial electric fields
105 V/cm are created.8 One of the features of small, ultradis
perse particles is a reduction in the ability of electrons
1391063-7842/99/44(11)/2/$15.00
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shield an electrostatic field, so that the radius of interact
between electrons is observed to increase.9

The Hill model9 gives the current as a function of th
applied voltage for ultradisperse media as

I ~V,T!5

1.24•1011cp sinhS eV

kTD
~DS!2m*

pBkT

sinpBkT

3expS 2
dE

kTDexp~21.03DS~m* w!1/2!,

wheredE5dE02qF1/2 is the activation energy in a stron
electric field, which depends on the magnitude of the elec
field, andDS is the distance between the ultradisperse p
ticles.

In our case, filamentary clusters of silicon are connec
in series in the in-plane measurement regime. Because o
different sizes of the pores, the structure of porous silicon
extremely nonuniform along the surface. Size quantization
the electron energy spectrum makes the energy eigenva

FIG. 1. Growth kinetics of the current in porous silicon structures
vacuum after annealing for voltages on the planar contacts of 0.6~1!, 1.2
~2!, 1.8 ~3!, 2.4 V ~4!. The measurements were at room temperature.
4 © 1999 American Institute of Physics
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of the electrons and holes depend on the transverse siz
the filaments.10 This leads to the appearance of local intern
microbarriers which limit current flow.

The rise in the current when a voltage is applied to c
tacts on porous silicon could be explained by a drop in
parameterdE owing to a redistribution of the microfields i
the material structure. When a polar gas is adsorbed,
structure of the microfields in microporous silicon change4

In this case,dE02qF1/2 will vary to a small extent becaus
of the increase indE0 .

When a voltage appears at the contacts, because o
inhomogeneous structure of porous silicon the voltages f
on the individual microscopically inhomogeneous segme
with large fluctuations in the potential, which limits curre
flow along the structure of the porous silicon. For inhom
geneities with dimensions on the order of 10 nm andU
50.1 V, the electric field reaches 105 V/cm, which is com-
parable to the magnitude of the internal fields in porous s
con. In the regions where the voltages at the contacts,U, are

FIG. 2. As in Fig. 1 after air was let in.
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less thanUg , there is essentially no change indE since the
electric field is not sufficient to changedE0 . In the region
where the voltages contacts,U, exceedUg , there is a drop in
the barrier and the field is redistributed over the structure
the material. According to this model, an increase in
voltage at the contacts should lead to a rise in the relaxa
rate, which is experimentally observed~Fig. 1, curves1–4!.

The adsorption of water vapor changes the internal
crostructure of the fields in the material.5 Here the relaxation
of the current for the same values of the voltage is much
~Fig. 2, curves1–4!. This is possible because of the grow
in dE0 .

In inhomogeneous porous silicon samples in-plane m
surements reveal a kinetics for the rising dark current wh
is physically related to a readjustment of the internal mic
structure of the fields in the material that develop duri
anode electrochemical processing of the silicon. The cur
relaxation process is affected by adsorption of polar wa
molecules, which create additional local microfields in t
structure of the porous silicon.
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