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Photothermoacoustic effect in solids with piezoelectric detection
D. A. Andrusenko and I. Ya. Kucherov
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The photothermoacoustic effect in solids with piezoelectric signal detection is investigated
theoretically and experimentally. Analytical expressions are found for the amplitude and phase
shift of the photothermoacoustic signal as a function of the thicknesses of the sample and
piezoelectric transducer, the modulation frequency, and the material constants of the structure. A
method is proposed for detecting the signal using a compound piezoelectric transducer. It is
shown for a bilayer piezoelectric transducer that the reduced Young’s modulus and the thermal
diffusion coefficient of the experimental object can be found from the amplitude–frequency
and phase–frequency curves. ©1999 American Institute of Physics.@S1063-7842~99!00112-9#
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The photothermoacoustic method has been increasi
used in recent years to study matter in various aggre
states.1–3 This method is based on the use of heat waves
carriers of information about the properties of the mater
Heat waves are generated by irradiating a material w
modulated light, which is absorbed and heats the mate
with a variable temperature. Various methods are used
detect the heat waves. Acoustic methods are the most wi
used, and the piezoelectric transducer method is the m
sensitive of these.1 A characteristic feature of this method
that the signal detected with a piezoelectric transducer
function of the geometry of the sample–transducer syst
In its general form this is a very complicated problem. F
this reason, it has been solved for the simplest cases:4,5 in
Ref. 4 — in thequasistatic approximation neglecting th
effect of the transducer on the generation of acoustic wa
in the sample–transducer system; in Ref. 5 — for the case of
relatively high modulation frequency, so that the wavelen
of the acoustic waves is comparable to the dimensions of
sample–transducer system. In the overwhelming majority
photothermoacoustic investigations low modulation frequ
cies, so that the wavelength of the acoustic waves is m
greater than the characteristic dimensions of the experim
tal system, are most promising. In this case the ratio of
linear dimensions of the sample–transducer system,
shown in Ref. 6, should play a fundamental role in the f
mation of the photothermoacoustic~PA! signal. For this rea-
son, it seems to us to be very important to study the pho
thermoacoustic effect in solids with piezoelectric detecti
where the dimensions of the experimental structure are m
smaller than the wavelength of the acoustic waves~quasi-
static approximation!, taking account of the influence of th
piezoelectric transducer. In the present work the theory of
PA effect in a layered sample–piezoelectric transducer st
ture is studied and experimental investigations are perform
on certain materials.

Let us consider a sample–piezoelectric transducer st
ture in the form of a thin bilayer plate. The geometry of t
problem is shown in Fig. 1. The sample1 is an isotropic
solid of thicknessh1, the piezoelectric transducer2 is a
1391063-7842/99/44(12)/5/$15.00
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6-mm class piezoelectric with thicknessh2, and we shall
assume its elastic constants to be isotropic. The polar ax
the piezoelectric is perpendicular to the basal surfaces of
plate ~it is the Z axis!. The sample surface (Z50) is uni-
formly irradiated with amplitude-modulated light

P5
P0

2
~11cosvt !, ~1!

whereP0 is the intensity of the incident light andv is the
angular frequency of modulation of the light.

We shall consider media which strongly absorb lig
ah1@1 (a is the optical absorption coefficient of the samp
material!. In addition, we shall assume that at the lowe
light modulation frequency the thermal diffusion lengthl t is
smaller than the sample thicknessh1 ~the heat wave does no
reach the piezoelectric transducer!. As a result of thermal
expansion, the temperature field of the heat wave produ
thermoelastic stresses. Only the elastic stressesT11 and T22

will be nonzero. Their variable components are given by7

T115T225EP~a2bz2aTQ!, ~2!

whereEP5E/(12s) is the reduced Young’s modulus,E
and s are, respectively, Young’s modulus and the Poiss

FIG. 1. Geometry of the problem.
7 © 1999 American Institute of Physics
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ratio of the sample~piezoelectric transducer!, aT is the linear
thermal expansion coefficient of the sample, andQ is the
variable temperature of the sample.

For the conditions indicated above, the temperature
tribution over the sample thickness in our case will be1

Q5Q0e2gz, ~3!

where

g5
11 i

l t
, l t5A 2x1

C1r1v
;

C1 , r1, andx1 are, respectively, the specific heat, dens
and thermal conductivity of the sample,Q05gP0/2x1g, and
g is a coefficient that determines the fraction of the lig
energy incident on the sample that is converted into hea

The constantsa and b in Eq. ~2! are found from the
boundary conditions expressing the fact that the total for
and the total moment of the acting stresses vanish:7

E
0

h

T11dz50, E
0

h

T11zdz50; h5h11h2 . ~4!

Substituting expression~2! into Eq. ~4!, using Eq.~3!,
and neglecting the quantitye2gh1 compared to unity~the
heat wave almost completely decays over a distance equ
2/3 of the wavelength!, we obtain

a5

aTQ0hS Zp2
1

ghD
gh@11~h21!H1#~Zp2Zu!

;

b5

aTQ0hS Zu2
1

ghD
gh2@11~h21!H1#~Zp2Zu!Zu

; ~5!

Zp5
2

3

11~h21!H1
3

11~h21!H1
2

; Zu5
1

2

11~h21!H1
2

11~h21!H1
;

h5
EP1

EP2
; H15

h1

h
. ~6!

Here the indices 1 and 2 refer to the sample and the pie
electric transducer, respectively. Let us calculate the po
tial differenceÛ across a layer of thicknessDh and coordi-
natez in the piezoelectric transducer~Fig. 1!

Û52E
z2

Dh
2

z1
Dh
2 Ezdz, ~7!

whereEz is the electric field produced in the piezoelectric
the thermoelastic stressesT11 andT22.

The electric displacementDz in the piezoelectric is

Dz52d31T111«33Ez . ~8!

Since there are no external electric fields, the elec
displacement outside the piezoelectric is zero. Then, a
result of the continuity of the normal component of the ele
tric displacement, we find from Eq.~8! with the use of Eq.
~2!
s-

,

t

s

to
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a

-

Ez52
2d31EP2

«33
~a2bz!. ~9!

Equation~9! takes account of the fact that the heat wa
does not reach the piezoelectric transducer, and there
Q50 in the transducer. Integrating Eq.~7!, using expres-
sions~9! and ~5!, we find

Û5Um

~Z2Zp!Zugh2~Z2Zu!

2Zu~gh!3
DH;

Um5
2aTgP0d31EP1h2

«33x1@11~h21!H1#~Zu2Zp!
;

Z5
z

h
; DH5

Dh

h
. ~10!

From Eq. ~10! we find the amplitudeU and the phase
shift w of the PA signal

U5Um

Z2Zp

F3/2
DHAn21~n2AF !2, ~11!

tanw512
AF

n
; n5

Z2Zu

2Zu~Z2Zp!
, ~12!

where F5(ph2/DT) f is the dimensionless frequency
f 5v/2p is the frequency, andDT5x1 /c1r1 is the thermal
diffusivity ~thermal diffusion coefficient! of the sample.

Expressions~11! and~12! make it possible to determin
the optimal ratios of the thicknessesh1 and h2 for specific
materials of the structure depending on what one wishe
obtain: a larger PA signal amplitude or a larger change
phase of the signal. Let us analyze the expressions forU and
w for certain conditions. It is evident from Eqs.~11! and~12!
that the amplitude and phase of the PA signal depend
complicated manner on the frequency (AF), the parameters
of the sample and the piezoelectric transducer (Um ,Zu ,Zp),
and the coordinates (Z) of the center of the piezoelectri
layer from which the signal is extracted. Here it is importa
that the phase shift does not depend on the thickness o
layer from which the signal is extracted, but rather it is d
termined for a specific experimental structure only by t
coordinate of the center of this layer and by the frequenc

Let us analyze the dependence of the phase shiftw of the
PA signal on the frequencyF for various values of the pa
rameters of the structure. It is evident from Eq.~12! that if
the coordinateZ of the piezoelectric transducer layer fro
which the signal is extracted isZp (Z5Zp , n5`), then the
phase shift is independent of the frequency and isw5p/4. If
Z5Zu (n50), then the phase shiftw52(p/2) likewise is
frequency-independent. IfZu,Z,Zp , then the paramete
n,0, and the phase shift increases in magnitude with
quency fromw5p/4 to w5p/2. However, if Z is greater
thanZu andZp , then the parametern.0, and the phase shif
varies monotonically with increasing frequency fro
w5p/4 to w52(p/2). It is also interesting that tanw is a
linear function ofAF. Here the characteristic point is th
point where the phase shift vanishes. This occurs at
quencyf 5 f 0 satisfying the condition
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Aph2

DT
f 05n. ~13!

Having determined the experimental frequencyf 0 for
known elastic constants of the structure (zu andzp) from Eq.
~13!, the thermal diffusion coefficientDT of the sample can
be found directly and then, for knownc1 andr1, the thermal
conductivityx can be determined.

Let us analyze the frequency dependence of the am
tude of the PA signal for various values of the coordinate
the piezoelectric transducer layer from which the signa
extracted. ForZ5Zu (n50) the amplitude of the PA signa
is inversely proportional to the frequency, as one can
from Eq. ~11!. However, if Z5Zp , then U;F23/2. In a
structure for whichn@1, U;F23/2 also holds at low fre-
quencies, for whichn@AF. As the frequency increase
when AF becomes much greater thann, the dependence
U(F) becomesU;F21.

In principle, certain parameters of the sample can
determined from the amplitude–frequencyU(F) and phase–
frequencyw(F) dependences of the PA signal according
Eqs. ~11! and ~12!. However, sinceU and w depend on a
large number of parameters of the sample and the piezoe
tric transducer and since the effect of the reactive parame
of the system is superposed on the measurement results
difficult to determine the sample parameters from these
pendences. For this purpose, it is better to use a multila
piezoelectric transducer made of the same material, so a
be able to measure the potential difference independentl
each layer. We shall analyze the possibilities of such a st
ture for the example of a bilayer transducer with equal la
thicknessesh2/2. The coordinate of the first transducer lay
from the sample will beZ15(113H1)/4, and the coordinate
of the second one will beZ25(31H1)/4. The amplitude
ratio U1 /U2 and the phase differencew12w2 of the PA
signals extracted from these layers of the piezoelectric tra
ducer will be

U1

U2
5

Z12Zp

Z22Zp
An1

21~n12AF !2

n2
21~n22AF !2

, ~14!

tan~w12w2!5
n12n2

2n1n2 /AF1AF2~n11n2!
, ~15!

wheren1 andn2 are the values of the parametern for the first
and second layers, respectively, of the piezoelectric tra
ducer.

As one can see from Eq.~14!, the ratio (U1 /U2) ap-
proaches, as frequency increases, a constant (U1 /U2)P

given by

~U1 /U2!P5
Z12Zp

Z22Zp
. ~16!

The second feature of the frequency dependence
(U1 /U2) is the presence of extrema~maxima and minima!.
They occur forAFe given by

AFe5~n11n2!6An1
21n2

2. ~17!

Figure 2 ~solid curves! shows (U1 /U2) versus the fre-
li-
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quencyAf for U-8 steel, lead, and zinc, as calculated usi
Eq. ~14!. These curves illustrate the features noted abo
Negative values of (U1 /U2) signify that the signals ex-
tracted from different layers of the piezoelectric transdu
are in antiphase.

Estimates show that for reasonable thicknesses of
sample and piezoelectric transducer~of the order of 1 mm
each! the frequency dependence of (U1 /U2) becomes es-
sentially constant at frequencies above several hundred
Hz, which is easily achievable experimentally. Having me
sured (U1 /U2) in this manner and knowing the thickness
of the sample and piezoelectric transducer layers, from
~16! we find Zp . Using the known elastic parameters of th
transducer, we determine from the expression forZp ~6! the
reduced Young’s modulusEP of the sample material.

As is evident from Eq.~15!, the quantityw12w2[Dw
depends on the frequency in a complicated manner. At
frequenciesDw approaches zero. At higher frequenciesDw
can change quite strongly~from 0 to p) as a function of the
geometric parametersn1 andn2 of the structure. The param
etersn1 and n2 for a given sample material and the sam
piezoelectric transducer can be changed by varying the th
ness of the sample (H1). Figure 3 ~lines! shows as an ex-
ample the curves ofDw versus the frequency (1/Af ), which
are calculated using Eq.~15! for relatively high frequencies
for structures consisting of a Zn sample and PZT piezoe
tric transducer~TsTS-19! with different relative thicknesse
of the sample. It is evident that for certain sample thic
nesses a maximum is observed on the curves ofuDwu versus
frequency. It occurs at

F52n1n2 . ~18!

We note that the maximum in the curves ofDw versus
the frequency is observed at values ofH1 for which n1,2

FIG. 2. Curves of the ratioU1 /U2 of the amplitudes of the signals extracte
from different layers of the piezoelectric transducer versus the freque
f 1/2. 1 — steel,2,3 — Pb,4,5 — Zn, mm:1 — 1.46,2 — 1.51,3 — 1.81,
4 — 1.13,5 — 1.64.
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.0. The frequencies at whichuDwu5p/2 are also specia
points on the curves ofDw versus the frequency. Thes
points occur at

~AF !1,25
1

2
~n11n26An1

21n2
226n1n2!. ~19!

We note another feature of the dependence ofDw on F.
For structure parametersn1,2 somewhat greater than 1, a
frequencies for whichAF@2n1n2 as one can see from Eq
~15!,

tan~Dw!>
n12n2

AF
. ~20!

In this frequency range tan(Dw) is a linear function of
1/AF. Each of these features of the frequency dependenc
the phase difference of the signals extracted from two p
of the piezoelectric transducer makes it possible to determ
the thermal diffusion coefficientDT of the material, if the
structure parametersn1,2 are known. Thus, the above-note
features of the photothermoacoustic effect in solids with
PA signal detected with a bilayer piezoelectric transdu
make it possible to determine at least the reduced Youn
modulus and the thermal diffusion coefficient of material

The experimental investigations were performed on U
steel, zinc, and lead samples. The piezoelectric transd
consisted of two layers of PZT piezoceramic~TsTS-19!,
each 0.6 mm thick. The elastic constants of the piezoelec
transducer was measured by the method described in Re
and they were found to beE5631010 N/M2 and s50.42.
These values were used in the calculations. The experime
samples and piezoelectric transducer consisted of pl
parallel disks of the same diameter, equal to 15 mm. T
U-8 steel and lead~Pb! samples and three zinc~Zn! samples
were prepared. The sample thicknesses were: U-8 —h1

FIG. 3. Curves of the phase differenceDw of signals extracted from two
layers of the piezoelectric transducer versus the frequencyf 21/2 for Zn with
H1: 1 — 0.1,2 — 0.3,3 — 0.48,4 — 0.55,5 — 0.56,6 — 0.58,7 — 0.6,
8 — 0.7.
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50.7, 1.46 mm; Pb —h151.51, 1.81 mm; Zn —h1

51.13, 1.64, 1.79 mm. The samples were irradiated w
modulated radiation from an LG-38 laser (l50.6328mm!.
Modulation was performed with a mechanical chopper. T
surface of the samples was illuminated uniformly. For th
the laser beam was expanded. The investigations were
formed in the frequency range 30–1000 Hz. The freque
dependences of the amplitude and phase shift of the PA
nal extracted from each layer of the piezoelectric transdu
separately were measured.

The experimental results for certain samples are p
sented in Figs. 2–5~symbols!. The ratios (U1 /U2)P for
each of the samples were determined from the experime

FIG. 4. Curves of the phase differenceDw of signals extracted from two
layers of a piezoelectric transducer versus the frequencyf 21/2 for Pb ~1,2!
and U-8 steel~3, 4!, mm: 1 — 1.51.2 — 1.81,3 — 0.7, 4 — 1.46.

FIG. 5. Amplitudes (lnU) of signals extracted from individual layers of th
piezoelectric transducer versus frequency (lnf) for Pb (h151.81 mm!, Zn
(h151.64 mm!, and U-8 steel (h151.46 mm!.



t
in
o

e

s
a

k
s
al
er
ll
2

e

a

hi
e

ct
as
sis
ase
on
tric
und
sig-
the
ent
e–
sig-

and
e ex-
ub-

ts

1401Tech. Phys. 44 (12), December 1999 D. A. Andrusenko and I. Ya. Kucherov
data presented in Fig. 2, and they were used to determine
reduced Young’s moduli of the experimental materials us
the scheme described above. The following values were
tained for the reduced Young’s modulus. For U-8 steel:EP

52731010 N/M2 @~26–33!31010 N/M2#, for Pb: EP53.4
31010 N/M2 @(1.3 – 4.0)31010 N/M2], for Zn: EP510.6
31010 N/M2 @(11 – 12)31010 N/M2]. The values in brack-
ets are the values calculated forEP from handbook data.9,10

These values ofEP were then used to determine th
thermal diffusion coefficientDT . The coefficientDT was
determined from the experimental frequency dependence
Dw presented in Figs. 3 and 4: either using the approxim
formula ~20! at relatively high frequencies or using Eq.~19!
at frequencies for whichDw5p/2. The following values
were obtained. For U-8:DT513.931026 M2/s @13.7
31026 M2/s#; for Pb: DT525.631026 M2/s @23.831026

M2/s#; for Zn: DT540.531026 M2/s @~36.8–41.9!31026

M2/s#. The values ofDT calculated from the handboo
data9,10 are presented in brackets. It is seen that the value
EP and DT found from investigations of the phototherm
acoustic effect agree well with published data. The exp
mental values ofEP and DT obtained were used for a
theoretically computed dependences presented in Figs.
~solid lines!.

Figure 5 shows a log–log plot of the theoretical~curves!,
computed@using Eq.~11!#, and experimental~symbols! fre-
quency (f ) dependences of the amplitudeU of the PA sig-
nals ~in relative units!, extracted from separate layers of th
piezoelectric transducer~1 and 2, respectively!, for certain
samples of U-8 steel, Pb, and Zn. The experimental d
were ‘‘tied in’’ to the theoretical data using the curves1 at
the points with frequencyf 5460 Hz.

Comparing the experimental results obtained in t
work and the theoretical calculations shows that they ar
good agreement with one another.
he
g
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of
te

of

i-

–5
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In summary, in this work the photothermoacoustic effe
in solids with piezoelectric detection of the heat waves h
been investigated theoretically and experimentally. Analy
of the theoretical dependences for the amplitude and ph
shift of the PA signal showed that they depend strongly
the ratio of the thicknesses of the sample and piezoelec
transducer. The PA signal was detected using a compo
piezoelectric transducer. It was shown that when the PA
nal is detected with a bilayer piezoelectric transducer,
reduced Young’s modulus and the heat diffusion coeffici
of the sample can be determined from the amplitud
frequency and phase–frequency dependences of the PA
nal. The experiment was performed on U-8 steel, lead,
zinc samples. Good agreement was obtained between th
perimental results and theoretical calculations and the p
lished data.
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Investigation of the aerodynamic properties and flow field around hypervelocity objects
in a ballistic test range

P. I. Kovalev, A. N. Mikhalev, A. B. Podlaskin, S. G. Tomson, and V. A. Shiryaev
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The equipment of a ballistic test range for research on hypersonic motion and flow around
typical models of explosion-propelled projectiles. A method for obtaining instantaneous
interferograms of the flow around an object and a procedure for calculating the radial density
distributions from measurements made on them are briefly set forth. The values of the
aerodynamic drag at zero angle of attack are obtained for three models in trajectory experiments,
and a comparative assessment of their stability is made. The principles for performing
numerical aerodynamic calculations of hypervelocity flow around objects typically having a
compound shape are formulated. ©1999 American Institute of Physics.
@S1063-7842~99!00212-3#
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INTRODUCTION

Research on the hypersonic motion of objects with
pect ratiosL/D52 –4 in the atmosphere at Mach numbe
M53 –8 is of relevance both for the analysis of the gas
namic flow field around objects and for determination of t
aerodynamic coefficients for objects with novel shapes. O
ballistic test range the aerodynamic coefficients are fo
from data obtained by analyzing trajectory measureme
An important problem in a comprehensive investigation is
find an aerodynamic shape that is stable in flight and p
sesses moderate drag. Here one must take into accoun
geometry of the elements of actual explosion-propelled p
jectiles. One must find an optimum between acceptable s
stability of the element and low aerodynamic drag, wh
must be small if the flight range is to be increased beyo
1000 diameters. A projectile shape with adequate static
bility and with the lowest attainable drag was worked o
experimentally and numerically in Ref. 1 with allowance f
the properties of real explosion-propelled projectiles.

Hypervelocity projectiles with a blunt nose and a sta
lizing fin have a complicated aerodynamic flow field at s
personic speeds. For the shapes considered here, the
field around the object typically contains shock waves, r
efaction and compression regions, separation zones,
shear layers. At Mach numbers M53 –7 the flow in the
boundary layers of the models is turbulent for Reyno
numbers RèD5106. In view of the hypervelocity nature o
the objects, a simplified combined mathematical procedur
used for numerical calculations of the aerodynamic para
eters.

BALLISTIC EXPERIMENT AND METHOD OF SABOT
SEPARATION

Substantial technical difficulties arise in ballistic inves
gations of the aerodynamic coefficients of elements of hyp
1401063-7842/99/44(12)/5/$15.00
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velocity objects. Because the typical object in our study w
teardrop-shaped and equipped with a stabilizing fin in b
~Fig. 1!, it was necessary to make a shaped sabot to hold
models in the barrel during firing. To make the models
stable as possible in flight, they were made with a weigh
nose piece. To achieve Mach numbers M55 –7, the models
had to be shot at velocities of 2000–2300 m/s. The pow
gun was equipped with a reinforced breech piece, in wh
the gunpowder can burn at high pressure~forcing!. Using
this breech piece, we reached velocities;1900 m/s~50 g
projectile! without forcing the combustion of the gunpowde

After construction of the ballistic model and preparati
of a trajectory experiment, the next major problem is t
construction of a sabot. The sabot, which protects the mo
from damage during acceleration in the barrel, either m
not distort the rectilinear motion of the model as it separa
from the sabot or else it must impart prescribed oscillatio
to the model.

We developed a new method for imparting an angu

FIG. 1. Sketch of the construction of an explosion-propelled projectile w
head diameter half the base diameter: a — body of a composite material,
b — brass insert.
2 © 1999 American Institute of Physics
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velocity ~oscillations! to a model fired from a barrel.2 An
impulse acts on the model in a transverse direction while
model is still in the sabot. According to the diagram in F
2, in the separation process, the sabot imparts an impuls
transverse oscillations to the model, which has been acc
ated in the axial direction. The apparatus for imparting
gular momentum to the projectile is shown in Fig. 2. He
the following are shown: the barrela, a static magnetic field
generatorb mounted on the barrel, and the accelerated ob
c placed inside the sabotd. An induction circuite and an
electric detonatorf, which form a closed circuit, are placed
the sabot. A recessg in the sabotd is cut in the axial direc-
tion. The positionsA, B, andC indicate the position of the
accelerated body and the sabot in the initial position (A),
during flight through the magnetic field (B), and at separa
tion from the sabot (C).

The apparatus functions as follows. The sabot and mo
acquire a longitudinal acceleration in the barrel. Leaving
barrel, the assembly of the model in the sabot enters a m
netic field generated by the inductorb. A current propor-
tional to the gradient of the magnetic field intensity is i
duced in a small closed circuit~coil! in the back part of the
sabot. The induced current triggers the electric detona
The triggering of the detonator ejects the detonator from
sabot, imparting an impulse to the latter. The model in a
sabot acquires an impulse of angular rotation when it se
rates from the sabot. The value of the angular impulse
pends on the distance between the centers of mass o
model–sabot assembly and the detonator, on the energ
quired to trigger the detonator, and on the cut in the sa
The angular momentum imparted to the body can be va
over a substantial range by varying the depth of the long
dinal cut.

In view of the complexity of the shapes of typic
explosion-propelled projectiles, the method described ab
must be used for trajectory experiments in a prescribed ra
of angles of attack. In setting these angles for explosi
propelled models, it is essential to be able to impart to th
a controlled impulse in a direction normal to the trajecto
~variation of the total amplitude of the oscillations!. In addi-
tion, it is desirable to estimate the magnitude of the adm
sible perturbing impulse arising during the formation of
real explosion-propelled object, such that the projectile
mains within the limits of stability. This will be observe
when the angle of attack corresponding to instability
e
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reached. By following this procedure one can check the
ceptable asymmetry of the impulse propelling the projec
in the sense of imparting stable transverse oscillations.
description of the method given in Ref. 2 contains the f
mulas required to estimate the impulse perturbing the bo
The effect of the asymmetry of a real explosion-propel
object on the motion of the object can be checked qual
tively. If the angular oscillations of an asymmetric model a
qualitatively similar to the observed oscillations of an ae
dynamically symmetric stable model, this level of asymm
try is taken as admissible.

INTERFEROMETRIC INVESTIGATION OF THE FLOW FIELD

Using the experience in interferometric investigations
supersonic separated flows, we used an interferomete
study the characteristic features of the flow field around
pervelocity elements.3 After interpreting the axisymmetric
interferograms, we analyzed the radial density distributio
in a lateral section of the model above the stabilizing fin a
behind the bottom of the model~Fig. 3!.

There exists an optical scheme for a shearing gra
interferometer modified for double-frame photography.4 We
used single-channel photography without separating the l
into two beams at the entrance and exit of the apparatus
so doing it was possible to use less sensitive photogra
film and to place a more compact diffuser into the illumin
tion part, which increased the quality of the interferogram

To interpret the density field of the flow around our o
jects, taking account of the construction of the interfero
eter, we chose a reference field which consisted of;60
straight equidistant fringes perpendicular to the trajecto
The working field in the direction of flight was;200 mm. A
prescribed phase of flow in the field of the apparatus w
recorded by means of an autonomous, laser-controlled
chronizer. We note some details of the analysis of the in
ferograms which are associated with the conditions in
ordinary ballistic experiment. We used the method of Ref
to obtain the density distributions. We had to enumerate
fringes at a transition through shock waves because of
sharp break in the fringes and the impossibility of traci
fringes.

Using the algorithm described in Ref. 5, first we esta
lished the number of a fringe behind the bow wave. Th
the same algorithm was used to establish a correspond
-

-

c-

-

FIG. 2. Scheme of apparatus for im
parting oscillations to the model in
the pitch plane: phaseA — sabot to-
gether with the model exits the bar
rel; phaseB — sabot together with
the model crosses a magnetic indu
tor b; phaseC — the model exits the
barrel and obtains an impulse for an
gular oscillations~the detonator im-
parts an impulse to the sabot!.
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on the inner wave. By comparing the results of the ident
cation of the fringes in neighboring sections we were able
to check the reliability of the enumeration of the fringe
Next, the Schardin zone method in its simplest formulat
was used to interpret the density distributions. The sec
investigated was divided into ring-shaped zones. The w
of the zones was assumed to be proportional to the bunc
of the fringes. The density of zones was higher in the regi
of rapid radial variation of the density and vice versa. T
approach to separation into ring-shaped zones decrease
approximation error.

Just as in Schardin’s work,6 the refractive index~gas
density! was assumed to be constant in each zone. The
fractive index in the outer zone was calculated at the fi
step. The result was used to calculate the refractive inde
the next zone, and so on. The gas density was related to
refractive index by the linear Gladstone–Dale relation wit
constant depending on the molecular composition of
working gas. The density profiles established for t
explosion-propelled models will be demonstrated in the d
cussion of the results at the end of this paper.

ANALYSIS OF TRAJECTORY DATA

Because of the large diversity of shapes and flight c
ditions of explosion-propelled projectiles, at the first step
the experimental investigation it is desirable to use a sim
fied approach to the analysis of the data from the trajec
investigation. The basic equations of the longitudinal a
transverse accelerations of the center of gravity of the mo
under the action of aerodynamic forces and the equatio
the angular oscillation~the angle of pitching! have the form7

Ẍ52~Cx cosQ1Cy sinQ!~rS/2m!V2,

Ÿ5~Cy cosQ2Cx sinQ!~rS/2m!V2,

ü52Cm~rS/2m!r 22LV2. ~1!

Let us consider Fig. 4, where, just as in Eqs.~1!, Cx ,
Cy , andCm are the static aerodynamic coefficients,m is the
mass of the model,S is the area of the midsection,r is the air

FIG. 3. Interferogram of flow around a teardrop-shaped explosion-prope
model. The interferogram was recorded at laboratory pressure and tem
ture and Mach number 4.28. The optical arrangement of the interferom
and the auxiliary devices are described in Ref. 4.
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density,V is the velocity,a is the angle of attack,u is the
pitch angle,Q is the angle of inclination of the trajectory,r
is the transverse radius of gyration,X andY are the coordi-
nates of the center of gravity of the model,t is the time, and
an overdot signifies differentiation with respect to time.

Introducing, as is usually done, the ballistic coefficie
k5rS/2m and the coefficient of the radius of gyratio
b5L/r 2, we can rewrite the system~1! in a different form.
First, it is helpful to make the following assumptions in th
trajectory measurements. They follow from the initial cond
tions of the experiment and physical considerations conc
ing the ratios of the longitudinal and transverse acceleratio
We produced oscillations of our models in the vertical pla

XY ~Fig. 4! V2;(Ẋ)2, Ẏ2!Ẋ2, andŸ!Ẍ. Then the simpli-
fied system of equations — the dynamical equations of p
nar motion of the center of gravity and oscillations under
action of the aerodynamic moment — assume the form

Ẍ52kCx~Ẋ!2, Ÿ5kCy~Ẋ!2, ü52kbCm~Ẋ!2.
~2!

Under these assumptions each coefficientCx , Cy , and
Cm can be determined from its equation independently.

Direct double differentiation of the tabulated function
X(t), Y(t), and u(t) constructed from data obtained from
measurements performed on the photographs leads to
errors in the computed values ofCx , Cy , andCm if appro-
priate measures to smooth the initial data are not taken.7

The aerodynamic coefficientsCx(t), Cy(t), and Cm(t)
are obtained in the course of the numerical solution of E
~2!. Since the dependence of the angleu(t), actually the
angle of attack, is known, taking account of physical cons
erations concerning the behavior ofCx(a), Cy(a), and
Cm(a) the corresponding polynomial dependences of th
coefficients can be constructed by comparing the tables. A
rule, a biquadratic dependence on the angle of attack is u
for Cx(a), which is an even function, and polynomials wi
a cubic term are used forCy(a) andCm(a), which are odd
functions. We note that for large angles of attack the fu
tions Cx(a), Cy(a), andCm(a) are found less reliably be
cause of their nonlinearity.

PRINCIPLES OF NUMERICAL SIMULATION

Because of the complicated composite shapes typica
explosion-propelled projectiles, numerical simulations ch

d
ra-

ter

FIG. 4. Diagram of the forces and moment acting on the model underg
planar oscillatory motion in a coordinate system tied to the model.
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FIG. 5. Radial density profiles in sections of a
explosion-propelled model~teardrop shape; Fig. 3!:
a — in sections above the lateral surface in front
the jump from the stabilizing fin, b — in section
above the stabilizing fin, c — in the section of th
bottom region, d — axial section of the model wit
the positions of the analyzed sections shown.
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acteristically yield more information on the thermodynam
parameters of the flow around them than do experime
investigations. Numerical simulation certainly permits d
tailed variation of the gasdynamic similarity criteria, prim
rily the geometry of the components and the Mach numb
We know of an entire hierarchy of mathematical models
different levels of complexity, which has to do with the d
mension of the problem and the reproducibility of the hyp
sonic features of flow in application to the indicated bodie3

A numerical calculation of the three-dimensional flo
around compound shapes of bodies which are typical
explosion-propelled objects was developed on the basis
simplified mathematical procedure. It includes combining
well-known Newtonian approach and a method for calcu
ing a potential flow. The procedure uses the experime
data. This very simple mathematical model makes it poss
to estimate the aerodynamic coefficients of an axisymme
body ~as well as bodies deviating from symmetry! moving
with moderate angles of attack. The corresponding numer
procedure was inserted in the subroutine describing
plano-oscillatory motion of a body along a trajectory. Th
made it possible to compare with experimental data.

The computational procedure developed was checke
comparing with ballistic experimental data and the results
test calculations. A comparison was performed along
contour of the bow shock wave and other waves near
model. The aerodynamic drag established in tunnel and
listic experiments was compared with the computed value
this parameter. Satisfactory agreement was found for all
rameters compared.
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EXPERIMENTAL RESULTS

The brief discussion of methods for investigating t
flow around and motion of hypervelocity objects~explosion-
propelled projectiles! gives a basis for demonstrating a num
ber of typical results concerning the flow parameters and
aerodynamic characteristics. The data were obtained for
jects withL/D51.8–2, differing by the shape of the gener
trix of the body and by the aspect ratio. All models had
axisymmetric shape, and the center of gravity was shif
toward the nose by construction~Fig. 1!. Figure 5 shows the
radial density profiles around a teardrop-shaped project
The distributions are characteristic for supersonic fl
around a bluff body. The density profiles in front of the fi
~1–5! in Fig. 5 show the appearance of a stand-off sho
The density profiles above the fin show a strong den
jump in the stabilizing shock wave. The last plot~Fig. 5c!
demonstrates the density distribution in a transverse sec
of the bottom region. The plot contains a strong density ju
on the radius where the section meets the inner shock w

Let us summarize the experimental results concern
the aerodynamic characteristics.

1. A teardrop-shaped projectile with a diameter of t
head part close to the fin andL/D51.83 showed a low mar-
gin of stability. The center of gravity of the model wa
shifted by construction toxc.g/L50.45 from the nose piece
To make the body more stable, a conical stabilizer must
placed farther from the center of gravity of the projectile f
any ratioL/D of the latter~Fig. 3!. The aerodynamic drag o
the model wasCx50.97 in the range of anglesa5024°.
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This is 7% higher than for a sphere under the same co
tions because of the nonzero angles of attack of the mo
The Mach number was 4.35.

2. A compound conical model of a projectile with a thi
ner nose piece had a lower aerodynamic drag. The cent
gravity was located at a distancexc.g/L50.68 from the nose
piece. Thus, the margin of stability was small, and the mo
had a small ballistic coefficient and, correspondingly, la
spatial deviations in flight. The drag for angles of atta
a5022° wasCx50.60. The Mach number was 4.7.

3. The center of gravity of a model with a compoun
shape with a spherical blunt nose with diameter half tha
the fin, an inverted cone, and an expanded conical stabil
is located atxc.g/L50.63. The step near the bottom sectio
whose diameter was 13% greater than that of the cone,
an additional stabilizing effect~Fig. 6!.

The drag for average oscillations of the angle of atta
near 2° wasCx50.57. The Mach number was 4.08. The da
obtained for this model withL/D51.93 show that among th
shapes investigated it is the best one with respect to both
aerodynamic drag and the longitudinal stability at moder
angles of attack. The data presented are collected togeth
Table I.

CONCLUSIONS

The main region of analysis of the density field of o
objects are the separation zone, formed above the lateral
face in front and behind the fin, and the bottom region. T
density distributions near and above the stabilizing fin

FIG. 6. Direct shadow pattern of an explosion-propelled model in flight w
Mach number 4.08. In flight the model is stabilized mainly by the prese
of the conical fin and by a shift of the center of gravity toward the no
~Fig. 1!.

TABLE I.

Model Mach number Aspect ratio Centering Angle of attack Dr
No. M L/D xc.g /L a, deg

1 4.35 1.83 0.45 0–4 0.97
2 4.70 1.77 0.68 0–2 0.60
3 4.08 1.93 0.63 0–2 0.57
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important for understanding the process stabilizing the fli
of an explosion-propelled projectile. Estimating the dens
jump in the wave from the fin quantitatively, the investigat
determines whether or not the angle of and the arrangem
of the fin are adequate for obtaining the required restor
force. Low values of the bottom density~pressure! for
explosion-propelled models are characteristic for any con
shapes at Mach numbers 4–5.

It is impossible to perform a numerical calculation of th
flow around a model in a simplified formulation withou
knowing the boundaries and sizes of the separated for
tions and the corresponding shock-wave structure. In tu
the experimental values of the average density~proportional
to the pressure! around and near the body serve as a check
the validity of the assumptions made in the calculations.

It is helpful to present a brief conclusion about the ae
dynamics of three shapes of explosion-propelled projecti
The teardrop-shaped model, studied in greatest detail, c
acteristically has a low margin of stability~with a large shift
of the center of gravity toward the nose! and an impressive
aerodynamic resistanceCx;1. For a model with a head par
with a smaller diameter and with an extended stabilizer,
drag wasCx50.60. However, the stability was low becau
the center of gravity was not located near the nose.
explosion-propelled model with a step on the fin in front
the bottom withxc.g/L50.63 showed simultaneously goo
stabilizing properties and acceptable drag. This made
shape the best among the models investigated.

It is of interest to check~in order to optimize the projec
tiles! the effect of replacing the fin by a slotted star-shap
fin on the stability and drag. How will this effect the densi
profiles behind it? Because the effective surface area
smaller, the total contribution of a slotted fin to the wa
resistance will be smaller. The bottom pressure should
higher and the bottom resistance correspondingly lower t
for a solid fin. This is due to the air flow through the slo
However, a star-shaped stabilizer gives rise to the dange
sharp wave configurations appearing. Their effect on aero
namics is not obvious. Analysis of the wave structure o
star-shaped stabilizer using the experimentally obtained
tical pictures is helpful for developing an effective engine
ing method for calculating the flow around a projectile.
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Some effects of the electrostatic interaction of water drops in the atmosphere
B. A. Saranin
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The electric field at the surface of two conducting spherical charged particles and their
interaction force are calculated. It is shown that as particles carrying like charge approach each
other, the force changes sign and becomes attractive. The case where the charge on each
particle varies as the square of its radius is an exception~repulsion at any distance between the
particles!. Self-similar asymptotic solutions for the interaction force and energy are found
for particles of identical size. For a pair of charged water drops falling simultaneously in the
atmosphere, a numerical simulation shows that a drop formed by coalescence of the pair
may be subject to the Rayleigh instability. ©1999 American Institute of Physics.
@S1063-7842~99!00312-8#
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INTRODUCTION

The interaction of water drops in the atmosphere ha
decisive effect in the formation of precipitation, thunde
storms, and other atmospheric phenomena. A comprehen
study of this interaction is therefore appropriate. The we
known phenomena involving drops include, for examp
electrification, coalescence, fragmentation, and corona
charges. It is important to know the role of particular facto
in the development of a phenomenon. It is obvious that
electric field at the surface of drops and the electric for
acting on the drops are important factors that influence
course of the processes involving drops. Therefore it is n
essary to develop efficient methods for calculating these
rameters to a high degree of accuracy.

In the often cited paper by Davis1 ~see also Refs. 2–4! a
method was proposed and implemented for calculating
electric fields at the surfaces of two spherical charged p
ticles in a uniform external field and the electrical interacti
force between them. The computational method in Ref.
quite cumbersome and the results are hard to reproduc
the present paper a simpler method is proposed for calc
ing the electric fields and interaction force without taking t
external field into account.

DERIVATION OF RELATIONS FOR CALCULATING THE
ELECTRIC FIELD AND INTERACTION FORCE

Let us consider two conducting spheres with radiiR1

andR2, separated by a distancel and possessing chargesq1

and q2. As a result of electrostatic induction, the charge
the first sphere creates in the second sphere an electric im
Q11, which in turn is a source of a secondary imageq12 in
the first sphere~Fig. 1!. Thus the electric field at the pointA
is produced by an infinite number of charges — the ima
charges formed in the two spheres. If only the first spher
charged, then the field at pointA can be represented in th
form
1401063-7842/99/44(12)/6/$15.00
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EA15kS (
n51

`
q1n

r 1n
2

2 (
n51

`
Q1n

R1n
2 D , k51/4p«0 . ~1!

Using the results of Ref. 5, we can write

q1n5q1

g sinhb

sinhnb@g1sinh~n21!b/sinhnb#
,

Q1n52q1

g sinhb

r ~11g!sinhnb
,

r 1n5
1

11g
2r 1

rg

g1sinh~n21!b/sinhnb
, ~2!

R1n5r 2
1

11g
2

rg@g1sinh~n21!b/sinhnb

11g212g coshb
. ~3!

Here r 5 l /(R11R2), g5R2 /R1, and the parameterb is re-
lated with the distance between the centers of the sphere

coshb5
r 2~11g!22~11g2!

2g
. ~4!

FIG. 1. Relative arrangement of charged drops and the coordinate sys
7 © 1999 American Institute of Physics
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Now let the first sphere be uncharged,q150, and the let
the second sphere carry a chargeq2. Then we have, simi-
larly, for the electric field at pointA

EA25kS 2 (
n51

`
q2n

r 2n
2

1 (
n51

`
Q2n

R2n
2 D , ~5!

q2n5q2

sinhb

sinhnb@11g1sinh~n21!b/sinhnb#
,

Q2n52q2

sinhb

r ~11g!sinhnb
, ~6!

r 2n52
1

11g
1

r

11g sinh~n21!b/sinhnb
,

R2n5
1

11g
2

r @11g sinh~n21!b/sinhnb

11g212g coshb
. ~7!

If both spheres possess nonzero charge, the field at p
A is

EA5EA11EA25
kq1

R1
2

K1 . ~8!

The field at pointB ~Fig. 1! can be calculated using th
same formulas as at pointA but with the substitutions
a→1/a (a[q2 /q1), g→1/g and, correspondingly, it is
given by

EB5
kq2

R2
2

K2 . ~9!

The quantitiesK1 andK2 defined in this manner are esse
tially the enhancement factors of the self-field of ea
sphere.

To find the force acting on each sphere, we first wr
their interaction energy in the form6

W5
1

2
~q1

2 s1112q1q2 s121q2
2 s22!.

Heres11, s12, ands22 are potential coefficients. However,
is more convenient to use capacitance coefficients, since
expressions for them are well known. Then, the interact
energy in dimensionless form will be

W5
~11g!

2a Fa2c1122ac121c22

c11c222c12
2 G . ~10!

The energy is expressed in units ofkuq1q2u/(R11R2),
and the capacitance coefficients are expressed in unit
R1 /k. The expressions forc11, c12, andc22 in the units cho-
sen can be written as6

c115g sinhb (
n51

`

@g sinhnb1sinh~n21!b#21,

c1252
g sinhb

r ~11g! (
n51

`

~sinhnb!21,
int

he
n

of

c225g sinhb (
n51

`

@sinhnb1g sinh~n21!b#21. ~11!

An expression for the force can be obtained by differe
tiating Eq. ~10! with respect to the distancel between the
centers of the spheres. In the unitskuq1q2u/(R11R2)2 it can
be represented as

Fr52
]W

]r
52

r ~11g!3

2ag sinhb E; ~ci k ,ci k8 !; i ,k51,2.

~12!

Here *; denotes the derivative with respect tob of the ex-
pression appearing in brackets in Eq.~10!. The derivatives of
the capacitance coefficients with respect tob, (cik8 ), appear-
ing in *; can likewise be easily obtained. Like*;, they are
too complicated to be written out here.

The dimensionless force and the enhancement factor
the field at the surface of each sphere were calculated o
computer using the formulas derived above. For this,
terms in the sums were expressed in terms of the param
z5e2b @once again,b is determined by relation~4!#. The
calculation of the sums was terminated when the paramez
reached machine zero, i.e., 10238 in standard precision, while
the calculations done to check the results were performe
the double precision, down to 10280.

COMPUTATIONAL RESULTS FOR THE ELECTRIC FIELDS
AND FORCE

Two cases of the interaction of charged conduct
spheres of different sizes are often encountered in theory
practice, and these were examined in greatest detail!
spheres with equal potentials relative to infinity, and!
spheres with charges that vary as the square of their ra
The case of spheres with equal potentials relative to infin
means thatq1 /q25R2 /R1, i.e.,a5g. This case can occur if
before approaching each other, the spheres are charged
the same voltage source or the potentials are equalized
corona current. Then, as expected, the field enhancemen
tors at pointsA and B ~Fig. 2, curve1! increase monotoni-
cally from 0 to 1 as the distance between the centers of
spheres increases from 1 tò@here and below distances a
given in units of (R11R2)]. The field enhancement facto
for the larger sphere approaches 1 somewhat more rap
than that for the smaller sphere.

The situation is much more complicated for the intera
tion force. Fora5gÞ1 the force at close distances betwe
the spheres is attractive and grows without bound as
spheres approach one another. As the spheres move a
the force changes sign and becomes repulsive, reach
maximum, and then starts to decrease, and as the dist
between the spheres increases further, the field starts to
off nearly according to the Coulomb law. A typical plot o
the force as a function of distance between the centers o
spheres fora5g54.3 is shown in Fig. 3~curve3!; curve4
corresponds to a point charge and a sphere witha51; curve
1 corresponds to the Coulomb law. The coordinates of
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zero and maximum of the force vary as a function of t
quantityg(a) in the ranges 1<r 0<1.08 andr 0<r m<1.27,
respectively.

The case of identical spheresR15R2 or a5g51 is of
special interest. In this case, the problems of the field and
interaction force between the spheres become self-sim
Specifically, a calculation of the repulsive force between
spheres as a function of the distance between their cen
gives the curve2 in Fig. 3, and at close distances betwe
the spheres we have the asymptotic solutionFr50.615FK ,
whereFK is the force calculated in the Coulomb approxim
tion, i.e., for the case where the charges of the spheres

FIG. 2. Enhancement factors for the field at the surface of the particle~at
points A and B) versus the dimensionless distance between their cen
1 — a5g; 2,4 — a5g2, g52; 3,5 — a5g2, g54. The top curves
correspond to the larger particle.

FIG. 3. Curves of the dimensionless force acting on a particle versus
dimensionless distance between their centers.
e
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e
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assumed to be concentrated at their centers. The corresp
ing asymptotic solution for the energy givesW50.885WK .

If the charges of these spheres have different sig
a52g521, then as the spheres approach one anot
their interaction force increases without bound according
the asymptotic law

Fr52
4FK

S~ ln~2/s!11!2
, S5r 21, ~13!

which is established using the Euler–Maclaurin summat
formula

(
n51

` E; ~n!5E
1

`E; ~ t !dt1
1

2 S E;~1!1E; ~`! D
and then expanding the result in a Taylor series inb!1. The
interaction energy remains finite and approaches 2WK as the
spheres approach each other. A numerical calculation of
field at pointA ~B! showed that in the present case the b
havior of the field at the indicated point as a function of t
distance between spheres is described quite well~with an
error not exceeding 1%! for any S.0 (r .1) by Pick’s ap-
proximate formula7

E5
1

S
~112S1A~112S!218!. ~14!

We shall now discuss the computational results for
case where the ratio of the charges on the spheres equa
square of the ratio of their radii, i.e.,a5g2. This case can
occur in practice if the charges of the spheres arise as a r
of their inductive charging in an external electric field. As
well known,2 in this case the limiting charge on a sphere
radiusR is

q5caE0R2,

where ca is a constant factor that depends on the spec
charging mechanism andE0 is the external field.

In this case, in contrast to the first, the question of
interaction force between the spheres can be answered u
pectedly easily: It is repulsive for all distances between
spheres. For smallg&3 the repulsive force is close, eve
quantitatively, to the repulsive force fora5g51. However,
asg anda increase, the repulsive force approaches the C
lomb limit, i.e., for a5g2 a plot of the dependence of th
force on the distance between the centers of the sphere
ways falls between curves1 and2 in Fig. 3.

The field enhancement factors in the casea5g2 behave
as follows. At close distances between the spheres the
becomes stronger, so that the electric fields at the surfac
each sphere grow without bound as the spheres come c
to one another. In the process, the field at the surface of
smaller sphere~at point B in Fig. 1! is directed into the
sphere~for definiteness, we shall assume that both sphe
are positively charged!, i.e., it is negative, if the spheres ar
located sufficiently close to one another. The correspond
plots of the field enhancement factors as a function of
distance between the centers of the spheres are shown in
2: curve2 (g52, a54) and curve3 (g54, a516). The
field at the surface of the larger sphere~at pointA in Fig. 1!

s:

he



rs

of

ts
i

b

in
s
in

b

o
g-
i

lo

in
g
rc
rg
hi
t

ilit

ro
g
m
fo

e
g

th
oa
o

rg
en
e
ili

qual
n

s
the

bil-
the
a-
ps
low
all.
es
nly

hen
i-

nit
is

nd

ex-

ed

1410 Tech. Phys. 44 (12), December 1999 B. A. Saranin
is always directed away from it~curves4 and 5 in Fig. 2,
which also correspond tog52 and 4!. It is evident that asg
decreases to 1, the curves of the field enhancement facto
a function of the distance between the spheres approach
function E(r ) for the casea5g51.

We note that Davis1 solved the more general problem
determining the field at pointsA and B ~Fig. 1! and the in-
teraction force between the spheres. However, the resul
the numerical calculations of the electric fields and forces
Ref. 1 are valid only qualitatively. For example, in the a
sence of an external field, fora51, g51, and r 51.005,
according to Ref. 1 the dimensionless electric field at po
A andB has the valueEA556.06, which is almost four time
smaller than the value calculated in the present work us
Eqs. ~1!–~8! or Pick’s formula~14!: EA5200.7. Large dis-
crepancies also remain for other not-too-large distances
tween the spheres. These unsatisfactory results1 are probably
due to the insufficient accuracy of calculations of the sums
the series~in Ref. 1 summation was terminated if the ma
nitude of the terms in the series dropped below 0.1, while
the present work the summation was terminated be
10238).

INTERACTION OF CHARGED DROPS

Using the results obtained above, we shall now exam
certain nonstandard effects due to the interaction of char
drops in the atmosphere. Specifically, the attractive fo
arising as a result of the interaction of drops with like cha
can promote coalescence of the drops, as a result of w
the radius and charge of a drop increase. Let us assume
before coalescing, both drops satisfy the Rayleigh stab
condition

Qi
2[

kqi
2

16paSRi
3
,1, i 51,2,

whereaS is the surface tension of the drops.
Then there arises the question of whether the d

formed is Rayleigh-stable or falls in the parameter ran
where the spherical drop formed is in unstable equilibriu
To answer this question we write the Rayleigh parameter
the drop formed as

Q25
k~q11q2!2

16paS~R1
31R2

3!
5Q1

2 ~11a!2

11g3
.

Then the stability condition for the initial drops and th
instability condition of the resulting drop form the followin
system of inequalities:

Q1
2 ~11a!2

11g3
>1,

Q1
2a2

g3
,1, Q1,1. ~15!

As was shown above, in the general case the field at
surface of the drops increases strongly as the drops appr
each other, and this can result either in a Taylor instability
the drops8,9 or a corona or spark discharge. The discha
equalizes the potentials of the drops. But, for equal pot
tials, the fields on the near surfaces of the drops decreas
the drops approach each other, making the Taylor instab
as
the
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and the discharge unlikely. For this reason the case of e
drop potentialsa5g is of interest for answering the questio
posed. Settinga5g in Eq. ~15!, we obtain the inequalities

Q1
2~11g!

12g1g2
>1, Q1

2,g, Q1
2,1. ~16!

Satisfying this system, we shall find the following limit
for the ranges of variation of the parameters where
Rayleigh instability condition holds for the drop formed:

0.46<Q1
2,1; 0.5,g,2. ~17!

This parameter region is shown in Fig. 4.
To assess the possibility of the coalescence and insta

ity of drops under atmospheric conditions, let us examine
free fall of two nearly spherical drops. We write the equ
tions of motion of the drops, assuming that initially the dro
are quite close to each other and possess a negligibly
velocity relative to the air, and then they are set into free f
In this formulation of the problem, when the drop velociti
are low, the drag due to the air can be neglected, and o
gravity and electric forces need be taken into account. T
we have the following equations of motion, written in d
mensionless form, for the centers of mass of the drops:

d2r i

dt2
5 j6E

q
;

r12r2

r
, r 5ur12r2u; i 51,2, ~18!

j is a unit vector directed vertically downwards. Here the u
of length is the same as before, the unit of time
@ t#5A(R11R2)/g, and the quantity*q; is

;E
q
5

3kq1q2

4prg~R11R2!2R1
3 E; ~r !,

where*; was calculated according to Eq.~12!.
In the numerical integration of Eq.~18! in thex,y plane,

the initial velocities of the drops were assumed to be 0, a
their arrangement was varied.

The possibility that a charged drop is unstable in an
ternal electric field~produced by a neighboring drop! was
assessed according to the dimensionless number8,9

Ne5
kq2

16paSR3
1b

«0ES
2R

4
, ~19!

whereES is the external field at the surface of the drop.

FIG. 4. The parameter region in which the equilibrium of the drop form
by the coalescence of two smaller drops is Rayleigh unstable.



th

he

id
e

of
ed
r

th

g
ra
s
a
op
d

a
th

ed
te

ee

el
i

a
ylo
of

o

r
in

he
th

o

, for
n
n.

that
own
he

ed

e-
the
es,
sub-
ller
s an

as

in
rent
nges
the
eres
ase
be-

nd
the
nd
en
real
the
to

ble
rop
this

t-
ults

ble,
ty
een

1411Tech. Phys. 44 (12), December 1999 B. A. Saranin
The second term in this expression is responsible for
Taylor instability atq50, which in a uniform field occurs if8

«0E0
2R2

4aS
>0.052, ~20!

whereE0 is the external field at a large distance from t
drop.

At the onset of instability the drop is a prolate ellipso
with a ratio of semiaxeş 51.0. Therefore the field at th
surface of a drop~at the tip of the ellipsoid! is10

ES5
E0

nx~¸!
,

nx5
12e2

2e3
~ tanh21 e22e!, e5

1

¸
A12¸2. ~21!

Calculations ofnx with ¸51.9 give 1/nx55.45. Then
we have instead of Eq.~20! the condition

«0ES
2R

4aS
>1.54.

Therefore the coefficientb in Eq. ~19! can be taken as
b51/1.54. Then the possibility of instability of the surface
the drops as they approach one another can be assess
cording to the condition Ne>1.9 The value of the paramete
Ne was calculated at the pointsA, B, C, andD ~Fig. 1! in the
course of a numerical calculation of the coordinates of
falling drops.

The numerical simulation of two simultaneously fallin
drops showed that there does indeed exist a range of pa
eters where the condition Ne,1 is satisfied as the drop
approach one another, the drops coalesce, and after co
cence the Rayleigh instability condition holds for the dr
formed. Specifically, this is valid for drops with radii 0.2 an
0.18 mm and charges 0.04 and 0.36 nC.

Therefore the possible results of the interaction of a p
of drops with like charge in the atmosphere could be that
drops fly apart or coalesce with Rayleigh instability follow
by fragmentation of the resulting drop occurring. We no
that qualitatively all these interaction scenarios have b
observed experimentally.4

It is also of interest to examine the process of opposit
charged drops approaching one another in order to determ
which of two competing processes predominates: sp
breakdown between the drops or development of a Ta
instability of their surface~it is assumed that the charges
the drops satisfy the Rayleigh stability condition!. We note
that this question is a subject of discussion.11 For this, in the
course of the numerical calculation of the coordinates
drops with the same radii (g51) but opposite sign of the
charge (a521), the field at pointA ~B! and the paramete
Ne responsible for the Taylor instability were calculated
the falling regime. To judge the possibility of breakdown t
computed value of the electric field was compared with
spark-breakdown field, which was calculated as a function
the radius of the drops according to the formula12
e

ac-
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E* 527.2S 11
0.54

AR
D kV/cm,

where R is the radius of the drops in cm andE* is the
breakdown field in kV/cm.

This formula is valid for 0.27<S<1. The numerical ex-
periments showed that as drops approach one another
most of the drop spectrum, the Taylor-instability conditio
Ne>1 is satisfied before the spark-breakdown conditio
However, for relatively large drops (R*1 mm! cases were
observed in which the condition Ne,1 was satisfied for
EA.E* . For example, for drops withR15R251 mm and
q252q150.4 nC for r 51.75 the conditionEA.E* (E*
575 kV/cm! started to hold when Ne50.7. Considering the
approximate character of the investigation and the fact
Ne is close to 1, it can be assumed that spark breakd
between drops, if it is possible at all, is very unlikely, and t
dominant effect is Taylor instability of the drops.

CONCLUSIONS

The analytical and numerical investigations establish
the following.

1. The calculations of the electric field in the gap b
tween two charged conducting spheres showed that in
general case of spheres with different radii and like charg
as the spheres approach one another the field increases
stantially, and it changes sign on the surface of the sma
sphere. The case of spheres with the same potentials i
exception: In this case the field decreases to 0 invariantly
the spheres approach one another.

2. Calculations of the interaction force showed that
the general case of spheres with like charge and diffe
radii, as the spheres approach one another, the force cha
sign, becoming increasing with respect to the modulus of
attractive force. The case where the charges of the sph
vary as the squares of their radii is an exception: In this c
the force decreases invariantly with increasing distance
tween the spheres, remaining attractive.

3. In the self-similar case of spheres with equal radii a
charges of equal modulus, the asymptotic solutions for
interaction force and energy were found numerically a
analytically. Specifically, it was established that wh
spheres with like charge almost touch one another, the
interaction force is about 62% of the force calculated in
Coulomb approximation~when the charges are assumed
lie at the centers of the spheres!, and the energy is;89%.

4. It was shown that when two spherical, Rayleigh-sta
liquid drops carrying like charge coalesce, the resulting d
can be Rayleigh-unstable. The parameter range where
effect is possible was found.

5. Two simultaneously falling charged drops in the a
mosphere were simulated numerically. The possible res
of the falling and interaction were: 1! the drops fly apart, 2!
drops with like and unlike charge coalesce, 3! drops with like
charge coalesce and the resulting drop is Rayleigh-unsta
and 4! for large drops with unlike charge a Taylor instabili
of their surface predominates over spark breakdown betw
them.
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Formation of a shock wave in aerogel irradiated with a high-current pulsed electron
beam

B. A. Demidov, V. P. Efremov, M. V. Ivkin, I. A. Ivonin, V. A. Petrov, and V. E. Fortov

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
~Submitted September 11, 1998!
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The propagation of pressure jumps excited by a high-current pulsed electron beam in SiO2

aerogels with density ranging from 0.025 to 0.25 g/cm3 is investigated using a laser differential
interferometer and optical methods. Spallation on the back side of the aerogel targets is
observed and the velocity of the spallation fragments is measured. The expansion velocity of the
aerogel in the direction of the electron beam is determined. The parameters of the shock
adiabat are established in a wide range of aerogel porosities. The depth of the energy-deposition
zone of the electron beam is determined experimentally as a function of the aerogel
density in the range from 0.015 to 0.25 g/cm3. A model describing highly porous materials
which reflects the fractal properties of highly porous aerogels is developed on the basis of the
experimental data. Numerical calculations of the observed phenomena are performed.
© 1999 American Institute of Physics.@S1063-7842~99!00412-2#
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INTRODUCTION

The process proposed in Ref. 1 for the shock comp
sion of porous bodies makes it possible to obtain more c
plete information about the thermodynamic properties
matter and to investigate the equation of state of matter
region of the phase diagram that is not accessible by sh
loading of a continuous body. In Ref. 2 the results of inv
tigations of shock compression of porous metals are
scribed and a number of theoretical conclusions about
equation of state of porous materials are drawn. A mode
a porous material is also presented in Ref. 3, where sh
adiabats of a porous material which depend on the degre
porosity are presented. In Ref. 4 experimental results on
power-law dependence of the sound velocity on the poro
in highly porous metals are presented. This can be descr
using a fractal model with universal exponents that dep
on the structure of the materials.5,6

SiO2 aerogels are a unique porous material. They con
of transparent, fine-pore, dielectrics with cluster structu
low density, and small charge numberZ. The high transpar-
ency of the aerogels makes it possible to investigate exp
mentally, using optical methods, the process of dyna
compression of porous substances irradiated with a relat
tic pulsed electron beam. Interest in aerogels as a new c
of materials has increased strongly in the last few year
connection with improvements in the technology for fab
cating aerogels7 and new possible applications, for examp
as radiators for Cherenkov counters.8 The thermodynamics
of weakly ionized plasma produced by shock compress
has been studied using an SiO2 aerogel.9 In optics aerogels
are used to perform spectroscopic investigations of comp
organic molecules embedded in an aerogel matrix.10

In Refs. 11 and 12 an FE´R-7 slit-scan streak camera
used to investigate the dynamics of the interaction of a hi
current electron beam with SiO2 aerogels with different den
1411063-7842/99/44(12)/7/$15.00
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sities~0.03, 0.14, 0.36 g/cm3) and porosities. The dynamica
characteristics of aerogels in the energy-deposition zone
powerful electron beam are determined. A model describ
highly porous materials is developed on the basis of the
formation obtained about the unloading of aerogels in
energy-deposition zone of the electron beam and meas
energy-deposition profiles. A corresponding nonlinear s
consistent equation of state reflecting the thermodyna
characteristics of aerogels with porosity varying by a fac
of 10 is obtained. The percolation exponentg51.7 for a
softened aerogel in the energy-deposition zone of an elec
beam is found. This value corresponds to the low yie
point.6

The objective of the present work, in contrast to Refs.
and 12, is to investigate the thermodynamic parameter
aerogels with densityr50.02520.25 g/cm3 outside the
energy-deposition zone of a high-current pulsed elect
beam by measuring the parameters of a shock wave exc
by an electron beam in aerogel targets.

Spallation phenomena are also studied and the velo
of the spallation fragments of the aerogel are determi
under various experimental conditions. The depth of
energy-deposition zone of an electron beam is measured
wide range of aerogel densities~from 0.015 to 0.25 g/cm3).
A consistent model of the equation of state of aerogels
correctly describes the new experimental observations
constructed on the basis of the experimental data obtai
which includes measurements of the expansion velocity
the aerogels and the depth of the energy-deposition zon
the electron beam. To obtain maximum information in o
irradiation of an aerogel, an experimental arrangement c
to that proposed in Ref. 12 but differing by the addition o
laser differential interferometer, used in Ref. 13, was chos
Using the laser interferometer, the arrival time of the sho
wave, excited by the electron beam, at the back side of
3 © 1999 American Institute of Physics
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1414 Tech. Phys. 44 (12), December 1999 Demidov et al.
aerogel target was determined to a high degree of accur
In individual cases the laser interferometer made it p

sible to measure directly the velocity of the back surface
the target.

DESCRIPTION OF THE EXPERIMENT

The experimental arrangement for production of a sh
wave in an aerogel irradiated with a high-current pulsed e
tron beam ~electron energyU05290 keV, currentI 513
215 kA, current duration at half-heightt5150 ns, electron
beam diameterd512 mm! is displayed in Fig. 1. The exi
part of the Kal’mar accelerator,14 including the case1, an
exit transformer2, a dielectric spacer diaphragm3, and a
cathode4, was connected with a vacuum chamber5. The
electron beam6 passed through a 10-mm thick aluminum
foil 7 and struck the experimental aerogel sample8. A 10-
mm thick aluminum foil9 was glued to the back surface o
the aerogel. A lens12 directed the beam from an LGN-21
laser13 through a transparent vacuum window11 onto the
central part of the foil9, whence it was reflected, and th
mirror 14 directed the beam onto the laser differential int
ferometer15. The interference period of the LDI correspon
to 26 m/s. A metal tube10 with a 16-mm outer diamete
protected the laser interferometer from a parasitic light fla
arising when the electron beam interacts with the aerogel
striking the interferometer mirror, that can distort the indic
tions of the interferometer. In addition, the tube10 also func-
tioned as an acoustic decoupler, ensuring that the arrival
of the shock wave at the back surface of the aerogel sam
is measured correctly. The laser beams reflected from
mirror 16 struck the photocathode of a FE´U-84 photomulti-
plier, the signal from which was detected with an S1-75
cillograph.

The light flash due to the interaction of the electr
beam with the aerogel passed through a transparent vac
side window17 and a lens18 and struck a prismatic devic
19, which rotated the image of the energy-deposition zone
the electron beam by 90° in the horizontal and verti
planes. A lens20 focused the image on the vertical entran
slit 21 of an FÉR-7 streak camera, which ensured high li
earity of light transmission from the aerogel22. Sweeps of
0.75, 2.5, 7.5, and 25ms/cm with a 0.1-mm entrance sl

FIG. 1. Diagram of the experiment.
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were used in the experiments. A photoattachment23 re-
corded the image from the exit screen of the FE´R-7 streak
camera. Aerogel samples with density 0.015, 0.020, 0.0
0.16, and 0.25 g/cm3, thicknesses ranging from 5 to 34 mm
and dimensions larger than 25325 mm, right up to 53500
mm, were investigated. The aerogel samples were of h
quality and had good transparency~the pore size in the aero
gel was less than the wavelength of the light! and polished
walls.

The vacuum gap between the aluminum foil7 and the
aerogel sample8 was 5 mm for aerogels with different den
sity. In some experiments, to determine the depth of
energy-deposition zone more accurately, the aerogel sam
were placed flush against the aluminum foil7. The system of
lenses18 and 20 gave an optical reduction such that th
image of the aerogel sample and of the vacuum gap betw
the aerogel and the aluminum foil fit completely in the ve
tical direction, with room to spare, on the 10-mm high e
trance slit of the FE´R-7 streak camera. The optical spati
resolution, which was checked using a test object place
the region of the aerogel, made it possible to determine
depth of the energy-deposition zone with better than 1
accuracy.

The time-of-flight method was used to determine the
locity of the spalled particles. A tube10 was moved along
the axis of the apparatus away from the aerogel sample
fixed distance~5–50 mm!. The aluminum foil9 was trans-
ferred to the back side of the aerogel target onto the end
of the tube10. The moment when the aluminum foil reache
the spalled aerogel fragments was recorded with the la
interferometer15.

The experimental arrangement was changed for m
surements of the propagation velocity of a purely shock d
turbance in a low-density aerogel (r50.025 g/cm3), in
which the depth of the energy-deposition zone of the elect
beam is comparable to the dimensions of the aerogel sam
A 34350350 mm aerogel target was placed on a 60 mm
diameter and 3 mm thick aluminum disk, which served as
anode of the accelerator. A 10-mm thick aluminum foil was
glued to the back side of the target. When the electron be
struck the aluminum anode, a pressure jump appeared in
anode and reached the aerogel sample in a timet,1.0 ms
and propagated in the sample. The arrival time of the pr
sure jump at the back surface of the target and the velocit
the back surface were determined using the interferom
15.

EXPERIMENTAL RESULTS

Figure 2 shows a series of streak photographs, differ
by the FÉR-7 sweep rate and illustrating the dynamics of t
interaction of the electron beam with the aerogel and
propagation of the radiation front into the aerogel. All stre
photographs are for irradiation of ar50.25 g/cm3 aerogel
by an electron beam (I 515 kA, U05290 keV!. The dashed
line marks the thickness of the aerogel. The vertical arro
indicate the arrival time of the shock wave at the back s
face of the aerogel, measured with an interferometer. In
streak photographs (A–C), with the exception of the photo
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graphD in Fig. 2, the gap between the aluminum anode f
and the aerogel is 5 mm. For the photographD in Fig. 2 this
gap is zero. It is evident from Fig. 2 that the depth of t
energy-deposition zone of the electron beam in ar50.25
g/cm3 aerogel is 3 mm.

Streak photographs obtained with different FE´R-7 scan
duration make it possible to determine more accurately
expansion velocity of the aerosol toward the electron be
the expansion velocity of the anode aluminum foil, and
propagation velocity of the radiation front into the aerog
Analysis of the streak photographs 2A and 2B shows that the
expansion velocity of the aerogel toward the electron beam
5.75 km/s, and the expansion velocity of the aluminum foi
10–12 km/s. The streak photograph in Fig. 2C shows that the
propagation velocity of the radiation front into the aeroge
<500 m/s.

Analysis of similar streak photographs obtained for ae
gels with other densities and the same irradiation parame
showed that the depth of the energy deposition zone is
and 4 mm for 0.025 and 0.16 g/cm3 aerogels, and the expan
sion velocity of the aerogel toward the electron beam is
and 4.5 km/s, respectively. For 0.015 and 0.020 g/cm3 the
depth of the energy-deposition zone increased up to 22
19 mm.

The dependence of the arrival time of the shock wave
the back surface of the aerogel sample on the thickness o
sample is shown in Fig. 3. Here the crosses and circles

FIG. 2. Streak photographs of the interaction of an electron beam with
aerogel.
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t
he
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resent the experimental results for 0.16 and 0.25 g/cm3 aero-
gels, respectively. Ths slope angle of the straight lines dra
through the experimental points make it possible to estim
the average propagation velocity of the shock front in ae
gels with different density for the same electron-beam
rameters. As one can see from Fig. 2, these velocities are
and 500 m/s for 0.16 and 0.25 g/cm3 aerogels~curves2 and
1, respectively!.

As noted above, the propagation velocity of the press
jump in a low-density aerogel was determined by a differ
method. Figure 4 shows interferograms characterizing
propagation of a pressure jump in a 34-mm thick 0.0
g/cm3 aerogel in different operating regimes of the accele
tor. In the first case~Fig. 4A! the electron beam (I 515 kA,
U05290 keV! produced a bulge~spallation! on the back
surface of the anode disk, to which the aerogel sample
secured, and spallation on the back surface of the aeroge
the second case~Fig. 4B! (I 513 kA, U05290 keV! no such

n

FIG. 3. Arrival time of a shock wave at the free surface as a function of
thickness of the aerogel sample.

FIG. 4. Interferograms illustrating the propagation of a shock wave in
aerogel~100ms per division!. Shock wave excitation regime:A — strong,
B — weak.
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bulge was observed. As one can see from Fig. 4, in the
case the interference signal appeared in 270ms, which cor-
responds to a propagation velocity of the pressure ju
V5125 m/s. This velocity is much lower, 85 m/s, in th
second case. It follows from the interferograms in Fig.B
that the velocity of the back surface of the aerogel is 78 m

The shock waves excited by the electron beam prod
the spallation phenomena observed in the experiment. S
with a depth of 4 mm were recorded in 22.5 mm thick ae
gels (r50.15 g/cm3). Figure 5 shows an aerogel samp
(r50.16 g/cm3) irradiated with an electron beam (I 515
kA, U05290 keV!. The aerogel sample is located in a sp
cial holder, which prevented the sample from falling ap
after interacting with the beam. The aerogel is 30 mm thi
It is evident from Fig. 5 that the electron beam forms
approximately 4-mm deep crater.

The maximum velocity of the spallation fragments d
pends strongly on the thickness of the aerogel sample. Fi
6 shows such a dependence forr50.16 g/cm3 aerogel. As
the aerogel thickness increases, the spalled fragments
crease in size, forming classical spalled ‘‘plates’’ movi
with low velocities. Thin aerogel samples, whose thickn
is comparable to or less than the depth of the ener
deposition zone of the electron beam, fly apart with velo
ties of the order of the expansion velocity of aerogels tow
the electron beam. For a 20-mm thickr50.025 g/cm3 aero-
gel this velocity is 1.2 km/s. The spallation fragments a
much smaller than 1 mm.

DISCUSSION OF THE EXPERIMENTAL RESULTS

The measured depths of the energy-deposition zon
an electron beam (U05290 keV!, equal to 3, 4, 17, 19, and
22 mm in aerogels with densities 0.25, 0.16, 0.025, 0.0
and 0.015 g/cm3, respectively, confirm the results of Ref. 1
In Ref. 12 it was noted that for aerogel densitiesr,0.2
g/cm3 the effect of a volume electric charge must be tak

FIG. 5. Aerogel sample after the action of the electron beam.
st

p

s.
e
lls
-

-
t
.

-
re

in-

s
y-
i-
d

e

of

0,

n

into account. The electric potential in the energy-deposit
zone in this case becomes comparable to the initial energ
the electrons in the beam, decreasing the depth of the ene
deposition zone. Indeed, a 17-mm depth of the ener
deposition zone inr50.025 g/cm3 aerogel is much less tha
the classical depth, which is 30 mm. For ar50.015 g/cm3

aerogel this difference is even greater. The initial displa
ment of the radiation front into the aerogel~with velocity
U.500 m/s! as the aerogel undergoes unloading after ir
diation seems to occur with mass velocity, since the exc
electrons giving rise to the radiation cannot leave the ene
deposition zone. Subsequently, the radiation intensity
creases, which results in a visual stopping of the motion
the radiation front through the aerogel.

The measured expansion velocities of aerogels tow
the electron beam are higher than the velocities obtained
viously in the experiments of Ref. 12. This is explained
the fact that in the present experiments a more powerful e
tron beam with the parameters toI 515 kA, U05290 keV
than in Ref. 12, whereI 510 kA, U05270 keV, was used.

The back-side spall thickness inr50.25 g/cm3 aerogel,
equal to 4 mm, agrees quite well with the depth of t
energy-deposition zone. This is consistent with generally
cepted ideas.

The effect of a shock wave on a 0.16 g/cm3 aerogel is
illustrated well in Fig. 5, where it is evident that at least tw
successive back-side spalls, producing mainline cracks, h
occurred. The depth of the first spall corresponds to half
energy-deposition zone~or the first appearance of negativ
normal stresses!. The depth of the second spall is of the ord
of the depth of the energy-deposition zone, attesting to
smallness of the spallation stresses.

The isobar of the tangential stresses~boundary of the
turbidity zone!, forming a cup-shaped curve, is clearly se
in Fig. 5. Outside this boundary the tangential stresses
not exceed the yield point and the material remained tra

FIG. 6. Velocity of the spallation fragments as a function of the thicknes
the aerogel sample.
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parent. Tangential shears, accompanied by the formatio
cracks greater in size than the wavelength of visible lig
which caused the aerogel to become turbid, occurred in
the boundary. The decrease in the transverse size of the
bidity zone toward the back side of the aerogel, is explain
by the lateral unloading of the aerogel and by the damping
the shock wave as it propagates into the material.

It is interesting to note that even though the shock fr
cannot be resolved in the interferograms in Fig. 4 for
slow scan chosen, the velocity of the back surface can sti
measured because of the slowness of the decay of the a
tude of the shock wave after the passage of the front.

NUMERICAL SIMULATION

To determine the dynamical characteristics of aerog
and to compare with experiments, we performed numer
calculations of the interaction of an electron beam from
Kal’nar accelerator with aerogels, excitation of a press
pulse in an aerogel, formation and propagation of a sh
wave, as well as spallation phenomena.

Strong electric fields arise in an aerogel when it abso
an electron beam. These fields result in breakdown of
aerogel and leakage of charge out of the interior volume
the surface of the energy-deposition zone. These ele
fields can strongly distort the energy-deposition profile of
electrons.14 To determine correctly the effect of these fiel
on the formation of the energy-deposition zone, it is nec
sary to take account of the high-energy conductivity15 of
dielectrics, which appears when electronic radiation is
sorbed.

The high-energy conductivity in wide-gap dielectrics
due to the fact that when an electron cools down to the
ergy of the band gap, the energy losses decrease sharpl~by
a factor of 1000! because subsequent excitation of electro
from the band gap into the conduction band is impossib
The main cooling channel for electrons with such energie
interaction with optical phonons and with thermaliz
electrons.15 In strong electric fields, the heating of the ele
trons must be taken into account, and with compensatio
the heating and energy losses breakdown due to high-en
electrons occurs. The magnitude of this breakdown field
determined mainly by the energy of the optical electrons a
as a rule, is several orders of magnitude12,15 less than the
standard value of the breakdown voltage of thermalized e
trons.

As the electrons cool down further~to less than the en
ergy of optical phonons!, the interaction of the electrons wit
acoustic phonons and traps — lattice defects and impur
— becomes substantial. The energy losses once again
crease. For this reason, the contribution of these electron
the production of conductivity was neglected in our calcu
tions.

The specific energy deposition of the electron beam a
function of the Lagrangian absorption depth and the irrad
tion time was calculated in the diffusion approximation16

taking account of the quasistationary generation of elec
fields as well as the real current and voltage oscillogram
the Kal’mar accelerator and the dependence of the rang
of
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electrons as a function of their energy, taken from Ref. 1
The experimental results of the present work made

possible to refine the numerical estimate made in Ref. 12
the breakdown electric fieldEbr of high-energy electrons
which characterizes the band structure of the aerogel. T
the best agreement with the experimental results obtains
Ebr570280 kV/cm for aerogels with densityr50.015
20.03 g/cm2 ~Table I!.

A predictor–corrector Lagrangian method with secon
order accuracy18 and monotonization was used for numeric
simulation of the passage of pressure pulses through ma
The system of equations of hydrodynamics was solved
merically taking account of elastoplastic deformations. T
system was closed with the Mie–Gru¨neisen differential
equations of stateP(r,Q,P) of a porous medium with self-
consistent variation of the Gru¨neisen coefficient̂G& and the
bulk modulus^K& as a function of the porosityP5,6,11 and
with Mies’ yield condition.9 A power-law, percolation-
classical model of the coupling of dynamical characterist
of an aerogel with the characteristics of its foundation~fused
quartz19! was used:

$^K&, ^G&, ^s&, ^Y&,%5$Ki ,G i ,s i ,Yi%b
g,

b[
^r&
r i

, P[
12b

b
, ~1!

whereK, G, s, Y, andr are, respectively, the bulk modulus
the Grüneisen coefficient, the spallation stress, the yi
point, and the density; the brackets refer to a porous aero
and the indexi refers to the base.

In our experiments the internal energy of the aerog
~i.e., the specific energy deposition minus the work p
formed by the pressure forces! was of the order of the heat o
sublimation of its base. For this reason, in the calculatio
the system of equations was supplemented by the differe
equation of state of the gas phase.

The dependence of the thermodynamic coeffici
^G&5G ib

g in Eq. ~1! follows from the general formula for
the Grüneisen coefficient of heterogeneous materials20

^G&5mm

GmQm

Km

^K&
m jQj

, ~2!

where summation over repeated indicesm and j is implied.
Actually, a porous material can be regarded as a part

lar case of a heterogeneous material consisting of a base

TABLE I. Depth of the energy-deposition of the electron beam with t
electron energy and current density amplitudesU05290 keV andj 515
kA/cm2, respectively.

Aerogel Electron penetration depth
density R, mm
r, g/cm2 experiment calculation calculation without

electrification

0.25 3 3 3
0.16 4 4.5 5
0.025 17 17 30
0.02 19 18 38
0.115 22 20 51
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pores. In our case the weight fraction of the quartz bas
m i51, which immediately leads to the desired dependen

The percolation coefficientg depends on many factors
primarily on the type of interaction of the atoms.5,6 Thus, for
an isotropic interaction, manifested as a small shear mo
lus, g51.7. For a central interaction with the maximum po
sible shear moduluŝG&53/4̂ K&, the coefficientg54.4. In
Ref. 6 crossover from an isotropic to a central interact
was investigated and it was shown that the percolation c
ficient remains in the range 1.7–4.4.

It should be noted that the percolation coefficientg is
the only free parameter in the model under study. All oth
coefficients refer to the base of the porous material and,
rule, are known. In our case, the parameters for fused qu
were used in the numerical experiments.19 Since the shea
modulus approaches zero as the temperature increases
softening temperature, it is natural to take in the ener
deposition zone of a powerful electron beam a percola
coefficientg51.7, corresponding to the isotropic interactio
model. Indeed, numerical experiments showed best ag
ment with experimental results precisely for this choic1

But, heating was negligible behind the shock front whi
exited from the energy-deposition zone — only several t
of degrees andg was different from 1.7.

A linear temperature dependence of the coefficieng
was chosen in the calculation. The best agreement with
experimental results was obtained withg0.3.2 for heated
aerogel. Thus, in experiments on the generation of a pres
pulse inr50.025 g/cm3 aerogel using irradiation of an alu
minum plate placed flush against the aerogel~weak shock
excitation regime, Fig. 4B), the pressure pulse propagat

TABLE II. Unloading of a shock-loaded aerogel~impact of an Al plate
irradiated by an electron beam with current density amplitudej 0).

Current density Pulse emergence time Velocity of back
amplitude t, ms sideVT , m/s
j 0, kA/cm2 experiment calculation experiment calculatio

13 ~weak 400 360 78 60
regime!
15 ~strong 270 310 ••• 90
regime!
is
.
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only through the unheated aerogel. Forg053.2 the average
computed propagation velocitŷD& of the shock front
through a 34 mm thick aerogel was 95 m/s, and the ma
mum velocity of the back surface wasVT560 m/s, which is
close to the experimental results~Table II!. It is interesting to
note that, even though the shock front is not resolved w
the chosen slow sweep of the experimental interferogr
the velocity of the back surface still can be recorded beca
of the slowness of the decay of the shock amplitude after
passage of the front. This arose because the stiffness of
sharply different from that of the aerogel.

The same sharp difference of the dynamical characte
tics of an aerogel arises between the irradiated and unirr
ated parts of an aerogel in experiments on its direct irrad
tion. This is due to the change in the exponentg. In the
heated energy-deposition zoneg51.7, and the elastic modul
and sound velocity are much higher than in the unhea
zone with g353.2. This has the effect that the expansi
velocity V0 of the aerogel from the irradiated surface is al
higher than the velocityVT from the back surface. The com
putational results for these expansion velocities and
shock propagation timet in aerogels irradiated in a regim
with voltage amplitudeU05290 eV and current density
j 0515 kA/cm2 are presented in Table III. Comparing th
computational and experimental results in this table sho
that the self-consistent model presented above for the e
tion of state of highly porous materials is well-applicable
a wide range of porosities. The results presented in Table
and III also show that the computational model is suitable
describing aerogels under various conditions and with diff
ent load intensities.

CONCLUSIONS

The excitation of shock waves in SiO2 aerogels with
various densities ranging from 0.025 to 0.25 g/cm3 by a
high-current electron beam was investigated using opt
methods and laser interferometry. The evolution of the rad
tion from the energy-deposition zone and the expansion
the aerogel toward the electron beam were studied. The
locities of shock waves in aerogels with different densit
and the velocities of the spallation fragments were measu
A model of the equation of state of fine-pore materials, ta
ensity

ion
TABLE III. Unloading of an aerogel irradiated with an electron beam with electron energy and current d
amplitudesU05290 keV andj 0515 kA/cm2, respectively.

Aerogel Target Pulse emergence time Velocity of back Velocity of irradiated
density thickness t, ms sideVT , m/s sideVC , km/s
r, g/cm3 l, mm experiment calculation experiment calculation experiment calculat

0.25 5 526 6 ••• 200
11 15216 18 ••• 150 5.75 4

22.5 38240 38 ••• 130
0.16 5.5 ••• 4 500 300

7.5 ••• 10 240 250
11212 20 20 120 150 4.5 3

14.6 27 80 130
30 69272 70 ••• 80

0.025 20 ••• 10 1200 1200 2.5 2.5*

*The value is indicated at timet510 ms after irradiation starts.
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ing into account self-consistently the change in the poro
under compression, was proposed on the basis of thes
sults. In this model of a porous material the elastic and sh
moduli and the Gru¨neisen coefficient are power-law func
tions of the porosity. This is a reflection of the cluster stru
ture of the porous material.

The following differences from the conventional mode
~for example, Ya. B. Zel’dovich’s model3! are a consequenc
of this self-consistency. In the model proposed there is
uncertainty in the choice of the initial compression of high
porous aerogels~in the model of Ref. 3 the pores complete
collapse even under a negligible load!. The parameters~pres-
sure, density, porosity! of the point at which the type o
shock adiabat changes~from normal to anomalous! are de-
termined self-consistently. In addition, in the propos
model much greater heating of the material than in the mo
of Ref. 3 occurs behind the shock front; this is a conseque
of the impossibility of strong compression and complete c
lapse of the pores. This second difference was substa
even in the asymptotic limit of a strong load. The estima
made showed that the numerical value of the percola
coefficient of the proposed model~the exponent in the de
pendence of the elastic modulus on the porosity! is in agree-
ment with its theoretical value 1.7~provided that there are n
shear stresses!, while in the unheated aerogelg53.2.

We are sincerely grateful to the staff at the Institute
Catalysis ~Novosibirsk! for providing the aerogel sample
and to D. E. Filippenko for assisting in the work.
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Dispersing of a charged drop in an electrostatic field
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The characteristics of the breakup of a charged drop in a uniform electrostatic field are
calculated on the basis of Onsager’s principle of minimum dissipation of energy in nonequilibrium
processes. The ranges of the physical parameters where daughter droplets are emitted from
two tips and from one tip of an unstable parent drop and when emission is completely absent are
found. The dimensionless radii, charges, and specific charges of the daughter droplets are
determined. ©1999 American Institute of Physics.@S1063-7842~99!00512-7#
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INTRODUCTION

Dispersing of charged drops in an external electrost
field is of interest for various applications in technical phy
ics, scientific instrument building, geophysics, and chem
technology~see, for example, Ref. 1 and the literature cit
therein!. At present the breakup of a charged drop, which
unstable with respect to its own charge,2 and an uncharged
drop in a strong electrostatic field and unstable with resp
to the polarization charge,3,4 has been investigated quit
completely experimentally and theoretically. In both of the
situations the distribution of the surface charge of a drop
symmetric with respect to the equatorial plane perpendic
to the symmetry axis of a spheroid. For the problem of
breakup of a charged drop in a uniform external electrost
field, the symmetry in the charge distribution over the s
face of the drop is lost. The daughter droplets, detach
from the opposite tips of an unstable parent drop, will n
have different sizes and charges. The momentum carried
by the daughter droplets emitted from opposite tips of
parent drop will be different and, therefore, the parent d
will move in the direction of the external electric field, a
observed experimentally.5,6

The problem of calculating the characteristics of t
breakup of a charged drop in a uniform external electrost
field has almost not been studied theoretically. The pres
paper fills this lacuna.

1. Let a spherical drop of radiusR with surface tension
s, densityr, permittivity «, electrical conductivityl, and
chargeQ be placed in a uniform electrostatic field with in
tensityE. The drop extends alongE into a figure close to a
spheroid with eccentricitye.7 For sufficiently large electric
chargeQ or field E or both at the same time, the drop ca
suffer an instability with respect to the intrinsic surface a
polarization charges.

The characteristic equalization time due to the cond
tivity of the electric potential of a drop undergoing capilla
oscillations is determined by the Maxwellian relaxation tim
tq5«/(4pl). The characteristic growth time of an instab
ity of a drop with respect to the surface charge is determi
by the relationtu5@rR3/s$12W22w2/(16p)%#1/2 ~Ref. 8!.
In these expressionsw25E2R/(«s) is the Taylor parameter
1421063-7842/99/44(12)/5/$15.00
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characterizing the stability of a drop with respect to the p
larization charge, andW25Q2/(16ps«R3) is the Rayleigh
parameter, characterizing stability of a drop with respec
the electric charge.

If l is small and the characteristic instability grow
time tu is much shorter than the characteristic equalizat
time tq of the electric potential,tu!tq , then in the course
of an instability the drop can be assumed to be noncond
ing and the charge to be frozen in the surface. When su
drop becomes unstable with respect to the surface charg
breaks up into two equal daughter droplets, carrying ident
charges.9 However, if l is so large that the characterist
instability time tq of a drop with respect to the charge
much longer than the equalization timetu of the electric
potential of the surface of the drop,tq!tu , then the drop
can be assumed to be ideally conducting. In the anal
given below, this situation will be analyzed in greater deta

2. When a drop becomes unstable as a function of
chargeQ and external electric fieldE, highly dispersed,
strongly charged, daughter droplets are shed from one
both tips of the drop. We shall assume that after detach
from the parent drop each daughter droplet moves in the t
before emission of the next droplet to a large distance aw
from the parent drop and the electrostatic field of its cha
does not influence the characteristics of the next dro
emitted from the same tip.

Let us consider the detachment of thenth droplet from
one of the tips of the drop, which for definiteness we sh
call the first tip, and of thelth droplet from the second tip
We shall also take account of the fact that up to the runn
moment in timen21 emissions of daughter droplets fro
the first tip of the parent drop andl 21 emissions from the
second tip have occurred. As a result of the emission,
parent drop emits daughter droplets with chargesqi j !(Q
1ER2) and radiir i j !R ~the first index enumerates the tip
of the parent drop:i 51 for the droplet moving in the direc
tion of E after emission;i 52 for the droplet moving in the
direction opposite toE; the second indexj indicates the
number of the droplet in the emission process!. We shall
assume that the emission time of a daughter droplet is of
order of the period of the capillary oscillations of its fund
mental mode,;(r i j )

3/2. Therefore, in the time period durin
0 © 1999 American Institute of Physics
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which one large daughter droplet is shed from the second
k small droplets are shed from the first tip~wherek is the
integer part of the ratio (r 2l /r 1n)3/2). The daughter droplets
in the total electric field near the parent drop~we shall as-
sume the field to be quasiuniform on characteristic spa
scales comparable with the sizes of the daughter droplets! are
prolate spheroids with eccentricitiesei j ,2,7 which will be de-
termined below in an iterative procedure.

We shall assume that the dispersal process occurs at
stant temperature. Then, since the total charge and ma
the liquid phase are constant~we neglect the possible effec
of evaporation and condensation of the liquid!, it is not dif-
ficult to find the change in the potential energy of the syst
as a result of the next emission of a daughter droplet fro
tip of the parent drop as10

DUi j 54ps~Ri j
2 A~e!2Ri j 21

2 A~e!1r i j
2 A~ei j !!1qi j

2 B~ei j !

2r i j

1
B~e!

2Ri j
FQ2 (

j 51

n21

q1 j2(
j 51

l 21

q2i G2

2qi j

B~e!

Ri j

3FQ2 (
j 51

n21

q1 j2(
j 51

l 21

q2 j G2
B~e!

2Ri j 21

3FQ2 (
j 51

n21

q1 j2(
j 51

l 21

q2 j G2

1qi j

K~n i j !

Ri j

3FQ2 (
j 51

n21

q1 j2(
j 51

l 21

q2 j G1~21! i 11ERi j qi j V~n i j !;

A~ei j !5
1

2 S ~12ei j
2 !1/21

sin21 ei j

ei j
D ~12ee j

2 !21/6;

B~ei j !5
~12ei j

2 !1/3

ei j
tanh21~ei j !;

K~n i j !5
~12e2!1/3

e
tanh21S e

n i j
D ; n i j 5S 11

j i j

a2D 1/2

;

V~n i j !5
e~n i j 21!2n i j tanh21@e~n i j 21!~n i j 2e2!21#

~12e2!1/3~ tanh21e2e!
;

n~ i !5H n, if i 51,

l , if i 52;

Ri j 5S R32r i j
3 2 (

j 51

n21

r 1 j
3 2(

j 51

l 21

r 2 j
3 D 1/3

; ~1!

a is the major semiaxis of the parent drop;n i j is the distance
between the centers of the parent and daughter droplets,
sured in units of the major semiaxes of the parent drop;j i j

are the spheroidal coordinates of the daughter droplets a
moment they are shed from the parent drop.

The first term in Eq.~1! characterizes the change in th
surface energy of the system; the second term characte
the intrinsic electrostatic energy of the daughter droplet;
third and fourth terms characterize the intrinsic electrost
energy of the parent drop after an emission; the fifth term
p,

al

n-
of

a

ea-

he

es
e
ic
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the intrinsic electrostatic energy of the parent drop before
emission; the sixth term is the electrostatic interaction ene
between the charge of the daughter droplet and the intri
charge of the parent drop; the seventh term is the interac
energy between the daughter droplet and the polariza
charge of the parent drop.

Emission of daughter droplets will continue until th
Coulomb force detaching the daughter droplet is greater t
the Laplacian force 2psr i j* holding it back (r i j* is the radius
of the neck connecting the daughter droplet and the pa
drop!. Assuming that the intensity of the field at the point
detachment is determined by the field of the parent drop,
obtain the condition for the detachment of daughter drop
from different tips of the parent drop:

a i j Xi j ~12ei j
2 !1/6

8
<Yi j S w

~16p!1/2
1WD 2H F W

w~16p!21/21W

2 (
j 51

n21

Y1 j2(
j 51

l 21

Y2 j G C~n i j !

Hi j
2

1~21! i 11

3
w

w~16p!21/21W
T~n i j !J ;

T~n i j !512
tanh21~en i j

21!2en i j ~n i j
2 2e2!21

tanh21~e!2e
;

C~n i j !5
~12e2!2/3

~n i j
2 2e2!

;

Hi j 5S 12Xi j
3 2 (

j 51

n21

X1 j
3 2(

j 51

l 21

X2 j
3 D 1/3

;

a i j 5
r i j*

bi j
; Yi j 5

qi j

~Q1ER2!
; Xi j 5

r i j

R
; ~2!

Xi j and Yi j are the dimensionless radii and charges of
daughter droplets,bi j are the minor semiaxes of the daught
droplets; the first and second terms in braces characterize
intensity of the electric field produced by the intrinsic a
polarization charges of the parent drop near the daug
droplet.

We require that, on the basis of Onsager’s principle
minimum dissipation of energy in nonequilibrium process
the change in the potential energy be an extremum,
](DUi j )/]qi j 50 and](DUi j )/]r i j 50.10 This gives in addi-
tion to the two equations~2! four equations for the six un
knownsX1 j , Y1 j , n1 j , X2 j , Y2 j , andn2 j :

Yi j

B~ei j !

Xi j
1F W

w~16p!21/21W
2 (

j 51

n21

Y1 j2(
j 51

l 21

Y2 j G
3

@K~n i j !2B~e!#

Hi j
1(21)i 11

w

w~16p!21/21W

3Hi j V~n i j !50; ~3!
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Hi j

]Hi j

]Xi j
A~e!1Xi j A~ei j !2S w

~16p!1/2
1WD 2

Yi j
2 B~ei j !

Xi j
2

1S w

~16p!1/2
1WD F W

w~16p!21/21W
2 (

j 51

n21

Y1 j

2(
j 51

l 21

Y2 j G B~e!

Hi j
2

]Hi j

]Xi j
H Yi j 2F W

w~16p!21/21W

2 (
j 51

n21

Y1 j2(
j 51

l 21

Y2 j G J 22S w

~16p!1/2
1WD 2

3
Yi j K~n i j !

Hi j
2

]Hi j

]Xi j
F W

w~16p!21/21W
2 (

j 51

n21

Y1 j

2(
j 51

l 21

Y2 j G2~21! i 11
2w

~16p!1/2 S w

~16p!1/2
1WD

3
]Hi j

]Xi j
V~n i j !Yi j 50. ~4!

3. In the numerical analysis of the system~2!–~4!, the
parametera i j was assumed to be the same for droplets
tached from the first and second tips and independent of
number of a droplet in the emission process, i.e.,a15a2

50.9.2

Six characteristic regions of existence of solutions of
system of equations~2!–~4! can be identified in the param
eter plane (W2, w2) for fixed values of other physical quan
tities. These regions are presented in Fig. 1.

Emission in the regionA1 occurs only from the first tip
of the parent drop. In the regionA2 emission occurs only
from the second tip. In the regionB the initial drop is stable.
In the regionsC, D1 , and D2 emission occurs from both
emission protuberances. In the regionsD1 andD2 the parent
drop emits daughter drops with the same sign from both t
In the regionC the daughter droplets emitted from the opp
site tips have different signs. The boundaries of the regi
presented were obtained as follows.

FIG. 1. Boundaries of the regions of values of the parametersW2 and w2

where the laws of emission of the daughter droplets are different (e250.7,
a15a250.9).
-
he

e
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The parametersw2,2.59 andW2 were chosen from the
region A1 where solutions for daughter droplets, detach
from the second tip of the parent drop do not exist. Solutio
of the system of three equations for the first tip in the fi
emission, i.e.,XII , YII , n II , were sought, keeping the Ray
leigh parameter fixed and decreasing the Taylor parame
At a certain finite value of the Taylor parameter the solutio
of the system~2!–~4! vanished, i.e., we reached the bounda
of the region. Thus, in the range ofW2 from 0 to 0.6 a curve
w2(W2) separating the regionsA1 andB was obtained. Next,
the parametersw2.2.59 andW2 were chosen from the re
gion C. The solutions of the system~2!–~4! for the first and
second tips of the parent drop in the first emission, i
X11, Y11, n11, X21, Y21, andn21, were sought. Once agai
the Rayleigh parameter was held fixed and the Taylor par
eter was decreased. At a certain value of the Taylor par
eter the solutionsX21, Y21, andn21 vanished. Thus, a func
tion w2(W2) separating the regionsC andA1 was obtained
in the range ofW2 from 0 to 0.255. Next, the paramete
W2>0.6 andw2 were chosen from the regionD1 . The so-
lutions of the system~2!–~4! for the first and second tips o
the parent drop in the first emission event, i.
X11, Y11, n11, X21, Y21, andn21, were found. The Rayleigh
parameter was held fixed and the Taylor parameter was
creased. At a certain value of the Taylor parameter the s
tions X21, Y21, n21 vanished. Finally, a functionw2(W2)
separating the regionsD1 and A1 was determined in the
range ofW2 from 0.6 to 2.

All regions for Q,0 were obtained by mapping the re
gions calculated forQ.0. This was done because whenQ is
replaced by2Q in the equations of the system~2!–~4! the
equations describing the solutions forX1 j , Y1 j , n1 j trans-
form into the equations determiningX2 j , Y2 j , n2 j , and vice
versa.

4a.Let the initial values of the parametersW2 andw2 lie
in the regionA1 or A2 . Then emission occurs only from
single emission protuberance: forQ.0 — from the first one
and forQ,0 — from the second one. In addition, dispers
in the regionsA1 andA2 occurs in a similar manner, with th
exception of the fact that in the regionA1 the daughter drop-
lets have positive charges and in the regionA2 they have
negative charges. In the emission process the Rayleigh
rameter for a drop decreases more rapidly than the Ta
parameter, and in the (W2, w2) diagram a drop can reach th
boundary of theA1 ~or A2) region. The direction of the sub
sequent realization of the process leading to the breaku
the parent drop depends on the value of the Taylor par
eter. Ifw2,2.59, then a drop in the plane (W2, w2) falls into
the regionB and emission stops completely. Ifw2.2.59,
then the drop falls into the regionC and emission occurs
from both emission protuberances. The computational res
for W250.4, w250.4 are presented in Fig. 2.

4b. If the initial values of the parametersW2 andw2 lie
in the regionD1 or D2 , then emission occurs from bot
emission protuberances. The charges of the daughter dro
shed from the first and second tips have the same sign
different magnitudes. In the emission process the Rayle
parameter decreases and the drop moves from the regioD1

into the regionA1 ~or from the regionD2 into the region
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A2), after which the process described in paragraph4a oc-
curs. The situation with the initial values of the paramet
W2 andw2 from regionD1 is illustrated in Figs. 3 and 4 fo
the initial values ofW251.2, w250.18. In thedetachment
time from the first to ninth daughter droplets from the seco
tip, 8, 8, 9, 9, 9, 10, 10, 11, and 12 droplets are shed, res
tively, from the first tip. Then in the plane (W2, w2) the
drops fall into the regionA1 and emission continues onl
from the first tip of the parent drop. Then in the pla
(W2, w2) the drop moves into the regionB and emission
stops.

4c. If the initial values of the parametersW2 andw2 lie
in the regionC, emission occurs from both emission prot
berances, and the charges of the daughter droplets deta
from the first and second tips of the parent drop have dif
ent signs and magnitudes. The results of the numerical
culations withW250.0025 andw252.7 from the regionC
are illustrated in Figs. 5 and 6. At the start of the emiss
process, in the time that one daughter droplet detaches
the second tip, three droplets detach from the first tip. Th
in the time one daughter droplet detaches from the sec
tip, two or three daughter droplets detach from the first tip
addition, in the time two droplets detach from the first
and one detaches from the second tip the Rayleigh param
increases, and in the time three droplets detach from the

FIG. 2. Dimensionless quantities as a function of the order numbern of a
droplet: 1 — radii X1 ; 2 — chargesY1 ; 3 — specific chargesZ1 for
daughter droplets emitted from the first tip of the parent drop;4 — Rayleigh
parameter for a parent drop. Initial values:w250.4, W250.4, Q.0,
e250.7, a150.9.

FIG. 3. Same as Fig. 2 for the initial valuesw250.18, W251.2, Q.0,
e250.7, a150.9.
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tip and one detaches from the second tip the Rayleigh
rameter decreases. This process corresponds to the firs
teau in Figs. 5 and 6. Next, after the Taylor parameter
decreased somewhat, the charges of the daughter dro
increase and a moment arrives when with two droplets
tached from the first tip and one from the second tip
Rayleigh parameter decreases. This corresponds to the
ond decrease of the Rayleigh parameter. In time one dro
detaches from the second tip, one or two droplets det
from the first tip. In addition, in the time one droplet d
taches from the second and first tips the Rayleigh param
increases, and in the time two droplets detach from the
and one detaches from the second tip the Rayleigh param
decreases. This process corresponds to the second plate
Figs. 5 and 6. As the Taylor parameter decreases further
charges increase and then, when one droplet detaches
the first and second tips the Rayleigh parameter decre
and reaches zero. Then in the plane (W2, w2) the drop falls
into the regionB and emission stops.

In concluding this section we note that the accumulat
of excess surface charge by an unstable drop terminate
the form of the emission of a series of highly disperse
strongly charged droplets, as illustrated in Figs. 2–6, wh
the parent drop in the range of values of the parame
(W2, w2) falls into the regionW in Fig. 1. In Figs. 3–6 it is

FIG. 4. Dimensionless quantities as a function of the order numberl of the
daughter droplet:3 — radii X2 ; s — chargesY2 , h — specific charges
Z2 for daughter droplets emitted from the second tip of the parent dr
1 — Rayleigh parameter for the parent drop. Initial values:w250.18,
W251.2, Q.0, e250.7, a250.9.

FIG. 5. Same as Fig. 2 with initial valuesw252.7, W250.0025,Q.0,
e250.7, a150.9.
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interesting that the sizes, charges, and number of daug
droplets emitted by the parent drop under different con
tions differ from one another substantially. This differen
was previously noted by comparing two very simple situ
tions: breakup of a strongly charged drop which is unsta
with respect to its own charge and breakup of an unchar
drop, which is unstable with respect to the induced charge
a strong external electrostatic field.4

The small-scale structure of the curves in Figs. 5 and
due to the fact that the charges of the daughter droplets e
ted from opposite tips of the parent drop differ in sign a
magnitude. This results in oscillations of the residual intr
sic charge of the drop and therefore oscillations of the ch
acteristics of the emitted daughter droplets.

FIG. 6. Dimensionless quantities as a function of the order parameterl: 1 —
radii X2 ; 2 — absolute chargesuY2u; 3 — absolute specific chargesuZ2u for
daughter droplets emitted from the second tip of the parent drop;4 —
Rayleigh parameter for the parent drop. Initial values:w252.7,
W250.0025,Q.0, e250.7, a150.9.
ter
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CONCLUSIONS

Depending on the external electrostatic fieldE and the
magnitude and sign of the intrinsic chargeQ of an electri-
cally conducting drop, the drop becomes unstable with
spect to the superposition of the intrinsic and induced surf
electric charge under different conditions with the emiss
of daughter droplets only from one tip of the drop parallel
antiparallel toE or from both tips. In the latter case the siz
and charges of the daughter droplets emitted from differ
tips of the parent drop are different, as a result of which
parent drop moves on account of the reactive effect. T
emission regimes can change continuously as a drop br
up.
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Hysteresis in the presence of electron–cyclotron resonance
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A method of determining the nonlinear interaction of microwaves with a magnetoactive low-
pressure plasma is presented. It is shown by solving simultaneously the problems of the
propagation of electromagnetic waves, the balance of charged particles, and the energy balance
that near a critical value of the constant magnetic induction the character of the interaction
of the wave and the plasma changes substantially: For magnetic fields above the critical field a
much stronger interaction is observed, for which the penetration depth of the incident
wave into the plasma increases. An investigation of the strong interaction regime showed the
existence of hysteresis, which is accompanied by an abrupt transition from one standing-
wave mode in plasma to another. It is shown that virtually complete absorption of the wave is
possible. ©1999 American Institute of Physics.@S1063-7842~99!00612-1#
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INTRODUCTION

The study of the nonlinear microwave–plasma inter
tion is of great importance for the problem of maintaining
electron-cyclotron plasma, used in ion sources which co
ponents of setups for depositing thin films and etching fil
during the fabrication of microcircuits. Methods for simula
ing rf discharges1–3 are not suitable for investigating micro
wave discharges because of the characteristic feature
such discharges, which are determined by the higher
quency of the electromagnetic fields. In addition, the qua
static approximation for the electromagnetic problem,
cluding the Poisson equation for the electric potential in
plasma, also is not suitable for modeling a microwave d
charge.

Although the differential equations determining th
propagation of electromagnetic waves in a magnetoac
plasma are well known,4,5 in a complex geometry problem
arise with the boundary conditions for the electromagne
fields because of the open nature of the problem for mic
waves. A well-known method of integral equations has be
developed for such open problems of scattering of elec
magnetic waves.6,7

In Refs. 8–12 integral-equation methods were used
describe the propagation of microwaves in a magnetoac
plasma. It was shown that it is important to take accoun
the change in the electrical parameters of the plasma ca
by the wave, and these methods were combined with m
ods for investigating rf discharges. In the present paper th
investigations are elaborated and refined.

FORMULATION OF THE PROBLEM

We consider first the solution of the electrodynam
problem of the propagation of an electromagnetic wave w
circular frequencyv in a space filled with dielectric bodie
and plasma. We shall assume the complex permittivity t
sors of the dielectric bodies«d(r ) and plasma«p(r ,t) to be
known. We shall consider the dielectric bodies to be nonu
1421063-7842/99/44(12)/6/$15.00
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form isotropic dielectric bodies,6,7 and the plasma to be
nonuniform anisotropic dielectric body. The fields are a
sumed to have a complex representation with time dep
denceej vt. An explicit time dependence of«p(r ,t) exists
only in the nonstationary case because of the time dep
dence of the electron density in plasma. It is assumed tha
characteristic time in which the plasma density varies
much longer than the characteristic time required to estab
a distribution of the electromagnetic field. For this reason
find the electromagnetic field it can be assumed that«p(r ,t)
~and the fields, potentials, and currents! is determined by the
instantaneous electron density in the plasma, while the
tribution of the electromagnetic field at the moment in tim
considered is the same as in the stationary case.

For a stationary plasma distribution the complex perm
tivity tensor of the plasma does not depend explicitly on
time.

a! Derivation of a three-dimensional integrodifferentia
equation of the electromagnetic problem.Let V be the vol-
ume of the dielectric bodies and plasma under study, and
Ei be the electric field of the incident wave. We represent
electromagnetic field in the plasma as a sum of the field
the incident wave and the scattered field due to the volu
polarization current with densityJ, which can be calculated
at the points of the dielectric bodies and at the points of
plasma according to the formulas

J~r ,t !5 j v@«d~r !2«0#•E~r ,t !, ~1!

J~r ,t !5 j v@«p~r ,t !2«0#•E~r ,t ! ~2!

in the dielectric and plasma, respectively. Here«0 is the
vacuum permittivity tensor, equal to the product of t
vacuum permittivity«0 and the unit matrix. Then

E~r ,t !5Ei~r !1Es~r ,t !, ~3!

where

Es~r ,t !52 j vA~r ,t !2¹w~r ,t !, ~4!
5 © 1999 American Institute of Physics
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A~r ,t !5
m0

4pEV
J~r 8,t !

e2 jkur2r8u

ur2r 8u
dv8, ~5!

w~r ,t !5
1

4p«0
E

V
r~r 8,t !

e2 jkur2r8u

ur2r 8u
dv8, ~6!

where k5vAm0«052p/l and l is the wavelength in
vacuum.

The electric charge density is related with the polari
tion current density in Eqs.~1!–~6! by the relation

¹•J~r ,t !52 j vr~r ,t !. ~7!

The equations~1! and ~2! with expressions~3!–~7! sub-
stituted into them form an integrodifferential equation for t
polarization current densityJ

J~r ,t !2s~r ,t !•S 2 j vA1
c2

j v
¹~¹•A! D5s~r ,t !•Ei~r !,

~8!

where the conductivity tensors(r ,t)5 j v@«(r ,t)2«0# has
been introduced, and«(r ,t) is the tensor«d(r ) if the point at
which Eq.~8! is written lies in the dielectric bodies and th
tensor«p(r ,t) if the point indicated lies in a region occupie
by the plasma, and the vector potentialA is determined in
terms ofJ by expression~5!.

Solving Eq.~8! we find the polarization current densit
J, and substituting the distribution obtained into Eqs.~1! and
~2! and solving these equations we find the electric field d
tribution E in the plasma and in the dielectric bodies. Th
we can find the average volume density of the Joule los
from the formula

w~r ,t !5
1

2
Re~J–E* !. ~9!

In Eqs. ~1!–~9! the explicit dependence of the comple
amplitude of the polarization current density, the vector a
scalar potentials, and the complex amplitude of the elec
field is determined by the slow time dependence of
plasma density. For this reason, at each moment in t
these quantities are related with one another by the s
equations by which they were related for constant plas
parameters, equal to their instantaneous values.

If a metal screen, which we assume to be flat and i
nite, is introduced into the system of dielectric bodies a
plasma under study, the integrodifferential equation of
problem changes somewhat. In Eq.~8! Ei should be inter-
preted as the sum of the fields of the incident wave from
external~with respect to the system! currents and the inci-
dent wave reflected from the metal screen, and the ve
potential is given by the expression

A~r ,t !5
m0

4pEV
J~r 8,t !

e2 jkur2r8u

ur2r 8u
dv8

1
m0

4pEVrefl

Jrefl~r 9,t !
e2 jkur2r9u

ur2r 9u
dv9, ~10!
-

-

es

d
ic
e
e
e

a

-
d
e

e

or

whereVrefl is the volume occupied by the reflected polariz
tion currentsJrefl and arranged mirror-symmetrically with re
spect to the metal screen.

If the polarization current at some point of the dielect
or plasma isJ, then at a mirror-image point with respect
the metal screen the reflected currentJrefl equals in modulus
the initial current, and the direction is such that the init
and reflected currents together produce a zero tange
electric field on the metal sheet.

b! Conductivity and permittivity tensors.We orient the
0Z axis of the coordinate system parallel to the magne
induction vectorB. In this system the permittivity tensor o
the magnetoactive plasma is well known.7 Then the conduc-
tivity tensor can be represented in the form

s p~r ,t !5F s1 2s2 0

s2 s1 0

0 0 s3

G , ~11!

where

s15 j «0

vp
2
•~v2 j nc!

vc
22~v2 j nc!

2
; s25«0

vp
2
•vc

vc
22~v2 j nc!

2
;

s352 j «0

vp
2

~v2 j nc!
;

vc5eB/m is the cyclotron frequency;

vp5S n~r ,t !e2

«0m D
1
2

is the plasma frequency;m is the electron mass;e is the
elementary charge;nc is the average electron collision fre
quency;n(r ,t) is the electron density; the permittivity tenso
of the plasma is related with the conductivity tensor
«p(r ,t)5«01sp(r ,t)/ j v.

The permittivity tensor of a nonuniform isotropic diele
tric can be found much more simply. Let the relative co
plex permittivity be described by the function« rel(r ). Then
the permittivity and conductivity tensors will have the for
«d(r )5« rel(r )«0 andsd(r ,t)5 j v(«d(r )2«0).

c! Electron balance in the plasma.The equation of elec-
tron balance in the general case can be written as

]n

]t
5kinNb2krecn

22kattnNb1~¹•~D•¹n!!, ~12!

wheren is the electron density,ki is the ionization constant
krec is the recombination constant,katt is the attachment con
stant,Nb is the neutral gas density, andD is the electron
diffusion tensor~in the presence of a magnetic field anis
tropic diffusion changes from nonambipolar to ambipolar!.

For an electron–cyclotron plasma, used as an ion sou
the degree of ionization of the plasma is low~approximately
1024), and for this reason the influence of recombination
the indicated process can often be neglected. Moreove
the present work we shall consider for definiteness an ar
plasma, where attachment can be neglected. Thus, the n
ber of electrons changes mainly as a result of diffusion a
ionization.
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The ionization coefficient is determined by the avera
electron energy«el . For example, the functionki5ki(«el)
for argon can be represented as3

ki5ki~«el!

5H 0, if «el<5.3,

8.7310215~«el25.3!exp@24.9/A«el25.3#, if «el.5.3,

whereki is expressed in m3•s21 and«el in eV.
For this reason, to determine the source term in the e

tron balance equation it is necessary to solve the problem
the energy balance of an electron gas.

d! Energy balance equations for an electron gas.The
permittivity tensor of a magnetoactive plasma can be
tained from the equation of motion of an ‘‘average ele
tron.’’ This equation can be obtained from the moments
the Boltzmann equation~Ref. 13, pp. 179–181!: mr̈5eE
2e(v3B)1Ff , whereFf52mncv is the effective friction
force acting on an electron,nc is the average electron colli
sion frequency, andv is the electron velocity. This force
arises as a result of the loss of momentum in collisions
electrons with neutral atoms.

On the average, in a collision an electron loses mom
tum of directed motion, and the energy of directed motion
converted into random thermal motion of the electron g
and also into excitation and ionization. For this reason,
electron temperature increases to values where all of
wave energy transferred to the plasma electrons will
transferred to the plasma boundaries as a result of heat
duction of the electron gas, and a certain amount of ene
will be converted into energy of excited and ionized atom
We can write the energy balance equation in the form

]we

]t
5S ¹•S 5

3
«elD•¹nD D1S ¹•S 2

3
k•¹«elD D

1w~r ,t !2v~r ,t !2u~r ,t !, ~13!

wherewe5n«el5(3/2)kbnTe is the volume energy densit
of the electron gas,«el is the average energy of one electro
kb is Boltzmann’s constant,n is the electron density,Te is
the electron temperature,w(r ,t) is the volume power density
of Joule losses,n(r ,t)5qi(r ,t)•« ion are inelastic power
losses per unit volume as a result of ionization,qi is the
ionization rate per unit volume,« ion is the ionization energy
of the neutrals,u(r ,t) are the inelastic power losses per u
volume due to excitation and elastic power losses due
elastic electron–neutrals and electron–ion collisions,k is the
thermal conductivity tensor of the electron gas~in the
isotropic case it can be represented by the sc
k5(3/2)kbnDe), De is the scalar electron diffusion coeffi
cient, andD is the ambipolar diffusion coefficient tensor.

The power losses arising per unit volume as a resul
the excitation of atoms and molecules in a low-press
plasma are much less than the power losses due to ioniz
and heat conduction. Power losses due to elastic electr
neutral and electron–ion collisions are small compared w
inelastic losses. For this reason, in the present work the t
u(r ,t) was assumed to be negligibly small.
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We note that the introduction of the electron temperat
here does not imply the use of a Maxwellian distributio
Even for a distribution function different from the Maxwel
ian function, the expression«el5(3/2)kBTe is used for the
electron thermal energy only because the term ‘‘elect
temperature’’ is used in experimental investigations, for e
ample, in measurements using a Langmuir probe. In
present workTe is simply 2/3 of the average electron energ

e! Method for determining the stationary distribution o
the plasma electrons.The stationary electron density distr
bution arising after a discharge is established was determ
in the present work by the method of successive approxi
tions. In the proposed method, the approximate nonstation
problem was studied and the limit of its solutions as tim
approaches infinity was found. This limit is the desired so
tion of the stationary problem.12

The approximate nonstationary problem differed fro
the exact problem in that the diffusion coefficient tensor w
assumed to be the same as the ambipolar diffusion ten
i.e., it was assumed that diffusion is ambipolar immediat
after a discharge starts. Starting with the background dis
bution of the electron density and electron temperature
sufficient number of iterations was performed with a su
ciently small time step, the desired solution of the station
problem was obtained, and the stationary electron den
the electron temperature distribution, and the correspond
electromagnetic field in the plasma were found. These dis
butions are solutions of the stationary problem.

SOLUTION OF THE ONE-DIMENSIONAL PROBLEM

Let us consider the planar problem, whose geometr
shown in Fig. 1. Let an electromagnetic plane wave be in
dent in a direction along the normal from the dielectric si
onto a flat plasma layer separated from free space by a
electric layer and a metal screen. Free space can be fi
with air at atmospheric pressure. Plasma will not exist
such a pressure, and the wave will propagate here as
free space. We orient theOZ axis of the coordinate system
perpendicular to the layer under study in the direction of
metal screen, and we locate the origin of the coordinates
the front surface of the dielectric layer. Then the polarizat
current density and the ac electric fields will have only co

FIG. 1. Geometry of the problem:1 — free space,2 — dielectric, 3 —
plasma,4 — metal,5 — incident wave.
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ponents perpendicular to theOZ axis, and they will depend
only on the coordinatez. This greatly simplifies the equa
tions of the electrodynamic, particle balance, and energy
ance problems.

The planar electrodynamic problem for the stationa
case was solved numerically by the method of pointw
collocation at points uniformly placed on a@0,L# segment of
theOZ axis, whereL is the total width of the dielectric laye
and the plasma layer. The polarization current density w
approximated by a functional cosine series.

The particle and energy balance problems in the met
of successive approximations were solved by the Gale
method with the density approximated by sinusoidal ba
functions for the electron density and electron temperat
Such basis equations correspond to zero boundary co
tions. The basis functions, i.e., the sine functions, were c
sen as the weighting functions. The electron diffusion co
ficient was assumed to be constant and equal to
ambipolar diffusion coefficient.

COMPUTATIONAL RESULTS

The calculations were performed for an argon plas
layer with thicknessL56 cm. This thickness was chosen
that the maximum of the standing wave formed by the in
dent wave and the wave reflected from the metal scr
would lie in the rarefied plasma approximately at the cen
of the plasma layer. This promotes stable ignition of t
discharge. The thickness of the dielectric layer separating
plasma from free space was chosen to beLd54 cm.

The transport coefficients and parameters for the
charge in argon were calculated according to
formulas3,13,14

me•p530.0~m2/~V•s!!Torr;

m i•p50.14~m2/~V•s!!Torr;

De•p5120.0~m2/s!Torr;

Di•p54.031023 ~m2/s!Torr;

Da5~m iDe1meDi !/~m i1me!;

nc @1/s#55.33109
•p @Torr#;

krec510214m3/s,

whereme and m i are the mobilities andDe and Di the dif-
fusion coefficients of the electrons and ions,Da is the ambi-
polar diffusion coefficient, andnc is the electron–neutral col
lision frequency.

A discharge at pressurep525 mTorr was investigated
The frequency of the electromagnetic wave was 2.45 G
The intensity of the wave incident on the plasma was ta
to be I 51.53104 W/m2. The permittivity of the dielectric
layer was assumed to be«el(r )55.

It was found that an incident wave with right-hand
circular polarization interacts strongly with the plasma.10,12

Since the literature contains two directly opposite definitio
of right-handed circular polarization, in the present work t
polarization is considered to be right-handed when the e
tric field vector of the wave rotates clockwise looking in t
l-
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direction of propagation of the wave. The electric field of t
right-polarized wave with the frequency of the wave equa
the cyclotron frequency accelerates electrons constantly,
ing rise to electron-cyclotron resonance.

Figure 2 shows the dependence of the maximum elec
density in the plasma on the magnetic inductionB in the
region of electron–cyclotron resonance with the incide
wave having right-handed circular polarization. A wave w
left-handed circular polarization produces a plasma w
electron density many orders of magnitude lower and the
fore was not studied. It is evident from Fig. 2 that the stro
interaction is observed only near values ofB equal toBcr

58.75231022 T. This field corresponds to the electron
cyclotron frequency, equal to the frequency of the incide
microwave (f 52.45 GHz). However, Fig. 2 shows that th
maximum of the interaction is observed forB. Bcr . Hys-
teresis of the resonance curve indicates a complicated
linear interaction of the electromagnetic wave with t
plasma. Two hysteresis loops are clearly seen.

Figure 3 shows the absorption coefficient of the plas
for an electromagnetic field of the incident wave as a fu
tion of the magnetic induction. It is evident that the charac

FIG. 2. Maximum of the electron density in the plasma versus the cons
magnetic induction~LH — hysteresis loop!.

FIG. 3. Absorption coefficient of the plasma versus the constant magn
induction.
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of the resonance is qualitatively the same as the depend
shown in Fig. 2.

We now call attention to the different behavior of th
curves shown in Figs. 2 and 3 forB above and belowBcr .
The character of the right-hand parts of the curves indica
interference. It can be inferred that a wave which has pas
into the plasma interferes with the wave reflected from
metal screen. Then, the absence of irregularity of the cu
to the left ofBcr indicates that interference vanishes. This c
occur only if the wave reflected from the metal screen v
ishes or substantially decreases. Therefore the wave ca
expected to decay exponentially forB,Bcr and an interfer-
ence pattern can be expected forB.Bcr .

As the calculations showed, such a pattern is indeed
served. Figure 4a shows the distribution of the modulus
the electric field in the dielectric layer and in the plasm
Such a distribution of the electric field in the plasma is ty
cal for interference of two decaying waves propagating
ward one another. The wave propagating from the left is
incident wave which has passed into the plasma and
wave propagating from the right is the wave reflected fr
the metal screen. The distribution of the electron density
electron temperature~Figs. 4b and 4c! reaches a maximum a
a point close to the center of the plasma layer, shifted so
what toward the front edge of the plasma layer.

The curves of the modulus of the electric field of t
electromagnetic wave in the plasma, the electron den

FIG. 4. Distribution of the modulus of the electric field of the wave~a!, the
electron density~b!, and the electron temperature~c! along thez axis with
B50.089 T, I 515000 W/m2.
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and the electron temperature for magnetic induction less t
the critical value are different. It is evident from Fig. 5 tha
in contrast to the preceding case, the field decays expo
tially in the plasma, and the density distribution is mo
asymmetric. Electrons are created in a thin layer where
field penetrates into the plasma, giving rise to the asymm
of the density distribution.

The differences of the distributions shown in Figs. 4 a
5 can be explained by the following two factors. The fir
one is the change in phase of the coefficients of the cond
tivity tensor as the magnetic induction passes throughBcr .
For B,Bcr , the incident electromagnetic field generates c
rents that in turn generate electromagnetic fields that
crease~on account of destructive interference! the transmit-
ted field. A phenomenon similar to the spin effect occu
However, if B.Bcr , then the phase of the currents chang
by approximately 180° and interference of the incident el
tromagnetic wave and the fields due to the currents ari
This interference is already an almost in-phase superpos
of the fields. The field in the plasma in this case decays
as a result of the quenching, destructive interference,
rather as a result of the absorption of the wave by the plas
The electromagnetic field penetrates deep into the plas
giving rise to a high electron density.

Second, forB,Bcr electrons are produced only in a th
layer near the surface. A high gradient in the direction fro
the left edge of the plasma and a strong leftward electron
out of the plasma arise, which strongly decreases the ave

FIG. 5. Same as Fig. 4 withB50.086 T.
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electron density in the plasma and shifts the maximum of
electron density distribution to the left of the center of t
plasma layer. ForB. Bcr the electromagnetic field of th
wave penetrates deep into the plasma and such a phe
enon does not occur.

Finally, it is necessary to understand the reason for
hysteresis of the dependences studied above. Let us con
the large hysteresis loop and the pointsA andB ~Figs. 2 and
3! near the right-hand jump of the loop.

The distributions of the modulus of the electric field
the pointsA andB are shown in Figs. 6a and b, respective
One can see how the number of maxima of the stand

FIG. 6. Distribution of the modulus of the electric field of the wave alo
the z axis. B, T: a — 0.09650~point A); b — 0.09575~point B); c —
0.09075 ~point C); d — 0.08975~point D) for 0,(z20.04)<0.04 —
dielectric, 0.04<(z20.04)<0.1 — plasma.
e

m-

e
der

.
g

wave in the plasma changed abruptly, which is what led
the abrupt change in the distribution of the Joule pow
Thus the transition of one mode of a standing wave to
other occurs abruptly with a delay — hysteresis arises.

For the smaller hysteresis loop, the transition from t
pointC to the pointD is also accompanied by a change in t
number of modes of the standing wave in the plasma. F
ures 6c and 6d show the distribution of the modulus of
electric field in the plasma and the insulator for the pointsC
andD, respectively. However, in this case the standing wa
is not as sharp, which is what results in the small jump in
parameters. Apparently, even smaller hysteresis loops e
for even smaller values ofB. Here the standing wave is s
weakly expressed against the damping background that
hysteresis loops are no longer noticeable.

CONCLUSIONS

A method for determining the nonlinear interaction of
microwave and a magnetoactive plasma was presented
solving simultaneously the problems of propagation, bala
of charged particles, and energy balance, it was shown
near the critical constant magnetic induction the characte
the wave–plasma interaction changes substantially: A m
stronger interaction, in which the penetration depth of
incident wave into the plasma increases, is observed for m
netic fields above the critical value. Investigation of t
strong interaction regime showed hysteresis due to a dela
abrupt transition from one standing-wave mode in t
plasma into another. It was shown that a regime with vir
ally complete absorption of the wave is possible.
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Yet another contribution to the question of the stabilization of an extended glow
discharge in a transverse gas flow
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The instability of a discharge in a transverse gas flow is studied experimentally. It is shown that
the characteristics of the source influence the stability. ©1999 American Institute of
Physics.@S1063-7842~99!00712-6#
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INTRODUCTION

A glow discharge in a transverse gas flow is used in C2

lasers. High lasing densities — about 5 kW per meter
electrode1 — are obtained based on such a discharge us
relatively simple electrode systems and moderate gas
velocities~up to 60–70 m/s!.

Substantial progress has been made in the technolog
gas discharges. Nonetheless the mechanisms of instabili~a
transition of the discharge from diffuse to contracted for!
are still not completely understood. The results from mod
theoretical models of instability do not agree with the expe
mentally observed regularities of the phenomena. Thus it
lows from theoretical works that, as a rule, an increase of
gas velocityv should result in a higher maximum specifi
energy inputW* ~the energy at which a transition of th
discharge from the diffuse into the contracted form occu!.
But, in experiments with increasingv, an increase ofW* is
observed first, followed by saturation and then a decre
~see, for example, Ref. 2!.

The answer to the traditional question of the effect of
characteristics of the supply circuit on the stability of t
discharge3,4 in application to discharges in a gas flow has n
yet been found from the scientific standpoint. Theoreti
works on this subject are based on the result of investigat
of the static current–voltage characteristics of a discha
and its parts. The dynamic characteristics are not use
calculations, since virtually no experimental work has be
done.

In the present paper the results of investigations of
static and dynamic current–voltage characteristics and
stability of an extended glow discharge in a transverse
flow are presented.

DESCRIPTION OF THE EXPERIMENTAL APPARATUS

Eleven LOK lasers~Pluton! were used as experiment
setups.5 The electric-discharge setups of the lasers were
identical. They differed by their structural characteristi
such as the arrangement of the cathode relative to the c
nel walls, the structural connections of the electrodes w
the components of the setup, the characteristics of the
and the characteristics of the source and power supply cir
for the discharge. For this reason, the contraction proba
1431063-7842/99/44(12)/4/$15.00
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ties of a discharge in the setups were substantially differ
and the transition rates into a contracted form differed b
factor of 10–100.

One variant of an electric discharge setup is presente
Fig. 1. It shows a transverse section and one variant of
discharge power supply circuit. The arrow indicates the
rection of flow of the laser gas mixture. An extended tubu
cathode1 and a flat anode2 are oriented in a direction trans
verse to the gas flow. The electrodes are 0.86–1.1 m lo
The electrodes are connected through a ballast resisto
directly to the power supply based on an inductive-capaci
converter. A tight parametric coupling and negative feedb
on current are used in the source. Fluctuations of the g
voltage and slow variations of the load current are comp

FIG. 1. Scheme of the electric discharge setup based on induct
capacitive converter:1 — cathode,2 — anode,3 — resistor,4 — feedback
on current,5 — filter, 6 — rectifier, 7 — transformer,8 — inductive–
capacitive converter,9 — transistor voltage regulator for controlling th
discharge current.
1 © 1999 American Institute of Physics
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sated by negative feedback. The other variants of
electric-discharge setup differed by the power sources
they used power sources with a nonstiff external charac
istic and negative feedback with respect to current. In
cases low frequencies were used to convert ac into dc
rent. The characteristic parameters of the discharge wer
follows: v0530– 60 m/s is the velocity of the gas flow at th
front edge of the gas-discharge channel,U51300– 2000 V is
the voltage across the discharge gap, andI 510– 20 A is the
discharge current.

ELECTROOPTIC CHARACTERISTICS OF THE DISCHARGE

The electrical and optical characteristics of transve
discharges are presented in detail in Refs. 6–9. The fun
mental property of such discharges is that a Faraday s
occupies a substantial portion of their volume. This spac
manifested in a gas mixture and in the components of
mixture. From the standpoint of the creation and annihilat
of charged particles this property can be formulated as
lows: A discharge is locally non-self-sustained in a subst
tial portion of the volume; plasma forms as a result of a
bipolar drift of charged particles from the near-electro
regions.10,11

ON THE INSTABILITY

The transition of a discharge from a diffuse to a co
tracted form appears inevitably if its parameters exceed
tain limiting values. This situation is not considered in t
present work. There are many construction-related and t
nological aspects of the occurrence of this transition. In
dition, it can occur at values of the parameters below
maximum values; this is the situation studied in the pres
work. If the discharge changes into a contracted form a
rate of<1 h21, then we shall consider it to be unstable.

A transition of the discharge into a contracted form w
detected according to a change in the current and voltag
the electrodes.

FIG. 2. Contraction development process:1, 2 — pulsations of the dis-
charge voltage and current, respectively.
e

r-
ll
r-
as

e
a-
ce
is
e
n
l-
-

-

-
r-

h-
-
e
nt
a

s
on

The experiments showed that the contraction could
associated with the anode and cathode. Sometimes situa
arose where two discharges were observed to exist: a
tracted discharge and an uncontracted extended diffuse
charge. In either case the characteristic dimensions of
channel in which contraction developed did not exceed ab
1 cm. This is about 1% of the length of the entire ga
discharge channel. For this reason, its external electrical
cuit can be treated as an equivalent resistance consistin
two parallel circuits: the discharge circuit and the power s
ply circuit for the discharge.12

The experimental investigations of discharges with
same configuration on different lasers showed that for
same nominal laser operating regimes the probabilities o
transition of the discharge from a diffuse into a contrac
form can differ by two orders of magnitude. No reasons w
found for contraction, except factors associated with ac
mulation of adsorbed substances on the electrodes and
properties of the electric circuits of the discharge. It w
always possible to eliminate effects associated with the
cumulation of adsorbed substances on the electrodes by
cial technological methods, in particular, by conditioning t
electrodes, in a time of about 10 h and longer.

The temporal development of the contraction of a glo
discharge can be judged according to the current and vol
pulsations~Fig. 2! or pulsations of the emission brightness
the discharge~Figs. 3 and 4!. The voltage was measure
directly on the electrodes, and the current was measure
the power supply circuit for the discharge. The pulsations
the emission brightness were measured using photoc
turned directed toward the volume element where contr

FIG. 3. Contraction development process. Pulsations of emission brightn

FIG. 4. Same as in Fig. 3.
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tion was assumed to arise. As a rule, ‘‘contraction prec
sors’’ — a series of pulses ranging in duration from 1 to
ms — appear. The process can convert at any stage or i
be extended and terminate by a transition of a diffuse int
contracted discharge.

CURRENT–VOLTAGE CHARACTERISTICS OF A
DISCHARGE

The static current–voltage characteristics of the d
charge, i.e., the functionsU(I ), were measured under th
condition that the rate of change ofI satisfies ]I /]T
<2 A/s. For the experimental conditions, this means tha
1 s the magnitude of the current changes by no more t
approximately 20%. The dynamic characteristicsU(I ) pre-
sented correspond to the condition where the rate of cha
of the current satisfies]I /]T.100 A/s.

Typical static and dynamic characteristicsU(I ) of the
discharge are presented in Fig. 5. The dynamic charact
tics U(I ) were found by comparing oscillograms of the pu
sations ofI andU. Pulsations ofI up to 50% in magnitude
and about 1022 s in duration were produced using a sour
of pulsating voltage in the power supply circuit of the d
charge. Under the experimental conditions, the differen
static resistance of the discharge was25 V<(]U/]I )st

<15V. In contrast to the static resistance, the dynamic
ferential resistance was positive: (]U/]I )dyn515280V.

EFFECT OF THE CIRCUIT AND SOURCE
CHARACTERISTICS ON THE DISCHARGE STABILITY

In practice, it is difficult to perform experiments wit
low rates of transition of a discharge into the contrac
form, where the transition rate is 1 h orless. For this reason
conditions were created so that the transition rate o
discharge into the contracted form was high
0.320.1 min21. A control check was made for low contrac
tion probability of a discharge.

A prolonged~tens of hours without a transition into
contracted form! discharge could be obtained if the chara
teristics of its power supply are determined by active a
inductive elements. In setups where the electrodes were
nected directly to an inductive–capacitive filter~i.e., not
through a ballast resistor!, the discharge was unreliable. Sp
cifically, connecting to the electrodes of anL –C circuit with
a capacitance of about 10mF introduced sharp destabilizin
effects — the contraction probability of the discharge
creased by a factor of 10–100. In principle this should ha

FIG. 5. Static1 and dynamic2 discharge characteristicsU(I ).
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been expected from analysis of theU(I ) characteristics.
However, an unexpected fact was that in this case someti
a relatively prolonged~duration of about 1 h! discharge
could occur.

Two sources were connected alternately to the sa
load: a! a source based on an inductive–capacitive conve
with tight feedback on current with ac to dc current conv
sion with frequency 50 Hz; b! a source with negative feed
back on current with ac to dc current conversion with fr
quency 50 Hz, and an output source resistance of 12V. In
the experiments no difference could be observed in the t
sition rates of the discharge into a contracted form.

A source with negative feedback on current with an o
put resistance of about 12V was connected to the electrode
through a 30V resistor or directly. No effect of the resisto
on the transition rate of the discharge into a contracted fo
was observed.

An inductance ranging from 0 to 1 H was introduced
into the power supply circuit for the discharge. Now effect
the inductance on the transition rate of the discharge into
contracted form was observed.

The effect of current pulsations on the frequency of co
tractions of the discharge was studied. Current pulsati
were either specially introduced by using a source of puls
ing voltage or they were produced by using special sche
for rectifying the current. In the experiments, the pulsati
frequency varied in the range 50–300 Hz, and the amplit
of the pulsations was 1–50%. No effect of the pulsations
the transition rate of the discharge into a contracted form w
observed.

In the adjusted electric discharge setups a discharge
erated for 70 h without a transition into a contracted for
This limit is due to termination of the investigations.

CONCLUSIONS

It follows from the results obtained that: a! a discharge
cannot be regarded as being autonomous from the stand
of stability, i.e., stability is an aggregate property of the d
charge and its power supply circuit, including the pow
source; b! the stability of a discharge must be studied taki
into account its static and dynamic characteristicsU(I ).

It was shown that a stable discharge can be realized
using current sources with a soft externalU(I ) characteristic,
and with slow feedback on current, i.e., at low frequenc
~50 Hz! of ac to dc current conversion.

This work was performed under Grant No. 98-02-179
of the Russian Fund for Fundamental Research.
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Production of fullerenes in gas discharge plasmas. II. Dynamics of reactions between
charged and neutral carbon clusters
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The formation of fullerene structures in the presence of an electric charge on the carbon clusters
is studied. It is shown that the effect of plasma as a carbon source on the dynamics of the
change in carbon clusters reduces exclusively to the formation of the initial conditions for efflux
of a plasma jet from the interelectrode gap. ©1999 American Institute of Physics.
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The effect of plasma on fullerene formation processe
described quite clearly in Ref. 1. The crux of the resu
obtained reduces to the fact that for a given carbon mass
rate, the fullerene yield can be substantially different for d
ferent methods of organizing a discharge.

It is obvious that it is exceedingly difficult to analyze th
processes occurring in a high-current arc, which inclu
fullerene synthesis as a component. Such an analysis
take account of the erosion of the electrodes, plasma-form
processes in the interelectrode gap filled with a buffer g
extraction of the gas jet into the surrounding space, and
actions between the carbon clusters in this jet.

Gas flow in a high-current arc is determined by therm
processes and by the intrinsic magnetic field. An appro
mate calculation of the gas-transport velocityv0 in the arc,
performed in Ref. 2, givesv05151.2•(I /r 0)(T/PHe)

1/2. Ac-
cordingly, for arc currentI 5100 A, arc channel radius
r 050.3 cm, gas temperatureT50.3 eV, and buffer gas~he-
lium! pressurePHe5100 Torr, v0 is estimated to bev052
3103 cm/s. The Reynolds number reaches at least sev
tens and admits the existence of flow only in the form o
turbulent jet. Striking the electrodes, such a jet turns a
flows out of the gap. To a first approximation, the effl
velocity can be set equal tov0 . For reasonable values of th
gas temperatureT50.321 eV the velocityv0 is always an
order of magnitude lower than the sound velocity.

To examine the intertransformations of carbon clust
in such a jet, one must know, as a minimum, the charac
istic values of the initial parameters at the gap edge
r 5r 0 , i.e., the densityN1 of atoms, the gas temperatureT,
the velocityv0 , and the effective initial thicknessd0 of the
jet ~the thicknessd0 different from the gap widthd needs to
be introduced because the efflux of helium with the jet
quires influx of helium into the gap along the electrodes a
the position of the point where the radial velocity chang
sign must be set self-consistently!. As will be seen below,
this set of initial data enters in the dimensionless parame
in the balance equations for carbon clusters of different ty
and determines the evolution of these clusters.

The dependence of the enumerated parameters on
external conditions~current, voltage on the gap, and pressu
1431063-7842/99/44(12)/5/$15.00
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PHe) is unknown, with the exception of the dependence
the carbon mass flow rate, i.e., forn0v0d ~wheren0 is the
total concentration of all possible carbon clusters!. It is ex-
tremely difficult to perform a theoretical calculation of th
stationary state. For this reason, in the present work it w
assumed that the initial parameters of the jet were forme
some manner and emphasis was placed on the effect o
plasma component of the jet on the dynamics of the car
clusters.

This effect can be as follows. The cross sections of
mono- and bimolecular reactions into which clusters en
depend strongly on whether or not the clusters carry
charge; the turbulent transport coefficients determining
residence time of the clusters in the temperature range th
most effective for fullerene formation can differ from th
corresponding values for neutral clusters; the spectr
formed and the fullerene yield can depend on the distribut
of clusters at the exit of the interelectrode gap, i.e., on
proportion in which the elements C2 , C, C2

1 , and C1 are
present; if the carbon and buffer-gas concentrations are
the same order of magnitude, and the degree of ionizatio
the plasma sufficiently high, then the energy transfer to
from the hotter electronic component can influence
coarse of the change in gas temperature.

The qualitative picture of the interaction and intertran
formations of clusters that is incorporated in the calculat
was as follows. A definite sequence of configurations occ
in the formation of both neutral and charged clusters: ato
→ molecules→ chains→ rings → multiring systems→
fullerenes,3 i.e., the topologies of the charged and neut
clusters are identical.

At each stage the difference of the ionic clusters fro
neutral clusters results in the reaction being speeded u
slowed down. For example, the interaction of a charg
chain with a neutral chain can be considered, to a first
proximation, to be the interaction ion→ dipole, i.e., an at-
traction. For this reason, the effective barrierE1 to coagula-
tion should decrease. IfE1 for the coagulation of two atoms
estimated in Ref. 4 to be 0.5 eV, for the interaction of
C1 ion →C atom decreases to zero, then the reaction
should approximately triple. On the other hand, the curl
5 © 1999 American Institute of Physics
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of a charged chain into a ring is inhibited, since the a
proaching ends of the chains inevitably carry charge of
same sign.

The direct contribution of C1 ions which exist near the
source should not strongly affect the fullerene yield, thou
the growth rate of charge clusters in the course of coag
tion reactions is several times higher. This is due, in the fi
place, to the fact that the degree of ionization of carb
under the conditions of a large quantity of buffer gas, app
ently, is not so high; in the second place, under the con
tions of a decreasing electron temperature, charged clu
should intensively recombine.

Even though the final result can be predicted, the p
posed computational estimate is helpful at least becaus
makes it possible to determine the real boundaries of
influence of a plasma on the fullerene formation process

PARAMETERS OF THE PLASMA INSIDE A FAN-SHAPED
RADIAL-SLIT SOURCE OF A TURBULENT JET

In Refs. 5 and 6, where a jet consisting of neutral ato
was investigated, no information was required on the sou
of the jet, except for the carbon mass flow rate. In the cas
plasma, as initial conditions at the boundary of the sourc
is necessary to set, besides the gas temperature and th
bon concentration, the electron temperatureTe and the con-
centration of the charged component. For now, there
clearly not enough experimental information for calculati
the energy balance in an arc. For this reason, in the pre
work the electron temperatureTe in the source, the gas tem
peratureT, and the carbon mass flow rate were prescrib
The velocity of all components at the exit of the gap w
assumed to be the same and equal tov0 .

The concentration of various plasma components w
found from the balance equations. It was assumed that u
the conditions of highTe andT, C atoms, C1 ions, and small
quantities of C2 molecules and C2

1 ions are present in the
interelectrode gap. The following reactions were taken i
account in the calculation: formation of C2 molecules:
C1C→C2, and C2

1 molecules: C1C1→ C2
1 , and the re-

verse spontaneous decay reactions of these molecules;
sional ionization–recombination for C and C1; dissociative
recombination C21e→C1C* , where C* is an excited car-
bon atom.

The cross sections0 for the formation of C2 molecules
from two atoms, just as in Ref. 4, was assumed to
s05sA•exp(2E1 /T), wheresA55.3310216cm2 in a wide
range of buffer-gas pressures.1 The cross section of the
atom–ion reaction was given in a similar form ass0

15sA

3t1. The exponential factort1 was varied. In our calcula
tions it was assumed thatt151.

The rate constants for the reverse process of spontan
decomposition of the molecules were assumed to be

b25B2 exp~2E2 /T!, b2
15B2

1 exp~2E2
1/T!,

whereE2 andE2
1 were the minimum energies of the pote

tial curves for C2 and C2
1 ; the valuesE25E2

156 eV were
used in the calculation.
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The dissociative recombination constantKdiss for carbon
molecules are not available in the existing literature, bu
does not differ much for various gases. Specifically, for
trogen and oxygen at 1 eVKdiss'231028 cm23/s, and it
has a similar temperature dependence. The same depend
was also taken for carbon.

The reverse associative ionization process C1C* →C2
1

1e should also be included in the balance of C atoms a
C0

1 molecules together the dissociative recombination,
reliable information about the rate of such a reaction co
not be found either for carbon or for nitrogen and oxyge
On the other hand, the coagulation reaction C1C→C2 with
the formation of a neutral C2 molecule has a very large cros
section. Against the background of such a reaction, the
of atoms due to associative ionization can be taken as ne
gible for the balance of atoms, and the inflow of C2

1 ions is
negligible compared with the result of the reaction C1C1

→C2
1 .
A calculation of the rate of step ionization

recombination in collisionsG i5b iN1ne2ane
3 , as far as we

know, has never been performed for carbon. For this rea
just as in the case of dissociative recombination, we used
nitrogen data.7 In accordance with these data, for gas co
centrationN1 at the levelN15101521016cm23 and tem-
perature Te51.221.4 eV, the ionization constantb i is
b i510212210213cm23/s, and the recombination rateane

3

is much lower than the ionization rate.
We shall assume that the arc burns in a plane-para

cathode–anode gap with circular electrodes with radiusr 0

and symmetry axis passing through their centers (Z axis in
Fig. 1!.

The balance equations for the components C, C1, C2 ,
and C2

1 were written as follows:

FIG. 1. Geometry of the discharge gap and the radial–slit jet flowing ou
the gap.
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2G i1R2N1h1b2
1N2

112b2N22a0
1N1N1

1

22a0N1
1N1

112neKdissN2
150,

G i2N1
1h1b2

1N2
12a0

1N1
1N150,

2N2h2b2N21a0
1N1

250,

2N2
1h2b2

1N2
11a0

1N1
1N12neKdissN2

150, ~1!

where ne5N1
11N2

1 is the electron density;a0 and a0
1

are atom–atom and atom–ion coagulation consta
a05vTs0 , a0

15vTs0
1 , vT is the thermal velocity of C2

molecules;R is the source of carbon vapor per unit volum
of the discharge gap;h52v0 /r 0 .

To solve the system~1! it is convenient to give the con
centrationN1 and find the source strength for the experime
tal value of the carbon flow rate. Then, taking account of
conditionN2

1!N1
1 , we have

N1
15@N1~b2

1b i1h~b i2a0
1!!2h~b2

11h!#

3@h2N1~b i2a0
1!#21,

N2
15a0

1N1
1N1 /~h1b2

11neKdiss!. ~2!

The requirementN2
1.0 and the balance of C1 ions give

the condition

b i,a0
11h/N1 , ~3!

which can be regarded as an upper limit on the elect
temperatureTe .

On the other hand, the simultaneous solution of
equations for C1 and C2

1 together with the condition
N1

1.0 gives a lower limit onTe ,

b i.h@a0
11~h1b2

1!/N1#/~b2
11h!. ~4!

The dependence of the minimum temperatureTe on the
velocity v0 with a fixed carbon pressurePC520 Torr is pre-
sented in Fig. 2. Figure 3 shows the concentrations of
ions C1 and C2

1 as a function ofTe for several velocitiesv0 .
All curves shown in the figure are drawn for electron te
peratures approximately corresponding to the maximum
gree of ionization of the plasma.

FIG. 2. The minimum temperatureTe versus the jet velocityv0 at the gap
edge (T50.4 eV).
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CALCULATION OF THE CHANGE IN THE PARAMETERS OF
THE PLASMA AND GAS IN A JET

As noted previously, reactions leading to intertransf
mations of clusters outside the discharge gap proceed u
the conditions of a subsonic turbulent jet. Existing theor
of such a jet make it possible to determine its parame
only if the concentration of one component, considered to
the impurity, is low. Then the gas temperature and the to
concentration of the impurity~carbon! are determined by lin-
ear equations of turbulent transport and are described
simple analytical solutions. The reactions leading to int
transformations of carbon clusters are studied against
background of these solutions.

We used the simplest variant of the turbulent theory
Prandtl’s theory,8 which makes it possible to obtain th
radial–axial dependences of the total impurity concentrat
and temperature of the gas on the basis of boundary-la
equations and self-similarity hypotheses for the solutio
i.e., the possibility of writing the solution for any quantit
R(r ,z) in the form R5R(r ) f (z)/r . Let us write out the
solutions.

The radial velocity is v r5v r
mdF/dc, where v r

m

5v0Qv /x is the gas velocity in the symmetry plane of th
jet andx5r /r 0 ; c5z/ar; Qv51.2•(d0/2ar0)1/2; a is a uni-
versal experimental constant in the turbulent theory, equa
approximately 0.12;F is a universal function which is
calculated numerically. The transverse velocity
vz5av r

m(cdF/dc2F(c)). The total impurity concentra-
tion is n5nm(v/v r

m)Sc, where nm5n0Qn /x; Qn51.2
3(d0/2ar0); Sc is the empirically determined turbulen
Schmidt number. For a radial–slit geometry of the proble
the best agreement with experiment is obtained w
Sc5 0.8. The temperature difference between the
inside and outside the jet isdT5dTm(v/v r

m)Pr, where
dTm5dT0QT /x, QT51.2(d0/2ar0), andPr is the turbulent
Prandtl number.

The dynamics of carbon clusters was described by a
tem of continuity equations averaged over the transverse
ordinatez within the jet. Just as in Refs. 5 and 6, we did n
use the solution of the two-dimensional problem, since
constants of all reactions described on the right-hand sid
the equations are nonlinear functions of the temperatures
concentrations, and the self-similarity hypothesis most lik
does not hold for different impurity components.

FIG. 3. Concentration of the ions C1 ~1–3! and C2
1 (18–38) versusTe .

PC520 torr; v0553103 ~1, 18), 104 ~2, 28), 23104 cm/s ~3, 38).
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To include new components in the analysis, as compa
with the components which were studied in the interel
trode gap of the arc, specifically, neutrals and charged ch
and rings, it is necessary to include the additional reacti
C1C2→C3, C1C2

1→C3
1 , C11C2→C3

1 — coagulation of
carbon atoms and ions with C2 molecules; C21C2→C4,
C2

11C2→C4
1 — coagulation of charged and neutral C2 mol-

ecules; Cm1Cn→Cm1n , Cm1Cn
1→Cm1n

1 — coagulation of
chains of different sizes; Cn→Rn — curling of a chain into a
ring; Cn

11e→Cn211C — dissociative recombination o
charged chains.

The constants for these reactions were chosen as
lows. The cross sectionssmk for the coagulation of neutra
chains were calculated in Ref. 4. Just as in Ref. 4, we
sumed thatsmk are proportional to the exponential fact
t05exp(2E1 /T), which is a common factor for all collision
of clusters up to chains, inclusively. It was assumed that
cross sections for the coagulation of neutral and char
clusters are determined by the same weighting factors
neutral clusters, and the exponential factort1(T) can be var-
ied. For the results presented below, it is simply 1, but
generality it is retained in the balance equations.

We were not able to find any experimental data on
dissociative-recombination rates of charged chains Cn

1 and
even on the possible channels for such a reaction. For
reason, it was assumed that in the course of recombina
the chain length decreases by 1, and the reaction consta
the same as for recombination of a C2

1 chain. This idea is
based on the fact that the most weakly bound atom in a c
should be the endmost atom.

As an illustration, we shall write out on this basis th
balance equations for C atoms and charged chains Cn

1 .
Atoms

dn1 /dx1n1 /x5AxF2G i /aAyT2j11n1~2nt01n1
1t1!

2j12n1~n2t01n2
1t1!

2n1(
c53

j1c~gc
1tc

1gct
0!G

1~1/sAyTn0!F ~2b2n21b2
1n2!

1 ~neKdiss/sAyT!S 2n2
11 (

c53
gc

1D G . ~5!

Neutral chains of lengthc

dgc /dx1gc /x5AxF2j1c~n1t01n1
1t0!gc

1j1,c21~n1t0gc211n1t1gc21
1 !

1j2,22c~n2t0gc221n2
1t0gc22

1 !

2j2,c~n2t01n2
1t1!1(

d
jd,c2d~gdt0
d
-
ns
s

l-

s-

e
d

as

r

e

is
on
t is

in

1gd
1t1!gc2d2gc(

d
jd,c~ t0gd1t1gd

1!

2gc
2jc,ct

01 Kdissgc11
1 /sAyTG

2w0r 0xgc /y0Qy , ~6!

where A5sar 0n0vTQn /Qvv0 ; jm,k5((m1k)/mk)1/2;
n1 ,n1

1 ,gc , andgc
1 are the concentrations of the atoms, C1

ions, and neutral and charged chains scaled ton0 ; wc is the
probability of a chain curling into a ring.

The initial equation for determining the temperature d
crease law was the energy balance equation for a part
ionized plasma in the form9

div~~5/2!nyTe
2nx¹Te!52ny¹w2EiG i

2nyT~3/2!NHe~Te2T!

3~m/MHe!se2He, ~7!

wherenx5k5nvTe
/se2HeNHe is the electron thermal con

ductivity due to collisions with helium atoms;w is the
plasma potential;se2He55310216cm2 is the cross section
for elastic scattering of electron by helium.10

Following the general scheme for constructing turbule
solutions,8 this equation must be averaged and time-avera
of the type^dvdTe&, and so on, must be given. Thus, th
average^dvdTe& should be set equal tôdvdTe&5( l u2/
PrTe

)u]vz /]zu]Te /]z, wherel u is the characteristic mixing
length for the velocity. Unfortunately, nothing reliable
known about empirical constants of the typePrTe

, and in
addition there are no arguments in favor of the self-similar
hypothesis being valid forTe . For this reason, since th
large electron energy losses in collisions with a buffer g
are large, the turbulent losses in Eq.~7! were neglected. The
temperature curve obtained in this manner can be assum
be an upper limit.

After substituting into Eq.~7! the value of¹w derived
from the equation of motion of electrons in the form

ney52m@2n¹w1Te¹ne1ne¹Te~11keT!#

~wherem is the electron mobility!, and taking account of the
balance of the number of electrons in the form div(nev)
5G i , we obtain

2ne~y¹Te!2x•div~ne¹Te!

5ney
2/m1G i•~2Ei23Te/2!2G, ~8!

whereG5nevTe
•(3/2)•NHe•(Te2T)(m/MHe)•se2He.

Let us estimate the role of the different terms on t
right-hand side of the equation. The ratioG iEi /G is 0.05 for
Nc /NHe51/5 and cross sections ion510212cm2 ~which cor-
responds to the temperatureTe51.3 eV); the ratio
nev

2m21 /G'(Te /(Te2T))•(v/vTe
)2
•(m/MHe)

21 is also
much less than 1. Therefore the termG, describing energy
transfer from electrons to buffer-gas atoms predominates

On the left-hand side of the equation the ratio of t
energy fluxes transported together with the jet and due
heat conduction isv0Te /kdTe /dx;L/300r 0!1 for v052
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3103 cm/s, whereL is the characteristic decay scale of t
temperatureTe . Therefore, in contrast to a supersonic j
energy transport due to heat conduction dominates on
left-hand side and the equation acquires the form

~r 211ne
21dne /dx!dTe /dx1d2Te /dx2

5~9/4!~r 0NHese2He!
2~Te2T!~m/MHe!. ~9!

To solve the second-order differential equation it is n
essary to know the derivativedTe /dx at the boundary of the
source, which is determined by the energy balance, which
do not know. For this reason, we proceed as follows:
neglectne

21dne /dx compared with 1 and, using the depe
denceT;1/x, we write the solution of the equation in th
form

Te5~Te
(0)2T0!K0~l1/2x!/K0l1/21T0 /x, ~10!

where l5(9/4)•(r 0NHese2He)
2(m/MHe); Te

(0)5Te(x51),
T05T(x51).

The second term in Eq.~10! is a particular solution of
the inhomogeneous equation, and the first term is the gen
solution of the homogeneous equation. The factor in fron
the modified Bessel functionK0(l1/2x) is chosen on the ba
sis of the boundary conditionTe5Te

(0) at x51.

COMPUTATIONAL RESULTS AND DISCUSSION

The radial distributions of the concentration of C atom
C1 ions, C2 molecules, and C2

1 ions, in arbitrary units, are
presented in Fig. 4. The concentration values presented
normalized to their maximum value in the interval (1,x). It is
evident that the concentration of molecular ions increa
much more rapidly than that of the neutral molecules C2 , but
it then drops off much more rapidly. This is due to not on
intensive recombination but also annihilation of C2

1 ions as a
result of which merging with other clusters.

The same regularities also appear for C2
1 chains, even

though, in contrast to neutral chains, their annihilation ch
nel via curling into a ring is essentially closed. The conce
tration of C2

1 chains~Fig. 5, curve2! decreases to zero, whil
the concentration of neutral chains of the same size has
not reached a maximum. Therefore, under the conditi
presented in Fig. 5, the plasma essentially does not sp
further than 0.5 radii of the discharge gap.

FIG. 4. Radial distributions of the concentrations of the ions C1 ~1!, mo-
lecular ions C2

1 ~2!, atoms C (18), and molecules C2 (28). PC520 Torr,
PHe5200 Torr, T50.4 eV, Te51.42 eV, v0523104 cm/s, N154.2
31016 cm23, N1

153.8231015 cm23, N2
1(1)53.3131012 cm23.
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An analysis of a very wide range of conditions~velocity
from 23103 to 23104 cm/s and carbon atom density at th
jet entrance from 531015 to 531016cm23) shows that in
the optimal case plasma should not propagate further t
(0.521)r 0 . The concentration of neutral chains at the m
ment when there are no longer any charged clusters pre
is approximately proportional to the total concentration
charged and neutral monomers at the jet entrance, i.e., in
mation about the degree of ionization of the initial plasm
remains almost forgotten. Thus, the effect of plasma a
carbon source on the dynamics of the variation of carb
clusters reduces exclusively to the formation of initial co
ditions for efflux of the jet from the gap, i.e., the initia
velocity, temperature, and concentration.

We thank A. A. Bogdanov for a discussion of the resu
obtained.

This work was performed as part of the Russian Scie
and Technology Program ‘‘Fullerenes and Atomic Cluster
~Project No. 98-056!.

1!In reality, for helium pressures of 100–200 Torr the formation of a dim
C2 is a zero-barrier three-particle association process with the participa
of a helium atom. The cross section of the process is more accura
expressed ass05R3•NHe /vT with the constantK3 , where NHe is the
helium concentration andv1 is the thermal velocity.
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FIG. 5. Radial distributions of the concentrations of charged chains C3
1 ~1!,

C6
1 ~2! and neutral chains C3 (18), C6 (28). The computational parameter

correspond to Fig. 4.
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Production of fullerenes in an arc discharge in the presence of hydrogen and oxygen
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The production of fullerenes in an arc with graphite electrodes in mixtures of helium with
oxygen and hydrogen as well as in pure oxygen and hydrogen is investigated. The radiation spectra
of the arc and the mass spectra of the soot obtained in the arc are recorded; the content of
fullerenes in the soot is determined. It is shown that fullerenes are formed in appreciable quantities
(;1%) even in pure hydrogen. ©1999 American Institute of Physics.
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Quite a long time has now passed since the discover
fullerenes, but the enigma of the effective formation
fullerene molecules in an arc discharge remains largely
solved. In this situation, information about fullerene synth
sis in an arc under strongly suboptimal conditions could
helpful. The objective of the present work is to study t
effect of hydrogen and oxygen on fullerene formation in
arc discharge.

EXPERIMENT

Arc discharges were studied in a 180-mm in diame
water-cooled vacuum chamber. Vertically arranged grap
electrodes with diameterdel56 mm were secured to mobil
water-cooled holders, which were introduced into the cha
ber through end flanges using Wilson seals. The volume
the chamber was 16l . Prior to a discharge, the chamber w
evacuated to pressure below 0.1 torr and flushed with
lium. Next, the experimental gases and mixtures were in
duced into the chamber. The chamber contained observa
windows for extracting the discharge radiation. Radiation
the range 360–700 mm was detected with an MDR
monochromator and a photomultiplier or on photograp
film using an ISP-51 spectrograph~with a glass prism!.

A short focal length lens and a Dove prism were used
photographing the spectrum. This made it possible to rec
the discharge radiation from regions located at different
dial distances along the axis of the discharge. With an 8
mm high slit, radiation from an approximately 40 mm
diameter discharge region could be recorded.

The soot was collected from the chamber walls after
discharge. A weighed amount of soot~50 mg! was mixed
with toluene~25 cm3), after which the components of soo
dissolved in the toluene were extracted. The absorption s
tra of the solutions obtained were recorded with a spec
photometer in the range 300–600 nm. Mass spectra of
volatile components of the soot were obtained for a num
of regimes using a mass-reflectron type time-of-flight m
spectrometer. Vapors of the experimental mixture were
1441063-7842/99/44(12)/4/$15.00
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troduced into the ionization chamber of the mass reflect
by heating microquantities of soot in a furnace.

RESULTS

a! Helium 1 hydrogen mixture.As a rule, regimes with
helium pressure 70 Torr and current 80 A were investigat
The hydrogen addition ranged from 0.1 to 30 Torr. So
discharges were conducted in a pure-hydrogen atmosphe
20 and 70 Torr pressures.

Detection of the atomic hydrogen line Ha ~656.28 nm!
during the discharge showed that the intensity of the rad
tion in this line decreases, and the radiation completely v
ishes after a timetH . The dependence oftH on the initial
helium pressure is shown in Fig. 1. The vanishing of hyd
gen from the chamber is seen especially clearly in exp
ments with a discharge in pure hydrogen. The pressure
such a discharge drops smoothly to zero~Fig. 2!. Comparing
Figs. 1 and 2 shows that helium strongly slows down
escape of hydrogen. It is evident that hydrogen, combin
with carbon vapors, forms diverse hydrocarbons, wh
settle onto the chamber walls together with the soot. T
was confirmed by the mass spectra of soot obtained in s
discharges. They consist of many peaks in the range u
400–500 u with periodicity 14 and 20 u. In this region th
maximum peaks were recorded at 152, 178, 202, 226,
252 u. The position of these peaks is identical to the pre
ously observed peaks of polyaromatic hydrocarbons~PAHs!
under conditions of laser vaporization of graphite
an argon–hydrogen mixture.1 The total amount of such
PAHs in soot does not exceed 1% even for a discharg
pure hydrogen.

In the regimes investigated the erosion rate of the an
was'3 mg/s, while the average rate of hydrogen ‘‘burnup
is an order of magnitude of lower. Since the ratio of carb
and hydrogen in the PAHs is approximately 2:1, and
mass spectrometry shows a very small quantity of hydro
nated fullerenes C60Hx , wherex,3, most of the hydrogen is
0 © 1999 American Institute of Physics
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therefore a constituent of the nonvolatile components of s
with very large mass.

In contrast to previous work1,2 it was found, using mass
spectroscopy, that fullerenes form in small quantities eve
discharges burning in a pure-hydrogen atmosphere.

The fullerene contenta in soot increases as the admi
ture of hydrogen in the mixture decreases and as the b
time td of the discharge increases. It is obvious that
td@tH the fullerene contenta should be essentially equal t
the valuea514% for a discharge in pure helium. This wa
confirmed by mass spectra and measurements ofa per-
formed with the aid of the absorption spectra of the so
tions.

It should be noted that for such regimes the absorp
spectra ~Fig. 3! can differ from the standard spectra
fullerene solutions, since all soluble hydrocarbons formed
the discharge pass from the soot into the solution. Espec
large differences are seen for discharges in pure hydro
~curves4 and5!, where only a feature in the form of a ste
on a smoothly growing absorption curve remained from
strong maximum of fullerene absorption atl5335 nm. It is
obvious that these differences decrease as hydrogen pre
decreases andtd increases.

Although the standard method of determininga from
the absorption of the solutions is inapplicable here, it w

FIG. 1. Dependence of the timetH at which the Ha line vanishes on the
initial pressure withpHe570 Torr andI 580 A.

FIG. 2. Variation of the pressure in a discharge in pure hydrogen w
I 580 A.
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shown using the mass-spectroscopic method that
fullerene contents in regimes corresponding to the curve2,
3, and5 in Fig. 3 are in the ratio 10:5:1. Despite such a lar
difference in the absolute values ofa, the relative content of
the fullerenes C60 and C70 in these three regimes is very clos
and equals 84:16. In all regimes the soot also contains hig
fullerenes~up to C84) in a total amount of 3–5%.

When interpreting the results of the detection of the d
charge radiation, it should be kept in mind that only t
intensities of the atomic or molecular lines averaged o
oscillations in the space of the current channel can be de
mined from the spectra obtained on photographic film
posed for several seconds.

Only strong molecular bands of the Swan system of
C2 molecule and the violet system of the CN molecule
well as the atomic lines of HeI and CI were recorded in t
spectrum of the discharge in pure helium.3,4 The radiation of
the atomic lines in the interelectrode gap intensifies tow
the cathode, and the molecular bands intensify toward
anode. In the radial direction, the radiation of the atom
lines is concentrated in a quite narrow channel with diame
1 –1.5del . The atomic lines fix in the arc a region of max
mum temperatures, which coincides with the current ch
nel. The molecular bands are also emitted in the far peri
ery of the discharge~in the region 40 mm and greater!. In
some photographs the luminance of the molecular bands
two maxima located directly on both sides of the regi
where the radiation of the atomic lines is observed.

When hydrogen is added, the Balmer series of the
drogen atom, whose lines are emitted only within the curr
channel, appear in the spectrum. The number of these l
increases with the hydrogen partial pressure in the mixtu
At p59 Torr three lines from Ha ~656.28 nm! to Hg ~434.05
nm! are seen, and in the discharge in pure hydrogen
p570 Torr five lines up to H« ~397.00 nm! can be seen.
A molecular band of the radical CH~314.2 nm! appears in
the spectrum. It is very weak even with the addition of
Torr hydrogen to 40 Torr helium. Judging from the blacke
ing on the photographic film, its integrated intensity is se
eral orders of magnitude lower than the total intensity in

h

FIG. 3. Absorption coefficient of a toluene solution of soot extract a
function of wavelength.I 580 A; pHe , Torr: 1–3 — 70; 4, 5 — 0; pH2

,
Torr: 1 — 0; 2, 3 — 1.5; 4 — 70; 5 — 20; td , min: 2 — 30; 3 — 10; 4,
5 — 20.
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bands of the molecules C2 and CN. The rotational structur
of the very weak molecular band CH 388.90–387.13 nm
also seen in the spectrum of a discharge in pure hydro
(p570 Torr). In contrast to the 314.2 nm band, this band
tinted red and does not have such a strongly expres
‘‘head.’’ In the radial direction, the luminescence of th
CH band terminates before that of the C2 and CN bands.

b! Helium 1 oxygen mixture.In this case, just as in
hydrogen, regimes with helium pressure 70 Torr and curr
80 A were investigated. The addition of oxygen to heliu
ranged from 0.3 to 30 Torr. Discharges in pure oxygen w
also conducted (p from 10 to 300 Torr!.

Information about the behavior of oxygen can be o
tained by analyzing the time dependence of the total pres
in the chamber during and after the discharge~Fig. 4!. The
pressure was measured with a deformation vacuum met
within 0.5 Torr.

When the discharge was switched on, the press
started to increase and reached a stationary value in 1–2
After the discharge ended, the electrons, the fittings, and
gas in the chamber cooled down and the pressure decre
reaching the final valuepk after several minutes. It turned ou
that in all regimes investigated the difference ofpk and the
initial helium pressure is, to within 5–10%, twice the initi
oxygen pressure. Such a pressure increase can be expl
only by the formation of two stable carbon monoxide m
ecules CO from each oxygen molecule O2 in the discharge.
An estimate of the minimum bonding time of oxygen with
average anode erosion rate of 3 mg/s gives 1 min, wh
correlates well with the experimental variation of the pre
sure at the start of the discharge.

The absorption spectra of the toluene extracts of s
which was obtained from discharges in a helium1 oxygen
mixture and in pure oxygen, have essentially the same f
as the spectra of the extract from a discharge in pure heli
This shows that such extracts contain only fullerenes, and
C60 andC70 ratio is essentially independent of the amount
oxygen added. This was confirmed by the mass spectrum

FIG. 4. Total pressure in the chamber as a function of time during and
the discharge.pO2

, Torr: 1 — 9.0, 2 — 30.0,3 — 31.5; pHe , Torr: 1, 2 —
0; 3 — 39.6; td , min: 1, 3 — 50; 2 — 16.
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soot obtained from the discharge in the mixturep(He)570
Torr, p(O2)59 Torr. Only groups of peaks corresponding
the fullerenes C60 and C70 in the ratio 84:16 were observed i
this mass spectrum. The C60O peak is absent in the mas
spectrum. Therefore, under these conditions, the metho
the optical absorption of the extracts can be used to de
mine the fullerene contenta in the soot.

Figure 5 showsa as a function of the oxygen pressure
a helium–oxygen mixture. It is evident that when only 1 To
oxygen is introduced,a drops by almost a factor of 3 from
14 to 5%, and it then remains essentially unchanged
p(O2) increases to 30 Torr.

Figure 6 showsa as a function ofp(O2) for discharges
in pure oxygen. Fullerenes form, and by no means in sm
quantities, even in pure oxygen~more accurately, as show
above, in carbon monoxide!. As the oxygen pressure de
creases,a is observed to decrease, as is also character
for other buffer gases~He, Ar, Ne, and their mixtures4,5!. The
maximum value ofa in oxygen is;2.3%. This value is
close to the value ofa which we obtained in Ar and Ne.4

Emission of a strong line of atomic oxygen O
l5777.19 nm, which showed little change over a quite lo
period of time, was detected in the spectrum of a discharg
pure oxygen and mixtures of oxygen with helium. F
example, with the addition of 1.5 Torr oxygen the OI lin
decreased in intensity after the discharge burned for 30 m
With the addition of 10 Torr oxygen no appreciable decre

er

FIG. 5. Fullerene contenta in soot versus the initial oxygen pressure in th
chamber withpHe570 Torr andI 580 A.

FIG. 6. Fullerene contenta in soot versus the initial oxygen pressure in th
chamber for discharges in pure oxygen withI 580 A.



r 5

e
r
f

e

p-

ou
sh
an
th

m
u
ne
o
m
int
io
to

ve
.
n
y

am
a

hi
g

n to
e
mi-

ar-
ind
es

ins
is-

f O
ion
oot.
rge
hat
and
mo-
the
a-

en-
s-
t

cta

z.

z.

1443Tech. Phys. 44 (12), December 1999 Afanas’ev et al.
of emission was detected after the discharge burned fo
min. With the addition of 10 Torr oxygen to helium~70
Torr! the atomic lines HeI and CI virtually vanished. Th
molecular bands became sharper, and a larger numbe
bands was recorded. In addition, sequences of bands o2

molecules can be seen: 619.1 nm~from the Swan system!
and 361.7 nm~from the Deslandres–d’Azambuja system!;
CN molecules: 460.6 nm. The CO and O2 molecules, which
have strong molecular bands in the entire optical range, w
not represented at all in the spectrum.

CONCLUSIONS

Of course, it is very difficult to give a detailed descri
tion of the kinetics of the system helium1 hydrogen, but
plausible conjectures can be made which would take acc
of the experimental facts presented above and at least
some light on the situation. In the arc channel, hydrogen
carbon are in an atomic state. Away from the channel, as
gas temperature decreases, at first small, purely carbon
ecules are formed, since the energy of the C–C bond is m
higher than that of C–H. At distances from the arc chan
where hydrogen starts to bind successfully with carbon, m
of the carbon is now combined into molecules with 10 ato
on the average. Apparently, hydrogen is incorporated
a growing molecule so as to prevent further transformat
of the molecule into fullerene and PAHs with mass up
400–500 u. This is why the fullerene formation is ineffecti
(a<1%) as long as hydrogen is present in the chamber

The growing carbon molecules with hydrogen inclusio
serve as nuclei of particles of soot, together with which h
drogen settles on the walls. After hydrogen leaves the ch
ber, the fullerene formation efficiency is finally restored to
level characteristic for a discharge in pure helium. For t
reason, in the production of fullerenes in a nonflow-throu
0
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system, even comparatively large admixtures of hydroge
helium 1–2 Torr have virtually no effect on the fulleren
yield. This result also pertains to other hydrocarbon conta
nants in helium.

In contrast to hydrogen, oxygen reacts rapidly with c
bon vapors, since only one carbon atom is required to b
one oxygen atom. The reaction rate is limited in the regim
investigated only by carbon vapor inflow~anode erosion!.
Carbon monoxide CO forms in this reaction, and it rema
inside the chamber throughout the entire time of the d
charge, raising the pressure. However, the presence o2

and CO molecules is not manifested at all in the emiss
spectrum of the discharge and in the mass spectrum of s
Nonetheless, the introduction of oxygen into the discha
decreases the fullerene yield to 5%. It can be inferred t
outside the arc channel recombination of C and O atoms
the CO molecules formed, which can be regarded as a
lecular buffer gas, change the temperature distribution of
gas, which, undoubtedly, should effect the fullerene form
tion process.

This work was performed as part of the Russian Sci
tific and Technical Program ‘‘Fullerenes and Atomic Clu
ters’’ ~Project No. 98056! and with partial financial suppor
provided by the company ‘‘Fullerene Technologies’’~St. Pe-
tersburg!.
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It is shown that multiple ion reflection, arising as a result of collisional dissipation, from a shock
front can produce an ion-sound shock wave with an arbitrarily large Mach number. For an
exponentially small number of reflected ions, the ion-sound shock wave ‘‘degenerates’’ into a
collisionless quasishock wave. The comparative role of viscosity and sound dispersion
with different initial nonisothermality of the plasma is discussed. ©1999 American Institute of
Physics.@S1063-7842~99!01012-0#
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An ion-sound shock wave as an asymptotic form of i
tial disturbances in a nonisothermal collisionless plasma
been investigated in Ref. 1. The possibility of a station
structure forming is based on the dispersion properties of
sound. Specifically, the stabilization of a wave profile can
explained by the ‘‘competition’’ between the nonlineari
and dispersion effects on a spatial scale of the order of
Debye radiusD.

In a collisionless plasma, a wave with constant propa
tion velocityc.V (V5ATe /mi is the speed of ion sound,T
is the temperature,m is the mass, and the indicesi and e
refer to ions and electrons! is a ‘‘quasishock’’ wave2 if the
ion temperatureTi is different from zero. For absolutely col
ions (Ti50) a quasishock wave degenerates into a solit
the plasma state being the same in front and behind the
ton. For TiÞ0 reflection of some ions from the potenti
barrier destroys the symmetry, and the form of the wa
becomes similar in form to a shock wave. This behav
occurs even though irreversible dissipation processes are
bidden~the collision integral in the kinetic equation is zero!.
A quasishock wave is not completely stationary: It include
‘‘foot,’’ formed by the reflected ions, that ‘‘runs away’’ from
the front.

A characteristic feature of a quasishock wave is the
istence of a critical Mach numberM** , bounding the region
of formation of laminar disturbances ‘‘from above’’ with re
spect to intensityM5c/V.3–5 In Ref. 3 it was found that
M** ,M0 , i.e., thatM** is even smaller than the critica
Mach numberM0 (M0'1.6)1 for a soliton. In Refs. 4 and 5
it was shown that taking account the ‘‘running away’’ fo
extends out this region right up toM** '1.82 for b50
(b52Ti /Te is the degree of nonisothermality of the plasm!
and up to a certain valueM* (b), whereM* ,M** , for
finite b. In Ref. 5 it was concluded that laminar ion-sou
shock waves do not exist forM.M** .

Let us see if energy dissipation of the reflected ions
fluences the structure of the shock wave. Such an effec
possible if the ion braking time is much shorter than t
lifetime of the wave. In that case the reflected particles ag
reach the front, thereby increasing the efficiency of the d
sipation mechanism. Fast ions excite a longitudinal polar
1441063-7842/99/44(12)/5/$15.00
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tion electric field, which brakes the ions and accelera
electrons.2 Collisional relaxation of the electrons increas
the electron temperature. Energy transfer from ions to e
trons is characterized by two time scales: the braking timetd

of a fast ion and the decay timet l of the oscillations. For a
two-temperature plasmatd can be estimated as follows:2

td~2A2/3Ap!tAme /mi~v/V!3,

v'2c>V, Te@Ti , ~1!

where t5 l emi /(vTe
me) is the characteristic equalizatio

time of the electron and ion temperatures,v is the velocity of
a reflected ion in a stationary coordinate system,vT is the
thermal velocity, andl is the mean free path length.

For Te@Ti and sufficiently frequent electron collisions
t l can be estimated as2

t l5Ami /mevs
21~k!A8/p

!n i i
21Ami /me5t~Ti /Te!

3/2, ~2!

wherevs and k are the frequency and wave number of io
sound andn i i is the ion–ion collision frequency.

Ion scattering by equilibrium fluctuations of the electr
field is neglected in Eq.~1!, since the corresponding contr
bution is of the order ofme /mi .2 The ‘‘noise’’ level does not
increase materially on the foot, since the ion-sound spect
is nondecaying, and the effect of anisotropic instability, d
cussed in Ref. 1, is substantial only in a quite rarefi
plasma.

The electron heating time is determined by the greate
the timestd andt l , but in any case it is less than the equa
ization time of the electron and ion temperatures. Thus
reflected ions are scattered by electrons. This conclus
agrees with the result of Ref. 6, explaining the well-know
fact that electron heating predominates in thermonuclear
ups. As a result, a stationary shock structure, in which di
pation is due to multiple reflections of ions and ion scatter
by electrons, can form.

Collisions give rise to high-frequency ion viscosity,
turn giving rise to damping of ion-sound waves in the line
approximation.7 Viscosity is also capable of producing a
4 © 1999 American Institute of Physics
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ion-sound wavefront structure. This has been shown on
basis of a gas-dynamic description.8 However, it is known2

that for strong shock waves a strict proof of this require
kinetic approach. Ion-sound waves decay and disperse.
of interest to make a comparative estimate of the influenc
these effects on the structure of a shock jump in plasma.
this, we shall employ the gas-dynamic equations for the e
tron and ion components, taking account of ion viscosity.
shall determine the condition under which viscous damp
of small disturbances behind a shock front remain small ri
up to scalesL;D. The condition for the term containing th
viscosity to be small compared with the inertial term in t
equation of motion gives

D@~vTi
/c!l i . ~3!

For a strongly ionized plasma~viscosity is due to ion–
ion collisions!, we have from Eq.~3!

Te /Ti@~vTi
/c!2L22g23~9/4!, ~4!

where L is the Coulomb logarithm (L;10220),
g5e2ni

1/3/Ti!1 is the plasma parameter,e is the absolute
value of the electron charge, andn is the electron density.

If the neutral component is sufficiently dense, viscos
is determined by ion–neutral collisions.9 Then the inequality
~3! gives

Te /Ti@~vTi
/c!2~ni /Ne!

2ga22ni
22/3, ~5!

wherea is the molecular radius and the indexn marks the
density of the neutral component.

Thus, even without viscosity a shock front can be sta
lized as a result of the dispersion of ion sound. In the plas
of a gas discharge (g<1022) this occurs for virtually any
intensity of the shock wave. Dispersion can be strong o
for sufficiently intense wavesvTi

/c,1023 in the upper
ionosphere (g<1024).

Let us now consider an isotropic, two-temperatu
strongly ionized plasma with a Maxwellian distributions
the particles and singly charged ions. On a scale of the le
of l i a plasma is described by the Vlasov equations for i
and electrons. Here the formulation of problem correspo
to Ref. 5. The ions are assumed to be sufficiently ‘‘cold’’ a
the electrons sufficiently ‘‘hot’’ so that

vTi
!c!vTe

. ~6!

In this case the particle distribution functions depend
the Cartesian coordinater and the timet implicitly via the
self-consistent electric field potentialw(r ,t) ~we are consid-
ering one-dimensional plane waves!. The inequalities~6!
make it possible to integrate the electron distribution fu
tion and obtain a Boltzman distribution for the electron de
sity scaled to the unperturbed value forw50: Ne5exp(F),
whereF[ew/Te .

For ions a boundary condition is given on the foot—
quasihorizontal section of the shock profile. The ion dis
bution function has a double-hump form, corresponding
ion fluxes incident on the front and reflected from the fro
e
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The structure of the jump in the fields, which is due to t
spatial separation of the charge on a scaleD, is described by
an equation for the electric field potential5

~dF/dj!2522U~F!, ~7!

2U~F!

5exp~F!1Nf S E
A2~F2F f !

A2~FA2F f !
F~W!WAW222~F2F f !dW

1E
A2~F2F f !

`

F~W!WAW222~F2F f !dWD 1C, j,0,

2U~F!5exp~F!1NfE
A2~FA2F f !

`

F~W!

3WAW222~F2F f !dW1C, j>0.

F~W!5exp2~2~W2M f !
2/b!/Apb,

W5Av2/V212~F2F f !,

C52Nf~Mf
21b/2!2exp~F f !2NfE

0

A2~FA2F f !
F~W!W2dW.

Here j52(r 2ct)/D, b52Ti0 /Te , and v is the particle
velocity. The index 0 is used to denote fields in the unp
turbed plasma,FA is the value of the potential at the max
mum for j50. The coordinate system moves together w
the wave and it is arranged so thatj,0 ahead of the shock
front. The indexf marks values of the fields on the foo
v f.0 is the velocity of the ion flux incident on the fron
M f5v f /V is the Mach number, andNf is the ion density in
the incident flux scaled to the unperturbed value forF50.

The spatial scale of variation ofTe , due to the electronic
heat conduction, can be estimated as10

D5~vTe /c!l e . ~8!

We neglect the variation in the ion temperature ahead
the shock front:Ti'Ti0. The characteristic lengthl d of the
foot is determined by the relaxation length of the ion m
mentum. From Eq.~1! we find l d58l e(c/V)4.

Thus, we obtain the following inequality for the spati
scales:l d!D. This makes it possible to represent the front
the foot as an isothermal jump. The equations of conse
tion of the particle fluxes, momentum, and energy give
desired boundary relations between the unperturbed sta
the plasma and the state on the foot,

M5M f~Nf2Nr !,

M21b~b0
2111/2!5~11M f

21b/2!~Nf1Nr !,

M2/21b/b05M f
2/21F f11, ~9!

where

Nr5NfE
0

A2~FA2F f !
F~W!dW
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is the density of reflected ions on the foot,Nr1Nf

5exp(Ff) is the condition of quasineutrality of the plasm
on the foot, andb052Ti0 /Te0 is the initial degree of noniso
thermality.

The first two inequalities in Eq.~9! relate the fluxes on
the foot and the unperturbed fluxes in front of the hea
zone, and the last inequality is obtained from the condit
that the energy flux is continuous at a transition from
state directly in front of an isothermal jump to a state on
foot.

Our problem~7! and~9! differs from that of Ref. 5 only
with respect to the boundary condition: At infinity th
plasma velocity in the laboratory coordinate system is ze

On the scale of long mean-free path lengths of the p
ticles the shock wave is a discontinuity on which the fie
satisfies the Hugoniot relations

N1M15M0 ,

Nf~T1 /T01M1
2!5M0

211,

~T1 /T0!ḡ/~ ḡ21!1M1
2/25M0

2/21ḡ/~ ḡ21!,

T1[Te11Ti1 , T0[Te01Ti0 , ~10!

whereM05c/V0 , V05AT0 /mi is the isothermal sound ve
locity in the undisturbed plasma,ḡ is the effective ratio of
specific heats, and the index 1 marks the fields behind
shock front.

Here it is assumed that small long-wavelength dist

bances propagate with phase velocityV̄[VAḡ, ḡ.1. This
is due to the characteristics of heat conduction in a plasm9

From Eq.~10! we obtain for the temperature ratio the expre
sion

T1 /T05~ ḡ11!22M0
22@2M0

22ḡ11#

3@M0
2~ ḡ21!12ḡ #, ~11!

which, in contrast to the well-known relation,11 contains the
Mach number, equal to the ratio of the velocityc of the wave
to the isothermal sound velocity. The left-hand side of E
~1! is 1 for M0

25ḡ.
Thus, the structure of a nonviscous ion-sound sh

wave is determined by the solution of Eq.~7!, which is con-
tinuous at the point of the maximum ofF(j) at j50 and
satisfies the boundary relations~9! and ~10! with

Te1Ti05T1 . ~12!

The particular caseb50 andTe05Ti0 was investigated
in Ref. 12 on the basis of equations for the fluxes neglec
the structure of the front.

The following conditions are necessary for the existen
of the required solution of Eq.~7!. There existFA , F f , and
F2 such that

U~FA!,U~F f !50 forj<0,

U~FA!,U~F2!50 forj.0,

NiA>NeA , ~13!
d
n
e
e

.
r-

e

-

.
-

.

k

g

e

where

NiA5NfE
A2~FA2F f !

`

F~W!
WdW

AW222~FA2F f !
,

NeA5exp~FA!

are the electron and ion densities atj50.
The relations ~9! determine the unknown values o

M ,M f , and F f . Therefore, near a jumpTe is unknown a
priori. Its value is determined by the scattering of th
reflected-ion flux by electrons.

Figures 1~a!–1~d! show the parameters of a nonviscou
ion-sound shock wave as a function of its intensityM0 with
various values of the initial nonisothermality;^F& is the
‘‘average’’ value of the oscillating potential behind th
shock front, the solution of the equation

dU~F!/dF50 forj.0. ~14!

A calculation of the structure of such a shock wave f
an equilibrium strongly and weakly ionized equilibrium
plasma is contained in Ref. 13.

The quasishock disturbance of a collisionless plasma
vestigated in Refs. 4 and 5 is not an ion-sound shock wav
the strict sense of the term. Conversion of energy into int
nal energy of the gas does not occur in a quasishock ju
and the entropy does not increase there. It can be stated
the ‘‘dissipation’’ region is located at infinity.

The fact that the region of dissipation of the flux o
reflected ions is located at a finite distance away from
front results in the possibility of multiple reflection of th
particles. In each reflection an ion takes energy from
wave and transfers it to the plasma. Thus, any ion ultimat
can overcome the potential barrier and end up behind
front. This situation resembles the one occurring for a ma
netosonic shock wave propagating across a magnetic field
this case the reflected ions return by ‘‘twisting’’ of the tra
jectory in the magnetic field.1 Both cases~collisionless ion–
sound and magnetosound! become similar, if the action of
the magnetic field at timest,vHi

21 (vHi
is the ion gyrofre-

quency! is neglected.5 The fundamental possibility of any
particle passing from a state ahead of the front to a s
behind the front is due to the presence of dissipation in
shock layer. In a collisionless magnetosonic shock wave
times t.vHi

21 the accelerated particles lose energy to rad

tion. In our case the reflected ions are scattered by electr
As a result of multiple reflection of ions, a laminar shoc

wave can have an arbitrarily high intensityM0, and a critical
Mach numberM** does not exist.

A strong shock wave forms for any initial nonisothe
mality, even in an equilibrium plasma (Te05Ti0), where
low-amplitude ion-sound waves are strongly absorbed. T
is possible because of the increase in the electron temp
ture in front of the shock wave in a region with a spati
scale of the order ofD.

The inequality~3! bounds ‘‘from below’’ the region of
existence of a nonviscous shock wave. Let it hold for ar
trarily weak shock waves. For strong initial nonisotherma
ity, in the regionM0;1 the number of reflected ionsNr

becomes exponentially small. The parameters of the w
approach the corresponding values for a collisionless q
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FIG. 1. NiA ~1!, NeA ~2!, FA ~3!, ^F& ~4!, F2 ~5!, F f ~6! versusM 0 . b0 : a—1024, b—1022, c—0.1, d—2.
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sishock wave.3 This is explained by the negligibly small in
fluence of the dissipation of energy of the reflected flux
Nr→0.

A different branch of the solution of the system of Eq
~9! and ~13!, on which Te,Te0 and F f,0, exists in the
regionb0,1022, M0;1. Figure 2 shows the computed b
havior of F f(M0) near the pointF f50 for b051024. For
some valueM0

1 the solution abruptly jumps from one branc
to the other. The jump-like character of this transition is n
noticeable on the scale of Figs. 1a and 1b~curve 6!. Actu-
ally, the curveF f(M0) cannot intersect the abscissa at t
point M05M0

1 . Indeed, substitutingF f50, b5b0 into Eq.
~9! we obtain Nr50, which can occur only forFA50.

FIG. 2. Behavior of the curvesF f(M0) ~1! andNr(M0) ~2! nearF f50 for
b051024.
s

.

t

Therefore, forM0,M0
1 there are three solutions for Eqs.~9!

and ~13!. Two of them are approximately symmetric wit
respect to the abscissa, differing from it by an exponentia
small quantity. The third solution has finite valuesF f,0
and NrÞ0. Both branches emanate from the same po
where FA50, M051. The probable behavior of th
branches is shown in Fig. 2~dashed lines!.

If the relations~10! were exact, it would follow from
them that a compression shock wave is possible only if

M0
2.ḡ.1. ~15!

However, a solution for the structure of the shock wa
also exists under the weaker conditionM0.1. Actually, the
relations ~10! are approximate. They neglect the radiati
fluxes and the more ‘‘subtle’’ relaxation processes occurr
in a two-temperature plasma. For this reason, the free par
eter ḡ does not have a clear physical meaning, and for E
~10! and ~12! to be satisfied formally,ḡ5ḡ(b0 ,M0

2) must
be a slow function of its arguments. Nonetheless, a calc
tion showed approximately 5% agreement for Eq.~12! with
ḡ55/3. This shows that the internal energy of the plasma
the relaxation zone behind the front remains approxima
constant and the required heating of the ions is accomplis
primarily as a result of heat transfer between the compon
of the plasma.

The equality~12! also holds, to the same degree of a
curacy, for a shock wave withTe,Te0. Such a wave can
evolve provided that there exist relaxation processes du



in
ca
nt
th

n
a
-

is

s,
nd
th

a
th
-

e
co
is

d

n-

at,

,

h.

iz-

in

1448 Tech. Phys. 44 (12), December 1999 I. R. Smirnovski 
scattering of the reflected ions, which occur with decreas
Te . For example, secondary electrons with lower energy
form as a result of charge trasnfer on the ions. Experime
observations of the radiation from the gas in a ahead of
shock front confirms such a phenomenon indirectly.14

For small initial nonisothermality (b0>0.1), there ap-
pears a characteristic Mach numberM 2(b0) below which a
nonviscous shock wave is not formed. This is clearly see
Fig. 1~d! for the case of an initially equilibrium plasm
b052, whereM 2'7. It is obvious that ion viscosity deter
mines the structure of the shock forM0,M 2 .

With the exception of the caseM05M 2 in an equilib-
rium plasma, where the wave profile is monotonic, a nonv
cous ion-sound shock front has an oscillatory structure.

In summary, on account of multiple reflection of ion
the required level of dissipation in the front of an ion-sou
shock wave obtains at much lower particle densities in
reflected flux than in a quasishock wave.5 As a result, for a
laminar ion-sound shock wave a critical Mach number
which the number of reflected ions becomes equal to
number of incident ions~the critical Mach number is ap
proximately 1.82 according to Ref. 5! does not exist. An
ion-sound shock wave forms as a result of the presenc
irreversible dissipative processes associated with particle
lisions, and it has a strictly stationary shock profile, which
the asymptote of an arbitrary initial disturbance.
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The conditions under which transition states arise and exist during the melting of germanium are
identified by digital differential-thermal analysis. The pre- and postmelting cooperative
effects arising under real conditions in dynamic and quasistatic regimes are nonequilibrium phase
transitions and can be characterized by a system of thermodynamic parameters. Instability
of the thermodynamic parameters of the transition states is observed in quasistatic regimes as a
result of dynamic instability. The system of parameters introduced characterizes the
formation of a special phase state — pre- and postmelting mesophases. ©1999 American
Institute of Physics.@S1063-7842~99!01112-5#
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The existence of transition regions during melting w
indicated in Refs. 1 and 2. However, transition states dur
melting have been little studied, and as a rule they ar
spin-off of investigations of the melting process. Data a
often obtained by extrapolation with the temperature
proaching the melting pointTm , and thermodynamic param
eters describing the regions and the conditions of existe
of transition regions are lacking.

The experimental data are contradictory. On the o
hand, they show a dynamic structure of premelting phase3 a
change in symmetry with the appearance of icosahe
structures which are uncharacteristic for a crystal state4 a
change in the coordination number, a hierarchy of structu
in the melt,5 temperature oscillations in the premeltin
region,6 a change in the photoacoustic response,7 and so on.
On the other hand, they also show a monotonic increas
the specific heat and other thermodynamic parameters.
inconsistency is removed if the experimental data obtaine
thermostatic, quasistatic, and dynamic regimes are separ
Instabilities are observed in the dynamic and quasistatic
gimes, and monotonic variations are observed in therm
static regimes. The theory also contains two concepts
monotonic nonlinear variation of the properties, as a resu
vacancy formation,8 and the appearance of correlated state9

Thus, the experimental and theoretical prerequisites exis
treating transition states as dissipative. The microscopic
scription of the melting of clusters has shown that collect
processes play a fundamental role. The melting of cluste
interpreted as a phase transition occurring in a certain t
perature range.10

In our works11–14 it has been shown that the melting
crystal substances with different types of chemical bond
dynamic heating regimes with heating ratesv55 and 10
K/m is accompanied by the appearance of excited reg
pre- and postmelting and is characterized by a system
nonequilibrium thermodynamic parameters. In Ref. 15
premelting and melting thermodynamic parameters of io
KCl crystals were shown to be unstable in the quasist
regimes of heating at ratesv<1 K/m.
1441063-7842/99/44(12)/5/$15.00
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1. PROCEDURE

A digital method of measurement and processing
differential-thermal analysis~DTA! signals was developed t
investigate transition states during melting of crys
substances.16 The controllable record length and the tran
mission band of the dc amplifier made it possible to det
mine the conditions under which transition states can
identified on the DTA melting curves in dynamic and qua
static regimes.

Different scales of the measured characteristics are c
acteristic for the observed transition states and the pro
melting effect. During endothermal melting the maximu
deviation of the baseline is 10° on average, whereas fo
transition effect the maximum deviation of the baseline
the same batch is 1° on average~Fig. 1!. For this reason, we
introduce different scales for the detection and display of
effects — macro- and micro-, just as for macro- and m
crophase diagrams.

The DTA methodology for studying first-order phas
transitions such as melting was formulated as a revers
jump. Accordingly, to increase the resolving power, which
determined by the width of the peak, the mass of the exp
mental object was decreased and the rate of heating~cooling!
was increased.

As the mass decreases, the area of the pre- and post
ing effects decreases and vanishes for batches of the ord
severalmg, which are used in standard DTA methods.17 The
mass for which transition states are not observed can
taken as the critical massmc . As the mass increases, the ar
of the transition effect decreases, and exothermicity rema
It should be noted especially that, in contrast to the class
linear mass dependence18 of the area of the effect, the mas
dependence of the area of the transition effect is nonlin
~Fig. 2!.

In our experiments, we used 2-g batches. This gave g
resolution and allowed the optimal representation of the d
The experiments were performed in standard graphiti
Stepanov quartz vessels, evacuated to 1024 Torr, and Pt–
9 © 1999 American Institute of Physics
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Pt/Rh ~10%! thermocouples were used as the sensing
ments.

To make sure the data are reliable, the transition st
during melting of Ge were investigated on 10 samples un
identical experimental conditions. Each sample was fi
melted and then three heating–cooling cycles were c
ducted. The investigations were performed in the dyna
(v55,10 K/m! and in the quasistatic (v51 K/m! regimes.
To determine the effect of the initial conditions~prehistory
of the sample! on the transition state during melting, heatin
was performed in two regimes: 1! from room temperature to
1250 K and 2! from 1000 to 1250 K.

2. EXPERIMENTAL PART

A typical DTA curve of premelting of Ge with a heatin
rate of 5 K/min is displayed in Fig. 3a. Together with pr
melting, for the same heating rate a postmelting effect~Fig.
3b!, which has the same manifestation as the premelting
fect, is observed. At the critical value of the controlling p
rameter — the temperature — and for a fixed mass of
matter and heating rate, a heat pulse with a finite time bas
generated.

The amount of heat released during pre- and postmel
was estimated relative to the main effect and was determ
as the modulus of the ratio of the areasP1 andP3 of the pre-

FIG. 1. DTA curve of melting of germanium in the dynamic regime. T
heating rate isv55 K/m with a fixed mass of matter 2 g; scaleDT —
1:0.02.

FIG. 2. Reduced area of the premelting effect during the melting of
versus the mass: a — experimental curve, b — ‘‘classic’’ curve. The ex-
periments were performed under identical conditions in vessels of the s
shape.
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and postmelting effects to the areaP2 of the main effect. The
area of the DTA peak for the pre- and postmelting effe
was calculated by the trapezoidal rule. Then the areas w
scaled to unit mass.

The presence of macroscopic low-frequency therm
fluctuations in the pre- and postmelting pulses is charac
istic.

To study the stability of the excited state of the observ
effects, isothermal holdings under conditions allowing f
the appearance of premelting were performed in the dyna
regimes. The DTA curve of isothermal holding of premeltin
of Ge at temperatureT* 51173 K is shown in Fig. 4; the
holding time was 35 min. Compared with the polytherm
DTA curve, the fluctuations amplitudes are larger, and
total amplitude of the thermal oscillations becomes com
rable to the magnitude of the premelting effect itself. A we

e

e

FIG. 3. DTA curves of transition states during the melting of Ge (v55
K/m!: a — premelting (T* — isothermal holding temperature!, b — post-
melting; scaleDT — 1:5.

FIG. 4. DTA curve for isothermal holding of premelting of Ge.
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TABLE I. Parameters of transient processes during melting of Ge.

Premelting Postmelting

v, K/min Tpre-m8 , K Tpre-m9 , K Dtpre-m, c DQpre-m Tpost-m8 , K Tpost-m9 , K Dtpost-m, c DQpost-m

5 1157.9 1206.1 509 0.079 1256.5 1298.1 230 0.06
10 1139.4 1204.3 436 0.15 1248.9 1301.0 212 0.05
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additional periodicity arises. The prolonged presence of
excited state is striking. Isothermality of the fluctuations w
investigated by the method of digital spectral analysis w
data processing by a special program employing the W
periodogram method. A linear frequency dependence, kn
as flicker noise, of the spectral power density in doub
logarithmic coordinates was obtained for the fluctuat
process.19

Thus, the observed pre- and postmelting effects sh
indications of thermodynamically nonequilibrium phenom
ena. The characteristic features of the observed effects
that the recorded heat pulses of the pre- and postme
phenomena are integral characteristics of the process an
flect changes occurring in the system as a whole in the en
volume of the matter. The stationary excited states arisin
the interior volume of the matter at the pre- and postmelt
stages have sharp thermal boundaries on the poly- and
thermal DTA curves in the dynamic and quasistatic regim
These states can be characterized by a system of experi
tally observed, nonequilibrium, thermodynamic paramet
that depend on the mass of the matter, temperature, he
rate, dimensions, and time — J:Tpre-m

8 , Tpre-m9 — tempera-
tures of the onset and termination of the premelting effe
Tpost-m

8 , Tpost-m9 — temperatures of the onset and terminati
of the postmelting effect;Dtpre-m, Dtpost-m — durations of
the pre- and postmelting heat pulses;DQpre-m, DQpost-m —
heat of pre- and postmelting, respectively.

Let us examine the pre- and postmelting parameter
Ge in various dynamic regimes. The typical values of

FIG. 5. DTA curves of premelting of Ge in dynamic and quasistatic
gimes. ScaleDT — 1:2; the numbers on the curves are the values ofv in
K/min.
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parameters of the pre- and posttransition states in Ge
heating rates of 5 and 10 K/min are presented in Table I. T
heats of pre- and postmelting are given in arbitrary un
which are the modulus of the ratio of the area of the tran
tion effect to the area of the main melting effect.

As the heating rate increases to 10 K/min, the chara
of the processes remains unchanged. Only the kinetic
energy release changes.

By quasistatic regime we mean the conditions approa
ing close to equilibrium with continuous heating ratesv<1
K/min. According to classical models, in this range a mon
tonic variation of the parameters accompanied by an incre
in enthalpy should occur. This is due to the increase in
specific heat, associated with the anharmonicity of latt
vibrations at high temperatures. In the experiment monoto
behavior is obtained by performing coarse measurements
averaging the data, and with prolonged isothermal holdi
at the measured points. This approach is due to general b
whereby a first-order phase transition is interpreted as a ju
in the absence of transition regions.

Transition states, just like the nonequilibrium state
matter in a first-order phase transition, also remain in qu
static regimes with continuous heating. As the heating r
decreases from 5 to 1 K/min, in the quasistatic regime
impulse of premelting of Ge transforms from a stable into
‘‘noise’’ circle and the temperature–time interval increas
The onset temperatureTpre-m8 of premelting withv<1 K/min
is 40 K lower thanTpre-m

8 with v510 K/min and 60 K lower
thanTpre-m

8 with v55 K/min ~Fig. 5!.
In the quasistatic regime, for premelting of Ge the p

rameters of the transition states, such asTpre-m
8 , Tpre-m9 , and

Dtpre-m become unstable. The instability ofTpre-m
8 is ob-

served as an anomalous variances(Tpre-m8 ) of this parameter
compared with dynamic regimes in a single heating–cool
cycle. The variance was calculated for ten points for ea
heating rate~Table II!.

But, for covalent Ge crystals, in contrast to KCl,15 a
separation of the regions of instability of the premelting p
rameters is not observed for the heating regimes 1 an
~Fig. 6!. The interval of instability ofTpre-m

8 is 65 K. For Ge,
the melting onset temperatureTbm is a stable parameter fo
heating rates of 1–10 K/min.

-

TABLE II.

Heating rate, K/min Variances(Tpre-m8 ), K

1 208.2
5 0.34

10 0.25
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The quasistatic regime can be characterized by a
tional parameters reflecting the instability of the system a
manifested as an anomalous variance: the corridordTpre-m8 of
instability of Tpre-m

8 ,the corridor dTpre-m9 of instability of
Tpre-m9 , and the corridordTbm of instability of the melting
onset temperature.

3. RESULTS AND DISCUSSION

Our experimental results show that many stationary
nonstationary states with sharp fixed values of the par
eters of the regions of existence correspond to various kin
regimes of melting of germanium. Such states correspon
nonlinear dynamic processes, and on the basis of all dis
guishing indicators ~exothermality, fluctuation nature
abruptness, irreversibility, nonequilibrium nature! can be
classified as nonequilibrium phase transitions.20 In our case,
a nonequilibrium state is reached as a result of the anhar
nicity of the crystal lattice at the premelting stage due to
sharp increase in the vacancy density.

In an elaboration of Frenkel’s idea of cooperativene
Yu. L. Khait9 proposed a phenomenological description
the accumulation of energy by an atom as a result of direc
energy flow from the environment, i.e., from the atomic su
system. Although Khait does not indicate a specific mec
nism for the anomalous burst of energy, instability is e
dently easily predicted. The vacancy density, which
;1022 per atom,8 increases near the melting temperatu
and it should radically change the phonon spectrum. An
vestigation of the Raman scattering spectra in NaOH
T→Tm showed a sharp decrease in the intensity of pho
vibrations, while close toTm phonons are virtually no
observed.21

FIG. 6. Tpre-m8 for Ge versus the heating rate.
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According to Khait, the cooperativeness at the prem
ing stage is due to correlation in the phonon subsyst
which results ultimately in the formation of clusters. For o
data, the Frenkel’–Khait correlation model is a limiting qu
sistatic case with continuous heating at a ratev;1 K/min.
At these heating rates premelting is characterized by an
tended temperature–time interval, the presence of ‘‘nois
circles, and sensitivity of the parameters of the transit
states to the initial experimental conditions. This state can
regarded as a system with weak correlation. As the hea
rate increases to 5.10 K/min, the ‘‘noisy’’ cycle transform
into long-time heat pulses, i.e., strongly correlated sta
arise, leading to the formation of clusters in the entire v
ume of the crystal.

Using the Frenkel’–Khait approximation we estimat
the sizes of the clusters formed at the premelting stage.
inverse Khait problem was solved — determination of t
cluster sizes according to the magnitude of the premel
temperature intervaldTpre-m5Tpre-m9 2Tpre-m

8 on the basis of
our experimental data. The diameterd of the clusters was
determined in terms of the characteristic correlation len
Ai with an experimentally fixed premelting temperature
terval dTpre-m:

Ai5A3 Tm
2

dTpre-m
2 z ~Tpre-m8 !

, d5Aia,

wherez is the specific heat per degree of freedom anda is
the lattice constant.

For Ge the cluster diameter is;21.2227.5 Å with a
premelting temperature range 50–65 K.

The computational data for clusters of premelting pha
are approximate, since the Khait model does not take
count of the dynamic dependence of the parame
J1 f (m,v,x,t) and the energetics of the processes, but th
are fundamental, since they show the appearance of a sp
phase state in solids — premelting mesophases.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 98-03-32406!.
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Layered structure of epitaxial yttrium iron garnet films
S. I. Yushchuk
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The layered structure of yttrium iron garnet films, ranging in thickness from 0.7 to 4.1mm,
grown epitaxially on single-crystal gallium–gadolinium garnet substrates, was investigated by
x-ray spectral microanalysis. The ferrite films were chemically etched layer by layer in a
mixture of orthophosphoric and sulfuric acids atT53532423 K. It was established that the
chemical composition of the films varies over the thickness because of the nonuniform
distribution of gadolinium, gallium, lead, and platinum ions; the film–substrate transitional layer
and the surface layer of the film differ most greatly with respect to the composition and
magnetic properties. It was shown that the thickness of the transitional layers and their negative
effect on the magnetic characteristics of ferrite films decrease appreciably if at the time of
immersion of the substrate and pulling of epitaxial structure out of the fluxed solution the substrate
holder together with a special mixer rotate at a rate of 50 rpm and the pulling velocity is 20
cm/min. © 1999 American Institute of Physics.@S1063-7842~99!01212-X#
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Single-crystal yttrium iron garnet~YIG! films with uni-
form parameters over the area and minimal magnetic lo
are required for use in microwave devices operating on
face magnetostatic waves. The basic parameters of fe
films are the saturation magnetization 4pMs , the magnetic
anisotropy fieldHa , the width DH of the ferromagnetic
resonance~FMR! line, and the thicknessh of the ferrite
layer. The saturation magnetization and the magnetic an
ropy field determine the frequency range and the width of
FMR line determines the magnetic losses of a microw
device. For thin ferrite films, the effect of the film–substra
~F–S! and the surface layer of the film at the film–air~F–A!
boundary on the basic parameters becomes important.

In the present work, the layer structure of YIG film
ranging in thickness from 0.7 to 4.1mm was investigated by
x-ray spectral electron-probe microanalysis. The films w
grown on single-crystal gallium–gadolinium garnet~GGG!
substrates with~111! orientation by liquid-phase epitax
~LPE! from a supersaturated fluxed solution of the ferr
charge and a PbO–B2O3 solvent.
1451063-7842/99/44(12)/3/$15.00
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r-
ite

t-
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To investigate the thicknesses of the transitional lay
and their influence on the magnetic properties of epitax
structures~ESs! the ferrite films were chemically etche
layer by layer in a mixture of concentrated orthophospho
and sulfuric acids in the temperature range 353–423 K. T
etching velocity was 0.05–0.2mm/min. After each etching
the thickness of the ferrite film, the saturation magnetizati
and the width of the FMR line were measured. The para
eters 4pMs andDH were measured by the methods of Re
1–3, and the film thickness was measured by the interfere
method.4

When the GGG substrates are immersed in a su
cooled fluxed solution of ferrite-forming oxides, the surfa
of the substrate is additionally etched by the corrosive co
ponents of the solvent. As a result, the boundary diffus
layer of the melt near the substrate becomes enriched
Gd31 and Ga31 ions. The number of these ions depends
the degree of supercooling of the melt.

During LPE lead oxide evaporates from the surface
the melt. As a result, the ratio of the components of
1
0

2
0

4
0

TABLE I.

Film Thicknesses and magnetic parameters of YIG films
No. during the etching process

1 h, mm 4.1 3.2 2.4 1.5 0.8 0.5 0.2
DH, Oe 0.90 0.83 0.80 0.64 0.73 1.40 2.1
4pMs , G 1780 1780 1700 1710 1650 1600 147

2 h, mm 3.8 3.0 2.2 1.4 0.7 0.6 0.4
DH, Oe 0.80 0.85 0.71 0.47 0.7 1.34 1.9
4pMs , G 1740 1710 1680 1590 1530 1460 139

3 h, mm 3.7 2.8 1.9 1.2 0.6 0.4 0.3
DH, Oe 1.10 1.00 0.86 0.78 0.93 1.38 2.1
4pMs , G 1780 1780 1700 1720 1670 1580 151
4 © 1999 American Institute of Physics
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solvent changes in the direction of a larger quantity of bo
oxides. The excess boron oxide promotes further dissolu
of the substrate. The Gd31 and Ga31 ions enter into the
growing epitaxial YIG film, and the Gd31 ions replace the
Y31 ions in dodecahedra, while the Ga31 ions replace pri-
marily the tetrahedral Fe31 ions. The substitution of the non
magnetic Ga31 ions for Fe31 ions in tetrahedra decreases t
magnetization of the iron garnet film. The Gd31 ions con-
tribute to the broadening of the FMR line through an ion
relaxation mechanism.5

High-temperature solid-phase diffusion of cations b
tween the Y3Fe5O12 film and the Gd3Ga5O12 substrate also
promotes the appearance and thickening of the F–S tra
tional layer.6 The effect of this factor can be decreased
lowering the growth temperature of the films. But as t
growth temperature decreases, i.e., the degree of super
ing of the fluxed solution increases, the entry of Pb21 ions
into the ferrite film increases.

The Pb21 ions, having a larger ionic radius~1.49 Å!,
occupy dodecahedral positions in YIG, displacing Y31 ions
(r 51.06 Å ) from them, and the Y31 ions enter octahedra.7

The partial filling of octahedral positions by nonmagne
Y31 ions results in a higher magnetization compared w
pure YIG, for which 4pMs51750 G.

A film–air ~F–A! transitional layer is formed as a resu
of the diffusion layer of the fluxed solution bounding th
substrate becoming depleted of ferrite-forming compone
and the resulting increase in the number of Pb21 ions enter-
ing the structure of the ferrite film from the solvent. Whe
divalent lead ions enter the YIG film, the electric neutral
of the film is destroyed, which is accompanied by the appe
ance of Fe41 ions in tetrahedral positions and Pb41 and
Fe21 ions in octahedral positions of the garnet.8,9 It is
known that these ions increase the width of the FMR line9

Table I contains the values of 4pMs , DH, and the
thicknessh of YIG films after each etching of the films in th
mixture of acids. It is evident from the table that a ferrite fil
possesses a layered structure which is formed during
growth process. These layers possess different thickne
and they are characterized by lower or greater magnetiza
and much larger values of the parameterDH as compared
with YIG. For example, the films 1 and 3 had a magneti
tion of 1780 G. After two etchings their magnetization d
creased to 1700 G. Therefore the higher magnetization
these films was due to the F–A surface layers, which con
an especially large number of lead ions.

To decrease the concentration of Gd31 and Ga31 ions in
the diffusion layer near the substrate, it is necessary to
crease the solubility of GGG in the melt. Our investigatio
showed that to obtain films with a small FMR linewidth an
thickness up to 10mm, it is necessary to use melts with
lower content of boron oxide. However, decreasing the c
centration of boron oxide in the melts has negative factor
addition to positive factors: The composition stability of t
garnet phase becomes narrower and the volatility of l
oxide increases. The higher volatility of PbO results in su
stantial additional etching of the substrates and the YIG E
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as they are lowered into the growth furnace and lifted out
it. To decrease the additional etching, a platinum screen m

FIG. 1. Distribution of chemical elements which are constituents of the fl
solution and substrate over the thickness of YIG films:I — film–substrate,
II — film–air; a, b — films grown using the standard technology; c, d
with rotation of the substrate together with the mixer. There is no scale
the abscissa.
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be secured to the substrate holder below the substrate. In
experiments, a platinum mixer served as a screen, and
mixer also was secured to the substrate holder.10 The main
function of the mixer is to trap, as it rotates, from inside t
crucible fresh fluxed solution and direct it in the form of
twisted jet to the surface of the growing film, at the sam
time removing the spent melt, which is depleted of garn
forming components. A flat diffusion layer is formed fro
this jet in centrifugal force field at the surface of the su
strate. This is important for growing ferrite films which a
uniform with respect to thickness and magnetic paramet

We determined and investigated the dependence of
thickness of the transitional layers on the technological
gimes of growth. Thus the thicknesses of the F–S and F
layers decrease appreciably, if as the substrates are low
into the melt and the ESs are extracted from the melt at
end of the growth process, the substrate holder together
the mixer rotates at 50 rpm. This can be explained by
removal of the Gd31, Ga31, and Pb21 ions from the sub-
strate surface by the ascending jet of fresh fluxed solu
and delivery of the components of YIG to the surface.

The vertical mixing velocity of the substrate as it is low
ered and then extracted from the melt after growth is a
important. For example, if the ES rises at a velocity of
cm/min, then the structure moves to a position 1 cm ab
the melt surface in;3 s. In this time, with a film growth rate

FIG. 2. Variation of the FMR linewidthDH over the thickness of the films
I — film–substrate,II — film–air. Films grown: a — by the standar
technology; b — with the substrate rotating together with the mixer.
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of 0.8 mm/min, the thickness of the surface layer enrich
with Pb21 ions will be only 0.04mm. Investigations showed
that the extraction of ESs from a melt with such a veloc
reduces to a minimum the variation in the basic parame
— the film thickness and width of the FMR line with respe
to prescribed values.

Figure 1 shows the results of microanalysis of the dis
bution of the chemical components Fe, Y, Pb, Gd, and
over the thickness of YIG films grown using the standa
technology and with rotation of the substrate together w
the mixer at the moments of immersion into and extract
from the melt. It is evident from Fig. 1 that the concentrati
of the controlled elements varies strongly over the thickn
of the film, especially in the transitional F–S and F–A la
ers. In addition, in films grown with the substrate and t
mixer rotating together, the content of Gd31 and Ga31 ions
in the transitional F–S layers and Pb21 ions in the F–A
layers are much lower than in the transitional layers of
films grown using the conventional technology. A large d
crease in the thickness of the transitional layers is also
served. For example, for a 3mm thick YIG film the thickness
of the F–S layer decreases by a factor of 2.5, and the th
ness of the F–A layer decreases by a factor of 10!

Curves of the variation of the FMR parameterDH,
which were obtained by layer-by-layer etching of the YI
films with a velocity of 0.1mm/min, are displayed in Fig. 2
It is evident that the films obtained using our technolo
possess narrower FMR lines. This is especially noticeabl
the regions of the F–S and F–A transitional layers.

In summary, technological growth regimes making
possible to decrease the thickness and variation of the c
position of the transitional layers and thereby to decre
their influence on the magnetic characteristics of thin Y
films were found.
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Saturation of two-level systems under pulsed stochastic resonance conditions
S. A. Baruzdin
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Pulsed stochastic excitation of a two-level system described by Bloch equations is studied. An
equation for the average powers of the components of the state vector of the system is
obtained on the basis of the theory of stochastic differential equations, and solved. The dynamical
and nonlinear properties of the response of a system under pulsed stochastic resonance
conditions are analyzed and the results are compared with the corresponding stationary state. The
results obtained can be used in spectroscopy and for analysis of nonlinear filters based on
the saturation effect and intended for processing rf and light range signals. ©1999 American
Institute of Physics.@S1063-7842~99!01312-4#
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1. INTRODUCTION

A stationary stochastic resonance was first propose
nuclear magnetic resonance spectroscopy by Ernst and
ser as alternatives to pulsed and slow-passage spe
scopy.1–3 Initially, the theory developed disagreed with th
experimental data, but these disagreements were late
solved in Refs. 4 and 5. Subsequently, stochastic reson
started to be used in optical spectroscopy also.6

In the investigation of stochastic resonance, a great d
of attention has been devoted to the nonlinear properties,
to saturation, of the systems under study. For the pu
variant of stochastic resonance these questions have
examined in Refs. 7 and 8.

Together with spectroscopy, nuclear magnetic re
nance, electron spin resonance, and their optical analog
the basis of the operation of rf and light range signal p
cessing devices.9–12 One of the basic problems of such d
vices is extraction of signals due to various types of no
and interference signals.

Linear and nonlinear filtering are distinguished. In t
former, saturation effects are undesirable and limit the
namical range of the devices and degrade the character
of filters.13–15Conversely, the operation of nonlinear filters
based on the saturation effect.9,16–18The characteristics of a
frequency-selective limiter of the power of the harmon
components of the spectrum of a deterministic signal h
been investigated in Ref. 9. The filter passes without dis
tions the spectral components of low-power signals and l
its the power of intense components of the spectrum.

The statistical characteristics of the components of
magnetization vector of a nuclear spin system and its non
ear properties under excitation by white Gaussian noise h
been investigated in Refs. 4 and 5. Stationary excitation
been investigated in detail in Ref. 9 and in Refs. 4 and 5.
the same time, signal processors operating on the bas
spin and photon echoes operate not in the stationary
rather in a pulsed excitation regime and their nonlinear ch
acteristics can differ substantially from the correspond
characteristics of the stationary regime.
1451063-7842/99/44(12)/5/$15.00
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The magnetic-dipole and electric-dipole interaction of
electromagnetic field with a two-level system is described
the Bloch equations or their optical analogs.3,12 This makes it
possible to examine from a general standpoint the satura
process in the rf and light ranges.

The objective of the present work is to determine t
power characteristics of the state vectorX of the system, by
which is meant either the magnetization vectorM or the
pseudopolarization vectorP, depending on the type o
interaction.7 The two-level system under study is excited
a pulse of light Gaussian noise with durationt and power
spectral densityN0.

2. STOCHASTIC BLOCH EQUATIONS

The behavior of the state vectorX of a two-level system
with the componentsx1 , x2 , andx3 in an external magnetic
or electric field is described by the Bloch equations, wh
can be represented in the matrix form5

dX

dt
5AX1Bs~ t !X1a,

A5S 2T2
21 v 0

2v 2T2
21 0

0 0 2T1
21
D ;

B5S 0 0 0

0 0 s

0 2s 0
D ; a5S 0

0

x0 /T1

D , ~1!

wherex0 is the static magnitude of the state vectorX, deter-
mining the initial conditions for its componentsx150, x2

50, andx35x0 ; T1 and T2 are the longitudinal and trans
verse relaxation times, respectively;v is the resonance fre
quency; the functionss(t) describes the input action.

We shall assume thats(t) is white Gaussian noise with
zero mean and unit spectral power density. Then the spe
power density of the processss(t) will be N05s2.
7 © 1999 American Institute of Physics
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Integrating Eq.~1! according to the rules of ordinar
differential equations leads to incorrect results. This w
pointed out in Refs. 4 and 5. To obtain the correct result
is necessary to use the theory of stochastic differential eq
tions, the formalism of which for nuclear magnetic resonan
was used in Ref. 4.

The equation~1! can be formally integrated in the form

X~ t !5E
0

t

@AX ~ t8!1a#dt81E
0

t

BX~ t8!dW~ t8!,

dW~ t !5s~ t !dt, ~2!

whereW(t) is a Wiener process.
The stochastic integral

Y~ t !5E G~X~ t8!,t8!dW~ t8! ~3!

with the kernelG(X(t8),t8) can be interpreted in two ways
If the Ito interpretation is used when integrating Eq.~2!, then
incorrect results which contradict physical reality are o
tained. The Stratonovich form of the stochastic integra
more suitable. This form is very convenient for interpreti
stochastic differential equations originating from laws of d
terministic motion, i.e., in the present case from the ordin
Bloch equations corresponding to deterministic excitat
processes.

The computational rules for a stochastic integral in
Stratonovich interpretation are less convenient, but there
ists a formula for transforming the Stratonovich integral in
an equivalent Ito integral4

~Str.!Y~ t !5E
0

t

G~X~ t8!,t8!dW~ t8!

5~ Ito!Y~ t !5E
0

t

G~X~ t8!,t8!dW~ t8!

1
1

2 (
k51

d E
0

t

Gxk
~X~ t8!,t8!Gk~X~ t8!,t8!dt8,

~4!

Gxk
5(]G/]xk) and Gk is the kth component of the

d-dimensional vectorG.
In the case at hand, according to Eq.~2!,

G~X~ t8!,t8!5BX~ t8!. ~5!

On the basis of Eqs.~4! and~5! it is possible to switch to
a stochastic differential equation in the Stratonovich sen

dX5~A8X1a!dt1BXdW~ t !, ~6!

A85S 2T2
21 v 0

2v 2T2
212s2/2 0

0 0 2T1
212s2/2

D . ~7!

The equation~6! together with the expression~7! corre-
sponds to a system of stochastic Bloch differential equatio
Averaging Eq.~6!, we obtain a differential equation for th
average values of the state vector
s
it
a-
e

-
s

-
y
n

e
x-

s.

d^X&
dt

5A8^X&1a. ~8!

3. COVARIATION EQUATION AND THE AVERAGE POWER
OF THE COMPONENTS OF THE STATE VECTOR

The initial problem is to construct a differential equatio
for the covariation matrixK x(t)5^X(t)XT(t)&, whereXT is
a transposed vector. For this we shall use Ito’s theorem.4

If d random processesxi(t), each of which is given by
the stochastic differential

dxi5 f idt1GidW

and, in addition, is generated by the sam
Wiener processW(t), then the stochastic processY(t)
5u(t,x1(t), . . . ,xd(t)) possesses the stochastic differenti

dY~ t !5S ut1(
i 51

d

uxi
f i1

1

2 (
i 51

d

(
j 51

d

ux1xj
GiGj D dt

1(
i 51

d

uxi
GidW~ t !, ~9!

whereut5(]/]t)u, uxj
5(]/]xi)u, anduxixj

5(]2/]xi]xj )u.
In the case at handd53, u(t,x1(t), . . . ,xd(t))

5X(t)XT(t), and the stochastic processesxi(t) are given by
the stochastic Bloch equations~6! and~7!. As a result, using
Eq. ~9! and averaging the expression obtained, we obta
system of differential equations for the components of
covariation matrix

~d/dt!^x1
2&522^x1

2&/T212v^x1x2&, ~10!

~d/dt!^x2
2&522v^x1x2&

22@T2
211~s2/2!#^x2

2&1s2^x3
2&, ~11!

~d/dt!^x3
2&522@T1

211~s2/2!#^x3
2&

1s2^x2
2&12x0^x3~ t !&/T1 , ~12!

~d/dt!^x1x2&52v^x1
2&

2@2T2
211~s2/2!#^x1x2&1v^x2

2&, ~13!

~d/dt!^x1x3&5v^x2x3&2@T1
211T2

21

1~s2/2!#^x1x3&1x0^x1~ t !&T1
21 , ~14!

~d/dt!^x2x3&52v^x1x3&2@T1
211T2

21

12s2#^x2x3&1x0^x2~ t !&T1
21 . ~15!

The system~10!–~15! is formed by two independent sys
tems~10!–~13! and ~14!–~15!.

We introduce the complex transverse components of
state vector x̃5x12 ix2 and x* 5x11 ix2. The average
power of the complex amplitude of the transverse compon
is

Pt5^x̃x* &5^x1
2&1^x2

2&. ~16!

We also note that if a rotating coordinate system, of
used in the literature,3,4,12is introduced, then the componen
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of the state vector in this systemx18 , x28 , andx385x3 will be
related with the complex components of the stationary s
tem by the relations

x17 ix25~x187 ix28!exp~6 ivt !. ~17!

The average power of the complex amplitude of t
transverse component of the state vector in the rotating
tem will likewise be

~Pt!R5^x̃x* &R5^x̃x* &5^x1
2&1^x2

2&5Pt . ~18!

On the basis of Eqs.~10!–~12! and~16!–~18! we obtain
a system of differential equations for the powers of the co
plex and longitudinal components of the state vector, wh
is invariant with respect to the coordinate systems un
study,

~dPt /dt!52@2T2
211~s2/2!#Pt1s2Pl , ~19!

~dPl /dt!5s2Pt/22~2T1
211s2!Pl12x0^x3~ t !&T1

21 ,
~20!

wherePl5^x3
2&5^(x8)2& is the average power of the long

tudinal component.
Let us solve the Cauchy problem with the initial cond

tions Pt(t0) andPl(t0). To do so let a pulse of white Gaus
ian noise act on the symmetric intervalutu<t/2 and
t052t/2. The solution of the system~19!–~20! can be rep-
resented in the form

S Pt~ t !

Pl~ t !
D 5F~ t,t0!S Pt~ t0!

Pl~ t0!
D 1S Pt8~ t !

Pl8~ t !
D ; ~21!

F~ t,t0!5S F11 F12

F21 F22
D ;

S Pt8~ t !

Pl8~ t !
D 5E

t0

t

F~ t,j!S 0

2^x3~j!&T1
21D dj; ~22!

F11~ t,t0!5
l2 exp@r 2~ t2t0!#2l1 exp@r 1~ t2t0!#

l22l1
;

F12~ t,t0!5
l1l2$exp@r 1~ t2t0!#2exp@r 2~ t2t0!#%

l22l1
;

F21~ t,t0!5
exp@r 2~ t2t0!#2exp@r 1~ t2t0!#

l22l1
;

F22~ t,t0!5
l2 exp@r 1~ t2t0!#2l1 exp@r 2~ t2t0!#

l22l1
;

l15
s2

2T1
211T2

212~s2/4!1b
;

l25
s2

2T1
211T2

212~s2/4!2b
;

r 1,25a6b5S 1

T1
1

1

T2
1

3s2

4 D
6AS 1

T1
2

1

T2
D 2

1S 1

T1
2

1

T2
D s2

2
1

9s4

16
. ~23!
s-

s-

-
h
r

The first term in Eq.~21! describes the solution of th
homogeneous system corresponding to Eqs.~19! and ~20!,
while the second term takes account of its inhomogeneit

The average valuêx3(t)& of the longitudinal componen
in Eq. ~22!, determining the solution of the inhomogeneo
system, can be found from Eq.~8! as

^x3~ t !&5^x3~ t0!&expF2S 1

T1
1

s2

2 D ~ t2t0!G
1

x0$12exp@2~T1
211~s2/2!!~ t2t0!#

11~s2T1/2!
. ~24!

Substituting the expression~24! into Eq. ~22! we obtain

Pt8~ t !5
2x0l1l2

T1~l22l1! H F ^x3~ t0!&2
x0

11~s2T1/2!
G

3@ f 1~ t !2 f 2~ t !#1
x0@q1~ t !2q2~ t !#

11~s2T1/2!
J , ~25!

Pl8~ t !5
2x0

T1~l22l1! H F ^x3~ t0!&2
x0

11~s2T1/2!
G

3@l2f 1~ t !2l1f 2~ t !#1
x0@l2q1~ t !2l1q2~ t !#

11~s2T1/2!
J ,

f 1~ t !5
exp@r 1~ t2t0!#2exp@2~T1

211~s2/2!!~ t2t0!#

r 11T1
211~s2/2!

,

f 2~ t !5
exp@r 2~ t2t0!#2exp@2~T1

211~s2/2!!~ t2t0!#

r 21T1
211~s2/2!

,

q1~ t !5
exp@r 1~ t2t0!#21

r 1
,

q2~ t !5
exp@r 2~ t2t0!#21

r 2
. ~26!

4. DISCUSSION

To analyze the dynamic and nonlinear properties of
two-level systems under pulsed stochastic resonance co
tions, we shall examine an example in which before the
tion of the excitation pulse at timet052t/2 the system is in
thermodynamic equilibrium. The initial conditions for th
state vector are the deterministic quantities

^x1~2t/2!&5x1~2t/2!50,

^x2~2t/2!&5x2~2t/2!50,

^x3~2t/2!&5x3~2t/2!5x0 . ~27!

Therefore

Pt~2t/2!50; Pl~2t/2!5x0
2 . ~28!

In accordance with Eqs.~21!–~28!, for the moment at
which the excitation pulse endst5t/2 the power of the com-
plex amplitude of the transverse component of the state v
tor determining the response of the system will be
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PtS t

2D5
s2x0

2@exp~r 1t!2exp~r 2t!#

2b

1
s2x0

2

T1b H F12S 11
s2T1

2 D 21G@ f 1~t!2 f 2~t!#

1S 11
s2T1

2 D 21

@q1~t!2q2~t!#J . ~29!

Figure 1 shows the dependence of the normalized po
of the transverse componentPN5Pt(t/2)/x0

2 as a function
of the excitation pulse durationt. The power spectral densit
of white noiseN05s2 for the curves1–3 is, respectively,
53104, 105, and 23105 rad2/s, and the relaxation time
T15100 ms andT2525 ms, which corresponds to the pa
rameters of nuclear magnetic resonance of Co59 nuclei in
thin magnetic films of cobalt.12

The initial sections of the curves are linear. As the pu
durationt increases, the growth of power slows down, a
the power reaches a maximum and then drops off monot
cally, approaching a stationary value in the limitt→`. We
note that this value is

PN5
Pt~`!

x0
2

5
T2s2

2@11~s2T1/2!#@11~s2T2/4!1~s2T1/2!#
,

~30!
which agrees with the total power of two transverse com
nents in the stationary state in Ref. 5.

The plots presented in Fig. 1 essentially illustrate a tr
sient process for the average power of the response
two-level system. As one can see fromi Fig. 1, the larger
value of N0, the larger the maximum powerPN and the
smaller the corresponding pulse durationt. However, in the
steady state regime, larger values ofN0 correspond to lower
power PN . We note that an essentially steady station
value is observed in the pulsed regime fort>3T1.

We also note that the maximum powerPN in the pulsed
regime is more than an order of magnitude greater than
corresponding power of the response in the stationary
gime. Thus, forN05105 rad2/s the maximum power is
reached witht511 ms and is 3.531021, while the station-
ary regime corresponds to a power of 3.1431022. This
could be important in spectroscopy for recording weak
sponses. Then, for pulsed stochastic resonance the excit

FIG. 1. Normalized powerPN of the transverse component of the sta
vector versus the durationt of the excitation noise pulse.
er
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of the system and detection of the response of the system
separated in time and the problem of detecting a weak
sponse against the background of a strong exciting proc
which happens when stationary methods are used, does
arise. In the latter case, various bridge schemes, requi
balancing, are used.9 On this level, a quasistationary pulse
stochastic resonance regime, arising fort>3T1, is of inter-
est.

When the excitation pulse ends, the power of the co
plex amplitude of the transverse component decays expo
tially as a result of transverse relaxation

Pt~ t !5Pt~t/2!exp@~22/T2!~ t2~t/2!!#, t>t/2. ~31!

The dependence ofPN on the power spectral density o
the exciting processN05s2 with fixed pulse durationt is
presented in Fig. 2. The pulse durationt for the curves1–3
is 10, 20, and 30ms, respectively. For comparison, in Fig.
the similar dependence is presented for the stationary s
corresponding to Eq.~30!. We call attention to the fact tha
this characteristic is different from the characteristic, p
sented in Ref. 9, of a power limiter for the harmonic com
ponents of the spectrum of a deterministic signal.

As one can see from Fig. 2, for low levelsN0 the system
behaves as a linear system. AsN0 increases, the nonlinea
properties of the system start to appear as a result of

FIG. 2. Same as in Fig. 1 as a function ofN05s2. T15100ms,T2525 ms.

FIG. 3. Same as in Fig. 1 as a function ofN05s2 in the stationary regime.
T15100 ms, T2525 ms.
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saturation effect. The form of the characteristic is close
that of an ideal limiter in a quite wide range of values ofN0.
In addition, this closeness is best seen for low values of
pulse durationt. As t increases, the form of the characte
istic approaches the stationary form presented in Fig
Lower values oft correspond to a high degree of limitin
~Fig. 2!.

The results obtained can be used in pulsed stocha
spectroscopy and for the analysis and calculation of the c
acteristics of nonlinear filters and power limiters for noi
and interference in the rf and light ranges.
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Methods for achieving high measurement sensitivity in holographic interferometry
by rewriting holograms using incoherent light

A. M. Lyalikov
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Methods for increasing the measurement sensitivity in the rewriting of holograms by one beam
of incoherent light are proposed. To achieve high measurement sensitivity it is suggested
that an additional transmitting diffraction grating be used in optical rewrite systems. The linear
and nonlinear forms of hologram rewriting are examined. The methods make it possible
to lift the restrictions on the number of hologram rewrite cycles and to achieve maximum
measurement sensitivity. The results of an experimental check are presented for the
visualization of weak convection air flows near a heated body. ©1999 American Institute of
Physics.@S1063-7842~99!01412-9#
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1. INTRODUCTION

Holographic methods for regulating the sensitivity of i
terference measurements are of great interest for the diag
tics of transparent media. Even though the sensitivity of
terference measurements is high, diagnostics problems w
the number or shift of interference fringes is inadequate
satisfactory analysis of interferograms are often encounte
in practice. Then methods for increasing measurement se
tivity are ordinarily used.1–3 Methods for increasing mea
surement sensitivity have been used to study gas flows
models in wind tunnels and on ballistic paths at low pr
sures, rarefied flows in shock tubes, for checking precise
measures and small deviations from planarity, and in in
ference spectroscopy.2–4 Known methods for increasing
measurement sensitivity with optical processing of ho
grams are based either on wavefront reconstruction in hig
diffraction orders5–7 or rewriting holograms with filtering of
the spatial frequencies.8–10 The latter methods make it pos
sible to achieve higher measurement sensitivity. Hologr
rewriting can be performed with one8,9 or two10 light beams.
In the two-beam case10 hologram rewriting can be done onl
in coherent light, whereas for single-beam rewriting the
quirements on source coherence are substantially red
and therefore the quality of the rewritten holograms i
proves because coherent noise is reduced.

A drawback of the method of increasing measurem
sensitivity by hologram rewriting with a single beam is th
the frequency of the carrier fringes in the rewritten ho
grams increases, which limits the number of rewrite cyc
and, correspondingly, the possibility of achieving high co
ficients of measurement sensitivity. The number of rew
cycles in coherent light can be increased by simultaneo
rewriting several reference holograms.11 The limit on the
number of rewrite cycles can be lifted completely combini
hologram rewriting by a single beam of incoherent and
two beams of coherent light.12 The optical rewrite system fo
implementing this method is very complicated, and the pr
1461063-7842/99/44(12)/5/$15.00
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ence of a coherent light source degrades the quality of
final holograms because of coherent noise.

In the present paper methods for increasing meas
ment sensitivity in hologram rewriting with a single beam
incoherent light are examined. It is suggested that an a
tional transmitting diffraction grating with fringe perio
matched in a definite manner with the fringe period of t
rewritten hologram should be employed in rewri
schemes.13

2. LINEAR REWRITING OF A HOLOGRAM

The optical scheme for linear rewriting of a hologra
using a single beam of incoherent light is displayed in Fig
We write the amplitude transmittance of a hologram writt
under linear writing condition conditions4 as

t0~x,y!;11cosF2px

T0
1«~x,y!1w~x,y!G , ~1!

whereT0 is the period of the carrier fringes,«(x,y) is the
phase change caused by the experimental object, andw(x,y)
are the phase distortions due to the aberrations of the sy
used to write the initial hologram.

The coordinate systemXOY is chosen in the hologram
plane so that theOY axis is parallel to the carrier holo
graphic fringes. A distinguishing feature of a linear hologra
of the form ~1! and a nonlinear hologram is that under illu
mination it diffracts waves only in the11 and21 diffrac-
tion orders, arranged symmetrically with respect to the

FIG. 1. Optical scheme for linear rewriting of holograms:1 — hologram;
2 — transmitting diffraction grating;3, 5 — objectives;4 — filtering dia-
phragm;6 — hologram rewrite plane.
2 © 1999 American Institute of Physics
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roth direct-transmission order. Let a transmitting diffracti
grating2 with fringes oriented parallel to the carrier fringe
of the hologram be placed flush against the initial hologr
1 in the optical rewrite system~Fig. 1!. The transmittance o
such a grating is

t~x,y!5 (
n52`

1`

cn expF i2pnx

T G , ~2!

wherecn are coefficients;n50,1,2,. . . ; and,T is the period
of the fringes.

When a hologram superposed with a diffraction grat
are illuminated in a direction along the normal, the distrib
tion of the complex amplitudesA(x,y) of the diffracted
waves is directly proportional to the productt0(x,y)t(x,y).
Using Eqs.~1! and~2!, the distribution of the complex wav
amplitudes at the exit of the combined hologram and diffr
tion grating can be represented in the more transparent f

A~x,y!;H c0

2
exp@ i ~2pn0x1«~x,y!1w~x,y!!#

1
c0

2
exp@2 i ~2pn0x1«~x,y!1w~x,y!!#J

1H (
n52`

1`

cn exp~ i2pnnx!J
1H (

n51

1`
cn

2
exp@ i ~2p~n02nn!x

1«~x,y!1w~x,y!!#

1 (
n51

1`
cn

2
exp@2 i ~2p~n01nn!x

1«~x,y!1w~x,y!!#

1 (
n51

1`
cn

2
exp@ i ~2p~n01nn!x1«~x,y!1w~x,y!!#

1 (
n51

1`
cn

2
exp@2 i ~2p~n01nn!x

1«~x,y!1w~x,y!!#J , ~3!

wheren0 andn are the spatial frequencies of the diffract
waves, related with the periods of the carrier fringes of
hologram and the diffraction grating asn051/T0 and
n51/T.

Figure 2 shows the diffraction spectra of a linear ho
gram ~a!, the diffraction grating~b!, and the superposed ho
logram and diffraction grating~c!, observed in the back foca
plane of the objective3 ~Fig. 1! on the filtering diaphragm4.
In Fig. 2 the values of the spatial frequencies of the d
fracted waves are marked, while the zeroth orders, co
sponding to directly transmitted waves are left unmark
The diffraction spectra presented in Figs. 2a–2c corresp
to the case where the ratios of the periods of the car
fringes of the hologram and the diffraction gratin
-

-
rm

e

-

-
e-
.

nd
r

T053/2T as the most favorable for implementing the rewr
method. The diffraction spectrum of the combined initial h
logram and diffraction grating~Fig. 2c! contains components
of waves diffracted exclusively by the hologram@first set of
braces in Eq.~3!# and by the diffraction grating@second set
of braces in Eq.~3!# as well as components which have u
dergone double diffraction~last set of braces in Eq.~3!!. For
for double-diffracted waves the first two sums describe
diffracted waves with difference spatial frequenci
Dnn56(n02nn), and the other two sums describe d
fracted waves with sum spatial frequencies6(n01nn). Dif-
fracted waves with difference spatial frequencies6Dn1 are
of special interest for rewriting of the initial hologram. Th
complex amplitudes of these waves are

A1~x,y!;c1 exp$ i @2p~n02n!x1«~x,y!1w~x,y!#%,

A1* ~x,y!;c1 exp$2 i @2p~n02n!x1«~x,y!

1w~x,y!#%. ~4!

These waves are extracted by the filtering diaphragm4
~Fig. 1! with the aid of two openings, and they form a
interference pattern in the plane6, optically coupled by the
objective5 with the initial hologram1.

The amplitude transmittance of a hologram rewritt
unde linear conditions is

t1~x,y!;11cosF2px

T1
12«~x,y!12w~x,y!1c~x,y!G ,

~5!

whereT151/u2(n02n)u and c(x,y) are the aberrations o
the rewrite system.

If the conditionT05(3/2)T for the ratio of the periods
of the carrier fringes of the initial hologram and diffractio
grating is satisfied, which will correspond to the ratio
spatial frequenciesn5(3/2)n0, then the period of the carrie
fringes of the rewritten hologramT15T0, i.e., it is the same
as the period of the fringes of the initial hologram. It

FIG. 2. Diffraction spectra.
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evident from Eq.~5! that the phase changes caused by
experimental object and the aberrations of the system wri
the initial hologram are doubled.

In the second rewrite cycle the rewritten hologram
substituted for the initial hologram in the rewrite schem
~Fig. 1! and the entire process is repeated. AfterN rewrite
cycles, whereN51,2,3, . . . , theamplitude transmittance o
the rewritten hologram is

tN~x,y!;11cosF2px

T0
12N«~x,y!12Nw~x,y!1cN~x,y!G ,

~6!

where cN(x,y) are the aberrations of the rewrite syste
which have been accumulated overN cycles.

It is evident from Eqs.~6! and~1! that the phase change
due to the experimental object are increased by a facto
2N, and the period of the carrier fringes of the hologram h
remained the same.

A reference hologram can be used to compensate
aberrations of the hologram writing system, which also
2N times greater than the aberrations of the initial hologra
and of the rewrite system which were accumulated oveN
rewrite cycles.9 Such a hologram is written without the ex
perimental object with the same period of the carrier fring
as the initial hologram~1!. The amplitude transmitance o
the reference hologram is

t8~x,y!;11cosF2px

T0
1w~x,y!G . ~7!

After N rewrite cycles, performed by the method d
scribed above the amplitude transmittance of the final re
ence hologram is

tN8 ~x,y!;11cosF2px

T0
12wN~x,y!1cN~x,y!G . ~8!

It is evident from Eqs.~8! and ~6! that the phase distor
tions caused by the aberrations of the write and rewrite s
tem are the same for the final holograms. This makes it p
sible to exclude these aberrations completely at the s
where the interferogram is obtained.9

It should be noted that to implement the above-descri
method for increasing the measurement sensitivity, the in
and intermediate holograms should be recorded under li
conditions, which exclude the appearance of high order
diffraction, which strongly distort the form of the diffractio
spectrum. For the final rewritten holograms~6! and ~8! the
condition of linear writing is not required, since a hol
graphic interferogram can be obtained by any method2–4

Figure 2d displays the diffraction spectrum of the final ho
gram rewritten four times (N54). The final hologram re-
written at the last stage was recorded even under nonli
conditions, as is indicated by the appearance of higher or
with spatial frequencies which are multiples ofnN . Compar-
ing Figs. 2a and 2d we see that the periods of the car
fringes of the initial hologram~a! and the hologram rewritten
N times ~d! are essentially the same.
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3. NONLINEAR REWRITING OF A HOLOGRAM

If the initial hologram was written under nonlinear co
ditions, then its amplitude transmittance is4

t~x,y!;H 11cosF2px

T0
1«~x,y!1w~x,y!G J 2g/2

, ~9!

whereg is the gamma of the photoemulsion.
For holograms of the linear form~1! g522. When such

a hologram is illuminated, besides the61 diffraction orders,
higher orders are also present in the spectrum. If a nonlin
hologram is placed into the rewrite scheme~Fig. 1!, then the
diffraction spectrum of the combined hologram and diffra
tion grating in the back focal plane of the objective3 on the
diaphragm4 will be even more complicated than for a line
hologram. The increased complexity of the pattern of
spectrum is due to the appearance of additional dou
diffraction components on account of the high orders of
nonlinear hologram. The appearance of additional doub
diffraction components with the difference6(mn02nn),
wherem52,3, . . . , and sum6(mn02nn) spatial frequen-
cies complicates the pattern of the diffraction spectrum
such an extent that it is virtually impossible to identify co
rectly the orders of diffraction required for rewriting.

Figure 3 shows an optical scheme for nonlinear rewrit
of holograms by a single beam of incoherent light. This
write scheme differs from the preceding one~Fig. 1! by the
presence of the system2, 4 for optical conjugation of the
diffraction grating 1 and the hologram5. Such a system
makes it possible to perform in addition filtering of the sp
tial frequencies in the back focal plane of the objective2 and
thereby to simplify the diffraction spectrum of the wav
which have undergone double diffraction.

In this hologram rewrite scheme~Fig. 3!, it is proposed
that a diffraction grating1 and an optical filtering system
2–4 be used to form two beams of light illuminating th
initial hologram 5 in a manner so that when the require
waves are extracted, a hologram9 with the same period of
carrier fringes as the initial one5 is rewritten in the filter
plane7.

Let us assume that the fringes of the diffraction grating1
make in theXOY plane certain angles with theOX andOY
axes. Then the amplitude transmittance of the grating can
rewritten as

t~x,y!5 (
n52`

1`

cn expF i2pnS x

Tx
1

y

Ty
D G , ~10!

FIG. 3. Optical scheme for nonlinear rewriting of holograms:1 — transmit-
ting diffraction grating;2, 4, 6, 8 — objectives;3, 7 — filtering diaphragms;
5 — hologram;9 — hologram rewrite plane.
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whereTx andTy are, respectively, the distances between
carrier fringes of the diffraction grating which are measur
along theOX andOY axes, respectively.

Since the initial hologram~9! is of a nonlinear form, we
shall consider the more general case of the rewriting o
hologram in6 l diffraction orders.

If the enlargement of the optical conjugation system2, 4
is 1, and the filtering diaphragm3 separates the61 diffrac-
tion orders, then the distribution of the complex amplitud
of the waves illuminating the hologram5 in the plane of the
initial hologram can be represented in the form

B~x,y!;c1 exp$ i2p~nxx1nyy!%,

B* ~x,y!;c1 exp$2 i2p~nxx1nyy!%, ~11!

where the spatial frequencies arenx51/Tx andny51/Ty .
The distribution of the complex amplitudes of the d

fracted waves on the initial hologram5 is

A~x,y!5@B~x,y!1B* ~x,y!#t0~x,y!. ~12!

Waves diffracted by the initial hologram in the6 l dif-
fraction order are of special interest,

Al~x,y!;c1 exp$ i @2p~~ ln01nx!x1nyy!

1 l«~x,y!1 lw~x,y!#%,

Al* ~x,y!;c1 exp$2 i @2p~~ ln01nx!x2nyy!

1 l«~x,y!1 lw~x,y!#%. ~13!

It is obvious that if

nx52 ln0 , ny5
1

2
n0 , ~14!

then the amplitude transmittance of the hologram rewrit
in the plane9 with separation of the wavesAl(x,y) and
Al* (x,y) is

t1~x,y!;H 11cosF2py

T0
1 l«~x,y!

1 lw~x,y!1c l~x,y!G J g/2

, ~15!

wherec l(x,y) are the aberrations of the rewrite system.
It is evident from Eq.~15! that the orientation of the

carrier fringes of the rewritten hologram has changed by
with respect to the carrier fringes of the initial hologram~9!,
but the period of the fringes has not changed.

Figure 4 shows the diffraction spectra observed in
back focal plane of the objective6 ~Fig. 3! on the filtering
diagram7 with the initial hologram rewritten in the61 ~Fig.
4a! and62 ~Fig. 4b! diffraction orders. In Fig. 4 a rectangle
marks the wavesA1(x,y), A1* (x,y) for l 51 ~a! and
A2(x,y), A2* (x,y) for l 52 ~b!, which are separated by th
filtering diaphragm7 ~Fig. 3!.

A reference hologram rewritten the same number
times as the initial hologram can be used to compensate
aberrations of the write and rewrite systems.
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4. EXPERIMENTAL CHECK

The methods examined above for increasing the se
tivity in the rewriting of holograms by a single beam o
incoherent light were used to visualize weak convection
flows near a heated body. The initial hologram was writt
using a holographic interferometer based on an IAB-4
shadow apparatus.14 The period of the carrier fringes of th
hologram wasT050.04 mm. The reference hologram wa
written in the absence of convection flows without chang
the scheme.

Figures 5a and 5b show the reconstructed interfe
grams, obtained by superposing the initial and reference
lograms, with adjustment to infinitely wide~a! and finite~b!
fringes. For adjustment to finite fringes, the holograms w
turned relative to one another by a small angle.15 For adjust-
ment to an infinitely wide fringe, virtually uniform illumina-
tion of both the light~a! and dark fields was observed in th
field of the interferogram. The presence of a signal~curva-
ture of an interference fringe! was observed only for adjust
ment to finite fringes by turning the holograms. Howev
when the holograms are turned relative to one another, a
rations comparable in magnitude to the useful signal can
introduced into the interferogram.

A method for increasing measurement sensitivity by
ing linear holograms was used to increase the measurem
sensitivity in visualizing weak convection air flows. The in
tial and reference holograms were rewritten using the sch
presented in Fig. 1. A helium–neon laser was used as
light source. The spatial coherence of the laser radiation
destroyed by a rotating scatterer. The latter was placed in
defocused plane of a short-focal length collecting lens o
telescopic system forming a collimated beam. The diame
of the spot focused on the scatterer was 1–2 mm. Trans
ting diffraction gratings were prepared on an FG-690 pho

FIG. 4. Diffraction spectra observed on a filtering diaphragm7 ~Fig. 3! with
rewriting of holograms in the61 ~a! and62 ~b! diffraction orders.
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emulsion by an interference method. The method develo
was tested using amplitude and phase gratings. The l
were made by bleaching amplitude diffraction gratings. T
use of phase diffraction gratings in hologram rewr
schemes made it possible to increase substantially the tr
mittance of the optical schemes and thereby decrease
exposure time when rewriting holograms. However,
phase diffraction gratings obtained by bleaching contai
much greater noise because of light scattering than ampli
gratings. This certainly affected the quality of the rewritt
holograms.

Figure 5c shows the reconstructed interference pat
with adjustment to an infinitely wide band. This pattern w
obtained by optical processing of the initial and referen
holograms which were rewritten four times (N54). The ho-

FIG. 5. Interferograms reconstructed by superposing the initial and re
ence holograms~a, b! and rewritten initial and reference holograms with 3
times higher sensitivity~c!.
ed
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lograms were rewritten using the scheme presented in Fig
The sensitivity of the rewritten holograms was increased b
factor of 16, and the interferograms were reconstructed in
optical superposed-hologram analyzer,4 which made it pos-
sible to increase the measurement sensitivity in the final
constructed interferogram by an additional factor of 2. Th
the measurement sensitivity in the interpretation of the fi
interferogram~Fig. 5c! was 32 times higher than the sens
tivity of the interferogram~Figs. 5a and 5b!. It should be
noted that despite the large increase in measurement s
tivity, the fringe quality in the final interferogram is quit
good, making it possible to read the fringe number with
error of not worse than 25%.

This work was supported by the Ministry of Educatio
of the Republic of Belorus.
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Control of the characteristics of a calcium molybdate collinear acousto-optic filter
V. N. Parygin, A. V. Vershubski , and K. A. Kholostov

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
~Submitted October 26, 1998!
Zh. Tekh. Fiz.69, 76–81~December 1999!

The problem of controlling the characteristics of a calcium molybdate collinear acousto-optic
filter using acoustic trains of variable duration is investigated experimentally. It is shown
that electronic restructuring of not only the central transmission frequency but also the transmission
bandwidth of the filter as well as the form of the transmission curve is possible in collinear
acousto-optic filters. The frequency characteristics of the filter are measured by synchronous and
inertial methods. The experimental relative-transmission curves and the experimentally
measured side wings of the transmission bands of the acousto-optic cell are presented. ©1999
American Institute of Physics.@S1063-7842~99!01512-3#
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1. INTRODUCTION

In the last few years, tunable acousto-optic filters ha
been finding more and more applications in laser technolo
spectroscopy, optoelectronics, and optical information p
cessing. These devices have a narrow~of the order of severa
angstroms! transmission band, and the light wavelengthl
transmitted by the filter can be tuned electronically over
entire octave~from lmin to lmax'2lmin) by a corresponding
change in the frequency of the acoustic wave.1–3

Two types of acousto-optic filters are described in
literature: collinear and noncollinear.4,5 Ordinarily, collinear
filters have a narrow transmission band, i.e., they are dis
guished by high selectivity, which is very important in pro
lems of the spectral analysis of optical radiation and pr
lems of increasing the density of communication chann
However, only a small number of crystals showing pure
collinear acousto-optic interaction are known at prese
These are quartz, lithium niobate, and calcium molybda
These materials are all of low acousto-optic quality. For t
reason, in practice, noncollinear filters, which have high
ficiency but lower resolution, are also widely used toget
with collinear filters.

Recent theoretical works6–9 have shown that electroni
tuning of not only the central transmission frequency o
filter but also the transmission bandwidth and the shape
the transmission curve is possible in collinear acousto-o
filters, if a pulsed signal is used instead of a continuo
acoustic signal controlling the filter. Then the duration of t
controlling pulse determines the transmission band of
filter, and the form of the pulsed signal strongly influenc
the form of the transmission function of a collinear filter. T
present work is devoted to an experimental investigation
this problem.

2. THEORY OF COLLINEAR ACOUSTO-OPTIC INTERACTION

The propagation of an acoustic train in an anisotro
medium can be described using the Christoffel equation
the wave of elastic displacementsA(x,y,z,t) in this
medium.10 Collinear diffraction occurs only in anisotropi
media characterized by a complicated directional depende
1461063-7842/99/44(12)/5/$15.00
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of the wave-vector surface. Such diffraction with a large
teraction length occurs only in the directions of sound pro
gation, where the wave vector of the sound is perpendic
to the tangential wave-vector surface.

If a sound beam propagates in the directionx without
energy drift, then one solution of the Christoffel equation
an anisotropic medium is a weakly diverging Gaussian fu
tion describing the amplitude of this beam,

GA~x,y,z!5
1

12 jDx
expH 2

y21z2

R2~12 jDx !
J , ~1!

whereD52/(KR2) is the divergence of the train in trans
verse directionsy andz; R is the initial transverse size of th
train; the term (12 jDx) describes the change in phase a
radius of the beam as the beam propagates in the mediu

An acoustic train propagating along thex axis in a me-
dium without energy drift can be represented as

A0A~x,y,z,t !5aA0GA~x,y,z!V~x,t !

3exp$ j ~Vt2Kx!%1c.c., ~2!

where V(x,t) is the temporal envelope of the sound tra
i.e., a function describing the form of the train in the dire
tion of propagation;a is a unit polarization vector;A0 is the
input amplitude of the acoustic wave;V andK are, respec-
tively, the frequency and wave number of the train; the fun
tion V(x,t) is slowly varying in both coordinates, so that
the present theory we neglect its derivatives.

The propagation of an acoustic train~2! in a medium is
accompanied by a wave of elastic deformations, determi
by a tensorSlm whose components in turn can be express
as

Slm5
A0

2 H ]Al

]xm
1

]Am

]xl
J . ~3!

The wave of elastic deformations changes the refrac
index of the medium. This is due to the elasto-optic effe
described by the tensorpjklm .10 The change in the permittiv
ity tensor by the acoustic-deformation field has the fo
7 © 1999 American Institute of Physics
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D« jk52Nj
2Nk

2pjklm•Slm , whereNj andNk are the principal
refractive indices of the medium andj ,k,l , andm are coor-
dinate indices.

The vectorE of the light field in the pesence of soun
propagating in the medium must satisfy the wave equati

curl curlE1
1

c2

]2

]t2
«̂0E52

1

c2

]2

]t2
D«̂~aE!, ~4!

wherea(x,y,z,t) is a scalar spatial and variable distributio
of the deformations,«̂ is the permittivity of the medium in
the absence of sound, andD«̂ is the change in«̂0 in the
presence of sound and is proportional to the amplitudeA0 of
the acoustic deformation.

It should be noted that curl curlEÞ2¹2E for light
beams of finite size, since grad divEÞ0 cannot be assume
to be zero even in an isotropic medium.

As is well known, for collinear diffraction the polariza
tion of the diffracted light beam is orthogonal to the pola
ization of the light incident on the acousto-optic cell. For th
reason, it is natural to represent the light beam in the reg
of interaction of the light and sound as a sum of the tra
mitted and diffracted beams with orthogonal polarizatio
propagating in the same direction as the sound train~2!,

E5etEt~x,t !GE~y,z!exp@ j ~ktx2v tt !#

1edEd~x,t !GE~y,z!exp@ j ~kdx2vdt !#, ~5!

where et and ed are unit polarization vectors;Et(x,t) and
Ed(x,t) are slowly varying amplitudes on the axis of th
optical beams;v, n, andk5vn/c are the frequency, refrac
tive index, and wave number of the light wave, respective
and,GE(y,z)5exp$2(y21z2)/r2%. Here and below the index
t refers to the transmitted light, and the indexd refers to the
diffracted light. The use of the functionGE(y,z) in this form
implicitly assumes that the divergence of the light beam
the region of acousto-optic interaction can be neglected.

We now substitute the vectorE in the form ~5! into the
wave equation~4! and neglect]2Et /]x2 and]2Ed /]x2. Us-
ing the diffraction conditionvd5v t1V, we equate to one
another the terms multiplying exp$jvtt% and exp$jvdt% in both
parts of the wave equation. Since the polarizationset anded

are orthogonal to one another, we form the scalar produc
the expression obtained andet anded . As a result, we obtain
from Eq. ~4! two scalar equations relating the amplitudesEt

andEd :

]Et

]x
1

Et

2 jkt

]2GE

]z2

52 jq2ej hxGA* ~x,y,z!GE~y,z!V~x,t !Ed~x,t !, ~6!

]Ed

]x
1

Ed

2 jkd

]2GE

]y2

52 jq1ej hxGA~x,y,z!GE~y,z!V~x,t !Et~x,t !. ~7!

Here h5kt1K2kd , q15kd(ed•D«̂et)/nd
2 , q25kt(et

•D«̂ed)/nt
2 . If lL!pr 2, then the second derivatives on th

left-hand side of Eqs.~6! and ~7! can be neglected.
n
-
,

;

n

of

3. WEAK ACOUSTO-OPTIC INTERACTION APPROXIMATION

If the acousto-optic diffraction efficiency is low, then th
transmitted light beam does not differ much from the in
dent beam. Then the known valueEi5Et(0) can be substi-
tuted into the right-hand side of Eq.~7! instead of the un-
known functionEt(x). In this situation the diffracted light a
the exit of the acousto-optic cell is determined by the sin
equation~7!, and if the divergence of the sound train is sm
(D→0), the problem can be solved analytically. Four
transforming both parts of Eq.~7! in the yz plane we obtain

]Ed

]x
F$GE%52 jq1Eie

2 j hxV~x,t !F$GAGE%, ~8!

where

F$GE%5pr 2exp$2~ky
21kz

2!r 2/4%,

F$GAGE%5pr 2~11r2!21exp$2~ky
21kz

2!r 2/4~11r2!%,

r5r /R; and,ky andkz are the transverse components of t
wave vector of the light.

If the radius of the sound train is large (R@r ),
F(GAGE%'F$GE%, and therefore we can cancel the terms
both sides of Eq.~8!. As a result, we obtain the standa
formula for the plane-wave theory.

In the subsequent analytic analysis of the problem, t
different limiting cases are assumed: the region of acou
optic interactionL is much larger than the lengthl of the
acoustic train or the opposite situation holds. The latter c
is close to the phenomenon of light diffraction by a contin
ous sound beam, so that we shall consider the first limit
case (l !L). To find the amplitudeEd(L,t) of the diffracted
light at the exit of the cell, the expression~8! must be inte-
grated over the coordinatex within the interaction length. If
the temporal envelope of the sound train is chosen to
GaussianV(x,t)5exp$2(vt2x)2/l2%, then integration gives

Ed~L,t !52 jq1l
Ei

A11r2 S erf
vt

l
2erf

vt2L

l D
3expH 2

ky
21kz

2

4
r 2

r2

11r2
2

~h l !2

4 J , ~9!

where erf(x)5(2/Ap)*0
xe2z2

dz.
When the divergence of the sound train is substant

the constantr becomes a function ofx: r2(x)5r 2/R2(1
1D2x2). Then Eq.~8! can be integrated only numericall
and a formula similar to Eq.~9! cannot be derived.

Using finite beams to describe diffraction of light b
sound makes it possible to determine the diffraction e
ciency not in terms of the ratio of the power densities of t
incident and diffracted light, but rather in terms of the ra
of the power fluxes in the diffracted and incident lig
beams, as is always done experimentally. The power flu
a light beam can be calculated by means of an integral of
squared modulus of the distribution of the light field over t
transverse section of the beam and by means of an integr
the squared modulus of the Fourier spectrum of the field o
the angular coordinatesky andkz ~Parseval’s theorem!.
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The power flux of the light at the entrance into th
acousto-optic cell is determined by the relationP0

50.5Et
2**GE

2dydz, and the power flux at the exit of the ce
can be calculated using the formulaP50.5**Ed(L)Ed* (L)
3(F$GE%)2dkydkz , whereEd(L) is determined by the ex-
pression~9!. The ratioP/P0 characterizes the acousto-opt
diffraction efficiency. It has the form

P

P0
5

~ql !2

112r2 S erf
vt

l
2erf

vt2L

l D 2

expH 2
~h l !2

2 J . ~10!

If successive sound trains follow continuously with i
terval L/2,S,L, two trains can be located simultaneous
inside the crystal. In this situation the phase difference
tween these trains has a large effect on the acousto-o
interaction efficiency. If, as in the preceding case, a Gaus
temporal envelope is chosen for two trains of identical len

V~x,t !5expH 2
~vt2x!2

l 2 J
1expH 2

~vt2x2S!2

l 2 J exp$ j w~S!%, ~11!

where w(S)5KS1w0 is the phase difference between t
two trains andw0 is the initial phase of the second train, the
an expression describing the diffraction efficiency, similar
Eq. ~10!, is

P

P0
5

~ql !2

112r2
expH 2

~h l !2

2 J
3@H1

21H2
212H1H2 cos~KS1w0!#, ~12!

where

H15erf
vt

l
2erf

vt2L

l
,

H25erf
vt2S

l
2erf

vt2~L1S!

l
.

Analysis of the relation~12! shows that by varying the
phase difference between the trains the diffraction efficie
can be varied fromH1

22H2
2 to H1

21H2
2. This is determined

by the maximum change in the function cos(x). To achieve
the maximum efficiency the phasew0 of the second train
must differ from that of the first train byKS.

4. EXPERIMENT

A collinear acousto-optic filter based on a CaMoO4 crys-
tal of lengthL53.5 cm was used in the experimental inve
tigations. A diagram of the acousto-optic cell is displayed
Fig. 1. When unpolarized oscillations are used, four rays
present at the exit of the acousto-optic cell. However,
cause the angle between the ordinary and extraordinary
is small, three rays are observed: two diffracted and
transmitted, since the raysb andc merge. The optic axis o
the crystal was orthogonal to the direction of the light a
the sound. The refractive indices of a calcium molybd
crystal aren051.9720 andne51.9814. The sound speed
-
tic
an
h

y

-

re
-
ys
e

e

v52926 m/s, and correspondingly the transmission time
an acoustic train through the crystal wasL/v511.9ms.

A diagram of the experimental apparatus is presente
Fig. 2. The operation of the collinear filter8 is controlled by
a specially constructed generator2 controlled by a computer
1. The generator gives at the exit electric pulses of prescri
shape, frequency, and amplitude. A helium–neon lase4,
generating radiation with wavelengthl50.6328mm with a
light beam diameter of 3 mm was used as the light source
certain experiments a diaphragm6, which decreases the siz
of the laser beam at the exit to 0.35 mm, was placed at
laser exit. The light is attenuated by the light filters5, which
are necessary in order to decrease the intensity of the l
radiation, since an optimal light intensity must be used
measurements performed with a photomultiplier~FÉU! 10.
The laser generates unpolarized oscillations, so that th
beams are observed at the exit of the acousto-optic cell8. To
select and analyze one beam, crossed entrance and ex
larizers7 and9 are used.

The condition of collinear diffraction of lightkd5kt

1K with the indicated wavelength (l50.6328mm! is sat-
isfied with the acoustic frequencyV/2p543.6 MHz. Since
the entrance and exit faces of the crystal are not perpend
lar to the propagation direction of the light in the crystal, t
diffracted light beam at the exit of the cell propagates at
angle of 0.53° with respect to the transmitted beam. T
makes it possible to perform measurements of the diffrac
light without noise from the transmitted laser beam.

In the experiments performed the diffraction efficien
reached 10%. This corresponds to a weak acousto-optic
teraction. Measurements of the transmission band~with re-

FIG. 1. Diagram of acousto-optic cell:1 — entrance face;2 — piezoelectric
transducer;3 — exit face; a, d — diffracted beams; b, c — transmitte
beams.

FIG. 2. Arrangement of the experimental apparatus:1 — computer,2 —
generator,3 — oscillograph,4 — laser,5 — light filters, 6 — diaphragm,
7 — entrance polarizer,8 — acousto-optic cell,9 — exit polarizer,10 —
photomultiplier.
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spect to the 0.4 level! and the level of the first side lobes o
the transmission function were performed for two cases:
square and Gaussian sound trains. Figure 3 shows the t
mission band as a function of the sound train duration. T
transmission bands for both types of trains are the sam
the length of the Gaussian train is measured with respec
the 0.4 level. The theoretical results are shown by a s
curve, and the experimental results are indicated by c
marks.

Figure 4 illustrates the dependence of the level of
side lobes measured in the experimental apparatus on
duration of the acoustic pulse. The magnitude of the s
lobes for square pulses is constant~dashed line!, while for
Gaussian pulses it varies from zero for short duration t
level corresponding to the level of the side lobes of
square pulses~solid and dashed curves!. Thus, the transmis
sion characteristics of a collinear filter can be substanti
changed by controlling the duration of the Gaussian tra
This can be used in practice. As is evident from Fig. 4, fo
Gaussian train with duration of the order ofL/v the level of
the side lobes drops substantially with no appreciable bro
ening of the transmission band.

Two different methods for measuring the transmiss
band and level of the side lobes of the filter characteris
were used in this work: synchronous and inertial method

FIG. 3. Transmission bandD f versus the relative durationl /L of the sound
train.

FIG. 4. Side lobe levelI /I max versus the relative durationl /L of a Gaussian
sound train.
r
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In the first case~dashed curve! the light intensity at the
filter exit was measured at the moment when the cente
the sound train was located at the center of the crystal. T
means that the detector of the light radiation was switched
with the pulse repetition frequency of the controlling gene
tor and with the corresponding phase. In the process, m
surements in the transitional period, when the sound tr
enters and exits the crystal, were completely excluded
principle, these transition processes increase somewha
transmission band of the filter, since the length of the wo
ing part of the train during this time is shorter than its to
length.

The second measurement method~solid curve! consisted
in using the entire light flux corresponding to the diffract
beam. In this case, the voltage on the active load of
photomultiplier was measured with an inertial photodetec
Comparing the results in Fig. 4 shows that the side lobes
the transmission curve when using the inertial photodete
grow much more rapidly with increasing duration of the tra
than for measurements by the synchronous method.

Figure 5 shows the experimental dependences of
relative transmission of an acousto-optic cell on the f
quency of the acoustic signal for various durations of
controlling pulse. The curve1 corresponds to a pulse dura
tion of 60ms, which is 4.5 times greater thanL/v. Points
corresponding to a pulse with duration 17ms, which is 25%
greater thanL/v, fall on the same curve. The curves2 and3
refer to short controlling signal pulses. The width of th
transmission band in these cases increases as 1/t in accor-
dance with Fig. 3.

Figure 6 shows the measured experimental wings of
transmission bands, shown in the preceding figure. T
curves1 and2 correspond to durations of 60 and 17ms. The
curve1 is described well by a function described of the for
sinc (V2V0/2p), whereas the side lobes of the seco
curve are somewhat lower than the preceding case.
curve 3 no longer contains side lobes, and it gives a ra
and smooth dropoff of the intensity. A similar curve is o
served in all cases whent,L/v. These results agree com
pletely with the theoretical calculations of the transmiss
curves which we presented previously in Ref. 6.

FIG. 5. Experimental curves of the relative transmittance of an acou
optic cell versus the acoustic signal frequencyf for various durations of the
controlling pulset5 l /v, t560 and 17~1!, 6~2!, 15 ms ~3!.
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Figure 7 shows the theoretical dependence of the e
ciency of diffraction of light by a sound train with durationl
for the case where the amplitude of the acoustic wave is s
that the light diffraction efficiency for a continuous train
close to the maximum level. For low efficiency this depe
dence is parabolic and then saturates. The crosses on
curve mark the experimentally obtained values of the diffr
tion efficiency for various pulse durations. Since the case
a weak acousto-optic interaction is realized in the exp
ment, the points fall well on the initial parabolic section
the curve. It follows from the figure that in order to mainta
a constant diffraction efficiency as the pulse length
creases, the amplitude of the sound oscillations must be
creased in proportion to 1/l 2.

Figure 8 illustrates the efficiency of light diffraction b
two successive trains versus the phase difference of the
cillations in these trains. The computed curve1 corresponds
to maximum efficiency not exceeding 20%. It is nearly sin
soidal, as follows from the theory for a weak acousto-op
interaction.6 However, the form of the theoretical curve2,
corresponding to a maximum efficiency of 50%, is strong
distorted compared with the preceding case. It contains a
top due to nonlinear effects. The experimental cross ma
corresponding to a weak interaction, satisfactorily fall on

FIG. 6. Experimentally measured side wings of the transmission func
for t5 l /v, ms; 1 — 60, 2 — 17, 3 — 6.

FIG. 7. Theoretical curve of the relative light diffraction efficiencyI /I max

versus the relative durationl /L of the sound train.
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curve.1 These points were measured by smoothly varying
carrying frequency, which is related linearly with the chan
in the phase difference between the pulses, while keep
distance between the trains constant.

5. CONCLUSIONS

As our investigations showed, the width and shape of
transmission function of a collinear acousto-optic filter c
be controlled electronically over wide limits by using acou
tic trains of finite length. The width of the frequency band
the acousto-optic cell can be increased smoothly more t
tenfold by varying the duration of the acoustic train contr
ling the operation of the filter. Using trains with a smoo
envelope decreases the level of the side lobes of the tr
mission function of the filter. The form of the transmissio
curve of the filter can be changed substantially and it can
made to be close to the form required for a given problem
adjusting the duration and form of the controlling pulse.
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Bragg reflection during the propagation of magnetoelastic microwave pulses in a
structure consisting of a ferrite thin film on a dielectric substrate
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The propagation of a microwave pulse in a ferrite thin film–substrate structure in a regime of re-
reflections~‘‘ringing’’ ! of the acoustic component of the substrate is studied theoretically. It
is shown that as a result of the interaction of microwave pulses with the boundaries of the
substrate, propagation of a microwave excitation in this system can be regarded as a
propagation of a wave packet in a periodic nonuniform medium. The basic characteristics of a
propagating wave packet are obtained. ©1999 American Institute of Physics.
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The propagation of pulses of magnetoelastic wa
~MEWs! is of interest, on the one hand, in connection w
the study of the nature of magnetic waves and their inte
tion with acoustic waves in magnetic materials and, on
other, in connection with better understanding the pul
propagation of microwave signals. An interesting object
investigation in this direction are pulses of fast magnetoe
tic waves ~MEWs!.1–4 Pulsed propagation of MEWs pos
sesses a number of interesting features. For such wave
substrate is a dielectric waveguide where the purely ela
waves have a high dispersion and their phase velocityvP

@vS ~vS is the speed of sound in an infinite crystal!. The
velocity vector of fast elastic waves is almost perpendicu
to the boundaries of the substrate, and they interact ef
tively with magnetostatic waves~MSWs!, specifically,
Damon–Eshbach waves. In Refs. 5 and 6 it was found
perimentally that when a microwave pulse with durationt0

is applied to the entrance transducer, besides the transm
signal, a series of delayed microwave pulses separated b
same delay timestd ~‘‘ringing’’ ! was observed at the ex
transducer. The first delayed pulse is separated from the
tial pulse by the same time intervaltd . The experiments
were performed on structures consisting of a submicron
trium iron garnet~YIG! film on a gallium–gadolinium garne
~GGG! substrate under conditions such that fast MEWs a
in the continuous regime. Investigation of the time de

showed thattd52 l̃ /vS , where l̃ is the substrate thickness
and studying a series of delayed pulses in a spectrum
lyzer showed that their spectrum does not contain a serie
frequencies corresponding to frequencies which are m
tiples of the frequencies of the Lamb modes of the substra7

In Ref. 7 an approximate explanation was given for the s
pression of frequencies which are multiples of the frequ
cies of the Lamb modes of the substrate on the basis of
spectral function of the magnetostatic echo, using the sig
transfer coefficients which is not determined there.

In the present work a different method is proposed
describing the propagation of a microwave pulse with ‘‘rin
ing.’’ The method is based on an analogy between wa
1471063-7842/99/44(12)/5/$15.00
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guide propagation of pulses with reflections and the pro
gation of waves in periodic media. This analogy is due to
fact that when a microwave pulse interacts with the bou
aries of a waveguide, a periodic temporal nonuniform
arises in the system. This makes it possible to obtain
basic characteristics of the propagating excitations by us
the well-developed apparatus of wave propagation in p
odic media for describing pulses in the ‘‘ringing’’ regime.

Let us examine the geometry of the problem. Let a fi
of thicknessh lie in the half-spacey.0 and the let the
substrate lie in the half-spacey,0. The external magnetic
field H0i0z lies in the plane of the film and the microwav
pulse propagates in the positive direction along the0X axis,
perpendicular to the external magnetic field. A pulsed mic
wave signal

f ~ t !5H A0 cosv0t, utu<
t0

2
,

0, utu.
t0

2
,

is excited in the structure. Heref is the amplitude of the
excited signal andv is its frequency. The amplitudef can be
any of the components of the microwave fields~magnetic,
electric, microwave current! depending on the method of ex
citation. The spectrum of this signal is

G~v!5
1

A2p
E2t2

2

t0

2 A0eivteiv0tdt

5
A0

A2p

sinF ~v2v0!
t0

2 G
~v2v0!

t0

2

. ~1!

The microwave magnetic fields of the pulse are fou
from the relation

H̃~r ,t !5
1

A2p
E

2`

`

H̃~v,r !G~v!ei /v~q!t
dv, ~1a!
2 © 1999 American Institute of Physics
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where v is the circular frequency;q is the wave number
H̃(v,r ) are the Fourier components, at the pointr , of the
microwave magnetic field of a pulse propagating in the f
rite; H̃(v,r ) varies as the pulse propagates in the ferrite;
function H̃(v,r ) will be determined below.

The system of equations for finding the microwave fie
and the functionv(q) has the following form: a! in the fer-
rite

]M

]t
52g@M3Heff#,

Heff5H01H~m!1biklmMluik ,

div B5O; curlH50; B5H14pM ,

rü5
]

]xk
@ciklmulm1biklmMmMl #, ~2!

whereHeff is the effective internal magnetic field in the fe
rite and is determined from the equation

dHeff

dM
5Heff ,

whereH is the Hamiltonian of the system

H5E FM–H01
~H~m!!2

8p
1biklmMlMmuik1

1

2
ru̇i

2

1
1

2
ciklmuikulmGdv

~the exchange interaction and anisotropy are immateria
the present case and will not be considered!; b! in vacuum

curlH50, divH50, ~3!

whereM is the magnetic moment vector of the ferrite,H (m)

is the demagnetization field,biklm is the magnetoelastic con
stants tensor of the ferrite,uik is the deformation tensor,ciklm

is the elastic moduli tensor,ui are the components of th
displacement vector,g52.83 MHz/Oe, andr is the density;
c! in the substrate at timet: (n21)t1,t,(t12t0)n,
n51, 2, 3, ...;t05td/2, the equation has the form

rüi5
]

]xk
ciklmulm , ~4!

where at timet: (t12t0)n,t,nt1 , the microwave pulse
reaches the boundary of the substrate and interacts with

As a result of this interaction the velocityvy in the di-
rection of they coordinate changes sign, i.e., the pulse
reflected from the boundary, acquiring a specific force i
pulseDF as a result of colliding with the boundary

DF5rvup5rvdown'2ru̇,

vup and vdown are the velocities of sound of the microwav
pulse propagating in the positive and negative directions
the 0Y axis, respectively. Here the fact thatvx!vy for the
fast magnetoelastic waves under study is taken
account.1–5

In summary, every time a microwave pulse approache
boundary and interacts with it, the pulse experiences a fo
-
e

s

in

.

s
-

f

o

a
ce

that reverses its direction of propagation. The boundary it
becomes deformed locally during the interaction with t
microwave pulse. Thus, the equation of motion in the s
strate at timet: (t12t0)n,t,nt1 assumes the form

rüi5
]

]xk
@ciklmulm#1

2ru̇i

t0
. ~5!

It should be noted that in a ferrite film there is no need
take account of the interaction of the pulse with the fi
boundaries, since the travel time of both acoustic and m
netostatic waves over the thickness of the film and b
tpl!t0 , as a result of which a quasicontinuous wave pro
gation regime is realized in the film.8 The components of the
microwave fields of the system under study have been fo
in Refs. 4 and 5, where it was established that in the c
under study a Lamb wave with a high mode numberm
(m'1000), which has only one componentuz of the dis-
placement vector, propagates in the substrate.

It follows from Eqs.~4! and~5! that in this situation the
substrate can be treated as a medium with periodically ti
varying coefficients. Since pulses move almost uniform
with the exception of the moments when the collide with t
substrate boundaries, and the collision time can be neglec
the temporal periodicity can be replaced by a spatial peri
icity. Since an acoustic wave moves almost perpendicula
the substrate boundaries (vx!vy), neglecting the small dis-
placement along the0X axis, we shall assume thaty'vst.
Under these assumptions, from Eqs.~4! and ~5! follows

r
]2uz

]t2 5c44¹
2uz1

2r

t0

]uz

]t
P~y!, ~6!

where

P~y!5H 0, n l̃ ,y,~n11! l̃ 2vSl̃ ,

21, ~2n11! l̃ 2vSt0,y,~2n11! l̃ ,

1, ~2n11! l̃ 2vSt0,y,2 l̃ .

In summary, the substrate is replaced by an effect
semi-infinite medium with periodically varying propertie
where an acoustic pulse propagates rectilinearly. It should
noted that this periodicity takes account of the conditions
reflection of a pulse from the substrate boundaries.

We seek the solution of Eq.~6! by the standard proce
dure of wave propagation in a periodic medium.9 Substitut-
ing uz;uz(x,y)eivt into Eq. ~6! we have

Frv2

c44
F11

2

vt0
P~y!G1¹x,y

2 Guz~x,y!50. ~7!

The equation~7! is a differential equation with periodi
cally varying coefficients. The normal modes of the und
turbed medium~without the termP(y)! are known. We
write them in the form

uz~x,y!5uz,m~x!ei ~bmy2vt !,

where uz,m are the normal modes of the unperturb
medium:8 uz,m(x);umeiqx.

Being normal modes, they satisfy the equation
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S rv2

c44
1¹x

22bm
2 Duz,m5S rv2

c4
2qm

2 2bm
2 Duz,m50. ~8!

Hence, sincevx!vy , we have

rv2

c44
5bm

2 ~11jm
2 !,

jm5
qm

bm
!1,

uz,m5uml exp@ i ~qmx2bmy2vt !#, ~8a!

and uz is found from the normalization conditions takin
account of the following considerations.

Let an arbitrary field with frequencyv be excited at
Y50. Then the field propagating in the understood medi
can be represented as a linear combination of normal mo

uz5( Amum~x!ei ~bmy2vt !. ~9!

We choose the normalization as follows:

E uzk* ~x!uzl~x!dx5
2r

c44

v

ubku
dkl . ~9a!

The normalization is chosen so that a unit energy flux
the microwave pulse would flow per unit time through u
surface area. We shall seek the solution of the equations
a medium with periodically varying perturbationsuz

(b) simi-
larly to Ref. 9 by the method of variation of constants
coupled modes. For this, we assume the coefficientsAm in
Eq. ~9! to be y dependent. Substituting expression~9! with
Am(y) into the equation of motion~7! and using Eq.~8! we
obtain

F( d2

dy2 Ak22ibk

d

dy
AkGuzk

~b!~x!eibky

5
rv2

c44

1

vt0
F( P~y!Aluzle

ib l yG . ~10!

For (ṽt0)21!1 the disturbance of the acoustic syste
will be small. Then the mode amplitudesAk vary much more
slowly than the exponential factors eibky, since the exponen
tial factor corresponds to wave propagation of a pulse,
dAk /dy corresponds to a periodic disturbance of the pro
gating pulse, so thatd2Ak /dy2!bk(dAk /dy). With these
approximations we obtain the equations for coupled mod

d

dy
Ak~y!2 i

bk

ubku
(

l
(
m

ckl
~m!Al

3expF i S b l2bm2m
p

2 D yG , ~10a!

ckl
~m!5

1

4pt0
^kuPmu l &5

v

4 E uzk* ~x!Pmuzl~x!dx,

P~y!5 (
mÞ0

Pmeim
2p
2l y. ~11!

The derivation of Eq.~10! took account of the normal
ization condition ~9a!, the orthogonality of the norma
es

f

or

r

d
-

s

modes, and the periodicity of the small perturbation of t
wave propagation equations~7! and ~10!. Here Pm are the
Fourier coefficients for in Fourier series expansion of t
function P(y). Resonance coupling of the modes occu
when

bk2b l5m
2p

L
. ~12!

In Eq. ~10! the coupling between two modes for whic
the condition~12!, whereL52 l̃ , holds plays the main role
Denoting these two main modes by the indices 1 and 2,
write the basic equations for the coupled modes as

d

dy
A152 i¸A2eiDby,

d

dy
A252 i¸* A1e2 iDby;

Db5b12b22m
2p

L
; m50,1,2;

¸5c12
~m!5c21

~2m!* . ~13!

In the case at hand, a pulsed excitation propagates in
positive direction along the0X axis and a reflected wav
propagating in the negative direction along the0X axis arises
as a result of reflection from the periodic grating. Thus, it
necessary to examine the coupling between the waves pr
gating in opposite directions. In this case

b1

ub1u
51;

b2

ub2u
521. ~13a!

To solve Eq.~13! for two waves propagating in opposit
directions it is necessary to finḑ5c12

(m) and the Fourier
expansion ofP(y). ExpandingP(y) in a Fourier series we
obtain

P~y!5(
2`

`
i

pm8 FexpS i um8u
pa

a1bD11G
3expS im8

p

a1b
yD ;

m852k811, a5 l 2vSt0 , b5vst0 , ~14!

With these relations and formula~10! we obtain an ex-

pression forckl
m8

ckl
~m8!5

1

4pt0m8 FexpS im8
pa

a1bD11G r

c44

2v

Aubkuub l u
.

In the case at hand

b15vA r

c44
S 12

j1
2

2 D ,

¸5A r

c44
S 12

j1
2

2 D 1

2t0pm8 FexpS i
pm8a

a1b D11G ,
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u¸u5
A11cosS pm8a

a1b D S 11
j1

2

2 D
&pm8vSt0

5

A11cos
pm8~t12t0!

t1

&pm8vSt0
S 11

j1
2

2 D .

Here a1b5vSt1 and a5vS(t12t0) were taken into
account. The resonance coupling condition~12! is insuffi-
cient for strong coupling to occur between the two mod
under study. The coupling condition for the dynamic coe
cient must also be satisfied. Thus, fort0 /t1!1,
m850.2 (2n) the coefficient¸'0, and for other ratios
t0 /t1 , such thatpm8(t12t0)/t15p(2k811), there will
be no coupling between the modes. However, there alw
exists a value ofm for which ¸Þ0. Let A1 be the amplitude
of the incident wave andA2 the amplitude of the reflecte
wave. The initial conditions for the amplitudes areA1ur50
51 andA2ur5250. HereL is the distance between the e
trance and exit microwave signal transducers. Then we
tain from Eq.~13!

A1~y!5

eiDby/2Fs cosh@s~Ly2y!#1 i
Db

2
sinh@s~Ly2y!#G

s cosh~sLy!1 i
Db

2
sinh~sLy!

,

A2~y!5 eiDby/2
@2 i¸* sinh@s~Ly2y!##

s cosh~sLy!1 i
Db

2
sinh~sLy!

. ~15!

HereLy is the projection of the distance on the 0Y axis in a
coordinate system corresponding to a space with periodic
varying coefficients that replaces the substrateLy

21Lx
25LS

2

5L2'(2n l̃ )2, n51,2,. . . , whereLS is the total path tra-
versed after all reflections taking account ofLx!Ly ,
Ly'2n l̃ ;

s25¸¸* 2S Db

2 D 2

; Db5
2

vS
~12j1

2!~v2vn!;

vn5
2pvS

~a1b!
2n,

where v is the frequency corresponding to an even La
mode of the substrate.

The reflection coefficientRn of the harmonics is deter
mined by the expression

Rn5
¸¸* sinh2~sLy!

s2 cosh2~sLy!1S Db

2 D 2

sinh2~sLy!

~16!

and reaches its maximum value for withDb50

Rmax5tanh~ u¸uLy!,

Rmax→1 as u¸uLy→`.
s
-

ys

b-

lly

b

The reflection coefficient is an even function ofDb. The
spectrum consists of a main peak with a distinct maxim
and several side reflection peaks. We determined the w
of the main peak from the condition that the reflection co
ficient is maximum with the maximum deviation ofDb from
zero.

The maximum reflection coefficientR0 for uDbu.0 is

R0'
¸¸* Ly

2

11¸¸* Ly
2 ; R0→1 as u¸uLy→`.

This corresponds toDS50. Hence we find the width of
the main peak

Db54u¸u

or

Dv5
&

pt0
Fcos

p~t02t1!

t1
11GF11

3

2
j1

2G . ~16a!

The relative width of the nontransmission band is

Dv

v
5
&

pv

cosFp~t02t1!

t1
G

t0
S 11

3

2
j1

2D .

The side peaks occur if

sLy5 i S m1
1

2Dp;

Db562F u¸u21S m1
1

2D p2

Ly
2 G1/2

. ~17!

The reflection coefficientRb in them is

Rb5
u¸u2Ly

2

S m1
1

2D 2

p21~¸Ly!2

. ~17a!

These reflection maxima become substantial foru¸Lyu
.p/2. In general, it is evident from Eqs.~16! and ~17! that
reflection in the side peaks is much weaker than reflectio
the main peak, and the reflection decreases as the refle
numberm increases. For

Db56F2¸¸* 12S l 8p

Ly
D 2G1/2

; l 851,2

the reflection coefficient vanishes. For sufficiently large v
ues of s(Ly2y) the energyE1;A1

2 of the incident mode
decreases exponentially as the wave propagates, i.e.,
increasingy. This phenomenon is due to not absorption b
rather reflection of energy into the reflected mode, cor
sponding to amplitudeA2 , i.e., in terms of the presen
model, for a pulse propagating in a nonuniform medium
individual Fourier components of the pulse are reflec
from nonuniformities, as a result of which energy ofte
moves in the opposite direction. The law of conservation
energy in this case will have the form

d

dy
$uA1u22uA2u2%50.
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The fractionDE of the energy that will be reflected i
the opposite direction during the propagation of the pulse
the forward direction is

DE5
u¸u2sinh2~sLy!

s2 cosh2~sLy!1S Db

2 D 2

sinh2~sLy!

, ~18!

where DE decreases with increasingDb and reaches its
maximum value forDb50, Ly→`. Substituting expression
~15! into Eq. ~9!, we obtain the componentuz of the dis-
placement vector for a microwave pulse

uz~x,y,v!5( An~y!um~x!ei ~bmy2vt !

'A1u1 exp@ i ~b1y1qx2vt !#1A2u2

3expF i S b1y2Db2m
2p

L
2q1x2vt D G ,

~19!

uz~x,y,t !5
1

A2p
E

2`

`

uz~x,y,v!G~v!eivtdv. ~20!

Similarly, using Eq.~2!, and taking account of Eqs.~19!,
~15!, and~9!, we find the remaining microwave coefficien
H̃(v,r ). The propagation constant¸̃ along the 0Y axis will
have the form

¸̃5Db6 is5
pm

L
6 iA¸¸* 2S Db

2 D 2

. ~21!

In the frequency range whereuDbu,2¸̃u¸u has an
imaginary part, it corresponds to a ‘‘forbidden band,’’ whe
the forward wave decays. It is evident from Eq.~21! that the
maximum value of the imaginary part of̧˜ is equal to the
coupling coefficient, i.e., the higher the dynamical coupli
coefficient, the more strongly the forward wave decays in
reflection zones.

The displacement vector, and all other components o
microwave pulse propagating with reflections in a wav
guide, will contain two components corresponding to tw
coupled modes. The first component propagates in the d
tion of the exit transducer and the second in the direction
the entrance transducer. At the exit transducer, the spec
of the output signal~1!, in which regions of signal transmis
sion will be observed near the frequenciesvn , will be ob-
n

e

a
-

c-
f
m

served in the spectrum. The width of these regions will
determined by Eq.~16a!. It should be noted that for eachvn

there will be main nontransmission regionsb12b250 and
side nontransmission regionsb12b25(mp)/L. However,
the main nontransmission regions for other frequenciesvn

1k will merge with the side nontransmission regions f
vn . A small decrease in the intensity of harmonics will b
observed for frequencies at which side maxima of the refl
tion coefficient~17!, which depend onLy , will appear. How-
ever, these phenomena will play a negligible role, especi
for cases of many reflections and whent0 /t1,1. Transmis-
sion peaks will arise on the entrance transducer at frequ
cies corresponding to regions of nontransmission of a mic
wave signal.

In summary, in this work the propagation of a magne
elastic pulse, propagating in a waveguide regime with refl
tions from the waveguide walls, was studied. It was est
lished that part of the energy of a microwave pul
propagates in the direction of propagation and part pro
gates in the opposite direction as a result of Bragg reflec
from a periodic nonuniformity, which could be the boun
aries of the waveguide for the microwave pulse. Expressi
were obtained for the amplitudes and the propagation c
stants of the waves moving forward and backward. The
quency ranges where there are nontransmission region
the forward wave were found.

The complete picture of propagation of a microwa
pulse in a waveguide in the presence of a large numbe
reflections can be obtained by the method of coupled wa
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Heteroepitaxial growth of complex-oxide films from a self-organized system formed in a
gas-discharge plasma

V. M. Mukhortov, Yu. I. Golovko, G. N. Tolmachev, and A. I. Mashchenko

Institute of General Physics, Russian Academy of Sciences, 117333 Moscow, Russia
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New experimental data on the characteristic features of the synthesis and crystallization of films
of solid solutions of lead zirconate-titanate, deposited by means of rf diode sputtering of
ceramic targets, are presented. Such a deposition system possesses threshold states, transition
through which leads to a qualitative change in the processes occurring in the system
and to the appearance of self-organization effects. The basic feature of this change is determined
by the appearance of a new structured system, consisting of the sputtered particles and
particles formed in the plasma, in the plasma of an rf discharge. ©1999 American Institute of
Physics.@S1063-7842~99!01712-2#
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INTRODUCTION

Thin films of solid solutions of the lead zirconate
titanate~PZT! system have been attracting investigators
many years. This interest is due to the possibilities of p
ducing fundamentally new devices for microelectronics
the basis of such solid solutions1,2 and to the study the
mechanisms of synthesis and crystallization of complex s
stances in a thin-film state. This compound, which is re
tively simple with respect to composition and structure~per-
ovskite type!, contains two volatile components: lead a
oxygen. The structure of PZT films is very sensitive to t
deposition conditions and, irrespective of the preparat
method, the films are virtually always multiphase,3,4 as a
result of which the electrophysical properties of films a
degraded compared with bulk samples.

The system for obtaining films in a gas-discharge plas
is spatially limited by the target and substrate surfaces, w
the lateral boundaries are set by the conditions for cont
tion of the discharge on account of the volume loss of el
trons in the electronegative gas. Matter in the form of sp
tered particles~atoms, ions, molecular complexes, cluste
and so on! and the energy of beam and slow electrons
constantly being transported through this system. Becaus
the high chemical activity and high density of the sputte
particles, spatial structuring of the deposition system occ
This structuring is manifested in the appearance of cha
teristic zones which are characteristic of self-organiz
systems.5

CHOICE OF PARAMETERS DESCRIBING THE FUNCTIONING
OF FILM-DEPOSITION SYSTEMS

In the present work the rf sputtering of polycrystallin
stoichiometric lead zirconate titanate PbTi0.44Zr0.56O3 targets
in pure oxygen was used. We described the constructio
the sputtering unit and the experimental apparatus in a
vious work.6

We chose three types of parameters to describe the f
tioning of the film-deposition system: external paramete
1471063-7842/99/44(12)/4/$15.00
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describing the rf discharge; internal parameters, determin
the transport mechanism and type of particles; and, ta
parameters, characterizing the final result of the operatio
the entire film-deposition system and thereby determin
the ranges of the internal and external parameters.

The discharge current, the incident and reflected pow
the voltage on the target, the substrate temperature, and
working-gas pressure were used as external parameters
internal parameters were the electron density in the disch
and the spatial distribution of the intensity of the emissi
lines of the sputtered atoms and ions, which were determi
by the methods of Refs. 6 and 7.

The characteristics of the structural perfection of t
films obtained were chosen as the target parameters: the
of structure, the phase composition, the unit-cell paramet
the orientational relations between the crystallographic dir
tions of the film and substrate, the angles of vertical~in the
direction of the normal to the substrate plane! and azimuthal
~in the substrate plane! disorientation of the crystallites in th
film, the size of the regions of coherent scattering, and
magnitude of microdeformations. These characteristics w
determined by x-ray diffraction analysis of the films in
DRON-4 diffractometer~CuKa , b filter!.

VARIABILITY OF EXTERNAL AND INTERNAL PARAMETERS
ACCOMPANYING A PHASE TRANSITION OF THE
TARGET PARAMETERS

Before examining the behavior of the external para
eters, it should be noted that a certain ambiguity arises
measurements of the external parameters in rf sputtering
tems. This is due to the presence of a bias current in para
capacitances and inductances in the sputtering unit and in
circuits for measuring the external parameters. In addition
the near-electrode region of the discharge there is a cap
tance due to the space charge with a nonlinear depend
on the gas pressure, the power introduced, the concentra
and elemental composition of the sputtered components,
other parameters. It is impossible to take account of or co
7 © 1999 American Institute of Physics
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pensate for these capacitances and inductances in real
tering systems. For this reason, the magnitudes of the m
sured currents and voltages, which fix the operation of
sputtering system, are only qualitative.

Depending on the state of the deposition system, P
films differing by type of structure can be obtained: am
phous, films with pyrochlore structure, and polycrystalli
and heteroepitaxial films with perovskite structure. The tr
sition from one type of structure to another in the targ
parameters space corresponds to a phase transition.

Figure 1 shows a typical current–voltage characteris
of the sputtering system for various working-gas pressu
For 1.8 torr pressure, the threshold value of the curren
which PZT film growth occurs in a perovskite structure
noted in this figure. It is evident from the dependence p
sented that the threshold current lies on the monotonic
tion of the current-voltage characteristic. Previously,8 it was
established that for every complex oxide there exists
unique critical oxygen pressurePO at which the deposition
of films with stoichiometric composition and prescribe
structure similar to that of the target material becomes p
sible. For example, for~Ba,Sr!TiO3 with deposition in a per-
ovskite structure this pressure is greater than 0.3 Torr,
pressuresPO.0.7 Torr are required for Y–Ba–Cu–O wit
deposition in an orthorhombic phase~a tetragonal phase–
orthorhombic phase transition occurs in the target par
eters!. For PZT films the threshold oxygen pressure is grea
than 1.7 Torr. We note that threshold pressure is a neces
but not sufficient condition for ensuring synthesis and cr
tallization of the initial phase during film growth.

In our view, the external parameters do not reflect
characteristic features of the functioning of the deposit
system. This is why it is necessary to switch to internal
rameters to analyze the operation of such systems. On
these parameters could be the electron density (ne) in the
discharge. The deposition of complex oxides BaTiO3,
~Ba,Sr!TiO3 and Y–Ba–Cu–O9,10 has shown that there ex
ists a threshold valuene.1012 cm23, above which during
film growth the oxidation process predominates over the
duction process. This has also been confirmed in the dep
tion of films of the PZT system. While performing measur

FIG. 1. Current–voltage characteristics of an HF discharge. The tar
substrate distance is 8 mm. Oxygen pressure, Torr:1 — 1.8, 2 — 0.7, 3 —
0.5, 4 — 0.3.
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ments of thene distribution across the discharge, we foun
that contraction of the discharge is observed at oxygen p
sures above 0.3 Torr. This is manifested as a sharp decr
of ne at a distance equal to the target radius in the en
region of the negative emission of the discharge.

The spatial distribution of the intensity of the emissio
lines of sputtered atoms and ions was chosen as the se
internal parameter. Figure 2 shows the characteristic dis
bution of the intensity of the emission lines at oxygen pr
sure 1.7 Torr. It is evident that the cathode–substrate sp
can be divided into three characteristic zones. The inten
of the lines in the first zone is determined by the comple
ness of the sputtering of the target surface.8 The type of
particles entering the gas medium can be judged accordin
the presence of emission lines of the sputtered materia
this zone. Specifically, the oxygen component of the ox
sputters in the form of a neutral excited atom with excitati
potential<12.7 eV. Zirconium enters the gas medium as
ion and an excited atom, whereas lead enters only in
unexcited, atomic state. No titanium lines were observed
the discharge. However, titanium lines were clearly detec
when a titanium target was sputtered in pure argon. The
dition of several percent of oxygen to argon caused the t
nium lines to vanish. The second zone of the discharge
tially reflects the influence of the plasma mechanism
excitation of atoms and ions. In this zone the dominant p
cess leading to the excitation of atoms and ions is inela
impact by beam electrons entering from the cathode reg
The third zone of the discharge reflects the characteri
features of the transport of the sputtered particles through
plasma of an rf discharge.

The spatial distribution of the intensity of the emissio
lines accompanying a change in the conditions of film de
sition near a phase transition of the target parameters
investigated. As an example, the behavior of only the em
sion line l53639 Å of lead at various substrate tempe
tures (Tn) ranging from 400 to 595 °C is shown in Fig. 3
The other components of the complex oxide did not show

t–

FIG. 2. Spatial distribution of the radiation intensity of the emission lin
1 — Zr* (l53791 Å!, 2 — Pb* (l53639 Å!, 3 — O* (l53947 Å!, 4 —
O1 (l54414 Å); I HF52.3 A, Tn5550 °C, I–III — discharge zones.
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temperature dependence. At substrate temperatures from
to 500 °C the spatial distribution of the radiation of lead
oms did not change and corresponded to curve1. Growth of
heteroepitaxial PZT films with perovskite structure was o
served for intensities bounded by the curves4 and 6. The
films were multiphase and possessed the following orie
tion relative to the substrate directions: thec ~or a! axis of
the tetragonal unit cell of the film was oriented perpendicu
to the substrate surface, i.e., parallel to@001# MgO, and the
two other axes of the tetragonal cell were oriented paralle
the @100# or @010# MgO directions. The vertical disorienta
tion angle did not exceed 0.5°, and the azimuthal disorie
tion angle was less than 3°. The coherent scattering reg
were greater than 1000 Å in size, and the microdeformati
were less than 1024. The phase space bounded by the cur
2 and 4 ~Fig. 3! corresponded to polycrystalline films wit
perovskite structure with an admixture of the pyrochlo
phase. The structural perfection of the heteroepitaxial fi
of the pyrochlore phase with deposition under the conditi
bounded by the curves1 and2 is quite high~the microdefor-
mations are less than 531023).

Figure 4 shows the spatial variation of the intensity
the lead line for various target–substrate distances~curves
1–4 are for growth conditions of the pyrochlore phas
curves5–9 are for the perovskite phase!. It is evident from
the curves presented that under the perovskite growth co
tions with target–substrate distances ranging from 8 to
mm the lead line in the third zone of the discharge rema
constant. The heteroepitaxial films obtained in this range
distances were virtually identical from the standpoint
structural perfection. Below the critical temperature the l
‘‘drops to zero’’ at the location of the substrate, irrespect
of its position. The films deposited at these temperatures
sessed pyrochlore structure.

CHARACTERISTIC FEATURES OF THE NEW SPATIAL
STRUCTURE FORMED IN AN RF DISCHARGE

We shall now discuss certain experimental factors
tained in the course of this work. First, the emission lines

FIG. 3. Variation of the spatial distribution of the radiation in the emiss
lines of lead as a function of substrate temperature.Tn , °C: 1 — 560,2 —
570,3 — 575,4 — 585,5 — 590,6 — 595; PO2

51.8 Torr, I HF52.4 A.
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titanium are absent in the discharge in the entire inter
from the target to the substrate. A characteristic feature
the negative emission of the gas discharge is the presenc
beam electrons there with energies close to the cathode
age drop.11 For this reason, the excitation of atoms and io
by electron impact dominate here. If titanium atoms
simple molecular compounds based on titanium had b
present in the gas, then we would have definitely obser
their emission. Since the stoichiometry with respect to
metallic components is preserved in the condensate, it ca
inferred that this component is in a bound state in a le
higher than the molecular compound, i.e., as a minimum
cluster. For such particles the beam-electron energies ar
adequate to cause them to dissociate.

The second feature is the ‘‘dropping to zero’’ of th
emission lines of the sputtered atoms at the location of
substrate irrespective of is position relative to the target~Fig.
4!. In addition, this effect is observed only at pressures of
active gas above a threshold value. For atoms and ions o
main gas~oxygen! this effect is absent, which corresponds
the behavior of a gas-discharge plasma in the region of ne
tive emission.

The third feature is the influence of the substrate te
perature, beginning with a certain threshold value, on
spatial distribution of the intensity of the emission lines
the sputtered atoms.

Finally, the fourth feature is the intensity degeneracy
the lines of the lead atoms and the line of atomic oxyg
relative to the spatial coordinate. The dissipation of the el
tron energy in negative emission is exponential~as is evident
from the behavior of the ionic lines of oxygen! exponen-
tially. Therefore the intensities of other spectral lines sho

FIG. 4. Spatial distribution of the radiation of the emission lines of le
versus the target–substrate distance.PO2

51.8 torr, I HF52.4 A.
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behave similarly. But, it is evident from Fig. 4 that starting
a certain distance from the target surface the intensity of
emission of the volatile component does not change. Mo
over, the maxima of the radiation of the emission lines w
the lower excitation potential lie closer to the cathode, wh
contradicts the well-known experimental data.12

The experimental facts noted above cannot be expla
on the basis of the well-known and well-studied element
processes in a gas-discharge plasma in the region of neg
emission. In this connection, we suggest that, on the bas
a single film deposition process, we actually have two s
tems. The first one is an rf discharge in oxygen with
characteristic properties of negative emission~the behavior
of the ionic lines of oxygen is the internal parameter char
terizing it!. The second system consists of the sputtered
ticles which enter the gas phase in atomic, ionic, and clu
form. Then the threshold state of the rf discharge is cha
terized by a density of sputtered particles that is sufficient
the formation of an independently functioning system fro
them. The values of the internal parameters should be gre
than the critical values. At present there are no experime
data on the specific composition and size of the clusters
tering from the target into the gas medium. However, it c
be inferred that the clusters must include titanium and o
gen as well as all other metallic components. The cluster
of the sputtered particles is the center of condensation
components of a complex oxide in the gas phase, prob
right up to the formation of macroparticles in the form
dust.5 A characteristic feature of complex oxides is the pr
ence of volatile components in them. In our case these
oxygen and lead. For this reason, the growth of a cluste
determined by the energetics of two processes: recomb
tion accompanying condensation of atoms on the surface
cluster and cooling accompanying evaporation of vola
components from the surface of a cluster. Because the
gen pressure in the system is high, about 90% of the s
tered components of the oxide in the atomic state do
leave the region next to the target surface. A high concen
tion of the atomic component in this zone results in ra
growth of the cluster. As a result of being bombarded w
beam electrons, the cluster becomes negatively charged
is removed from the cathode region of the discharge un
the action of the cathodic voltage drop. The subsequent
tion of a cluster toward the substrate can be of a Brown
motion character. However, condensation is accompanie
evaporation of volatile components in the excited state fr
the surface of a cluster. The evaporated components ar
flected from the atoms of the main gas, as a result of wh
a region with high density of atoms forms near the clus
surface. It is from this region that the emission lines of t
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volatile components are emitted. Then the spatial distribut
of the intensity of the atomic and ionic lines reflects t
dynamics of evaporation and condensation of the oxide c
ponents on the cluster surface as the cluster moves a
from the target toward the substrate, and the derivative of
intensity with respect to the spatial coordinate reflects
change in the cluster sizes. When the intensity of the line
lead and atomic oxygen does not change with increas
distance from the target surface, it can be inferred that c
densation and reevaporation become stationary and clu
size remains unchanged. Film growth occurs from clust
surrounding by a cloud of volatile components. The to
concentration of the components in a cloud and a clu
corresponds to the stoichiometry of the initial sputtered co
plex oxide, which is what ensures stoichiometry in the gro
ing film.

CONCLUSIONS

In summary, the rf sputtering system for complex-oxi
synthesis and crystallization directly during the deposit
process possesses threshold states. When a transition th
these occurs, a qualitative change occurs in the process
the system. The basic feature of this change is the app
ance of a new structured system, consisting of sputtered
ticles and particles formed in the plasma, in the plasma o
rf discharge. Continuous flow of matter and energy, tra
ported by the beam electrons, through this structure resul
the appearance of self-organization. In the space of the ta
parameters the appearance of a new system is manifest
a nonperovskite–perovskite phase transition.
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Assessment of the thermal stability of a polymer liquid by the controlled pulsed heating
method

P. V. Skripov, A. A. Starostin, and D. V. Volosnikov

Institute of Thermal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg,
Russia
~Submitted January 28, 1999!
Zh. Tekh. Fiz.69, 92–94~December 1999!

A method of controlled pulsed heating of a quick-response probe placed in the experimental
material is developed. It is shown that the ‘‘temperature plateau’’ regime can be used to estimate
the average lifetime of a polymer liquid before its ebullition. A correlation was found
between the slope of the curve of the lifetime versus the temperature on the plateau and the
thermal stability of the material. ©1999 American Institute of Physics.@S1063-7842~99!01812-7#
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The process of polymer destruction by an impulsive lo
has its own characteristic features1–3 associated with the spe
cifics of the relaxation of the high-molecular system und
strongly nonequilibrium conditions. To study the response
a polymer it is important to know the change in its tempe
ture during the pulse. For thermal action, this change can
modeled using quick-response heater-probes.

We used the method of pulsed heating of a thin w
probe4 to study the response of a polymer liquid to inten
heat release. A reproducible signal, concentrated in time
similar to the signal due to spontaneous ebullition of a
perheated low-molecular liquid,5,6 was observed on the hea

ing curvesT(t) of the probe for heating ratesṪ>105 K/s.
We attribute its appearance to ebullition of the products
thermal decomposition that form in the heated layer over
duration of the pulse. The temperature of the signal w
taken as the temperature of explosive ebullition of the po
mer liquidT* ~Ref. 7!. It increases with the average heatin

rate Ṫ ~from 105 to 107 K/s in our experiments!, i.e., with a
decrease in the degree of decomposition of the polyme
the moment it boils up.

To clarify the nature of the ebullition of the polyme
liquid and, specifically, the contribution of the thermal d
composition process to its preparation, it is important
know how to control the heating conditionsT(t) in the re-
gion of thermal instability of the material. A temperatur
plateau type heating regime was chosen. It consists in a r
increase of the probe temperature (;10 ms) to a selected
value T5Tpl , holding this value for a certain time (tpl

;1022103 ms!, and determining the temperature-time ch
acteristics required for the liquid to boil up. The liquid
contact with the probe will be under nearly isothermal co
ditions. The thickness of the heated layer isAa•t'3 and
'10 mm with tpl50.1 and 1.0 ms, respectively, and th
thermal diffusivitya5131027 m2/s. The size of the critica
vapor bubble is three orders of magnitude smaller.4,8 This
circumstance makes it possible to examine the average
time of the material atT5Tpl .
1481063-7842/99/44(12)/3/$15.00
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Combining the classical method of pulsed heating o
probe with a rapid system for controlling the pulse amplitu
made it possible to obtain various heating regimes. In
present paper we describe the ‘‘temperature plateau’’ met
for estimating the average lifetime of a polymer liquid befo
it boils up.

EXPERIMENTAL PROCEDURE

A platinum probe, 20mm in diameter and 1 cm long
was used in the experiments. The probe served simu
neously as a heater and a resistance thermometer. It
inserted into a bridge circuit and was heated with a squ
voltage pulseU. The imbalance voltageDU(U) of the
bridge served as the recorded equivalent change of
average-mass temperatureT̄ of the probe. The bridge wa
adjusted so that the temperatureT̄5Tpl would correspond to
zero imbalance. ForDU50 the value ofT̄ is determined
exactly and does not depend on the supply voltage for
bridge. This fact forms the basis of the operation of the c
trol system, regulatingU(t) so as to minimizeDU(tpl).

The probe heating functionU(t) contained three sec
tions: a section of uncontrolled heating where temperatu
nearTpl (t1'10ms! are rapidly reached, a section of smoo
additional heating up toTpl (t2'10 ms, U2,U1), and a
section of controlled heating withT̄.Tpl . Because the
thickness of the heated layer increases with time, the sup
voltage on the third section is of a decreasing character~Fig.
1, curve1!.

To increase the informativeness of the method the c
trol system had a tunable ‘‘stiffness’’ of thermal stabilizatio
of the probe, set by the gain using a feedback circuit. T
curves2 and3 in Fig. 1 show the temperature change wi
various control parameters. Depending on the stabiliza
stiffness, the characteristic transition time to the control
gime was 1–10ms, and the error in maintaining the temper
ture (T̄2Tpl)/(T̄2T`) was 131023–331022, whereT` is
the temperature in the liquid mass.
1 © 1999 American Institute of Physics
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1482 Tech. Phys. 44 (12), December 1999 Skripov et al.
The key aspect of the method is a search for an eb
tion on the supply curvesU(t;Tpl). First, we determined by
the classical method the temperatureT* of explosive ebul-
lition of a polymer liquid with several rates of heating. Bas
on these data, having estimated the intensity of thermal
composition, we choose a value ofTpl at which we expect to
find ebullition. Next we choose acceptable values ofU1 , t1 ,
and U2. We display the functionsU(t) and DU(t) on an
oscillograph screen and store them in a buffer memory o
computer. The moment of ebullition is noted by the pert
bation of the curvesU(t) and]U/]t relative to their form in
a continuous liquid~curves4–7 in Fig. 1!. The appearance o
vapor islands on the probe surface decreases the supply
age required to maintain a prescribed temperature. Small
turbances are resolved by preliminary analog processin
the functionU(t), including removal of the so-called pede
tal and amplification in the moving sampling window.

EXPERIMENTAL RESULTS AND DISCUSSION

The average lifetimet̄ (Tpl) of the material up to the
moment of its ebullition was determined in the experimen
The moment at which the probe temperature reached the

FIG. 1. Characteristic values of the amplitude of the warming pulse~1! and
the probe temperature~2, 3! with ‘‘soft’’ ~2! and ‘‘stiff’’ ~3! stabilization.
Supply curves in experiments with PMS-1000~4–7! and their time deriva-
tives ~48–78! at Tpl5905 ~4!, 917 ~5!, 921 ~6!, 925 K ~7! and pressure 10
kPa. For the curve78 the arrow indicates the moment of ebullition.
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teau~the values ofDU(t) crossed the zero level! was taken
as the reference point. The object of study was PMS-1
polydimethylsiloxane produced by the Aldrich Chemic
Company. Its viscosity was 1014 cSt, and the average
lecular mass wasM̄n'14000. The pressurep was 10–30
kPa.

The results of the measurements are presented in Fi
Taking account of the temperature distribution along
probe, we infer that ebullition occurs at the center. In t
connection, Fig. 2 also shows data ont̄ (T* ), whereT* is the
estimated temperature of the center of the probe at the
ment of ebullition. The correction for end effects is intr
duced using the method of Ref. 4. An increase in the pr
sure in accordance with the general character of
dependenceT* (p) for liquids4,8 resulted in an increase in
t̄ (Tpl) and a decrease in the amplitude of the ebullition s
nal. In the experiments a correlation was found between
slope of the characteristict̄ (Tpl) and the thermal stability of
the material. For dodecane and hexadecane, this slope w
order of magnitude larger than in Fig. 2, which agrees w
the temperature-threshold character of the spontaneous
lition of stable substances.4,8 It is much lower for Laprol-
5003 polyether, which is thermally less stable than siloxan

These results were obtained under conditions of ‘‘so
stabilization. The temperature change on the plateau
'10 K/ms, and the plateau was reached at 50ms. Such con-
ditions were preferable for solving the problem posed. S
stantial transient processes and a low stability of the con
system with respect to self-excitation are characteristic of
‘‘stiff’’ stabilization regime, at least at the present stage
this work. Our plan is to develop the method presented h
and to perform measurements on a number of polymers w
different thermal stability.

This work was supported by the Russian Fund for Fu
damental Research, Projects Nos. 98-02-17283 and 98
17284.

FIG. 2. Average lifetime of PMS-1000 as a function of temperature on

plateau:T̄ ~filled symbols! andT* ~open symbols,18! at pressures 10~1!, 20
~2!, and 30 kPa~3!.
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Nonstationary supersonic flow around a body
V. V. Svettsov
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It is found that a nonstationary regime of supersonic flow around bodies that differs radically
from the standard stationary flow can occur for high Mach numbers and low specific
heat ratios of a gas. This regime is characterized by large-scale vortices in a shock-compressed
region in front of the body, a curved shock-wave profile, and oscillation of all flow
parameters. ©1999 American Institute of Physics.@S1063-7842~99!01912-1#
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It is generally believed that a stationary flow is esta
lished around bodies with simple shape moving at supers
velocities in a uniform perfect gas. Flow nonuniformities c
give rise to distortions of the front of the bow shock wa
with formation of vortex motions,1 but it is believed that if
these nonuniformities vanish, then the flow once again w
revert to a standard form. It turns out that this is not alwa
so.

In the experiments of Ref. 2 with propane flowin
around the end face of a cylinder with Mach numb
M52.5 the incident flow was perturbed by heating the ga
the surface of a molybdenum wire secured at the cente
the end face perpendicular to it. The perturbation of the fl
can be made to be bounded in time by using an explod
wire that produces a ‘‘thermal wake’’ in the incident gas. W
shall assume that the track consists of a heated cylind
region with a radius equal to 0.1 times the radius of the bo
and the density of the gas in the wake is two times lower
the pressure the same as in the unperturbed flow. Calc
tions performed forM52.5 showed that for any length o
the wake the flow reverts to the standard flow around a b
a certain time after the perturbation ceases. But, asM in-
creases, the results are found to be completely different:
a definite length of the thermal wake the flow never arrives
the standard stationary form that existed before the pertu
tion of the flow.

Let us examine the numerical solution of this proble
for a perfect gas with specific heat ratiog51.08,2 M55, and
long thermal wake equal in length to two times the diame
of the end face. The gas-dynamic equations were solved
several numerical methods: large particles, Godunov’s, T
and PPM, and on square grids with a step of 0.01 and 0.
times the radius of the body. The qualitative behavior of
flow was the same in all calculations. Figure 1 illustrates
computational results obtained with the PPM method.3 Dis-
tances are scaled to the radiusR of the body and times are
scaled toR/V, whereV is the velocity of the incident flow.
At the time t50 a standard flow around a body was esta
lished, and the thermal wake was located flush against
bow shock wave. The velocity of sound and the velocity
the shock wave in the thermal wake were higher than in
unperturbed gas; this leads to the formation and growth
precursor — a conical shock wave with vortex motion of g
1481063-7842/99/44(12)/3/$15.00
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and a system of shock waves and contact discontinuities
hind the shock front.1,2 At t53.6 the precursor reaches th
end of the wake. As soon as the incident flow becomes u
form once again, the precursor decreases in size, but afte
flow is restructured the precursor once again starts to gr
after which its dimensions fluctuate.

The velocity field is demonstrated in Fig. 2. The dens
of the gas behind the front of a strong shock wave isr(g
11)/(g21), wherer is the density of the incident gas. Th
gas velocity behind an oblique shock wave is directed alm
along the front and is approximatelyV sina, wherea is the
slope angle of the wave front with respect to the surface
the body. A thin layer of gas behind the front of an obliq
shock wave therefore possesses a high momentum flux
sity, and when this gas flow stops at the body, the press
rises to a value approximately equal to the momentum fl

Pm5rV2
g11

g21
sin2a.

This is much higher than the pressure behind the fi
stationary jumprV2 even for smalla. The pressure gradien
along the surface of the body (;Pm /R) accelerates gas
along the surface toward the symmetry axis up to a ma
mum velocity equal to approximately 0.4V. Then this flow
stops at the symmetry axis, and the pressure at the axi
the bow surface of the body is higher thanrV2. For this
reason, the gas is once again accelerated, but now alon
axis of symmetry and then once again stops near the fron
the bow shock wave. An additional increase in pressure
to this stopping causes the bow shock wave to advance
ward the incident flow. A powerful vortex motion develop
in the region of shock-compressed gas.

When the bow shock wave moves far away from t
body, the gas flow behind the oblique shock wave emer
close to the edge of the bow surface~Fig. 1d!. Then the
pressure on the edge of the end face decreases, the v
motion slows down, and the bow shock wave starts to
proach the body until the gas flow behind the front of t
oblique wave once again increases the pressure at the ed
the body, which in turn results in the development of a v
tex and a transition to a new cycle. Figure 3 shows osci
tions of the distance of the shock wave away from the bo
4 © 1999 American Institute of Physics
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FIG. 1. Flow around a cylinder before and after perturbation of the flow by a thermal nonuniformity at timest50 ~a!, 3.6 ~b!, 475 ~c!, 483 ~d!. The regions
next to strong shock fronts are shown by thick lines;I — regions of subsonic flow,II — body and warm wake att50. The incident flow is directed from top
to bottom along the symmetry axisz.
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and the maximum pressure on the body. The process is
strictly periodic, but a characteristic oscillation time of abo
15 dimensionless units can be extracted. No tendencies
ward either the average circulation of the flow to decay i
cycle or the amplitude of the oscillations of the parameter
decrease were observed in the numerical solution. The
culations were performed in time up to 1000 dimensionl
units.

For M560 a series of calculations of flow around
cylinder and a step was performed for various values ofg. It
was found that forg greater than a certain limiting valueg2,
ranging from 1.15 to 1.2, any spatially bounded disturban
of the flow decay in time and the solution of the problem
the flow around the body reverts to a standard form. In

FIG. 2. Velocity field behind the front of the bow shock wave att5475.
The velocity of the incident flow was shown in the upper right-hand corn
ot
t
to-
a
o
al-
s

s
f
a

certain regiong1,g,g2 there exist two regimes of uniform
flow around the body: the standard regime and a nonstat
ary vortex regime. The realization of either regime depen
on the initial data. For very smallg,g1'1.0321.05, vorti-
ces, distortions of the front of the bow shock wave, appea
the numerical calculations and the flow spontaneously tra
forms to a nonstationary regime even without perturbation

r.

FIG. 3. Time dependences of the maximum distance from the front of
bow shock wave to the body~a! and the maximum pressure on the surfa
of the body in units ofrV2 ~b!.
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the incident flow. This could be a consequence of the f
that a definite level of perturbations, associated both with
computational errors and the propagation of weak waves
shock-compressed layer during the setting process, is alw
present in the calculations.

Two-dimensional calculations of flow around a square
parallelepipeds were performed forg51.1. Perturbations o
the flow were produced by a warm layer of bounded leng
located in the symmetry plane of the body, but the symme
condition was not used in solving the problem. At a cert
time after the flow became uniform, the symmetry of t
flow was destroyed, but the flow regime nonetheless
mained nonstationary with several vortices and distortion
the front of the bow shock wave in the form of two or thr
humps of varying size.

The computational results can be checked in exp
ments with a warm wake, but it should be kept in mind th
small values ofg are always associated with nonequilibriu
processes behind the shock front — excitation of the vib
tional degrees of freedom, dissociation, and ionizati
Strong distortions of the front of a bow shock wave ha
been observed in experiments4 on freon flow around blunt
bodies with Mach numbers ranging from 4 to 10. The a
pearance of perturbations was explained by a special kin
instability of a shock wave, associated with relaxational p
ct
e
a
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,
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cesses behind the shock front at the initial stage
dissociation.5 In the light of the results obtained, large-sca
disturbances of the shock-compressed layer in the exp
ments of Refs. 4 and 5 can be interpreted as a transition
nonstationary vortex regime. We note that the dependenc
the appearance of distortions of the front on the shape of
model and the rounding of its edges4,5 shows that the insta
bility is connected with the hydrodynamic flow. Aside from
the relaxation instability, other factors could also lead to
appearance of a vortex regime. Dissociation decreasesg and
increases the setting time of the flow. Just as in the calc
tions, a definite level of perturbations sufficient for changi
the flow regime around a body can arise in experiments.

1N. N. Pilyugin, R. F. Talipov, and V. S. Khlebnikov, Teplofiz. Vys. Tem
35~2!, 322 ~1997!.

2I. V. Artem’ev, V. I. Bergel’son, I. V. Nemchinovet al., Izv. Akad. Nauk
SSSR, Mekh. Zhidk. Gaza No. 5, 146~1989!.

3P. Colella and P. R. Woodward, J. Comput. Phys.54, 174 ~1984!.
4A. S. Baryshnikov, A. P. Bedin, V. G. Maslennikov, and G. I. Mishi
Pis’ma Zh. Tekh. Fiz.5~5!, 281 ~1979! @Sov. Tech. Phys. Lett.5, 113
~1979!#.

5A. S. Baryshnikov, A. P. Bedin, G. I. Mishin, and G. E. Skvortsov,Physi-
cal and Gas-Dynamic Ballistic Studies@in Russian#, Nauka, Leningrad
~1980!, pp. 34–42.
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Effect of neutron irradiation on the IR absorption spectra of cupric oxide single crystals
N. N. Loshkareva, B. A. Gizhevski , Yu. P. Sukhorukov, A. E. Kar’kin, and S. V. Naumov

Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg,
Russia
~Submitted October 19, 1998!
Zh. Tekh. Fiz.69, 98–99~December 1999!

A strong increase of the absorption coefficient with photon energy increasing from 0.1 to 1.0 eV
is observed in the spectra of CuO single crystals irradiated with neutrons to a fluence of
531018 cm22. The difference of the absorption coefficients before and after irradiation depends
on the wavelength asl22. The effect of neutron irradiation on CuO is qualitatively similar
to that of neutrons on other semiconductors~for example, GaAs! and differs from that obtained by
irradiating CuO with charged particles. ©1999 American Institute of Physics.
@S1063-7842~99!02012-7#
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The infrared optical spectra of CuO, just as the spec
of semiconductor compositions of copper–oxygen hig
temperature superconductors~HTSCs!, show a phase inho
mogeneity in these materials and can be described on
basis of a cluster approach by the existence of nuclei o
phase of polar Jahn–Teller centers~hole (CuO4)52 and elec-
tronic (CuO4)72) in the main matrix consisting of (CuO4)62

clusters.1 As we have shown, irradiation of CuO with high
energy charged particles~electrons and He1 ions2,3! results
in substantial changes in the structure and in anisotrop
the optical absorption spectra. These changes are due t
specific nature of CuO as a phase-inhomogeneous c
pound.1

In the present work we have investigated the effect
irradiation with neutral particles~neutrons with a fluence o
53108 cm22) on the infrared absorption spectra of Cu
single crystals, cut along the~110! and (ac) planes. The
temperature during irradiation was below 100 °C. It follow
from the x-ray diffraction patterns that the parameters
the monoclinic lattice did not change and the linewidt
increased. The electrical resistance of the samples
102 V•m before annealing and two to three orders of m

FIG. 1. Absorption spectra of a CuO single crystal, the (ac) plane, in

polarized light before~1, 2! and after~3, 4! irradiation:1, 3 — E'@ 1̄01#; 2,

4 — E i @ 1̄01#.
1481063-7842/99/44(12)/2/$15.00
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nitude higher after irradiation. No changes were observe
the resistivity anisotropy after irradiation.

The absorption spectra of CuO single crystals were
vestigated in the photon energy range 0.1–1.0 eV~in the
region between the fundamental absorption edgeEg51.46
eV and the phonon spectrum!. Irradiation did not degrade the
quality of the optical surface.

An absorption band at 0.2 eV~Fig. 1!, corresponding to
the transitions in a hole Jahn–Teller center,1 and a region of
absorption increasing weakly toward high energies
present in the range investigated. After irradiation stro
monotonic growth of absorption is observed starting at
eV. Such a change in the spectra is observed with light in
dent on the (ac) plane and in the case of~110! plane, for
natural and polarized light. An appreciable increase in
intensity of the band at 0.2 eV against the background
structureless growth of absorption did not occur. In a mo
clinic CuO crystal, the@1̄01# axis, relative to which we ob-
served strong anisotropy of the absorption coefficient n
the transition at 0.2 eV,1 lies in the (ac) plane. The natural
dichroism — the ratio of the difference of the absorpti
coefficients for polarizations parallel and perpendicular

FIG. 2. Difference of the absorption coefficients of CuO before and a
irradiation versus the wavelength:1 — ~110! plane, natural light;2 and3 —

(ac) plane, polarized light,E'@ 1̄01# andE i @ 1̄01#.
7 © 1999 American Institute of Physics
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1488 Tech. Phys. 44 (12), December 1999 Loshkareva et al.
the @1̄01# axis to their sum in the unirradiated crystal —
greater than 40%. When CuO was irradiated with char
particles~electrons and He1 ions!, the dichroism in the re-
gion of the band at 0.2 eV changed substantially~by a factor
of 2!. For neutron irradiation no substantial change of
chroism is observed, showing that the anisotropy of the h
centers does not change. In contrast to He1 and electron
irradiation, for neutron irradiation new bands did not app
in the spectra.

The differenceDK of the absorption coefficients befor
and after irradiation, to a high degree of accuracy~2%!, is
inversely proportional to the squared wavelength~Fig. 2! for
a sample cut in the~110! plane for measurements in natur
light and for a sample cut in the (ac) plane for measure
ments in linearly polarized light with the vectorE directed
parallel and perpendicular to the@1̄01# axis. Additional ab-
sorption is a result of light scattering by defects produced
irradiation. The dependenceDK;l22 was observed in or-
dinary semiconductors, for example, in GaAs, and was
tributed to ‘‘metal-like’’ inclusions.4 Neutrons are the mos
damaging particles. The atom knocked out first with ene
substantially above threshold rapidly loses this energy in
lisions with other atoms. The result of such an interaction
thermal wedges and regions of disordering. The high te
perature in the region of a thermal wedge can cause l
dissociation and precipitation of components in the form
colloidal inclusions. Such inclusions in a CuO matrix can
nuclei of an inhomogeneous phase, which as a result of n
tron action form a finely dispersed structure~less than 0.01–
0.1mm in size!, with electronic Jahn–Teller centers,
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which optical transitions are forbidden, predominating in t
nuclei. The appearance of electronic centers could be
reason for the increase in the resistivity as a result of co
pensation of acceptors in the initialp-type cupric oxide. An-
other reason for the increase in resistivity seems to be la
disordering effects which lead to fluctuations of the potent
X-ray diffraction data confirm the appearance of disorder
after irradiation.

In summary, irradiation of CuO with neutrons results
radiation-stimulated structureless absorption character
for binary semiconductors~for example, GaAs!. The results
of neutron irradiation differ substantially from irradiation o
CuO with charged particles, where the specific nature of
phase-inhomogeneous state of cupric oxide is sharply m
fested.

We thank our colleague S. M. Vovka at Sverdlov
Affiliate of the Scientific-Research and Design Institute
Electrotechnology for assisting in the measurements.

This work was performed as part of Project No. 96-0
16063 of the Russian Fund for Fundamental Research.
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Dependence of the ultrasound velocity on the acting stress during plastic flow
of polycrystals

L. B. Zuev, B. S. Semukhov, and K. I. Bushmeleva

Institute of Strength Physics and Materials Science, Siberian Branch of the Russian Academy of Sciences,
634021 Tomsk, Russia
~Submitted October 19, 1998!
Zh. Tekh. Fiz.69, 100–101~December 1999!

The dependence of the propagation velocity of ultrasound in polycrystalline materials on the
magnitude of the stress acting during deformation is measured. It is established that the dependence
has three stages, which are apparently due to the formation of dislocation ensembles of
various characteristic sizes in the deformed material. ©1999 American Institute of Physics.
@S1063-7842~99!02112-1#
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The conventional models of plastic deformation pr
cesses include, as rule, the idea that such deformation oc
in stages.1 Although for single crystals, especially face
centered crystals, there is no difficulty in identifying th
stages on the yield curve, for materials of other crys
classes and especially polycrystals this procedure rem
complicated, since there are no sufficiently informative a
reliable indications of a change in the deformation mec
nisms. In a previous work2 we have shown that in the cours
of plastic flow the propagation velocity of ultrasound in t
material changes, the dependenceV(«) having a complicated
N shape. This made it possible, for example, to identify
the plastic flow curve of Al additional stages due to3 differ-
ences in the dynamics of the rotations of blocks during
formation.

In the present paper we present data on the depend
of V on the magnitude of the stresss acting during defor-
mation. The ultrasound velocity~surface waves, frequenc
2.5 MHz! was measured with the sample stretched in
Instron-1185 testing machine using an ISP-12 device,4 oper-
ating according to the principle of autocirculation of pulse
The samples were shaped in the form of a double pad
with a 50 mm long working part. The measurements w
performed on Al, the alloys Al1Li with a different Li con-
1481063-7842/99/44(12)/2/$15.00
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tent, Fe1 3%Si, Zr1 1.5%Nb, and 65G and 09G2S stee
The typical dependencesV(s) shown in Fig. 1 for Al

and Fe1 3%Si have three stages. The linear character of
relation betweenV ands at each stage is interesting. Simila
three-stage dependencesV(s) were obtained for the othe
materials studied in the course of the experiments descri
It is important to keep in mind that the law of plastic flow o
Al and other materials investigated in this range of stra
has the forms;«1/2, and no sudden changes are observed
the curvess(«). It should be noted that the two descendi
sections of the dependenceV(s) occur for all materials in-
vestigated, and the left-hand branch of the plot can hav
positive~Al and alloys based on it, the alloys Zr1 1.5%Nb,
Fe 1 3%Si! or zero~steels! slope. The decrease of the d
forming force at the end of the stretching process is w
known to be associated with the formation of a macrosco
neck and is usually associated with a small increase in
ultrasound velocity.

In discussing the nature of the regularities establishe
should be kept in mind, first and foremost, that a monoto
decrease ofV with plastic deformation of Al single crystal
as a result of the evolution of a dislocation structure has b
reported previously.5 In Ref. 6 a change of the resonanc
frequency, proportional toV, of aluminum single crystal
d
FIG. 1. Propagation velocity of ultrasoun
versus the acting stress: a — Al, b — Fe1
3%Si.
9 © 1999 American Institute of Physics
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samples was observed on bending, and it was attributed
change in the damping with increasing dislocation den
during plastic flow. However, it seems that the depende
V(s) makes it possible to identify more accurately t
s;«1/2 stage on the parabolic curve of plastic flow. Figure
demonstrates the complicated character of the variationV
along the curves(«). The equation relatingV and s evi-
dently has the form

V5V01js, ~1!

where the constantsV0 andj are different for different sec
tions of the functionV(s). The dimensions of the coefficien
of proportionality j in Eq. ~1! are, evidently,@L#2

•@T#
•@M #21. Since, as follows from the data presented, this
efficient can change sign in the course of plastic flow
should contain a microscopic characteristic which can a
change sign in this process. The set of such characteristi
the problem under study is limited. It is known that the de
sity rmd of mobile defects has an extremal dependence
the strain,7 and therefore its derivative with respect to tim
~or to strain, since under active loading«;t) should change
sign. Introducing the derivatived/dt(1/rmd)5D («), which
has the dimension and meaning of a ‘‘diffusion coefficien
in the equation of an autowave of plastic deformation,8,9 and
taking account of the fact that the propagation velocity
elastic waves in the material is related with the densityr0 of
the material, dimensional analysis allows us to write

j;Li /r0D («). ~2!

HereLi is the characteristic scale of the plastic deformat
acting at this moment.10 The appearance of the latter quant

FIG. 2. Variation of the propagation velocity of ultrasound along the cu
of plastic flow of Al.
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makes it possible to explain formally the discrete change
the coefficientj by a transition of the process to a differe
scale level,10 and the behavior ofD («) determines the varia
tions of the sign ofj during plastic deformation.

On the other hand, it is well known11 that the propaga-
tion velocity of ultrasound ‘‘feels’’ the internal stresses
the medium. For this reason, the changes observed to o
in this quantity during plastic deformation could be relat
with a change in the sizes of the stressed regions and
level of internal stresses in them. It is completely clear t
measurement of the propagation velocity of ultrasound in
course of stretching makes it possible to identify additio
stages on the plastic flow curve, which are evidently due
the different character of the dislocation ensembles create
the deformed material~cells, fragments12!. It can be assumed
that in this case the interstage transition in the functionV(s)
is due to the formation of dislocation ensembles of differe
characteristic sizeLi and different average internal stre
level in the volume of the cell or fragment. This is what
reflected against the background of the dependence of
ultrasound velocity on the strain or stress. It is interest
that such changes of the dislocation microstructure are es
tially not observed in the behavior of the strain harden
coefficient, but their contribution to the change in the ultr
sound velocity is very noticeable. Therefore measureme
of the ultrasound velocity directly during the mechanic
tests on materials can give additional important informat
about the physics of deformation processes.
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Mechanoluminescence and submicrorelief of a copper surface
K. B. Abramova, V. I. Vettegren’, I. P. Shcherbakov, S. Sh. Rakhimov, and V. N. Svetlov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 30, 1998!
Zh. Tekh. Fiz.69, 102–104~December 1999!

Copper plates are irradiated with pulsed laser light on one side, and the opposite side is
investigated with a scanning tunneling microscope. It is found that the submicrorelief of the back
surface changes after irradiation. During irradiation it emits a light pulse. It is established
that a relation exists between the luminescence intensity and the magnitude of the change in the
surface submicrorelief. ©1999 American Institute of Physics.@S1063-7842~99!02212-6#
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It has been observed1,2 that when a surface of meta
plates is irradiated with pulsed laser light, the back side
the plates luminesces. In Refs. 3–5 this phenomenon
explained by a release of the energy stored in disloca
nuclei, as the dislocations emerge at the surface of the m
under the action of stress fields. According to the theory3–5

the intensityI m (J/s•cm2) of mechanoluminescence is re
lated with the dislocation densityNd (cm22) in a surface
layer of thicknessSt ~cm! as follows:

I m5hPhNd

St

at
, ~1!

wherea ~Å! is the lattice parameter of the metal,Ph is the
probability of hole formation in the electronic subsystem
the metal accompanying deformation,h is the probability of
radiative recombination, andt ~s! is the luminescence time.

It is evident from Eq.~1! that the mechanoluminescenc
intensity is directly proportional to the dislocation density

It is well known that the dislocation density in meta
increases during deformation and decreases during h
temperature annealing. For this reason, the intensity of
mechanoluminescence of the surface layer of a deform
sample should be higher than that of an annealed surf
Indeed, in Ref. 1 it was shown that even for a light pu
with power Pl'0.2Pthr ~wherePthr is the power at which a
plasma flame appears! luminescence of cold-rolled coppe
samples is observed and no luminescence is detected
the surface of an annealed sample.

It is known that when dislocations emerge at the surf
of a metal, ‘‘steps,’’ ‘‘protrusions,’’ and other defects a
formed.6 Measuring the height of the ‘‘steps’’ and knowin
the magnitude of Burgers vector, the number of dislocati
which have emerged at the surface can be estimated. Fur
the validity of expression~1! can be confirmed by comparin
the density of such dislocations and the mechanolumin
cence intensity. The goal of the present work is to check
assumption.

We studied the surface profiles of two batches of 0.
0.5 mm thick copper plates~99.96% purity! with a surface
area of 30330 mm: One batch was sawed from cold-roll
ribbons and the second was obtained by annealing the
bons in dry nitrogen gas at 700 K temperature for 1 h.
1491063-7842/99/44(12)/3/$15.00
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The changes in the surface relief were studied with
RTP-1 scanning tunneling profilometer, developed at
Scientific-Research Institute of Physics at Leningrad S
University and built by the production cooperative ‘‘E´ ra.’’

A gallium arsenide diffraction grating, whose surfa
was coated with a gold layer, was used to monitor the re
lution and the stability of the operation of the apparatus. T
measuring tips were fabricated from tungsten wire by el
trochemical etching. Their shape was estimated accordin
images of the smallest defects in the topograms.

In the profilometer the measuring tip could be mov
perpendicular to the surface by no more than 1mm. To re-
move microirregularities greater than 1mm the samples were
polished with GOI paste and then washed with acetone
alcohol.

The chemical structure of the surface of the samples
fore and after the investigations was checked by Auger sp
troscopy using an LH-10 spectrometer. It was found that
surfaces investigated are coated with a;1.522 nm thick
oxide layer. To level the distortions that can arise becaus
the presence of such a layer, the shape and sizes of de
greater than 5 nm in depth were investigated.

An electrolyte forms on the investigated surface of t
metals as a result of the condensation of the water va
present in air, and an ionic current arises in this electroly
This current makes it impossible to obtain the surface profi
To suppress this phenomenon the sample was covered w
polyurethane cap through which dry nitrogen was blown.

To record the luminescence from the surface studied,
plates were placed at a distancer 153 cm from the entrance
window ~with radiusr 250.3 cm! of an FÉU-136 photomul-
tiplier which is sensitive to radiation in the wavelength ran
300–800 nm and operates in an analog mode in combina
with a digital storage oscillograph. Consideration of the e
perimental geometry showed that the light flux incident
the photocathode of the photomultiplier is 200 times wea
than the intensity of the luminescence of the sample surfa

The back side of the plates was irradiated with la
pulses with the following parameters: duration 1.5 ms,
ergy 24 J in the free lasing mode, transverse dimension
the light beam ranging from 2 to 8 mm. The power of t
light incident on the surface of a plate was varied using n
tral light filters.
1 © 1999 American Institute of Physics
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Topograms of the surface of annealed and deform
copper samples after the surface was polished with diam
pastes are shown in Fig. 1. Grooves'20 nm deep, 200–300
nm wide, and up to 8mm long, and making an angle'30°
with the roll axisX, can be seen in the topograms. As a ru
one wall of the defects is perpendicular to the surface, w
the opposite wall makes an angle'30° with it. Such an
orientation of the walls suggests that they were formed d
ing mechanical polishing of the samples. Indeed, it
known7–9 that during plastic deformation the planes of ea
glide make angles of'30 and 90° with the surface plane o
the sample. It is evident from the figure that the defect d
sity at the surface of a deformed sample is higher for
annealed sample. This effect is probably due to the fact
the surface layer of deformed samples contains a larger n
ber of dislocations than in the annealed sample. Emergin
the surface during polishing, they form a larger number
defects.

The grooves on the back side of the plates vanished a
irradiation with a single laser pulse withPl'0.2Pthr ~Fig.
2!. A small number of defects, having the form of depre
sions and protrusions, remained on the surface of the
nealed sample instead of the ‘‘grooves.’’

Comparing Figs. 1 and 2 shows that the orientation a
form of the defects on the copper surfaces studied before
after irradiation with a laser pulse are different. Therefore
defects observed on the copper surfaces after irradiation
a light pulse were formed under the influence of this pul
At the same time the defects which existed before irradia
with the laser pulse relaxed.

The depth~height! of defects on the surface of an a
nealed sample varies from 15 to 30 nm, and the transv
dimensions vary from 50 to 100 nm. The depth of defects

FIG. 1. Topograms of polished copper surfaces: a — annealed sample, b —
deformed sample.
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the surface of the deformed sample varies from 15 to 90
and the transverse dimensions vary from 50 to 200 nm
the defect density is much higher. One of the defects
shown in an enlarged form in Fig. 3. It is evident that t
left-hand and back walls of the defect are approximately p
pendicular to the surface. Other defects also had the s
orientation along at least one wall. Therefore it can be
ferred that they were formed when dislocations emerg
along the planes of easy glide~111! onto the copper surface
In this case, it follows from the data presented that the d
sity of dislocations which have emerged at the copper s
face under the action of the laser pulse is higher in the
formed sample than in the annealed sample.

It is shown in Ref. 2 that when a sample is irradiat
with a laser pulse, compressive stresses arise on the opp
side and luminescence appears when stresses on the su
are close to the yield point. Apparently, these stresses fo
some of the dislocations to emerge at the surface of
metal.

Figure 4 shows oscillograms of the photomultiplier si
nals when the back side of copper plates is irradiated b
laser pulse. It is evident that luminescence from the samp

FIG. 2. Topograms of copper surfaces after the back-side irradiation w
laser pulse: a — annealed sample, b — deformed sample.

FIG. 3. One of the defects of the topograms of copper surfaces in an
larged form.
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detected when a deformed sample is irradiated, whe
there is no luminescence when the annealed sample is
diated. This result is in good agreement with the conclus
drawn above that the density of dislocations which ha
emerged at the surface in a deformed sample is higher
in the annealed sample.

Let us calculate the intensity of the mechanolumin
cence, using expression~1!. As is well known, for copper
h'1026, Ph'1023, St'2.531022 cm, a'4.4 Å ,3,5 and
in the experiments describedt'1.531023 s. Substituting
these values into Eq.~1! we obtain

I m'10220
•Nd W/cm2. ~2!

Let us now estimate the change in the dislocation den
on the investigated surface of the deformed sample when
back surface is irradiated with a laser pulse.

The total lengthL1 of the defect walls on the investi
gated areaS59.431028 cm22 before irradiation is'2.5
3105 nm ~Fig. 1b!. After irradiation the total length of the
defect walls isL2'0.63105 nm ~Fig. 2b!. Since the magni-
tude of Burgers vector for copper isubu'0.3 nm, the change
in the dislocation density at the surface is

FIG. 4. Mechanoluminescence oscillograms recorded by a photomulti
during back-side irradiation with a laser: a — annealed sample, b —
formed sample.
as
ra-
n
e
an

-

ty
he

Nd5
L11L2

bS
'131013cm22 .

Substituting this value ofNd into Eq. ~2!, we find that
the luminescence intensityI md'131027 W/cm2.

Taking account of the experimental geometry and
sensitivity of the photomultiplier, we found that the me
sured intensity of mechanoluminescence of the sample
face is I md f'231027 W/cm2. As one can see, this valu
agrees well in order of magnitude with the mechanolumin
cence intensity determined from the number of submicro
fects arising at the surface of the deformed sample.

For the annealed sample the change in the disloca
density at the surface after irradiation by a laser pulse w
Nd'1010 cm22. Substituting this value ofNd into Eq. ~2!
and taking account of the experimental geometry and
area of the radiating surface;0.1 cm2, we obtain that the
intensity of the radiation on the photocathode of the pho
multiplier is I mof'5310213 W. This is below the noise leve
of the FÉU-136 photomultiplier. Therefore the photomult
plier did not record anything when the annealed sample
irradiated with a laser pulse.

In summary, our investigations have established tha!
the change in the submicrorelief of the surface and mec
noluminescence which arise as a result of irradiation b
laser pulse can be explained by the emergence of mo
dislocations onto the surface of the metal and 2! the mecha-
noluminescence intensity is determined by the initial mic
structure of the sample and the defect density.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 97-02-18097!.
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