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The photothermoacoustic effect in solids with piezoelectric signal detection is investigated
theoretically and experimentally. Analytical expressions are found for the amplitude and phase
shift of the photothermoacoustic signal as a function of the thicknesses of the sample and
piezoelectric transducer, the modulation frequency, and the material constants of the structure. A
method is proposed for detecting the signal using a compound piezoelectric transducer. It is
shown for a bilayer piezoelectric transducer that the reduced Young’s modulus and the thermal
diffusion coefficient of the experimental object can be found from the amplitude—frequency

and phase—frequency curves. 1®99 American Institute of Physid$§1063-784299)00112-9

The photothermoacoustic method has been increasingl§-mm class piezoelectric with thickness, and we shall
used in recent years to study matter in various aggregatessume its elastic constants to be isotropic. The polar axis of
states:™® This method is based on the use of heat waves athe piezoelectric is perpendicular to the basal surfaces of the
carriers of information about the properties of the materialplate (it is the Z axis). The sample surfaceZE&0) is uni-
Heat waves are generated by irradiating a material witiformly irradiated with amplitude-modulated light
modulated light, which is absorbed and heats the material
with a variable temperature. Various methods are used to P= —0(1+c03wt), 1)
detect the heat waves. Acoustic methods are the most widely 2
used, and the piezoelectric transducer method is the mosthere P, is the intensity of the incident light and is the
sensitive of thest A characteristic feature of this method is angular frequency of modulation of the light.
that the signal detected with a piezoelectric transducer is a We shall consider media which strongly absorb light,
function of the geometry of the sample—transducer systemwh,;>1 (« is the optical absorption coefficient of the sample
In its general form this is a very complicated problem. Formateria). In addition, we shall assume that at the lowest
this reason, it has been solved for the simplest c&3d@s:  light modulation frequency the thermal diffusion lendthis
Ref. 4 — in thequasistatic approximation neglecting the smaller than the sample thickndss(the heat wave does not
effect of the transducer on the generation of acoustic waveeach the piezoelectric transduceAs a result of thermal
in the sample—transducer system; in Ref— for the case of expansion, the temperature field of the heat wave produces
relatively high modulation frequency, so that the wavelengththermoelastic stresses. Only the elastic stre$sesand T,
of the acoustic waves is comparable to the dimensions of theill be nonzero. Their variable components are giveh by
sample—transducer system. In the overwhelming majority of
phot[c))thermoacoustic investigations low modulat?on frequen- T1=T22=En(a=bz=ar0), @)
cies, so that the wavelength of the acoustic waves is muctWhereE;=E/(1—0) is the reduced Young’'s modulug,
greater than the characteristic dimensions of the experimerand o are, respectively, Young's modulus and the Poisson
tal system, are most promising. In this case the ratio of the
linear dimensions of the sample—transducer system, as
shown in Ref. 6, should play a fundamental role in the for-
mation of the photothermoacoustieA) signal. For this rea-
son, it seems to us to be very important to study the photo-
thermoacoustic effect in solids with piezoelectric detection,
where the dimensions of the experimental structure are muct
smaller than the wavelength of the acoustic watgsasi- v
static approximatiop taking account of the influence of the h2 T I I8z C Ah
piezoelectric transducer. In the present work the theory of the x
PA effect in a layered sample—piezoelectric transducer struc-"1

ture is studied and experimental investigations are performec ~ I I I z I I I

~ v

on certain materials.
Let us consider a sample—piezoelectric transducer struc
ture in the form of a thin bilayer plate. The geometry of the Light
problem is shown in Fig. 1. The sampleis an isotropic
solid of thicknessh,, the piezoelectric transduce is a  FIG. 1. Geometry of the problem.
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ratio of the samplépiezoelectric transducgray is the linear 2d3:E1,
thermal expansion coefficient of the sample, @ds the E,=—— . (a-b2. 9
variable temperature of the sample. %

For the conditions indicated above, the temperature dis- Equation(9) takes account of the fact that the heat wave

tribution over the sample thickness in our case wift be does not reach the piezoelectric transducer, and therefore
. ©=0 in the transducer. Integrating EG), using expres-
O=00e ", 3 sions(9) and(5), we find
where
. (Z-Z)Zyyh—(Z2-2Z,)
. =U, AH;
A 22,(yh)?
y N Cipr0’ 2
2a1gPod3iEqih

Ci, p1, andy, are, r_e_spectively, the spEcific heat, density, Um:833X1[1+(77_ 1)H1](Zu—Zp);
and thermal conductivity of the sampl@,=gPy/2y,y, and
g is a coefficient that determines the fraction of the light z Ah
energy incident on the sample that is converted into heat. Z= h AH= h
The constantsa and b in Eq. (2) are found from the

boundary conditions expressing the fact that the total forces From Eq.(10) we find the amplitudeJ and the phase

(10

and the total moment of the acting stresses vahish: shift ¢ of the PA signal
h h -7,
foTlleZO, fOTllzdFO; h=h,+h,. (4) U=Up o AHVN2+(n—F)?, (11)
Substituting expressiof2) into Eq. (4), using Eq.(3), JE 7 7
and neglecting the quantitg” "t compared to unity(the tanp=1— —: n=—— " (12)
heat wave almost completely decays over a distance equal to n 22(2=2p)
2/3 of the wavelength we obtain where F=(wh?/D;)f is the dimensionless frequency,
1 f=w/2 is the frequency, an® ;= y,/cq1p4 is the thermal
aT@)oﬂ(Zp— _h> diffusivity (thermal diffusion coefficientof the sample.
a= Y . Expressiong11) and(12) make it possible to determine
Yh[1+(n=1)HJ(Z,=Z)’ the optimal ratios of the thicknessbas and h, for specific
1 materials of the structure depending on what one wishes to
aT@O,}( Z,— _) obtain: a larger PA signal amplitude or a larger change in
yh 5) phase of the signal. Let us analyze the expressions fand

¢ for certain conditions. It is evident from Eq4.1) and(12)
that the amplitude and phase of the PA signal depend in a
21+(p—1)H3 11+ (p—1)H? complicated manner on the frequencyF), the parameters
PT3 m? uT m? of the sample and the piezoelectric transducsy, (Z,,Zp),
and the coordinatesZ) of the center of the piezoelectric
layer from which the signal is extracted. Here it is important
(6)  that the phase shift does not depend on the thickness of the
layer from which the signal is extracted, but rather it is de-
Here the indices 1 and 2 refer to the sample and the piezaermined for a specific experimental structure only by the
electric transducer, respectively. Let us calculate the potercoordinate of the center of this layer and by the frequency.

[+ (- DH(Zy- 202,

EHl‘ :E

T"En Y he

tial differenceU across a layer of thicknessh and coordi- Let us analyze the dependence of the phase gluftthe
natez in the piezoelectric transducéfig. 1) PA signal on the frequencly for various values of the pa-
Ah rameters of the structure. It is evident from E#2) that if
O=— fﬁTEzdz, (7) the coordinateZ of the piezoelectric transducer layer from
Z_ATh which the signal is extracted &, (Z=Z,, n=x), then the

phase shift is independent of the frequency angdssn/4. If
whereE, is the electric field produced in the piezoelectric by z=7,, (n=0), then the phase shitt=—(7/2) likewise is

the thermoelastic stress&g; andT,,. frequency-independent. £, <Z<Z,, then the parameter
The electric displacemem, in the piezoelectric is n<0, and the phase shift increases in magnitude with fre-
D,=205,T 1+ € 5, ) quency frome= /4 to ¢= /2. However, ifZ is greater

thanZ, andZ,, then the parameter>0, and the phase shift

Since there are no external electric fields, the electricvaries monotonically with increasing frequency from
displacement outside the piezoelectric is zero. Then, as @= /4 to ¢=—(/2). It is also interesting that tagnis a
result of the continuity of the normal component of the elec-linear function of /F. Here the characteristic point is the
tric displacement, we find from E@8) with the use of Eq. point where the phase shift vanishes. This occurs at fre-
(2 quencyf=f, satisfying the condition
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hZ 1.0 -
D_T fo=n. (13)

Having determined the experimental frequertfgy for

known elastic constants of the structurg @ndz,,) from Eq. 0.5 ;
(13), the thermal diffusion coefficieriD; of the sample can x

be found directly and then, for knowsy andp,, the thermal 5
conductivity y can be determined. N

) -
Let us analyze the frequency dependence of the ampli- = 0.0

tude of the PA signal for various values of the coordinate of
the piezoelectric transducer layer from which the signal is
extracted. FoZ=2, (n=0) the amplitude of the PA signal
is inversely proportional to the frequency, as one can see
from Eq. (11). However, if Z=Z,, thenU~F 32 In a
structure for whichn>1, U~F %2 also holds at low fre-
quencies, for whichn>\[F. As the frequency increases,
when F becomes much greater tham the dependence
U(F) becomedJ~F 1. (sz)uz

In principle, certain parameters of the sample can be ’
determined from the amplitude—frequeridyF) and phase— FIG. 2. Curves of the ratitJ, /U, of the amplitudes of the signals extracted
frequencye(F) dependences of the PA signal according tofrlc/>2m different layers of the piezoelectric transducer versus the frequency
Egs. (11) and (12). However, sinceJ and ¢ depend on a 2_‘11235;86_"21'%4_ Pb,4,5—2n, mm:1—146,2—151,3 — 1.81,
large number of parameters of the sample and the piezoelec- ' o
tric transducer and since the effect of the reactive parameters
of the system is superposed on the measurement results, it is
difficult to determine the sample parameters from these deguency./f for U-8 steel, lead, and zinc, as calculated using
pendences. For this purpose, it is better to use a multilayefEqg. (14). These curves illustrate the features noted above.
piezoelectric transducer made of the same material, so as téegative values of Y,/U,) signify that the signals ex-
be able to measure the potential difference independently otnacted from different layers of the piezoelectric transducer
each layer. We shall analyze the possibilities of such a struare in antiphase.
ture for the example of a bilayer transducer with equal layer  Estimates show that for reasonable thicknesses of the
thicknesse$,/2. The coordinate of the first transducer layer sample and piezoelectric transdudef the order of 1 mm
from the sample will b&,=(1+3H,)/4, and the coordinate each the frequency dependence di {/U,) becomes es-
of the second one will b&,=(3+H,)/4. The amplitude sentially constant at frequencies above several hundreds of
ratio U, /U, and the phase difference;— ¢, of the PA  Hz, which is easily achievable experimentally. Having mea-
signals extracted from these layers of the piezoelectric transured (J,/U,) in this manner and knowing the thicknesses

ducer will be of the sample and piezoelectric transducer layers, from Eg.
5 5 (16) we find Z,. Using the known elastic parameters of the
U, 7Z,-7, [ni+(ni— JF) transducer, we determine from the expressionZipi6) the

(14) reduced Young's modulugy; of the sample material.

Yo' Z2=Zp N ni+(np=VF)?
As is evident from Eq(15), the quantitygp;— g,=A¢
n{—n, depends on the frequency in a complicated manner. At low
20,1,/ JE+ JE—(ny 1)’ (15 frequenciesA ¢ approaches zero. At higher frequencieg
can change quite strong(jrom 0 to =) as a function of the
wheren; andn, are the values of the parametefor the first  geometric parameters, andn, of the structure. The param-
and second layers, respectively, of the piezoelectric transetersn, and n, for a given sample material and the same
ducer. piezoelectric transducer can be changed by varying the thick-
As one can see from Eq14), the ratio U;/U,) ap-  ness of the sampleH). Figure 3(lines) shows as an ex-
proaches, as frequency increases, a constaht/W,);;  ample the curves af ¢ versus the frequency ({f), which

tan(e;—¢y) =

given by are calculated using E@15) for relatively high frequencies
7,7 for structures consisting of a Zn sample and PZT piezoelec-
(U 1/U2)H:Z —Zp' (16)  tric transducelTsTS-19 with different relative thicknesses
2 “p of the sample. It is evident that for certain sample thick-

The second feature of the frequency dependence ofesses a maximum is observed on the curvgdof versus
(U,/U,) is the presence of extrenfmaxima and minima  frequency. It occurs at

They occur foryF, given by F=2nyn,. 19

= +./n2 2
VFe=(ny+ng) = ni+ (17 We note that the maximum in the curves®f versus
Figure 2(solid curve$ shows (U,/U,) versus the fre- the frequency is observed at values téf for which n,,
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FIG. 3. Curves of the phase differenaep of signals extracted from two FIG. 4. Curves of the phase differendep of signals extracted from two
layers of the piezoelectric transducer versus the frequént§ for Zn with layers of a piezoelectric transducer versus the frequénc§f for Pb (1,2

H;:1—0.1,2—0.3,3—0.48,4— 0.55,5— 0.56,6 — 0.58,7 — 0.6,  and U-8 stee(3,4), mm:1 —1.51.2—1.81,3 — 0.7,4 — 1.46.
8—0.7.

=0.7, 1.46 mm; Pb —h;=1.51, 1.81 mm; Zn —h;
=1.13, 1.64, 1.79 mm. The samples were irradiated with
modulated radiation from an LG-38 lasex=0.6328 um).
Modulation was performed with a mechanical chopper. The
L surface of the samples was illuminated uniformly. For this,
_ I Y - —— the laser beam was expanded. The investigations were per-

(\/E)l*z_i(nﬁnzi ni+nz=6niny). 19 formed in the frequency range 30—1000 Hz. The frequency
dependences of the amplitude and phase shift of the PA sig-
nal extracted from each layer of the piezoelectric transducer
separately were measured.

The experimental results for certain samples are pre-

>0. The frequencies at which\ ¢|==/2 are also special
points on the curves oA ¢ versus the frequency. These
points occur at

We note another feature of the dependenca ofon F.
For structure parameters; , somewhat greater than 1, at
frequencies for which/F>2n;n, as one can see from Eq.

(19, sented in Figs. 2—%symbol3. The ratios U,/U,); for
ny—n, each of the samples were determined from the experimental
tan(Agp)= (20
JF
In this frequency range taf(p) is a linear function of 10

1/\F. Each of these features of the frequency dependence of
the phase difference of the signals extracted from two parts
of the piezoelectric transducer makes it possible to determine
the thermal diffusion coefficienD of the material, if the
structure parametens, , are known. Thus, the above-noted
features of the photothermoacoustic effect in solids with the
PA signal detected with a bilayer piezoelectric transducer
make it possible to determine at least the reduced Young’'s
modulus and the thermal diffusion coefficient of materials.

The experimental investigations were performed on U-8
steel, zinc, and lead samples. The piezoelectric transducer
consisted of two layers of PZT piezoceran(€sTS-19,
each 0.6 mm thick. The elastic constants of the piezoelectric
transducer was measured by the method described in Ref. 8,
and they were found to bE=6x10° N/M? and o=0.42. ‘ L ' J
These values were used in the calculations. The experimental 2 4 6
samples and piezoelectric transducer consisted of plane- In(f,Hz)
parallel disks of the same diameter, equajl to 15 mm. TWq:IG. 5. Amplitudes (Irl) of signals extracted from individual layers of the
U-8 steel and lea@Pb) samples and three zin@n) samples  piezoelectric transducer versus frequencyflfor Pb (h;=1.81 mm), Zn
were prepared. The sample thicknesses were: U-&h— (h;=1.64 mn), and U-8 steel f;=1.46 mn).

In(U)
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data presented in Fig. 2, and they were used to determine the In summary, in this work the photothermoacoustic effect
reduced Young’s moduli of the experimental materials usingn solids with piezoelectric detection of the heat waves has
the scheme described above. The following values were olbeen investigated theoretically and experimentally. Analysis
tained for the reduced Young's modulus. For U-8 stég|:  of the theoretical dependences for the amplitude and phase
=27x10" N/M? [(26—-33x 10 N/M?], for Pb: E;=3.4  shift of the PA signal showed that they depend strongly on
X 109 N/M? [(1.3-4.0)x10° N/M?], for Zn: E;=10.6 the ratio of the thicknesses of the sample and piezoelectric
X 109 N/M2 [(11-12)x 10*° N/M?]. The values in brack- transducer. The PA signal was detected using a compound
ets are the values calculated By, from handbook dat&!®  piezoelectric transducer. It was shown that when the PA sig-
These values ok were then used to determine the nal is detected with a bilayer piezoelectric transducer, the
thermal diffusion coefficienDy. The coefficientD was  reduced Young's modulus and the heat diffusion coefficient
determined from the experimental frequency dependences of the sample can be determined from the amplitude—
A presented in Figs. 3 and 4: either using the approximatérequency and phase—frequency dependences of the PA sig-
formula (20) at relatively high frequencies or using EG49) nal. The experiment was performed on U-8 steel, lead, and
at frequencies for whichA o= 7/2. The following values zinc samples. Good agreement was obtained between the ex-
were obtained. For U-8:D;=13.9x10 % M?s [13.7 perimental results and theoretical calculations and the pub-
X 10" ¢ M?/s]; for Pb: D;=25.6x10 % M?/s [23.8x10° ¢ lished data.
M?/s]; for Zn: D+=40.5x10 ¢ M?/s [(36.8—-41.9x 10 ©
M?/s]. The values ofDy calculated from the handbook
dat&'? are presented in brackets. It is seen that the values of , RozencwaigPhotoacoustics and Photoacoustic Spectrosofifey,
E;; and D1 found from investigations of the photothermal New York, 1980, 310 pp.
acoustic effect agree well with published data. The experi-*V. P. Zharov and V. S. Letokhowaser Optoacoustic Spectroscofig
mental values ofE; and D; obtained were used for all ,Russiad Nauka, Moscow1984, 320 pp.

. . . V. E. Gusev and A. A. Karabutow,aser Optoacoustic§in Russiar,
theoretically computed dependences presented in Figs. 2—3auka, Moscow(1991, 304 pp. g ’ L

(solid lines. 4W. Jachson and N. M. Amer, Appl. Phys1, 3343(1980.
Figure 5 shows a log—log plot of the theoreti¢alirves, ®Yu. V. Gulyaev, A. I. Morozov, and V. Yu. RaevskiAkust. Zh.31, 469
computedusing Eq.(11)], and experimentalsymbols fre- (1985.

. . ®D. A. Andrusenko and I. Ya. Kucherov, Zh. Tekh. F&8, 75 (199
quency ) dependences of the amplitudkof the PA sig- [Tech. Phys43, 67 (1998)]. (1999

nals (in relative unit3, extracted from separate layers of the 7A. D. Kovalenko, Thermoelasticityfin Russiaf, Vishcha Shkola, Kiev
piezoelectric transducedil and 2, respectively, for certain 86935)_- |21f6 pg; . C {ational MethéifsRussia, Soviet
_ . aterials 1or Flezoceramics. Computationa € ussiar), sovie
sampllc‘a.s of_ U 8 steel, Pb, gnd Zn. Thg experimental dataState Standards Commissi6ro80, 30 pp.
were “tied in” to the theoretical data using the curvest °G. Kaye and T. Laby,Tables of Physical and Chemical Constants
the points with frequency=460 Hz. [Longman, New York, 1986; Fizmatgiz, Moscow, 1962, 248]pp.
; ; i ; i1, K. Kikoin, Tables of Physical Quantitiefin Russian, Atomizdat
Comparing the experimental results obtained in this :\AK Ki i‘g'? e y : :
work and the theoretical calculations shows that they are in oscow (1976, Pp-

good agreement with one another. Translated by M. E. Alferieff
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The equipment of a ballistic test range for research on hypersonic motion and flow around
typical models of explosion-propelled projectiles. A method for obtaining instantaneous
interferograms of the flow around an object and a procedure for calculating the radial density
distributions from measurements made on them are briefly set forth. The values of the
aerodynamic drag at zero angle of attack are obtained for three models in trajectory experiments,
and a comparative assessment of their stability is made. The principles for performing

numerical aerodynamic calculations of hypervelocity flow around objects typically having a
compound shape are formulated. 1®99 American Institute of Physics.

[S1063-784199)00212-3

INTRODUCTION velocity objects. Because the typical object in our study was

Research on the hypersonic motion of objects with asteardrop-shaped and equipped with a stabilizing fin in back
pect ratiosL/D=2-4 in the atmosphere at Mach numbers (Fig. 1), it was necessary to make a shaped sabot to hold the
M=3-8 is of relevance both for the ana|ysis of the gasdymOdels in the barrel dUring flrlng To make the models as
namic flow field around objects and for determination of thestable as possible in flight, they were made with a weighted
aerodynamic coefficients for objects with novel shapes. On #0se piece. To achieve Mach numbers=Bl-7, the models
ballistic test range the aerodynamic coefficients are foundiad to be shot at velocities of 2000-2300 m/s. The powder
from data obtained by analyzing trajectory measurement§lun was equipped with a reinforced breech piece, in which
An important problem in a comprehensive investigation is tothe gunpowder can burn at high pressiiercing). Using
find an aerodynamic shape that is stable in flight and posthis breech piece, we reached velocitied900 m/s(50 g
sesses moderate drag. Here one must take into account tREojectil® without forcing the combustion of the gunpowder.
geometry of the elements of actual exp|osion_prope”ed pro- After construction of the ballistic model and preparation
jectiles. One must find an optimum between acceptable statfef @ trajectory experiment, the next major problem is the
stability of the element and low aerodynamic drag, whichconstruction of a sabot. The sabot, which protects the model
must be small if the flight range is to be increased beyondrom damage during acceleration in the barrel, either must
1000 diameters_ A project”e Shape W|th adequate Static Stdlot distort the rectilinear motion of the model as it Sepal’ates
bility and with the lowest attainable drag was worked outfrom the sabot or else it must impart prescribed oscillations
experimentally and numerically in Ref. 1 with allowance for to the model.
the properties of real explosion-propelled projectiles. We developed a new method for imparting an angular

Hypervelocity projectiles with a blunt nose and a stabi-
lizing fin have a complicated aerodynamic flow field at su-
personic speeds. For the shapes considered here, the flow a\
field around the object typically contains shock waves, rar- % L
efaction and compression regions, separation zones, and %
shear layers. At Mach numbers M8—7 the flow in the
boundary layers of the models is turbulent for Reynolds S|4 .. _ | &
numbers Rgp=10°. In view of the hypervelocity nature of e L i =
the objects, a simplified combined mathematical procedure is
used for numerical calculations of the aerodynamic param- —]
eters.

@26

58

BALLISTIC EXPERIMENT AND METHOD OF SABOT

SEPARATION
. . ter . . L . FIG. 1. Sketch of the construction of an explosion-propelled projectile with
Substantial technical difficulties arise in ballistic investi- head diameter half the base diameter— body of a compsite material,

gations of the aerodynamic coefficients of elements of hypers — brass insert.

1063-7842/99/44(12)/5/$15.00 1402 © 1999 American Institute of Physics
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velocity (oscillationg to a model fired from a barrélAn reached. By following this procedure one can check the ac-
impulse acts on the model in a transverse direction while theeptable asymmetry of the impulse propelling the projectile
model is still in the sabot. According to the diagram in Fig. in the sense of imparting stable transverse oscillations. The
2, in the separation process, the sabot imparts an impulse description of the method given in Ref. 2 contains the for-
transverse oscillations to the model, which has been accelemulas required to estimate the impulse perturbing the body.
ated in the axial direction. The apparatus for imparting an-The effect of the asymmetry of a real explosion-propelled
gular momentum to the projectile is shown in Fig. 2. Hereobject on the motion of the object can be checked qualita-
the following are shown: the barre] a static magnetic field tively. If the angular oscillations of an asymmetric model are
generatob mounted on the barrel, and the accelerated objeafjualitatively similar to the observed oscillations of an aero-
c placed inside the sabat An induction circuite and an  dynamically symmetric stable model, this level of asymme-
electric detonatof, which form a closed circuit, are placed in try is taken as admissible.
the sabot. A recesgin the sabod is cut in the axial direc-
tion. The positionsA, B, and C indicate the position of the
accelerated body and the sabot in the initial positié), (
during flight through the magnetic fielB§, and at separa- Using the experience in interferometric investigations of
tion from the sabot ). supersonic separated flows, we used an interferometer to

The apparatus functions as follows. The sabot and modedtudy the characteristic features of the flow field around hy-
acquire a longitudinal acceleration in the barrel. Leaving thepervelocity element3.After interpreting the axisymmetric
barrel, the assembly of the model in the sabot enters a magaterferograms, we analyzed the radial density distributions
netic field generated by the inductbr A current propor- in a lateral section of the model above the stabilizing fin and
tional to the gradient of the magnetic field intensity is in- behind the bottom of the modéFig. 3).
duced in a small closed circuitoil) in the back part of the There exists an optical scheme for a shearing grating
sabot. The induced current triggers the electric detonatointerferometer modified for double-frame photografihy/e
The triggering of the detonator ejects the detonator from theised single-channel photography without separating the light
sabot, imparting an impulse to the latter. The model in a sliinto two beams at the entrance and exit of the apparatus. In
sabot acquires an impulse of angular rotation when it sepaso doing it was possible to use less sensitive photographic
rates from the sabot. The value of the angular impulse defilm and to place a more compact diffuser into the illumina-
pends on the distance between the centers of mass of tlien part, which increased the quality of the interferograms.
model-sabot assembly and the detonator, on the energy re- To interpret the density field of the flow around our ob-
quired to trigger the detonator, and on the cut in the sabofects, taking account of the construction of the interferom-
The angular momentum imparted to the body can be variedter, we chose a reference field which consisted~@&0
over a substantial range by varying the depth of the longitustraight equidistant fringes perpendicular to the trajectory.
dinal cut. The working field in the direction of flight was 200 mm. A

In view of the complexity of the shapes of typical prescribed phase of flow in the field of the apparatus was
explosion-propelled projectiles, the method described aboveecorded by means of an autonomous, laser-controlled syn-
must be used for trajectory experiments in a prescribed rangehronizer. We note some details of the analysis of the inter-
of angles of attack. In setting these angles for explosionferograms which are associated with the conditions in an
propelled models, it is essential to be able to impart to thenordinary ballistic experiment. We used the method of Ref. 5
a controlled impulse in a direction normal to the trajectoryto obtain the density distributions. We had to enumerate the
(variation of the total amplitude of the oscillation$n addi-  fringes at a transition through shock waves because of the
tion, it is desirable to estimate the magnitude of the admissharp break in the fringes and the impossibility of tracing
sible perturbing impulse arising during the formation of afringes.
real explosion-propelled object, such that the projectile re-  Using the algorithm described in Ref. 5, first we estab-
mains within the limits of stability. This will be observed lished the number of a fringe behind the bow wave. Then,
when the angle of attack corresponding to instability isthe same algorithm was used to establish a correspondence

INTERFEROMETRIC INVESTIGATION OF THE FLOW FIELD

g FIG. 2. Scheme of apparatus for im-
parting oscillations to the model in
the pitch plane: phas&é — sabot to-
gether with the model exits the bar-
rel; phaseB — sabot together with
the model crosses a magnetic induc-

@ tor b; phaseC — the model exits the
barrel and obtains an impulse for an-
gular oscillations(the detonator im-
parts an impulse to the sabot
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FIG. 4. Diagram of the forces and moment acting on the model undergoing
planar oscillatory motion in a coordinate system tied to the model.

FIG. 3. Interferogram of flow around a teardrop-shaped explosion-propelled . . . . .
model. The interferogram was recorded at laboratory pressure and temperg—ens'tylv is the Ve|OCIty,a is the angle of attacky is the

ture and Mach number 4.28. The optical arrangement of the interferometepitch angle,® is the angle of inclination of the trajectory,
and the auxiliary devices are described in Ref. 4. is the transverse radius of gyratiad,andY are the coordi-
nates of the center of gravity of the modeis the time, and

. . ) . an overdot signifies differentiation with respect to time.
on the inner wave. By comparing the results of the identifi- o4y cing, as is usually done, the ballistic coefficient

cation of the fringes in neighboring sections we were able tck=pS/2m and the coefficient of the radius of gyration
to check the reliability of the enumeration of the fringes.y_| /12 \ve can rewrite the systefd) in a different form.
Next, the Schardin zone method in its simplest formulatlonFirst, it is helpful to make the following assumptions in the

was used to interpret the density distributions. The Sectioliectory measurements. They follow from the initial condi-
investigated was divided into ring-shaped zones. The widthjong of the experiment and physical considerations concern-
of the zones was assumed to be proportional to the bunching he ratios of the longitudinal and transverse accelerations.
0; the f(;lnggfs.lThe_dtgnsnyfc:Lzoges \{\t/as h|dghg in the feg'ﬁ_”%ve produced oscillations of our models in the vertical plane
of rapid radial variation of the density and vice versa. This . g oo n o -

L - Fig. 4 V-~ (X)*, Y*<X*, andY<X. Then the simpli-
approach to separation into ring-shaped zones decreased : gd(sygster)n of e(qu)ations " the dynamical equations %f pla-

approximation error. ) : S
PP nar motion of the center of gravity and oscillations under the

Just as in Schardin’s wofkthe refractive index(gas " f th d . X the f
density was assumed to be constant in each zone. The rGCION OF the aerodynamic moment — assume the form

fractive index in the outer zone was calculated at the first %= _kc (x)2 ﬂ'(:kCy()'()z, 6= —kbC(X)2.
step. The result was used to calculate the refractive index in 2)
the next zone, and so on. The gas density was related to the

refractive index by the linear Gladstone—Dale relation with a Under these a§sumpt|on_s each qoeff_m@m Cy, and
Cm can be determined from its equation independently.

constant depending on the molecular composition of the Direct double differentiation of the tabulated functions

workmg gas. The density proﬁles estabhsheq for theX(t), Y(t), and 6(t) constructed from data obtained from
explosion-propelled models will be demonstrated in the dis-

. . measurements performed on the photographs leads to large
cussion of the results at the end of this paper.

errors in the computed values Gf, C,, andC,, if appro-
priate measures to smooth the initial data are not téken.
ANALYSIS OF TRAJECTORY DATA The aerodynamic coefficientS,(t), C,(t), and Cp(t)
Because of the large diversity of shapes and flight con&'® optained in the course of the numerical solution of Egs.
ditions of explosion-propelled projectiles, at the first step of(2)- Since the dependence of the angift), actually the
the experimental investigation it is desirable to use a simpli&ngle of attack, is known, taking account of physical consid-
fied approach to the analysis of the data from the trajectorfgrations concerning the behavior @f,(a), Cy(), and
investigation. The basic equations of the longitudinal andom(@) the corresponding polynomial dependences of these
transverse accelerations of the center of gravity of the modéjCefficients can be constructed by comparing the tables. As a
under the action of aerodynamic forces and the equation dille, @ biquadratic dependence on the angle of attack is used

the angular oscillatioithe angle of pitchinghave the formi ~ for Cx(a), which is an even function, and polynomials with
a cubic term are used f&,(«) andC,(«), which are odd

X=—(Cy cos®+C, sin®)(pS/2m)V?, functions. We note that for large angles of attack the func-
. ) 5 tions Cy(a), Cy(a), andC(«) are found less reliably be-
Y=(Cycos® —Cysin®)(pS/2m)V=, cause of their nonlinearity.
6=—Cpn(pSi2m)r —2LV?2, (1)
Let us consider Fig. 4, where, just as in E¢b), C,, PRINCIPLES OF NUMERICAL SIMULATION

Cy, andC,, are the static aerodynamic coefficientsis the Because of the complicated composite shapes typical of

mass of the mode§is the area of the midsectiop,is the air  explosion-propelled projectiles, numerical simulations char-
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FIG. 5. Radial density profiles in sections of an
explosion-propelled modefteardrop shape; Fig.)3

a — in sections above the lateral surface in front of
the jump from the stabilizing fin, b — in sections
above the stabilizing fin, ¢ — in the section of the
bottom region, d — axial section of the model with
the positions of the analyzed sections shown.

acteristically yield more information on the thermodynamic EXPERIMENTAL RESULTS

parameters of the flow around them than do experimental

investigations. Numerical simulation certainly permits de-  The brief discussion of methods for investigating the
tailed variation of the gasdynamic similarity criteria, prima- flow around and motion of hypervelocity obje¢explosion-

rily the geometry of the components and the Mach numberspropelled projectilesgives a basis for demonstrating a num-
We know of an entire hierarchy of mathematical models ofber of typical results concerning the flow parameters and the
different levels of complexity, which has to do with the di- aerodynamic characteristics. The data were obtained for ob-
mension of the problem and the reproducibility of the hyper-jects withL/D =1.8-2, differing by the shape of the genera-
sonic features of flow in application to the indicated bodies. trix of the body and by the aspect ratio. All models had an

A numerical calculation of the three-dimensional flow axisymmetric shape, and the center of gravity was shifted
around compound shapes of bodies which are typical fotoward the nose by constructigRig. 1). Figure 5 shows the
explosion-propelled objects was developed on the basis of gdial density profiles around a teardrop-shaped projectiles.
simplified mathematical procedure. It includes combining theThe distributions are characteristic for supersonic flow
well-known Newtonian approach and a method for calculat-around a bluff body. The density profiles in front of the fin
ing a potential flow. The procedure uses the experimentall-5) in Fig. 5 show the appearance of a stand-off shock.
data. This very simple mathematical model makes it possibl@he density profiles above the fin show a strong density
to estimate the aerodynamic coefficients of an axisymmetrigump in the stabilizing shock wave. The last plétg. 50
body (as well as bodies deviating from symmetimoving  demonstrates the density distribution in a transverse section
with moderate angles of attack. The corresponding numericaif the bottom region. The plot contains a strong density jump
procedure was inserted in the subroutine describing then the radius where the section meets the inner shock wave.
plano-oscillatory motion of a body along a trajectory. This Let us summarize the experimental results concerning
made it possible to compare with experimental data. the aerodynamic characteristics.

The computational procedure developed was checked by 1. A teardrop-shaped projectile with a diameter of the
comparing with ballistic experimental data and the results ohead part close to the fin andD =1.83 showed a low mar-
test calculations. A comparison was performed along th@in of stability. The center of gravity of the model was
contour of the bow shock wave and other waves near thehifted by construction te, 4/L =0.45 from the nose piece.
model. The aerodynamic drag established in tunnel and balFo make the body more stable, a conical stabilizer must be
listic experiments was compared with the computed value oplaced farther from the center of gravity of the projectile for
this parameter. Satisfactory agreement was found for all paany ratioL/D of the latter(Fig. 3). The aerodynamic drag of
rameters compared. the model wasC,=0.97 in the range of anglems=0—4°.
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important for understanding the process stabilizing the flight
of an explosion-propelled projectile. Estimating the density
jump in the wave from the fin quantitatively, the investigator
determines whether or not the angle of and the arrangement
of the fin are adequate for obtaining the required restoring
force. Low values of the bottom densitfpressurg for
explosion-propelled models are characteristic for any conical
shapes at Mach numbers 4-5.

It is impossible to perform a numerical calculation of the
flow around a model in a simplified formulation without
knowing the boundaries and sizes of the separated forma-
tions and the corresponding shock-wave structure. In turn,
the experimental values of the average dengtpportional
to the pressupearound and near the body serve as a check of
the validity of the assumptions made in the calculations.

It is helpful to present a brief conclusion about the aero-
FIG. 6. Direct shadow pattern of an explosion-propelled model in flight with dynamics of three shapes of explosion-propelled projectiles.
Mach numper 4_.08. In flight thg model is stabilized ma?nly by the presenceThe teardrop-shaped model, studied in greatest detail, char-
?I;;r.)el)-comcal fin and by a shift of the center of gravity toward the noseacteristically has a low margin of stabilityith a large shift

of the center of gravity toward the ngsand an impressive

aerodynamic resistancg,~ 1. For a model with a head part
This is 7% higher than for a sphere under the same condiwith a smaller diameter and with an extended stabilizer, the
tions because of the nonzero angles of attack of the modelirag wasC,=0.60. However, the stability was low because
The Mach number was 4.35. the center of gravity was not located near the nose. An

2. A compound conical model of a projectile with a thin- explosion-propelled model with a step on the fin in front of
ner nose piece had a lower aerodynamic drag. The center dfe bottom withx ,/L=0.63 showed simultaneously good
gravity was located at a distanggy/L =0.68 from the nose stabilizing properties and acceptable drag. This made this
piece. Thus, the margin of stability was small, and the modeshape the best among the models investigated.
had a small ballistic coefficient and, correspondingly, large It is of interest to checkin order to optimize the projec-
spatial deviations in flight. The drag for angles of attacktiles) the effect of replacing the fin by a slotted star-shaped
a=0-2° wasC,=0.60. The Mach number was 4.7. fin on the stability and drag. How will this effect the density

3. The center of gravity of a model with a compound profiles behind it? Because the effective surface area is
shape with a spherical blunt nose with diameter half that obmaller, the total contribution of a slotted fin to the wave
the fin, an inverted cone, and an expanded conical stabilizeresistance will be smaller. The bottom pressure should be
is located ak. o/L =0.63. The step near the bottom section, higher and the bottom resistance correspondingly lower than
whose diameter was 13% greater than that of the cone, h&dr a solid fin. This is due to the air flow through the slots.
an additional stabilizing effedfig. 6). However, a star-shaped stabilizer gives rise to the danger of

The drag for average oscillations of the angle of attacksharp wave configurations appearing. Their effect on aerody-
near 2° wa<C,=0.57. The Mach number was 4.08. The datanamics is not obvious. Analysis of the wave structure of a
obtained for this model with/D = 1.93 show that among the star-shaped stabilizer using the experimentally obtained op-
shapes investigated it is the best one with respect to both thtal pictures is helpful for developing an effective engineer-
aerodynamic drag and the longitudinal stability at moderaténg method for calculating the flow around a projectile.
angles of attack. The data presented are collected together in
Table I.

CONCLUSIONS
'D. warken and H. Schilling, Report Ernst-Mach Institute, No. 1/86
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Some effects of the electrostatic interaction of water drops in the atmosphere
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The electric field at the surface of two conducting spherical charged particles and their
interaction force are calculated. It is shown that as particles carrying like charge approach each
other, the force changes sign and becomes attractive. The case where the charge on each
particle varies as the square of its radius is an excefitiepulsion at any distance between the
particles. Self-similar asymptotic solutions for the interaction force and energy are found

for particles of identical size. For a pair of charged water drops falling simultaneously in the
atmosphere, a numerical simulation shows that a drop formed by coalescence of the pair

may be subject to the Rayleigh instability. €999 American Institute of Physics.
[S1063-784299)00312-9
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INTRODUCTION

X . i EA]_:k ’ k:l/47780 (1)
The interaction of water drops in the atmosphere has a
decisive effect in the formation of precipitation, thunder- . .
storms, and other atmospheric phenomena. A comprehensive Using the results of Ref. 5, we can write
study of this interaction is therefore appropriate. The well- .
. . . ysinhB
known phenomena involving drops include, for example, q, =q, — i i '
electrification, coalescence, fragmentation, and corona dis- sinhng[ y+sinh(n—1)B/sinhn]
charges. It is important to know the role of particular factors inh
in the development of a phenomenon. It is obvious that the Q= _qan_'B
electric field at the surface of drops and the electric forces r(1+y)sinhng
acting on the drops are important factors that influence the

course of the processes involving drops. Therefore it is nec-

n=1 r%n n=1 R

1 ry

rn= —r+ - - , 2
essary to develop efficient methods for calculating these pa- 1ty y+sinh(n—1)B/sinhnB @
rameters to a high degree of accuracy.

In the often cited paper by Davigsee also Refs. 234 R ¢ 1 ry[y+sinh(n—1)B/sinhng @
in— - .

method was proposed and implemented for calculating the
electric fields at the surfaces of two spherical charged par-
ticles in a uniform external field and the electrical interactionHerer =1/(R;+R,), y=R,/R;, and the parametes is re-

force between them. The computational method in Ref. 1 idated with the distance between the centers of the spheres as
quite cumbersome and the results are hard to reproduce. In
the present paper a simpler method is proposed for calculat-
ing the electric fields and interaction force without taking the
external field into account.

Y 1+ y?+2ycoshB

_r(1+y)’-(1+9)
2y '

oshB (4)

DERIVATION OF RELATIONS FOR CALCULATING THE N
ELECTRIC FIELD AND INTERACTION FORCE AN

Let us consider two conducting spheres with ragii
andR,, separated by a distant@and possessing charggs Y2
andq,. As a result of electrostatic induction, the charge of AN U
the first sphere creates in the second sphere an electric image
Q11, which in turn is a source of a secondary image in
the first spheréFig. 1). Thus the electric field at the poiAt "
is produced by an infinite number of charges — the image D
charges formed in the two spheres. If only the first sphere is
charged, then the field at poiAt can be represented in the
form FIG. 1. Relative arrangement of charged drops and the coordinate system.

¥
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Now let the first sphere be uncharged=0, and the let *
the second sphere carry a chaae Then we have, simi- czzzysinhﬁZ [sinhng+ ysinh(n—1)B]"L. (11
larly, for the electric field at poinA n=1
“ g “Q An expression for the force can be obtained by differen-
Epo=k| — > %Jr > 5” , (5) tiating Eq.(10) with respect to the distandebetween the
n=1 ra, n=1 R3, centers of the spheres. In the urkts);q,|/(R;+ R,)? it can
. be represented as
_ sinhgB
92n=Y92Ginhn g1+ 5+ sinh(n— 1) B/sinhn 3]’ AW r(1+9)° ,
Fr:__:_ " f (Cik,ci,k); |,k:1,2.
. ar 2avysinhB
Qup=— Lh'g (6) (12
2n= " 92,13 )sinhng’
Heref denotes the derivative with respect goof the ex-
roo— 1 n r pression appearing in brackets in Ef0). The derivatives of
2n 1+y 1+ysinhin—1)B/sinhng’ the capacitance coefficients with respecto(c;,), appear-

ing in £ can likewise be easily obtained. Like, they are
1 r[1+ysinh(n—1)B/sinhng too complicated to be written out here.
Ron= 1+y - 1+ 92+ 2y coshg ) (7) The dimensionless force and the enhancement factors of
the field at the surface of each sphere were calculated on a
If both spheres possess nonzero charge, the field at poigbmputer using the formulas derived above. For this, all

Alis terms in the sums were expressed in terms of the parameter
z=e ? [once againg is determined by relatior4)]. The
Ex=En+ EAzz@ K. ®) calculation of t.he sums was ter_minated when the_ pararqeter
RZ reached machine zero, i.e., 1 in standard precision, while

] ) ) _ the calculations done to check the results were performed in
The field at pointB (Fig. 1) can be calculated using the ihe double precision, down to 16°.

same formulas as at poimd but with the substitutions
a—1lla (a=Qq,/q1), y—1ly and, correspondingly, it is

given by
COMPUTATIONAL RESULTS FOR THE ELECTRIC FIELDS
ka, AND FORCE
Eg=—3 Ka. ©) . . .
R> Two cases of the interaction of charged conducting

The quantitieX; andK, defined in this manner are essen- spheres of different sizes are often encountered in theoryiand
tially the enhancement factors of the self-field of eachpracUce, a'nd these were .exammeq n gr_ea'te.st detpil: a
sphere. spheres Wlth equal potentials relative to infinity, ap);i b )
To find the force acting on each sphere, we first WriteSpheres with charges t_hat vary as the_ square .Of the_|r _ra_du.
their interaction energy in the fofin The case of spheres W|th_ equal poten_tlals relative to |nf_|n|ty
means that|, /q,=R, /R, i.e.,a=vy. This case can occur if,
1, ) before approaching each other, the spheres are charged from
W= 5 (a1 S11+ 20192 S12+ 02 S2)- the same voltage source or the potentials are equalized by a
corona current. Then, as expected, the field enhancement fac-
Heresy;, s1,, ands,, are potential coefficients. However, it tors at pointsA andB (Fig. 2, curvel) increase monotoni-
is more convenient to use capacitance coefficients, since theally from 0 to 1 as the distance between the centers of the
expressions for them are well known. Then, the interactiorspheres increases from 14o[here and below distances are
energy in dimensionless form will be given in units of R;+R,)]. The field enhancement factor
for the larger sphere approaches 1 somewhat more rapidly
W= (1+7) (10) than that for the smaller sphere.
2a The situation is much more complicated for the interac-
) ) ] tion force. Fora=y+# 1 the force at close distances between
The energy is expressed in units kif,0,|/(Ri+R2),  the spheres is attractive and grows without bound as the
and the capacnan.ce coefficients are e>.<pressed_ in units %Eheres approach one another. As the spheres move apart,
Ry /k. The expressions far;, €15, andcy, in the units cho-  1he force changes sign and becomes repulsive, reaches a
sen can be written 8s maximum, and then starts to decrease, and as the distance

azcll— 2a012+ C22

2
C11C22—Cyp

% between the spheres increases further, the field starts to fall
ciy=ysinhB X, [ysinhng+sinn—1)8]7%, off nearly according to the Coulomb law. A typical plot of
n=1 the force as a function of distance between the centers of the

spheres fow= y=4.3 is shown in Fig. 3curve3); curve4

ysinhg E (sinhng) %, corresponds to a point charge and a sphere withl ; curve

27 T (14y) & 1 corresponds to the Coulomb law. The coordinates of the
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assumed to be concentrated at their centers. The correspond-
"2z ing asymptotic solution for the energy giveg=0.883N/ .
If the charges of these spheres have different signs,
a=—vy=—1, then as the spheres approach one another,
4 \5 their interaction force increases without bound according to
the asymptotic law

[5SY
T

7 4F
Ff=m —————— S=r—1, (13
S(In(2/s) +1)?

1 which is established using the Euler—Maclaurin summation

, 1 1 - formula
S ol f o2l e o

4 3 and then expanding the result in a Taylor serie8+1. The

-7+ interaction energy remains finite and approachég 2s the
spheres approach each other. A numerical calculation of the
FIG. 2. Enhancement factors for the field at the surface of the partiates field at pointA (B) showed that in the present case the be-
points A and B) versus the dimensionless dlstance between their centerdiavior of the field at the indicated point as a function of the
1— a=v 24— a=v% y=2;35— a=9% y=4. The top curves distance between spheres is described quite wéth an
correspond to the larger partile. error not exceeding 1%or any S>0 (r>1) by Pick’s ap-
proximate formulé

zero and maximum of the force vary as a function of the 1 5
quantity y(«) in the ranges &r,=<1.08 andr,=<r,<1.27, E=35(1+25+V(1+25)°+8). (14)
respectively. _ _

The case of identical spher& =R, or a=y=1 is of We shall now discuss the computational results for the

special interest. In this case, the problems of the field and théase Where the ratio of the charges on the spheres equals the
interaction force between the spheres become self-similapquare of the ratio of their radii, i.eq= . This case can
Specifically, a calculation of the repulsive force between the?ccur in practice if the charges of the spheres arise as a result
spheres as a function of the distance between their centefd their |nduct|ve charging in an external electric field. As is
gives the curve? in Fig. 3, and at close distances betweenWell known? in this case the limiting charge on a sphere of
the spheres we have the asymptotic solufigr-0.619,,  radiusRis

whereF is the force calculated in the Coulomb approxima- q=C.EoR?,

tion, i.e., for the case where the charges of the spheres are
wherec, is a constant factor that depends on the specific

charging mechanism arig, is the external field.

FF In this case, in contrast to the first, the question of the

7 interaction force between the spheres can be answered unex-
pectedly easily: It is repulsive for all distances between the
spheres. For smaly<3 the repulsive force is close, even
quantitatively, to the repulsive force far=y=1. However,
asy and« increase, the repulsive force approaches the Cou-
lomb limit, i.e., for a=y? a plot of the dependence of the
force on the distance between the centers of the spheres al-
ways falls between curvesand?2 in Fig. 3.

The field enhancement factors in the case y* behave

as follows. At close distances between the spheres the field
becomes stronger, so that the electric fields at the surface of
each sphere grow without bound as the spheres come closer
to one another. In the process, the field at the surface of the
smaller sphergat point B in Fig. 1) is directed into the
sphere(for definiteness, we shall assume that both spheres

0.8

0.6

0.4

2.2

oy 4 are positively chargedi.e., it is negative, if the spheres are
located sufficiently close to one another. The corresponding
04 plots of the field enhancement factors as a function of the

distance between the centers of the spheres are shown in Fig.

FIG. 3. Curves of the dimensionless force acting on a particle versus thg: curve2 (y=2, a=4) and curve3 (?’:4_, a=-16).. The
dimensionless distance between their centers. field at the surface of the larger sphéeg pointA in Fig. 1)
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is always directed away from icurves4 and5 in Fig. 2, 2

which also correspond tp=2 and 4. It is evident that agy 1.0}
decreases to 1, the curves of the field enhancement factors as -
a function of the distance between the spheres approach the 08k

function E(r) for the casen=y=1.

We note that Davissolved the more general problem of
determining the field at pointd andB (Fig. 1) and the in-
teraction force between the spheres. However, the results of
the numerical calculations of the electric fields and forces in ”-‘;}4 — T

. - . . 8 12 6 z0y

Ref. 1 are valid only qualitatively. For example, in the ab-
sence .Of an external f'el_d' fmz_: 1, y=1, and r.: 1.005, _ FIG. 4. The parameter region in which the equilibrium of the drop formed
according to Ref. 1 the dimensionless electric field at pointsy the coalescence of two smaller drops is Rayleigh unstable.
A andB has the valu& ,=56.06, which is almost four times
smaller than the value calculated in the present work using
Egs. (1)—(8) or Pick’s formula(14): Eo=200.7. Large dis- and the discharge unlikely. For this reason the case of equal
crepancies also remain for other not-too-large distances belrop potentialsy= v is of interest for answering the question
tween the spheres. These unsatisfactory résaesprobably posed. Settinge= 7y in Eq. (15), we obtain the inequalities
due to the insufficient accuracy of calculations of the sums of )
the serieqin Ref. 1 summation was terminated if the mag- Qi1+y) ~1 2 21 16

| | _ ag- LT =1, Qi<y, Qi<l. (16)
nitude of the terms in the series dropped below 0.1, while in 1—y+ 5
the present work the summation was terminated below

103%9),

0.6

Satisfying this system, we shall find the following limits
for the ranges of variation of the parameters where the
Rayleigh instability condition holds for the drop formed:

Using the results obtained above, we shall now examine 0.46<Qi<1; 05<y<2. (17
certain nonstandard effects due to the interaction of charged This parameter region is shown in Fig. 4.
drops in the atmosphere. Specifically, the attractive force To assess the possibility of the coalescence and instabil-
arising as a result of the interaction of drops with like chargeity of drops under atmospheric conditions, let us examine the
can promote coalescence of the drops, as a result of whidiee fall of two nearly spherical drops. We write the equa-
the radius and charge of a drop increase. Let us assume th@ns of motion of the drops, assuming that initially the drops
before coalescing, both drops satisfy the Rayleigh stabilityare quite close to each other and possess a negligibly low

INTERACTION OF CHARGED DROPS

condition velocity relative to the air, and then they are set into free fall.
K2 In this formulation of the problem, when the drop velocities

2_ ¢<1 i=12 are low, the drag due to the air can be neglected, and only

' 16maR Y gravity and electric forces need be taken into account. Then

we have the following equations of motion, written in di-

whereas is the surface tension of the drops, mensionless form, for the centers of mass of the drops:
Then there arises the question of whether the drop ' ps:

formed is Rayleigh-stable or falls in the parameter range g2, ri—r, _
where the spherical drop formed is in unstable equilibrium. F:J_][ r r=[ry—ryf; =12, (18
To answer this question we write the Rayleigh parameter for
the drop formed as j is a unit vector directed vertically downwards. Here the unit
) ) of length is the same as before, the unit of time is
o Klaitg)” i(1+a) _ [t]= (R, TRy)/g, and the quantity, is
16mag(R3+R3) 1+ 8
. . o 3kQ:0;
Then the stability condition for the initial drops and the =2 Rt Ry 2RE (r),
instability condition of the resulting drop form the following a9 4mpg(Ri+R2)"Ry
system of inequalities: wheref~ was calculated according to E@.2).
In the numerical integration of E¢18) in thex,y plane,
(1+a)? 242 I "
2 =1 = Q,<1 (15) the initial velocities of the drops were assumed to be 0, and
1 3 =4 3 1 1 . . .
1+y y their arrangement was varied.

: , The possibility that a charged drop is unstable in an ex-
As was shown above, in the general case the field at th{a o . ;

) rnal electric field(produced by a neighboring drppvas

surface of the drops increases strongly as the drops approac% . . .
X . ) . o ssessed according to the dimensionless nuffiber

each other, and this can result either in a Taylor instability of'
the drop&® or a corona or spark discharge. The discharge kq? SoEgR
equalizes the potentials of the drops. But, for equal poten- Ne= 6 R3+b 7 (19
tials, the fields on the near surfaces of the drops decrease as TS
the drops approach each other, making the Taylor instabilityvhereEg is the external field at the surface of the drop.
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The second term in this expression is responsible for the 0.54
Taylor instability atq=0, which in a uniform field occursdf E,= 27.2( 1+ ﬁ kVicm,
2p2
eoEoR ~0.052 (20) where R is the radius of the drops in cm arifl, is the
dag ' ' breakdown field in kV/cm.

] ] ] This formula is valid for 0.2%S<1. The numerical ex-
where Eg is the external field at a large distance from theperiments showed that as drops approach one another, for
drop. _ N _ ~most of the drop spectrum, the Taylor-instability condition

At the onset of instability the drop is a prolate ellipsoid Ne=1 s satisfied before the spark-breakdown condition.
with a ratio of semiaxesc=1.0. Therefore the field at the However. for relatively large dropsR=1 mm) cases were
; . ~ie10 !
surface of a drofat the tip of the ellipsoiis observed in which the condition Nel was satisfied for
E EA>E, . For example, for drops witlR;=R,=1 mm and
0 g,=—0;=0.4 nC forr=1.75 the conditionE,>E, (E,
Ny(%) =75 kV/cm) started to hold when Ne0.7. Considering the
approximate character of the investigation and the fact that
1 Ne is close to 1, it can be assumed that spark breakdown
=1l a_ - [1_.2 I . . .
3 (tanf=e—2e), e % 1=%" (1) between drops, if it is possible at all, is very unlikely, and the
dominant effect is Taylor instability of the drops.

ES:

1-¢€?

n,=
2e

Calculations ofn, with »=1.9 give 1h,=5.45. Then
we have instead of Eq20) the condition CONCLUSIONS

sOEéR The analytical and numerical investigations established

dag =1.54. the following.
1. The calculations of the electric field in the gap be-

Therefore the coefficierth in Eqg. (19) can be taken as tween two charged conducting spheres showed that in the
b=1/1.54. Then the possibility of instability of the surface of general case of spheres with different radii and like charges,
the drops as they approach one another can be assessed asthe spheres approach one another the field increases sub-
cording to the condition Ne1.° The value of the parameter stantially, and it changes sign on the surface of the smaller
Ne was calculated at the poims B, C, andD (Fig. 1) inthe  sphere. The case of spheres with the same potentials is an
course of a numerical calculation of the coordinates of theexception: In this case the field decreases to 0 invariantly as
falling drops. the spheres approach one another.

The numerical simulation of two simultaneously falling 2. Calculations of the interaction force showed that in
drops showed that there does indeed exist a range of parartite general case of spheres with like charge and different
eters where the condition Nel is satisfied as the drops radii, as the spheres approach one another, the force changes
approach one another, the drops coalesce, and after coalesgn, becoming increasing with respect to the modulus of the
cence the Rayleigh instability condition holds for the dropattractive force. The case where the charges of the spheres
formed. Specifically, this is valid for drops with radii 0.2 and vary as the squares of their radii is an exception: In this case
0.18 mm and charges 0.04 and 0.36 nC. the force decreases invariantly with increasing distance be-

Therefore the possible results of the interaction of a paitween the spheres, remaining attractive.
of drops with like charge in the atmosphere could be that the 3. In the self-similar case of spheres with equal radii and
drops fly apart or coalesce with Rayleigh instability followed charges of equal modulus, the asymptotic solutions for the
by fragmentation of the resulting drop occurring. We noteinteraction force and energy were found numerically and
that qualitatively all these interaction scenarios have beeanalytically. Specifically, it was established that when
observed experimentalfy. spheres with like charge almost touch one another, the real

It is also of interest to examine the process of oppositelyinteraction force is about 62% of the force calculated in the
charged drops approaching one another in order to determir@oulomb approximatioriwhen the charges are assumed to
which of two competing processes predominates: sparke at the centers of the spheyeand the energy is-89%.
breakdown between the drops or development of a Taylor 4. It was shown that when two spherical, Rayleigh-stable
instability of their surfaceit is assumed that the charges of liquid drops carrying like charge coalesce, the resulting drop
the drops satisfy the Rayleigh stability conditiolVe note can be Rayleigh-unstable. The parameter range where this
that this question is a subject of discusstbiror this, in the  effect is possible was found.
course of the numerical calculation of the coordinates of 5. Two simultaneously falling charged drops in the at-
drops with the same radiiy=1) but opposite sign of the mosphere were simulated numerically. The possible results
charge @¢=—1), the field at pointA (B) and the parameter of the falling and interaction were:) the drops fly apart, 2
Ne responsible for the Taylor instability were calculated indrops with like and unlike charge coalescedBops with like
the falling regime. To judge the possibility of breakdown thecharge coalesce and the resulting drop is Rayleigh-unstable,
computed value of the electric field was compared with theand 4 for large drops with unlike charge a Taylor instability
spark-breakdown field, which was calculated as a function obf their surface predominates over spark breakdown between
the radius of the drops according to the forntla them.
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Formation of a shock wave in aerogel irradiated with a high-current pulsed electron
beam

B. A. Demidov, V. P. Efremov, M. V. Ivkin, I. A. lvonin, V. A. Petrov, and V. E. Fortov

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
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The propagation of pressure jumps excited by a high-current pulsed electron bean in SiO
aerogels with density ranging from 0.025 to 0.25 gidminvestigated using a laser differential
interferometer and optical methods. Spallation on the back side of the aerogel targets is
observed and the velocity of the spallation fragments is measured. The expansion velocity of the
aerogel in the direction of the electron beam is determined. The parameters of the shock
adiabat are established in a wide range of aerogel porosities. The depth of the energy-deposition
zone of the electron beam is determined experimentally as a function of the aerogel

density in the range from 0.015 to 0.25 gim model describing highly porous materials

which reflects the fractal properties of highly porous aerogels is developed on the basis of the
experimental data. Numerical calculations of the observed phenomena are performed.

© 1999 American Institute of PhysidsS1063-784099)00412-3

INTRODUCTION sities(0.03, 0.14, 0.36 g/cA) and porosities. The dynamical
characteristics of aerogels in the energy-deposition zone of a
The process proposed in Ref. 1 for the shock comprespowerful electron beam are determined. A model describing
sion of porous bodies makes it possible to obtain more COMhjghly porous materials is developed on the basis of the in-
plete information about the thermodynamic properties offormation obtained about the unloading of aerogels in the
maitter and to investigate the equation of state of matter in @nergy-deposition zone of the electron beam and measured
region of the phase diagram that is not accessible by shockergy-deposition profiles. A corresponding nonlinear self-

loading of a continuous body. In Ref. 2 the results of inves-,ngistent equation of state reflecting the thermodynamic

tigations of shock compression ,Of porous rr_letals are dezparacteristics of aerogels with porosity varying by a factor
scribed and a number of theoretical conclusions about th

, i f 10 is obtained. The percolation exponept1.7 for a
equation of statg OT porous materials are drawn. A model o oftened aerogel in the energy-deposition zone of an electron
a porous material is also presented in Ref. 3, where sho am is found. This value corresponds to the low yield
adiabats of a porous material which depend on the degree bint®
porosity are presented. In Ref. 4 experimental results on th T.he objective of the present work, in contrast to Refs. 11
power-law dependence of the sound velocity on the porosit)é d 12, is to investigate the thermo,dynamic parameteés of
in highly porous metals are presented. This can be describe '

using a fractal model with universal exponents that depengerogels W'th. _denS|typ=0.025—_O.25 glent outside the
on the structure of the materigté. energy-deposition zone of a high-current pulsed electron

SiO, aerogels are a unique porous material. They consi%eam by measuring the parameters of a shock wave excited

of transparent, fine-pore, dielectrics with cluster structure, yan eIec'Fron beam in aerogel targets. ) )
low density, and small charge numkrThe high transpar- Spallation phenomena are also studied and the velocity

ency of the aerogels makes it possible to investigate experf! the spallation fragments of the aerogel are determined
mentally, using optical methods, the process of dynamié‘”der vanous__expenmental conditions. Th(_e depth of the
compression of porous substances irradiated with a relativi€n€rdy-deposition zone of an electron beam is measured in a
tic pulsed electron beam. Interest in aerogels as a new cla¥dde range of aerogel densitiesom 0.015 to 0.25 glcr).
of materials has increased strongly in the last few years if® consistent model of the equation of state of aerogels that
connection with improvements in the technology for fabri- correctly describes the new experimental observations is
cating aerogelsand new possible applications, for example, constructed on the basis of the experimental data obtained,
as radiators for Cherenkov count&rghe thermodynamics Which includes measurements of the expansion velocity of
of weakly ionized plasma produced by shock compressioihe aerogels and the depth of the energy-deposition zone of
has been studied using an Si@erogeP In optics aerogels the electron beam. To obtain maximum information in one
are used to perform spectroscopic investigations of compleitradiation of an aerogel, an experimental arrangement close
organic molecules embedded in an aerogel matrix. to that proposed in Ref. 12 but differing by the addition of a
In Refs. 11 and 12 an FE7 slit-scan streak camera is laser differential interferometer, used in Ref. 13, was chosen.
used to investigate the dynamics of the interaction of a highUsing the laser interferometer, the arrival time of the shock
current electron beam with SiGerogels with different den- wave, excited by the electron beam, at the back side of the

1063-7842/99/44(12)/7/$15.00 1413 © 1999 American Institute of Physics
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54 3 z 1 were used in the experiments. A photoattachm2sitre-
§ / ,/ /_ corded the image from the exit screen of theRFE streak
13 1217110 9 87 camera. Aerogel samples with density 0.015, 0.020, 0.025,
0.16, and 0.25 g/cfy thicknesses ranging from 5 to 34 mm,
- and dimensions larger than 25 mm, right up to 5500
L=215]— ) mm, were investigated. The aerogel samples were of high
/ quality and had good transparen(tlie pore size in the aero-
1% 16 18 gel was less than the wavelength of the lighind polished
‘ 7 walls.
z 7 'ég 19 20 21 22 23 The vacuum gap between the aluminum foibnd the
15 ’iy S3 aerogel sampl8 was 5 mm for aerogels with different den-
i oy . —_— — sity. In some experiments, to determine the depth of the
> ‘___»:E S — energy-deposition zone more accurately, the aerogel samples

_ _ were placed flush against the aluminum failThe system of
FIG. 1. Diagram of the experiment. lenses18 and 20 gave an optical reduction such that the
image of the aerogel sample and of the vacuum gap between

aeronel target was determined to a high dearee of accuracthe aerogel and the aluminum foil fit completely in the ver-
g g g 9 tical direction, with room to spare, on the 10-mm high en-

In individual cases the laser interferometer made it pos-

. . . ttrance slit of the FR-7 streak camera. The optical spatial
sible to measure directly the velocity of the back surface o . : . . .
the target. resolution, which was checked using a test object placed in

the region of the aerogel, made it possible to determine the
depth of the energy-deposition zone with better than 10%
accuracy.

The experimental arrangement for production of a shock ~ The time-of-flight method was used to determine the ve-
wave in an aerogel irradiated with a high-current pulsed eleclocity of the spalled particles. A tub&0 was moved along
tron beam (electron energyU,=290 keV, currentl=13 the axis of the apparatus away from the aerogel sample to a

—15 KA, current duration at half-height= 150 ns, electron fixed distance(5-50 mm). The aluminum foil9 was trans-
beam diameted=12 mm) is displayed in Fig. 1. The exit ferred to the back side of the aerogel target onto the end face

part of the Kal’'mar acceleratdf, including the casel, an of the tubel0. The moment when the aluminum foil reached
exit transformer2, a dielectric spacer diaphragB) and a  the spalled aerogel fragments was recorded with the laser
cathode4, was connected with a vacuum chamiserThe  interferometerl5.
electron bean6 passed through a 10m thick aluminum The experimental arrangement was changed for mea-
foil 7 and struck the experimental aerogel sanfplé\ 10-  surements of the propagation velocity of a purely shock dis-
wm thick aluminum foil9 was glued to the back surface of turbance in a low-density aerogep+0.025 g/cn), in
the aerogel. A lend2 directed the beam from an LGN-215 Which the depth of the energy-deposition zone of the electron
laser13 through a transparent vacuum windd onto the ~ beam is comparable to the dimensions of the aerogel sample.
central part of the foild, whence it was reflected, and the A 34X50X50 mm aerogel target was placed on a 60 mm in
mirror 14 directed the beam onto the laser differential inter-diameter and 3 mm thick aluminum disk, which served as the
ferometerl5. The interference period of the LDI corresponds anode of the accelerator. A J0m thick aluminum foil was
to 26 m/s. A metal tubdO with a 16-mm outer diameter glued to the back side of the target. When the electron beam
protected the laser interferometer from a parasitic light flashstruck the aluminum anode, a pressure jump appeared in the
arising when the electron beam interacts with the aerogel an@node and reached the aerogel sample in a tm&.0 us
striking the interferometer mirror, that can distort the indica-and propagated in the sample. The arrival time of the pres-
tions of the interferometer. In addition, the tub@also func-  sure jump at the back surface of the target and the velocity of
tioned as an acoustic decoupler, ensuring that the arrival timée back surface were determined using the interferometer
of the shock wave at the back surface of the aerogel samplkb.
is measured correctly. The laser beams reflected from the
mirror 16 sFruck the phot.ocathode of a IBEBAr photomulti- EXPERIMENTAL RESULTS
plier, the signal from which was detected with an S1-75 os-
cillograph. Figure 2 shows a series of streak photographs, differing
The light flash due to the interaction of the electronby the FER-7 sweep rate and illustrating the dynamics of the
beam with the aerogel passed through a transparent vacuunteraction of the electron beam with the aerogel and the
side window17 and a lensl8 and struck a prismatic device propagation of the radiation front into the aerogel. All streak
19, which rotated the image of the energy-deposition zone ophotographs are for irradiation of @=0.25 g/cni aerogel
the electron beam by 90° in the horizontal and verticalby an electron beam €15 kA, Uy,=290 ke\). The dashed
planes. A len20 focused the image on the vertical entranceline marks the thickness of the aerogel. The vertical arrows
slit 21 of an FER-7 streak camera, which ensured high lin-indicate the arrival time of the shock wave at the back sur-
earity of light transmission from the aerogg®. Sweeps of face of the aerogel, measured with an interferometer. In all
0.75, 2.5, 7.5, and 2%s/cm with a 0.1-mm entrance slit streak photographsA-C), with the exception of the photo-

DESCRIPTION OF THE EXPERIMENT
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resent the experimental results for 0.16 and 0.25 g/emno-
gels, respectively. Ths slope angle of the straight lines drawn
through the experimental points make it possible to estimate
FIG. 2. Streak photographs of the interaction of an electron beam with athe average propagation velocity of the shock front in aero-
aerogel. gels with different density for the same electron-beam pa-
rameters. As one can see from Fig. 2, these velocities are 350
and 500 m/s for 0.16 and 0.25 g/@merogelscurves2 and

graphD in Fig. 2, the gap between the aluminum anode foill: respectively. . _

and the aerogel is 5 mm. For the photogrd&pi Fig. 2 this ~AS noted above, the propagation velocity of the pressure
gap is zero. It is evident from Fig. 2 that the depth of thelump In a Ipw-densﬂy aefoge' was determined by a ghfferent
energy-deposition zone of the electron beam ip=a0.25  Method. Figure 4 shows interferograms characterizing the
glen® aerogel is 3 mm. propagation of a pressure jump in a 34-mm thick 0.025

Streak photographs obtained with differentFEE scan glent aerogel in different operating regimes of the accelera-
duration make it possible to determine more accurately thé&r- In the first caséFig. 4A) the electron beaml & 15kA,
expansion velocity of the aerosol toward the electron beamJo=290 keV) produced a bulgéspallation on the back
the expansion velocity of the anode aluminum foil, and theSurface of the anode disk, to which the aerogel sample was
propagation velocity of the radiation front into the aeroge|_secured, and spgllatlon on the back surface of the aerogel. In
Analysis of the streak photographa 2nd B shows that the the second casiig. 4B) (I =13 kA, Uq=290 keV) no such
expansion velocity of the aerogel toward the electron beam is
5.75 km/s, and the expansion velocity of the aluminum foil is
10-12 km/s. The streak photograph in Fig. hows that the
propagation velocity of the radiation front into the aerogel is
<500 m/s.

Analysis of similar streak photographs obtained for aero-
gels with other densities and the same irradiation parameter: 4
showed that the depth of the energy deposition zone is 17
and 4 mm for 0.025 and 0.16 g/éraerogels, and the expan-
sion velocity of the aerogel toward the electron beam is 2.5
and 4.5 km/s, respectively. For 0.015 and 0.020 g/the
depth of the energy-deposition zone increased up to 22 anc
19 mm. 8

The dependence of the arrival time of the ShOCk Wave atis 4. Interferograms illustrating the propagation of a shock wave in the
the back surface of the aerogel sample on the thickness of th@rogel(100 s per division. Shock wave excitation regimés — strong,
sample is shown in Fig. 3. Here the crosses and circles res — weak.
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FIG. 6. Velocity of the spallation fragments as a function of the thickness of

FIG. 5. Aerogel sample after the action of the electron beam. the aerogel sample.

bulge was observed. As one can see from Fig. 4, in the first
case the interference signal appeared in 280 which cor- into account. The electric potential in the energy-deposition
responds to a propagation velocity of the pressure jum@one in this case becomes comparable to the initial energy of
V=125 m/s. This velocity is much lower, 85 m/s, in the the electrons in the beam, decreasing the depth of the energy-
second case. It follows from the interferograms in Fig. 4 deposition zone. Indeed, a 17-mm depth of the energy-
that the velocity of the back surface of the aerogel is 78 m/sdeposition zone ip=0.025 g/cni aerogel is much less than
The shock waves excited by the electron beam producthe classical depth, which is 30 mm. Fopa-0.015 g/cr
the spallation phenomena observed in the experiment. Spa®€rogel this difference is even greater. The initial displace-
with a depth of 4 mm were recorded in 22.5 mm thick aero-ment of the radiation front into the aerogetith velocity
gels (p=0.15 g/cnd). Figure 5 shows an aerogel sample U=500 m/g as the aerogel undergoes unloading after irra-
(p=0.16 g/cni) irradiated with an electron beam %15 diation seems to occur with mass velocity, since the excited
kA, Uo=290 ke\). The aerogel sample is located in a Spe_electrons giving rise to the radiation cannot leave the energy-
cial holder, which prevented the sample from falling apartdeposition zone. Subsequently, the radiation intensity de-
after interacting with the beam. The aerogel is 30 mm thick creases, which results in a visual stopping of the motion of

It is evident from Fig. 5 that the electron beam forms anthe radiation front through the aerogel.
approximately 4-mm deep crater. The measured expansion velocities of aerogels toward

The maximum velocity of the spallation fragments de-the electron beam are higher than the velocities obtained pre-

pends strongly on the thickness of the aerogel sample. Figuidously in the experiments of Ref. 12. This is explained by
6 shows such a dependence for0.16 g/cni aerogel. As the fact that in the present experiments a more powerful elec-
the aerogel thickness increases, the spalled fragments iffOn beam with the parameters te=15 kA, Uq=290 keV
crease in size, forming classical spalled “plates” movingthan in Ref. 12, wheré=10 kA, Uy=270 keV, was used.
with low velocities. Thin aerogel samples, whose thickness ~ The back-side spall thickness jn=0.25 g/cni aerogel,

is comparable to or less than the depth of the energyequal to 4 mm, agrees quite well with the depth of the
deposition zone of the electron beam, fly apart with veloci-energy-deposition zone. This is consistent with generally ac-
ties of the order of the expansion velocity of aerogels towardepted ideas.

the electron beam. For a 20-mm thipk-0.025 g/cm aero- ~ The effect of a shock wave on a 0.16 gftaerogel is
gel this velocity is 1.2 km/s. The spallation fragments arelllustrated well in Fig. 5, where it is evident that at least two
much smaller than 1 mm. successive back-side spalls, producing mainline cracks, have

occurred. The depth of the first spall corresponds to half the
energy-deposition zonér the first appearance of negative
normal stress@sThe depth of the second spall is of the order
The measured depths of the energy-deposition zone aif the depth of the energy-deposition zone, attesting to the
an electron beamU,= 290 keV), equal to 3, 4, 17, 19, and smallness of the spallation stresses.
22 mm in aerogels with densities 0.25, 0.16, 0.025, 0.020, The isobar of the tangential stress@oundary of the
and 0.015 g/crh respectively, confirm the results of Ref. 12. turbidity zon, forming a cup-shaped curve, is clearly seen
In Ref. 12 it was noted that for aerogel densitigs0.2 in Fig. 5. Outside this boundary the tangential stresses did
g/cnt the effect of a volume electric charge must be takemot exceed the yield point and the material remained trans-

DISCUSSION OF THE EXPERIMENTAL RESULTS
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parent. Tangential shears, accompanied by the formation JABLE I. Depth of the energy-deposition of the electron beam with the

cracks greater in size than the wavelength of visible light€!ectron energy and current density amplituis=290 keV andj =15
kA/cm?, respectively.

which caused the aerogel to become turbid, occurred inside

the boundary. The decrease in the transverse size of the tuterogel Electron penetration depth
bidity zone toward the back side of the aerogel, is explainedensity R, mm
by the lateral unloading of the aerogel and by the damping of. g/cn? experiment calculation calculation without
the shock wave as it propagates into the material. electrification

It is interesting to note that even though the shock front.25 3 3 3
cannot be resolved in the interferograms in Fig. 4 for the0-16 4 4.5 5
slow scan chosen, the velocity of the back surface can still b&925 1 1 30

.02 19 18 38

measured because of the slowness of the decay of the ampgi.—115 2 20 51

tude of the shock wave after the passage of the front.

NUMERICAL SIMULATION . _
electrons as a function of their energy, taken from Ref. 17.

To determine the dynamical characteristics of aerogels The experimental results of the present work made it
and to compare with experiments, we performed numericabossible to refine the numerical estimate made in Ref. 12 of
calculations of the interaction of an electron beam from thehe breakdown electric field,, of high-energy electrons,
Kal'nar accelerator with aerogels, excitation of a pressuréyvhich characterizes the band structure of the aerogel. Thus,
pulse in an aerogel, formation and propagation of a shockhe best agreement with the experimental results obtains with
wave, as well as spallation phenomena. Ep=70-80 kv/cm for aerogels with density=0.015

Strong electric fields arise in an aerogel when it absorbs-0.03 g/cn? (Table .
an electron beam. These fields result in breakdown of the A predictor—corrector Lagrangian method with second-
aerogel and leakage of charge out of the interior volume t®rder accuracy and monotonization was used for numerical
the surface of the energy-deposition zone. These electrisimulation of the passage of pressure pulses through matter.
fields can strongly distort the energy-deposition profile of theThe system of equations of hydrodynamics was solved nu-
electrons?® To determine correctly the effect of these fields merically taking account of elastoplastic deformations. The
on the formation of the energy-deposition zone, it is necessystem was closed with the Mie—Grisen differential
sary to take account of the high-energy conductVityf  equations of stat®(p,Q,TI) of a porous medium with self-
dielectrics, which appears when electronic radiation is abconsistent variation of the Gmeisen coefficier¢I') and the
sorbed. bulk modulus(K) as a function of the porosit§1°>°*and

The high-energy conductivity in wide-gap dielectrics is with Mies’ yield condition® A power-law, percolation-
due to the fact that when an electron cools down to the enclassical model of the coupling of dynamical characteristics
ergy of the band gap, the energy losses decrease sh@sply of an aerogel with the characteristics of its foundafifused
a factor of 1000 because subsequent excitation of electronguartz®) was used:
from the band gap into the conduction band is impossible.

The main coolingg Ehannel for electrons with such enpergies is 1K) (D) (o) (V). ={Ki Ty 01, Yid B,
interaction with optical phonons and with thermalized (p) 1-8

electrons® In strong electric fields, the heating of the elec- B=—" = T

trons must be taken into account, and with compensation of P
the heating and energy losses breakdown due to high-energyhereK, I', o, Y, andp are, respectively, the bulk modulus,
electrons occurs. The magnitude of this breakdown field ighe Grineisen coefficient, the spallation stress, the yield
determined mainly by the energy of the optical electrons andpoint, and the density; the brackets refer to a porous aerogel;
as a rule, is several orders of magnittff@ less than the and the index refers to the base.

standard value of the breakdown voltage of thermalized elec- In our experiments the internal energy of the aerogels
trons. (i.e., the specific energy deposition minus the work per-

As the electrons cool down furthéto less than the en- formed by the pressure forgesas of the order of the heat of
ergy of optical phononsthe interaction of the electrons with sublimation of its base. For this reason, in the calculations
acoustic phonons and traps — lattice defects and impuritie#1e system of equations was supplemented by the differential
— becomes substantial. The energy losses once again igquation of state of the gas phase.
crease. For this reason, the contribution of these electrons to The dependence of the thermodynamic coefficient
the production of conductivity was neglected in our calcula<{I')=T;8? in Eq. (1) follows from the general formula for

(€Y

tions. the Grineisen coefficient of heterogeneous mateftals
The specific energy deposition of the electron beam as a ['vQm (K)

function of the Lagrangian absorption depth and the irradia-  (T")= _ 2

tion time was calculated in the diffusion approximatin Km #Q;

taking account of the quasistationary generation of electrisvhere summation over repeated indicesndj is implied.
fields as well as the real current and voltage oscillograms of  Actually, a porous material can be regarded as a particu-
the Kal’'mar accelerator and the dependence of the range ddir case of a heterogeneous material consisting of a base and
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TABLE Il. Unloading of a shock-loaded aerogémpact of an Al plate  only through the unheated aerogel. Fgy=3.2 the average
irradiated by an electron beam with current density amplitugle computed propagation veIocitYD} of the shock front
through a 34 mm thick aerogel was 95 m/s, and the maxi-

Current density Pulse emergence time Velocity of back

amplitude T, 1S sideVy, m/s mum velocity of the back surface w&s =60 m/s, which is

jo, kA/CM? experiment  calculation  experiment calculation close to the experimental resu(f®able lI). It is interesting to

13 (weak 200 360 78 60 note that, even though the shock front is not resolved with

regime the chosen slow sweep of the experimental interferogram,
15 (strong 270 310 90 the velocity of the back surface still can be recorded because
regime of the slowness of the decay of the shock amplitude after the

passage of the front. This arose because the stiffness of Al is
sharply different from that of the aerogel.
The same sharp difference of the dynamical characteris-

por_ei. InhQL:]r case (;_he Y’el'gh; fracnﬁn gf t_he dq(tjjartz k()jase 'fics of an aerogel arises between the irradiated and unirradi-
i =1, which immediately leads to the desired dependence,; q parts of an aerogel in experiments on its direct irradia-

The percolation coefficieny depends on many factors, tion. This is due to the change in the exponentin the

primarily on the type of interaction of the atom8Thus, for heated energy-deposition zope 1.7, and the elastic moduli

an isotropic interaction, manifested as a small shear mOdLEnd sound velocity are much higher than in the unheated
lus, y=1.7. For a central interaction with the maximum pos-

. - L - zone with y3=3.2. This has the effect that the expansion
sible shear modulutG) = 3/4K), the coefficienty=4.4. In velocity V, of the aerogel from the irradiated surface is also

Ref. .6 cro_ssovzr f“fj”? an |sor'§roplc :]O ahcentral |Int_eract|o igher than the velocity'; from the back surface. The com-
was investigated and it was shown that the percolation Coefs \ational results for these expansion velocities and the

ficient remains in the range 1.7-4.4. shock propagation time in aerogels irradiated in a regime

It should be noted that the percolation coefficignis with voltage amplitudeU,=290 eV and current density
the only free parameter in the model under study. All other.

fici ‘ he b fh 1 and jo=15 kAlcn? are presented in Table Ill. Comparing the
coefficients refer to the base of the porous material and, as &y national and experimental results in this table shows
rule, are known. In our case, the parameters for fused quar

din th ical imeHtsi he sh that the self-consistent model presented above for the equa-
were used In the numerical experimefitssince the shear o, of siate of highly porous materials is well-applicable in

. t
m?dulgs approaches Z€10 as the telrnperalt(urg mcr:eases to Pbﬁvide range of porosities. The results presented in Tables Il
softening temperature, it Is natural to take in the energyy ) 450 show that the computational model is suitable for

depo_5|_t|on zone of a powerfgl electron_ beam_a_percola_moraescribmg aerogels under various conditions and with differ-
coefficienty=1.7, corresponding to the isotropic interaction ent load intensities

model. Indeed, numerical experiments showed best agree-
ment with experimental results precisely for this chdice.
But, heating was negligible behind the shock front which
exited from the energy-deposition zone — only several tens The excitation of shock waves in SjGaerogels with
of degrees and was different from 1.7. various densities ranging from 0.025 to 0.25 gichy a

A linear temperature dependence of the coefficignt high-current electron beam was investigated using optical
was chosen in the calculation. The best agreement with thamethods and laser interferometry. The evolution of the radia-
experimental results was obtained wifl3=3.2 for heated tion from the energy-deposition zone and the expansion of
aerogel. Thus, in experiments on the generation of a pressutke aerogel toward the electron beam were studied. The ve-
pulse inp=0.025 g/cm aerogel using irradiation of an alu- locities of shock waves in aerogels with different densities
minum plate placed flush against the aero@etak shock and the velocities of the spallation fragments were measured.
excitation regime, Fig. B), the pressure pulse propagated A model of the equation of state of fine-pore materials, tak-

CONCLUSIONS

TABLE lll. Unloading of an aerogel irradiated with an electron beam with electron energy and current density
amplitudesU =290 keV andj,=15 kA/cn?, respectively.

Aerogel Target Pulse emergence time Velocity of back Velocity of irradiated
density thickness T, .S sideVy, m/s sideV¢, km/s
p, glcn? I, mm experiment calculation experiment calculation experiment calculation
0.25 5 5-6 6 200

11 15-16 18 150 5.75 4

22.5 38-40 38 130
0.16 5.5 4 500 300

7.5 10 240 250

11-12 20 20 120 150 4.5 3

14.6 27 80 130

30 69-72 70 80
0.025 20 10 1200 1200 25 215

*The value is indicated at time=10 us after irradiation starts.
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The characteristics of the breakup of a charged drop in a uniform electrostatic field are
calculated on the basis of Onsager’s principle of minimum dissipation of energy in nonequilibrium
processes. The ranges of the physical parameters where daughter droplets are emitted from

two tips and from one tip of an unstable parent drop and when emission is completely absent are
found. The dimensionless radii, charges, and specific charges of the daughter droplets are
determined. ©1999 American Institute of Physid$$1063-784299)00512-7

INTRODUCTION characterizing the stability of a drop with respect to the po-
larization charge, aniV?=Q?/(16moeR®) is the Rayleigh
Dispersing of charged drops in an external electrostatiparameter, characterizing stability of a drop with respect to
field is of interest for various applications in technical phys-the electric charge.
ics, scientific instrument building, geophysics, and chemical If \ is small and the characteristic instability growth
technology(see, for example, Ref. 1 and the literature citedtime 7, is much shorter than the characteristic equalization
therein. At present the breakup of a charged drop, which istime 7, of the electric potentialy, <4, then in the course
unstable with respect to its own chargand an uncharged of an instability the drop can be assumed to be nonconduct-
drop in a strong electrostatic field and unstable with respedihg and the charge to be frozen in the surface. When such a
to the polarization charg¥] has been investigated quite drop becomes unstable with respect to the surface charge, it
completely experimentally and theoretically. In both of thesebreaks up into two equal daughter droplets, carrying identical
situations the distribution of the surface charge of a drop i&:hargesc’, However, if A is so large that the characteristic
symmetric with respect to the equatorial plane perpendiculaihstability time mq Of a drop with respect to the charge is
to the symmetry axis of a spheroid. For the problem of themuch longer than the equalization timg of the electric
breakup of a charged drop in a uniform external electrostatipotential of the surface of the dropy<r,, then the drop
field, the symmetry in the charge distribution over the surcan be assumed to be ideally conducting. In the analysis
face of the drop is lost. The daughter droplets, detachingjiven below, this situation will be analyzed in greater detail.
from the opposite tips of an unstable parent drop, will now 2. When a drop becomes unstable as a function of the
have different sizes and charges. The momentum carried otharge Q and external electric field, highly dispersed,
by the daughter droplets emitted from opposite tips of thestrongly charged, daughter droplets are shed from one or
parent drop will be different and, therefore, the parent dropboth tips of the drop. We shall assume that after detaching
will move in the direction of the external electric field, as from the parent drop each daughter droplet moves in the time
observed experimentalRf before emission of the next droplet to a large distance away
The problem of calculating the characteristics of thefrom the parent drop and the electrostatic field of its charge
breakup of a charged drop in a uniform external electrostatidloes not influence the characteristics of the next droplet
field has almost not been studied theoretically. The preser@mitted from the same tip.
paper fills this lacuna. Let us consider the detachment of thia droplet from
1. Let a spherical drop of radiuR with surface tension one of the tips of the drop, which for definiteness we shall
o, densityp, permittivity e, electrical conductivityh, and  call the first tip, and of thdth droplet from the second tip.
chargeQ be placed in a uniform electrostatic field with in- We shall also take account of the fact that up to the running
tensityE. The drop extends along into a figure close to a moment in timen—1 emissions of daughter droplets from
spheroid with eccentricite.” For sufficiently large electric the first tip of the parent drop ard-1 emissions from the
chargeQ or field E or both at the same time, the drop can second tip have occurred. As a result of the emission, the
suffer an instability with respect to the intrinsic surface andparent drop emits daughter droplets with charggs<(Q
polarization charges. +ER?) and radiirj; <R (the first index enumerates the tips
The characteristic equalization time due to the conducef the parent dropi=1 for the droplet moving in the direc-
tivity of the electric potential of a drop undergoing capillary tion of E after emissionj=2 for the droplet moving in the
oscillations is determined by the Maxwellian relaxation timedirection opposite toE; the second index indicates the
Tq=¢/(4m\). The characteristic growth time of an instabil- number of the droplet in the emission proges#/e shall
ity of a drop with respect to the surface charge is determinedssume that the emission time of a daughter droplet is of the
by the relationr,=[ pR%/ o{1—W?—w?/(16m)}]*? (Ref. 8.  order of the period of the capillary oscillations of its funda-
In these expressions®=E?R/(& o) is the Taylor parameter, mental mode,~(rij)3’2. Therefore, in the time period during

1063-7842/99/44(12)/5/$15.00 1420 © 1999 American Institute of Physics
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which one large daughter droplet is shed from the second tighe intrinsic electrostatic energy of the parent drop before an
k small droplets are shed from the first figherek is the  emission; the sixth term is the electrostatic interaction energy
integer part of the ratior(, /r,,)%?. The daughter droplets between the charge of the daughter droplet and the intrinsic
in the total electric field near the parent drope shall as- charge of the parent drop; the seventh term is the interaction
sume the field to be quasiuniform on characteristic spatiatnergy between the daughter droplet and the polarization
scales comparable with the sizes of the daughter dro@ets charge of the parent drop.
prolate spheroids with eccentricitieg ,2" which will be de- Emission of daughter droplets will continue until the
termined below in an iterative procedure. Coulomb force detaching the daughter droplet is greater than
We shall assume that the dispersal process occurs at cotite Laplacian force &Uri*j holding it back (i*j is the radius
stant temperature. Then, since the total charge and mass of the neck connecting the daughter droplet and the parent
the liquid phase are constafwte neglect the possible effect drop). Assuming that the intensity of the field at the point of
of evaporation and condensation of the ligyid is not dif-  detachment is determined by the field of the parent drop, we
ficult to find the change in the potential energy of the systenobtain the condition for the detachment of daughter droplets
as a result of the next emission of a daughter droplet from &om different tips of the parent drop:
tip of the parent drop &%

5 o Xy (1—e2) Ve w ? w
_ 2 P2 2 2 (&) ————=Vij| — / +W —
AUjj=4mo(RjA(e) —Rjj_1A(€) +TijA(€))) +djj— — 8 (16m)Y2 w(16m) Y2+ W
ij
- - n—1 -1
Be)| "< F 1P Ble 5 C(v;) 1
A _ g 2 > Y= Yy +(-1)
+ 2Rij Q ]_21 Qa;j jgl Q2 dij Rij = 1j = 2j ﬁ
n—1 1-1
B(e) w
X — j— = X——m-————T(v:: ;
© J§=:l qu 12'1 qz]} 2Rij-1 w(16m) M2+ W (V")}
- |- 2
S : K(v) tanh Y(ev; H)—ev; (v2—e?) "t
x| Q-2 Chj‘E Ooj| +Oij—5— 4 Vij Vij L] .
=1 =1 Rij T(vj)=1
tanh Y(e)—e
n—1 I-1
X Q_Zl Q1J_Zl zj | +(— 1) ER;a; Q(w;)); (1-e*?®
o CoN= ey
1 2\1/2 Sin_leij 2\-1/6 !
A(eij)=§ (1—€j) T (1—eg) ™5 n-1 -1 13
Y a3 3 _ 3| .
B(eij): - tanh_l(eij);
ij %
rij dij Fij
_a2\13 o\ 2 aj=—; Yij=———= Xj=5 2
K(V): utanh_l i . V= 1+i N bl] ! (Q+ER2) ! R
g e Vij ' 4 a2 , i . ..
X;; andY;; are the dimensionless radii and charges of the
e(v;—1)— v tanh_l[e(yij —-1)(w; —e?)™ 1] _ daughter dropletdy;; are the minor semiaxes of the daughter
Q(vj) = (1—e?) P tanh Le—e) ' droplets; the first and second terms in braces characterize the
intensity of the electric field produced by the intrinsic and
{n, ifi=1, polarization charges of the parent drop near the daughter
n(i)= o droplet.
Lo =2 We require that, on the basis of Onsager’s principle of
n-1 -1 /3 minimum dissipation of energy in nonequilibrium processes,
Rij:(Rs_rﬁ_jZl ri»j_lzl rgj : (1) the change in the potential energy be an extremum, i.e.,

I(AU;j)/dg;;=0 andd(AU;;)/ar;;= 0.1 This gives in addi-
a is the major semiaxis of the parent drap; is the distance tion to the two equationg2) four equations for the six un-
between the centers of the parent and daughter droplets, medIownsXyj, Yuj, vij, Xpj, Yoj, andvy;:
sured in units of the major semiaxes of the parent dégp; I 1
are the spheroidal coordinates of the daughter droplets at t@?_ B(eij) N W S v, =Sy,
moment they are shed from the parent drop. X w(16m) " Y2+w = bo& e

The first term in Eq(1) characterizes the change in the

surface energy of the system; the second term characterizes  [K(»;;) —B(e)]
the intrinsic electrostatic energy of the daughter droplet; the XH—”
third and fourth terms characterize the intrinsic electrostatic
energy of the parent drop after an emission; the fifth termis  XH;;Q(»;;)=0; (3)

+(—-1 -1
=1 w(16m) Y2+ W
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The parametera/’<2.59 andW? were chosen from the
region A; where solutions for daughter droplets, detached
from the second tip of the parent drop do not exist. Solutions
of the system of three equations for the first tip in the first
emission, i.e. X, Yy, v, were sought, keeping the Ray-
leigh parameter fixed and decreasing the Taylor parameter.
At a certain finite value of the Taylor parameter the solutions
of the systen{2)—(4) vanished, i.e., we reached the boundary
of the region. Thus, in the range W from 0 to 0.6 a curve
w?(W?) separating the regions; andB was obtained. Next,
the parameters>>2.59 andW? were chosen from the re-

2
<0 1 0 7 Q‘;/O gion C. The solutions of the systef2)—(4) for the first and

second tips of the parent drop in the first emission, i.e.,
FIG. 1. Boundaries of the regions of values of the paramatérandw?  X;q, Y41, 711, X1, Y1, andv,;, were sought. Once again
where the laws of emission of the daughter droplets are diffeent (.7, the Rayleigh parameter was held fixed and the Taylor param-

@=a;=09). eter was decreased. At a certain value of the Taylor param-

eter the solution¥,;, Y,;, andv,; vanished. Thus, a func-
tion w?(W?) separating the region8 andA; was obtained
B(e; ) in the range ofw? from 0 to 0.255. Next,.the parameters
— 5t ) i 2' W?=0.6 andw? were chosen from the regidd,. The so-
(16m) X lutions of the systent2)—(4) for the first and second tips of
n—1 the parent drop in the first emission event, i.e.,
W _ E Y Xlll Yll! V11, Xz]_, Yzl, and Vo1, were found. The Ray|e|gh
w(16m) Y2+W =1 parameter was held fixed and the Taylor parameter was in-
creased. At a certain value of the Taylor parameter the solu-
W tions Xy1, Yo, v, vanished. Finally, a functiow?(W?)
w(16m) Y24 W separating the region®; and A; was determined in the
R range ofW? from 0.6 to 2.
w All regions for Q<0 were obtained by mapping the re-
} ((16—)1’2 ) gions calculated fo@>0. This was done because wh@ris
replaced by—Q in the equations of the syste(@)—(4) the

(9H|J
HIJ (9X A(e)+X A(eij)_

w
(167T)1/2+W
Zl . 6) ﬁHIJ[Yi‘_

H2 24

2 1] E YZJ

YK (i) aH;; w n-1 equat.ions describir_lg the solut_iqns R, Yqj, v trans-
X Hizj X, w(167r)*1’2+w_j21 Yy form into the equations determinin;, Y,; , v, and vice
versa.
-1 _ ow W 4a.Let the initial values of the parametén# andw? lie
—E Yy —(—1)'*t 7 1/2+W> in the regionA; or A,. Then emission occurs only from a
=1 (16m) (16m) single emission protuberance: f@c>0 — from the first one

- and forQ<0 — from the second one. In addition, dispersal
—”Q(vij)Yij =0. (4)  intheregionsA; andA, occurs in a similar manner, with the
X exception of the fact that in the regidqn the daughter drop-
lets have positive charges and in the regin they have
3. In the numerical analysis of the syste@)—(4), the  negative charges. In the emission process the Rayleigh pa-
parametery;; was assumed to be the same for droplets derameter for a drop decreases more rapidly than the Taylor
tached from the first and second tips and independent of thearameter, and in tha\?, w?) diagram a drop can reach the
number of a droplet in the emission process, i®.= «, boundary of theA; (or A,) region. The direction of the sub-
=0.92 sequent realization of the process leading to the breakup of
Six characteristic regions of existence of solutions of thethe parent drop depends on the value of the Taylor param-
system of equation€2)—(4) can be identified in the param- eter. Ifw?<2.59, then a drop in the plan&f, w?) falls into
eter plane Y2, w?) for fixed values of other physical quan- the regionB and emission stops completely. W?>2.59,
tities. These regions are presented in Fig. 1. then the drop falls into the regio@ and emission occurs
Emission in the regio®\; occurs only from the first tip from both emission protuberances. The computational results
of the parent drop. In the regioA, emission occurs only for W?=0.4, w>=0.4 are presented in Fig. 2.
from the second tip. In the regiddthe initial drop is stable. 4b. If the initial values of the parametews? andw? lie
In the regionsC, D,, and D, emission occurs from both in the regionD; or D,, then emission occurs from both
emission protuberances. In the regi@sandD, the parent emission protuberances. The charges of the daughter droplets
drop emits daughter drops with the same sign from both tipsshed from the first and second tips have the same sign but
In the regionC the daughter droplets emitted from the oppo-different magnitudes. In the emission process the Rayleigh
site tips have different signs. The boundaries of the regionparameter decreases and the drop moves from the r€gion
presented were obtained as follows. into the regionA; (or from the regionD, into the region
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FIG. 2. Dimensionless quantities as a function of the order numludra
droplet: 1 — radii X;; 2 — chargesY;; 3 — specific charge<, for
daughter droplets emitted from the first tip of the parent ddop; Rayleigh
parameter for a parent drop. Initial values?=0.4, W?=0.4, Q>0,

€?=0.7,2,=0.9.

FIG. 4. Dimensionless quantities as a function of the order nuinbtthe
daughter dropletx — radii X,; O — chargesy,, 0 — specific charges

Z, for daughter droplets emitted from the second tip of the parent drop;

+ — Rayleigh parameter for the parent drop. Initial value€=0.18,
W?=1.2,Q>0, =0.7, a,=0.9.

A7), after which the process described in paragrépfoc- tip and one detaches from the second tip the Rayleigh pa-

curs. The situation with the initial values of the parametergameter decreases. This process corresponds to the first pla-
w? ?ﬁC_’WZ from regloanl IS |IIL;strated in Figs. 3and 4 for (g5, in Figs. 5 and 6. Next, after the Taylor parameter has
the initial values oW"=1.2, w"=0.18. In thedetachment  gecreased somewhat, the charges of the daughter droplets
time from the first to ninth daughter droplets from the second,crease and a moment arrives when with two droplets de-
tip, 8,8, 9,9, 9,10, 10, 11, and 12 droplets are shed, respegsched from the first tip and one from the second tip the
tively, from the first tip. Then in the planeW®, w") the  Rayleigh parameter decreases. This corresponds to the sec-
drops fall into the regiom,; and emission continues only onq gecrease of the Rayleigh parameter. In time one droplet
frOT tge first tip of the parent drop. Then in the plane getaches from the second tip, one or two droplets detach
(W, w?) the drop moves into the regioB and emission  fom the first tip. In addition, in the time one droplet de-
stops. o ) . taches from the second and first tips the Rayleigh parameter
. 4c If the initial values of the parameteW” andw* lie  increases, and in the time two droplets detach from the first
in the regionC, emission occurs from both emission protu- gnq one detaches from the second tip the Rayleigh parameter
berances, and the charges of the daughter droplets detachggreases. This process corresponds to the second plateau in
from the first and second tips of the parent drop have differgigs 5 and 6. As the Taylor parameter decreases further, the
ent signs and mzagmtudes. Thezresults of the numerical Cagnarges increase and then, when one droplet detaches from
culations withW?=0.0025 andw®=2.7 from the regiorC e first and second tips the Rayleigh parameter decreases

are illustrated in Figs. 5 and 6. At the start of the emissionyq reaches zero. Then in the plavé?(w?) the drop falls
process, in the time that one daughter droplet detaches frofiq the regionB and emission stops.

the second tip, three droplets detach from the first tip. Then, |, concluding this section we note that the accumulation

in the time one daughter droplet detaches from the secong excess surface charge by an unstable drop terminates in
tip, two or three daughter droplets detach from the first tip. I'the form of the emission of a series of highly dispersed,

addition, in the time two droplets d_etach from _the first tip strongly charged droplets, as illustrated in Figs. 2—6, when
and one detaches from the second tip the Rayleigh parametgy{g parent drop in the range of values of the parameters
increases, and in the time three droplets detach from the firf\Nz w?) falls into the regiorW in Fig. 1. In Figs. 3—6 it is

Q04 0.8 B04F q0.8
E 2 o “
‘:0.2' 04> S.UZ,— 10.4«
™ 3 2 i =
s 4 o A
N 1
S 1 2 Z 3
s A T 0 ><‘~ $ 4 i’ | 0

g 250 500 n 0 1000 2000 3000 n

FIG. 3. Same as Fig. 2 for the initial valueg=0.18, W>=1.2, Q>0,

FIG. 5. Same as Fig. 2 with initial values®=2.7, W?=0.0025,Q>0,
€2=0.7, 2;=0.9.

€?=0.7, a;=0.9.
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FIG. 6. Dimensionless quantities as a function of the order pararmdter
radii X, ; 2— absolute chargdy,|; 3 — absolute specific chargés,| for
daughter droplets emitted from the second tip of the parent déop;
Rayleigh parameter for the parent drop. Initial values®=2.7,
W2=0.0025,Q>0, e=0.7, ;=0.9.

interesting that the sizes, charges, and number of daughte|

Zharov et al.

CONCLUSIONS

Depending on the external electrostatic fi@ldand the
magnitude and sign of the intrinsic char@eof an electri-
cally conducting drop, the drop becomes unstable with re-
spect to the superposition of the intrinsic and induced surface
electric charge under different conditions with the emission
of daughter droplets only from one tip of the drop parallel or
antiparallel toE or from both tips. In the latter case the sizes
and charges of the daughter droplets emitted from different
tips of the parent drop are different, as a result of which the
parent drop moves on account of the reactive effect. The
emission regimes can change continuously as a drop breaks

up.
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A method of determining the nonlinear interaction of microwaves with a magnetoactive low-
pressure plasma is presented. It is shown by solving simultaneously the problems of the
propagation of electromagnetic waves, the balance of charged patrticles, and the energy balance
that near a critical value of the constant magnetic induction the character of the interaction

of the wave and the plasma changes substantially: For magnetic fields above the critical field a
much stronger interaction is observed, for which the penetration depth of the incident

wave into the plasma increases. An investigation of the strong interaction regime showed the
existence of hysteresis, which is accompanied by an abrupt transition from one standing-

wave mode in plasma to another. It is shown that virtually complete absorption of the wave is
possible. ©1999 American Institute of Physid$S$1063-78429)00612-]

INTRODUCTION form isotropic dielectric bodie%! and the plasma to be a

The study of the nonlinear microwave—plasma interac.nonuniform anisotropic dielectric body. The fields are as-

tion is of great importance for the problem of maintaining anzurr?ed ,—tuc,)t hzxe i (I:ioirtnrt)ilrix rgpreizntgtlondvglltrhttlmii q[epen-
electron-cyclotron plasma, used in ion sources which comocneee . explic e dependence of°(r.t) exists

ponents of setups for depositing thin films and etching filmsOnly in the nonstationary case because of the time depen-

during the fabrication of microcircuits. Methods for simulat- dﬁnce ?f 'the_ elte_ctrorj denhs_ltz |rtwhplas|ma. I |sdass!:med t_hat t_he
ing rf dischargels are not suitable for investigating micro- charactenstic time in whic € plasma densily vares 1

wave discharges because of the characteristic features g}uch longer than the characteristic time required to establish

such discharges, which are determined by the higher fred distribution of the electromagnetic field. For this reason, to

guency of the electromagnetic fields. In addition, the quasilcind the electromagnetic field it can be assumed #4t,t)

static approximation for the electromagnetic problem, in—(a‘nd the fields, potentials, and currerissdetermined by the

cluding the Poisson equation for the electric potential in the'nStamaneous electron densny n the plasma, while .the_ dis-
plasma, also is not suitable for modeling a microwave disribution of the electromagnetic field at the moment in time
charge, considered is the same as in the stationary case.

Although the differential equations determining the . _tF?rastat:cotr;]arylplasm?jdlstrlbtitlc;)n thedcomﬁlei{)I( perTr']t'
propagation of electromagnetic waves in a magnetoactivgVI y tensor ot the plasma does not depend explicitly on the

plasma are well knowfr? in a complex geometry problems time

arise with the boundary conditions for the electromagnetic a).Denvanon of a three—dlmensmnal integrodifferential
equation of the electromagnetic problehet V be the vol-

fields because of the open nature of the problem for micro- f the dielectric bodi d ol der stud d let
waves. A well-known method of integral equations has bee rine ot the dielectric bodies and plasma under study, and e
be the electric field of the incident wave. We represent the

developed for such open problems of scattering of electro- o :
magnetic waves/ electromagnetic field in the plasma as a sum of the field of

In Refs. 8—12 integral-equation methods were used tghe incident wave and the scattered field due to the volume

describe the propagation of microwaves in a magnetoactivalt?]nzat'pr: cufrrt?]nt (\j'\.”tr dte_nstl)tya_vv hich dcart1 t?\e cal_c t:latefdth
plasma. It was shown that it is important to take account of'+ N€ points o the dielectric bodies and at the points of the

the change in the electrical parameters of the plasma caus@&asma according to the formulas

by the wave, and these methods were combined with meth-  j(r t)=jw[e%(r) - £°]- E(r,t), )
ods for investigating rf discharges. In the present paper these
investigations are elaborated and refined. J(r,t)=jo[€”(r,t)— &°]-E(r,1) (2

in the dielectric and plasma, respectively. Hat is the

vacuum permittivity tensor, equal to the product of the
We consider first the solution of the electrodynamicvacuum permittivitye, and the unit matrix. Then

problem of the propagation of an electromagnetic wave with .

circular frequencyw in a space filled with dielectric bodies ~ E(ID=E(N+EXr.1), )

and plasma. We shall assume the complex permittivity tengpare

sors of the dielectric bodies?(r) and plasmae®(r,t) to be

known. We shall consider the dielectric bodies to be nonuni-  E3(r,t)=—jwA(r,t)=Vo(r,t), (4)

FORMULATION OF THE PROBLEM

1063-7842/99/44(12)/6/$15.00 1425 © 1999 American Institute of Physics
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Lo e—jk|r—r’|
A(rit)y=—1[ J(r',t) ————dv’, 5
0= 47 | 3D ®)
1 e iklr=r'|
r,t :_f r',t) ———dv’, 6
@(r,t) Areg Vp( ) ] (6)

where k= wugeq=2m/N and N is the wavelength in
vacuum.

The electric charge density is related with the polariza-

tion current density in Eqg1)—(6) by the relation
V-I(rt)=—jop(r,t). (7)

The equationgl) and(2) with expression$3)—(7) sub-

A. B. Petrin

whereV g is the volume occupied by the reflected polariza-
tion currents],.s and arranged mirror-symmetrically with re-
spect to the metal screen.

If the polarization current at some point of the dielectric
or plasma isJ, then at a mirror-image point with respect to
the metal screen the reflected currént equals in modulus
the initial current, and the direction is such that the initial
and reflected currents together produce a zero tangential
electric field on the metal sheet.

b) Conductivity and permittivity tensor$Ve orient the
0Z axis of the coordinate system parallel to the magnetic
induction vectorB. In this system the permittivity tensor of
the magnetoactive plasma is well knowithen the conduc-
tivity tensor can be represented in the form

stituted into them form an integrodifferential equation for the o, —o, O
polarization current density oP(r)=| o o 0 (11)
L)= 2 1 ’

, c? . 0 0 o3

J(r,it)—o(r,t)-| —joA+-—V(V-A)|=0o(r,t)-E'(r),
Jo where
(8) 2 2

where the conductivity tensos(r,t)=jw[ &(r,t)—£°] has UF]%M? 0r=80— wp'w.c :
been introduced, ang(r,t) is the tensog’(r) if the point at we—(w—]jve)? we—(w—]jve)?

which Eq.(8) is written lies in the dielectric bodies and the 2

tensoreP(r,t) if the point indicated lies in a region occupied oa=—jeo “’l_) .

by the plasma, and the vector potentfalis determined in (w=jve)’

terms ofJ by expressior(s). o _ wc.=eB/mis the cyclotron frequency;
Solving Eq.(8) we find the polarization current density

J, and substituting the distribution obtained into E@s.and

(2) and solving these equations we find the electric field dis-

tribution E in the plasma and in the dielectric bodies. Then

we can find the average volume density of the Joule losses the plasma frequencym is the electron mass is the

from the formula elementary chargey. is the average electron collision fre-

quency;n(r,t) is the electron density; the permittivity tensor

of the plasma is related with the conductivity tensor as

eP(r,t) =€+ o(r,t)/jw.

o The permittivity tensor of a nonuniform isotropic dielec-
In Egs. (1)—(9) the explicit dependence of the complex tric can be found much more simply. Let the relative com-

amplitude of the polarization current density, the vector anq3|ex permittivity be described by the functier®(r). Then

scalar potentials, and the complex amplitude of the electri¢he permittivity and conductivity tensors will have the form

field is determined by the slow time dependence of thesd(r)zsrel(r)so and o(r,t) =j w(£9(r) — £°).

plasma density. For this reason, at each moment in time ¢) Electron balance in the plasma@he equation of elec-

these quantities are related with one another by the samggn palance in the general case can be written as
equations by which they were related for constant plasma

parameters, equal to their instantaneous values.
If a metal screen, which we assume to be flat and infi-

nite, is intr into th tem of dielectri i n . L C
1S oduced into the system of dielectric bodies a dwheren is the electron density; is the ionization constant,

lasma under study, the integrodifferential equation of th . S .
Eroblem changes s)(/)mewhat %n HE) E shouIC(!l be inter- Ei<,ec is the recombination constar, is the attachment con-
: stant, N, is the neutral gas density, aridl is the electron

preted as the sum of the fields of the incident wave from the,. . . . S .
. .. diffusion tensor(in the presence of a magnetic field aniso-
external(with respect to the systenturrents and the inci- T . :
tropic diffusion changes from nonambipolar to ambipplar

dent wave reflected from the metal screen, and the vector :

otential is given by the expression For an electron—cyclotron plasma, used as an ion source,
P the degree of ionization of the plasma is l¢approximately
10™%), and for this reason the influence of recombination on
the indicated process can often be neglected. Moreover, in
the present work we shall consider for definiteness an argon
plasma, where attachment can be neglected. Thus, the num-
ber of electrons changes mainly as a result of diffusion and
ionization.

1
n(r,t)ez)z
(x)p: s

80m

W(r,t):%Re(J-E*). (9

an

at kian_kre(,nz_kattan"'(V'(D'Vn))a

(12

o iklr=r’|
Ir' t) ————dv’
\%

A Mo
(r’t)
At |r rrl

e—jk|r—r”|

[r—r"|

MO 1 n
+ EJVreﬂJreﬂ(r 1) dv”, (10
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The ionization coefficient is determined by the average ! ! !

electron energy . For example, the functiok;=k;(eg) 1 2 3 4
for argon can be represented as

0, if £o=5.3, J

T 8.7%x 107 15(¢,— 5.3 exf — 4.9Ksg—5.3], if £4>5.3,

wherek; is expressed in s ! andeg in eV.
For this reason, to determine the source term in the elec-
tron balance equation it is necessary to solve the problem of \ . H
the energy balance of an electron gas. ! ! !
d) Energy balance equations for an electron gase FIG. 1. Geometry of the problent — free space2 — dielectric,3 —
permittivity tensor of a magnetoactive plasma can be obplasma4 — metal,5 — incident wave.
tained from the equation of motion of an “average elec-
tron.” This equation can be obtained from the moments of
the Boltzmann equatiotiRef. 13, pp. 179-181 mi=eE We note that the introduction of the electron temperature

—e(vxB)+F;, whereF;=—mu,.v is the effective friction here does not imply the use of a Maxwellian distribution.
force acting on an e|ectron,,c is the average electron colli- Even for a distribution function different from the Maxwell-
sion frequency, and/ is the electron velocity. This force 1an function, the expressiose=(3/2)kgT, is used for the
arises as a result of the loss of momentum in collisions oflectron thermal energy only because the term “electron
electrons with neutral atoms. temperature” is used in experimental investigations, for ex-
On the average, in a collision an electron loses momen@Mple, in measurements using a Langmuir probe. In the
tum of directed motion, and the energy of directed motion isPresent workTe is simply 2/3 of the average electron energy.
converted into random thermal motion of the electron gas € Method for determining the stationary distribution of
and also into excitation and ionization. For this reason, théhe plasma electronsThe stationary electron density distri-
electron temperature increases to values where all of thution arising after a discharge is established was determined
wave energy transferred to the plasma electrons will béh the present work by the method of successive approxima-
transferred to the plasma boundaries as a result of heat coHons. In the proposed method, the approximate nonstationary
duction of the electron gas, and a certain amount of energprOblem was studied and the limit of its solutions as time
will be converted into energy of excited and ionized atomsapproaches infinity was found. This limit is the desired solu-

We can write the energy balance equation in the form  tion of the stationary problerif.
The approximate nonstationary problem differed from

2 the exact problem in that the diffusion coefficient tensor was
V~(§k.Vse,)) assumed to be the same as the ambipolar diffusion tensor,
i.e., it was assumed that diffusion is ambipolar immediately
+w(r,t)—v(r,t)—u(r,t), (13 after a discharge starts. Starting with the background distri-
) ~ bution of the electron density and electron temperature, a
wherewe=nee=(3/2)kpnT, is the volume energy density g icient number of iterations was performed with a suffi-
of the electron gas;, is the average energy of one electron, ¢jenty small time step, the desired solution of the stationary
Ky is Boltzmann's constan is the electron densityTe i hroplem was obtained, and the stationary electron density,
the electron temperature(r,t) is the volume power density he electron temperature distribution, and the corresponding
of Joule lossesy(r,t)=qi(r,t)-sjon are inelastic power gjeciromagnetic field in the plasma were found. These distri-
losses per unit volume as a result of ionizatiop,is the  psions are solutions of the stationary problem.
ionization rate per unit volume;;, is the ionization energy
of the neutralsu(r,t)_ are the melastlc_ power losses per unit SOLUTION OF THE ONE-DIMENSIONAL PROBLEM
volume due to excitation and elastic power losses due to
elastic electron—neutrals and electron—ion collisiénis, the Let us consider the planar problem, whose geometry is
thermal conductivity tensor of the electron géis the shown in Fig. 1. Let an electromagnetic plane wave be inci-
isotropic case it can be represented by the scaladentin a direction along the normal from the dielectric side
k=(3/2)kynD,), D, is the scalar electron diffusion coeffi- onto a flat plasma layer separated from free space by a di-
cient, andD is the ambipolar diffusion coefficient tensor.  electric layer and a metal screen. Free space can be filled
The power losses arising per unit volume as a result ofvith air at atmospheric pressure. Plasma will not exist at
the excitation of atoms and molecules in a low-pressuresuch a pressure, and the wave will propagate here as if in
plasma are much less than the power losses due to ionizatidree space. We orient th@Z axis of the coordinate system
and heat conduction. Power losses due to elastic electronperpendicular to the layer under study in the direction of the
neutral and electron—ion collisions are small compared withmetal screen, and we locate the origin of the coordinates on
inelastic losses. For this reason, in the present work the teritie front surface of the dielectric layer. Then the polarization
u(r,t) was assumed to be negligibly small. current density and the ac electric fields will have only com-

IWe

— = +
at

5
V' §8e|D'Vn
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ponents perpendicular to tl@Z axis, and they will depend 1E+717
only on the coordinate. This greatly simplifies the equa-

tions of the electrodynamic, particle balance, and energy bal-

ance problems.

The planar electrodynamic problem for the stationary w  TEXTE
case was solved numerically by the method of pointwise
collocation at points uniformly placed o 8,L] segment of
the O Z axis, wherelL is the total width of the dielectric layer
and the plasma layer. The polarization current density was A
approximated by a functional cosine series.

The particle and energy balance problems in the method
of successive approximations were solved by the Galerkin 2 N AR s N 1
method with the density approximated by sinusoidal basis 005 0.06 0.07 0.08 0.09 0.70 0.71 0.12
functions for the electron density and electron temperature. 8, T
S.UCh basis equa’uong Corr.eSpond t.o Z€ero t.)oundary Conql—IG. 2. Maximum of the electron density in the plasma versus the constant
tions. The basis functions, i.e., the sine functions, were chogagnetic inductior(iLH — hysteresis loop
sen as the weighting functions. The electron diffusion coef-
ficient was assumed to be constant and equal to the
ambipolar diffusion coefficient.

T 1o

max> ™

LR RN

direction of propagation of the wave. The electric field of the
right-polarized wave with the frequency of the wave equal to
the cyclotron frequency accelerates electrons constantly, giv-
The calculations were performed for an argon plasmdng rise to electron-cyclotron resonance.
layer with thicknes4. =6 cm. This thickness was chosen so  Figure 2 shows the dependence of the maximum electron
that the maximum of the standing wave formed by the inci-density in the plasma on the magnetic inductirin the
dent wave and the wave reflected from the metal screefegion of electron—cyclotron resonance with the incident
would lie in the rarefied plasma approximately at the centekvave having right-handed circular polarization. A wave with
of the plasma layer. This promotes stable ignition of theleft-handed circular polarization produces a plasma with
discharge. The thickness of the dielectric layer separating thélectron density many orders of magnitude lower and there-
plasma from free space was chosen td_he4 cm. fore was not studied. It is evident from Fig. 2 that the strong
The transport coefficients and parameters for the disinteraction is observed only near values Bfequal toB,
Charge in argon were calculated according to the=8.752¥ 1072T. This field COFTESDOI’]dS to the electron-
formulas:13:14 cyclotron frequency, equal to the frequency of the incident
_ 2 ) microwave =2.45GHz). However, Fig. 2 shows that the
peP=30.0(m*/(V-s))Torr, maximum of the interaction is observed B> B.,. Hys-

COMPUTATIONAL RESULTS

wi-p=0.14(m?/(V-9s))Torr; teresis of the resonance curve indicates a complicated non-
5 linear interaction of the electromagnetic wave with the
De-p=120.0(m"/s)Torr; plasma. Two hysteresis loops are clearly seen.
D;-p=4.0x 103 (m?/s)Torr; Figure 3 shows the gbsorptlon .cogﬁlment of the plasma
for an electromagnetic field of the incident wave as a func-
D.=(uiDet D)/ (it we); tion of the magnetic induction. It is evident that the character

ve[1/s]=5.3x10°- p[Torr];

Krec=10"1m?/s, 00 - 8
where u. and u; are the mobilities and, and D; the dif- . Wk \p
fusion coefficients of the electrons and iofls, is the ambi- °\“ sk I
polar diffusion coefficient, and is the electron—neutral col- 2 af
lision frequency. el -
A discharge at pressune=25mTorr was investigated. g“ 60
The frequency of the electromagnetic wave was 2.45 GHz. f.é’ 5”E ¢
The intensity of the wave incident on the plasma was taken - 40 :
to be | =1.5x10* W/m?. The permittivity of the dielectric A [
layer was assumed to b&'(r)=5. § 20[ : 4
It was found that an incident wave with right-handed 10 i AL\\\
circular polarization interacts strongly with the plasti&? oL e AN\
Since the literature contains two directly opposite definitions 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.72

of right-handed circular polarization, in the present work the 6,7
pplanza‘uon is considered to be ”ght'hand_ed Whe!" th_e elecg. 3. Absorption coefficient of the plasma versus the constant magnetic
tric field vector of the wave rotates clockwise looking in the induction.



Tech. Phys. 44 (12), December 1999 A. B. Petrin 1429

|1E], arb. units a I£1, arb. units a

4000 Dielectricz Plasma : 4000  Dielectric | Plasma

Jooo
2000

1000 _ 1000
0 [ W T | e 0 Lo e aal
0.00 002 0.0+ 006 008 0.10 0.00 0.02 00% 006 008 0.10
n, m> b
8.0x10"

60x1%
40x 10"
20x107

L

I T W N U N N |

0.0
0.00 0.01 0.0z 0.03 0.04 0.05 0.06

a0 [N W N B B [
0.00 0.01 0.02 0.03 0.04 0.05 0.06

73V o]

es“_,g Y14 c
5
; 4
3
2 2
1 7
gL 0L 2 R T T N S S N N (O |
0.00 0.07 0.02 0.03 0.04 0.05 0.06 0.00 0.0 0.02 0.03 0.0% 0.05 0.06

(z-0.04) ,m (2z-0.04), m

FIG. 4. Distribution of the modulus of the electric field of the waag the
electron densityb), and the electron temperatuf@ along thez axis with
B=0.089 T,|=15000 W/ni.

FIG. 5. Same as Fig. 4 witB=0.086 T.

and the electron temperature for magnetic induction less than
of the resonance is qualitatively the same as the dependentie critical value are different. It is evident from Fig. 5 that,
shown in Fig. 2. in contrast to the preceding case, the field decays exponen-

We now call attention to the different behavior of the tially in the plasma, and the density distribution is more
curves shown in Figs. 2 and 3 f& above and belovB,,. asymmetric. Electrons are created in a thin layer where the
The character of the right-hand parts of the curves indicateBeld penetrates into the plasma, giving rise to the asymmetry
interference. It can be inferred that a wave which has passeaf the density distribution.
into the plasma interferes with the wave reflected from the  The differences of the distributions shown in Figs. 4 and
metal screen. Then, the absence of irregularity of the curves can be explained by the following two factors. The first
to the left of B, indicates that interference vanishes. This canone is the change in phase of the coefficients of the conduc-
occur only if the wave reflected from the metal screen vantivity tensor as the magnetic induction passes throBgh
ishes or substantially decreases. Therefore the wave can BerB<B,,, the incident electromagnetic field generates cur-
expected to decay exponentially fB,k<B., and an interfer- rents that in turn generate electromagnetic fields that de-
ence pattern can be expected BrB,,. crease(on account of destructive interferendae transmit-

As the calculations showed, such a pattern is indeed olted field. A phenomenon similar to the spin effect occurs.
served. Figure 4a shows the distribution of the modulus oHowever, ifB>B,, then the phase of the currents changes
the electric field in the dielectric layer and in the plasma.by approximately 180° and interference of the incident elec-
Such a distribution of the electric field in the plasma is typi-tromagnetic wave and the fields due to the currents arises.
cal for interference of two decaying waves propagating to-This interference is already an almost in-phase superposition
ward one another. The wave propagating from the left is thef the fields. The field in the plasma in this case decays not
incident wave which has passed into the plasma and thas a result of the quenching, destructive interference, but
wave propagating from the right is the wave reflected fromrather as a result of the absorption of the wave by the plasma.
the metal screen. The distribution of the electron density andhe electromagnetic field penetrates deep into the plasma,
electron temperatur@-igs. 4b and 4creaches a maximum at giving rise to a high electron density.

a point close to the center of the plasma layer, shifted some- Second, foB<B,, electrons are produced only in a thin
what toward the front edge of the plasma layer. layer near the surface. A high gradient in the direction from

The curves of the modulus of the electric field of the the left edge of the plasma and a strong leftward electron flux
electromagnetic wave in the plasma, the electron densitygut of the plasma arise, which strongly decreases the average
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FIG. 6. Distribution of the modulus of the electric field of the wave along
the z axis. B, T: a — 0.09650(point A); b — 0.09575(point B); ¢ —
0.09075 (point C); d — 0.08975(point D) for 0<(z—0.04)<0.04 —

dielectric, 0.04<(z—0.04)<0.1 — plasma.

A. B. Petrin

wave in the plasma changed abruptly, which is what led to
the abrupt change in the distribution of the Joule power.
Thus the transition of one mode of a standing wave to an-
other occurs abruptly with a delay — hysteresis arises.

For the smaller hysteresis loop, the transition from the
point C to the pointD is also accompanied by a change in the
number of modes of the standing wave in the plasma. Fig-
ures 6¢ and 6d show the distribution of the modulus of the
electric field in the plasma and the insulator for the pots
andD, respectively. However, in this case the standing wave
is not as sharp, which is what results in the small jump in the
parameters. Apparently, even smaller hysteresis loops exist
for even smaller values d8. Here the standing wave is so
weakly expressed against the damping background that the
hysteresis loops are no longer noticeable.

CONCLUSIONS

A method for determining the nonlinear interaction of a
microwave and a magnetoactive plasma was presented. By
solving simultaneously the problems of propagation, balance
of charged particles, and energy balance, it was shown that
near the critical constant magnetic induction the character of
the wave—plasma interaction changes substantially: A much
stronger interaction, in which the penetration depth of the
incident wave into the plasma increases, is observed for mag-
netic fields above the critical value. Investigation of the
strong interaction regime showed hysteresis due to a delayed
abrupt transition from one standing-wave mode in the
plasma into another. It was shown that a regime with virtu-
ally complete absorption of the wave is possible.
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Yet another contribution to the question of the stabilization of an extended glow
discharge in a transverse gas flow

I. A. lvanchenko
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The instability of a discharge in a transverse gas flow is studied experimentally. It is shown that
the characteristics of the source influence the stability. 1999 American Institute of
Physics[S1063-78429)00712-9

INTRODUCTION ties of a discharge in the setups were substantially different,
A glow discharge in a transverse gas flow is used i, CO and the transition rates into a contracted form differed by a

lasers. High lasing densities — about 5 kW per meter O'factor of 10__100' - . .
electrodé — are obtained based on such a discharge usin\% One variant of an electric discharge setup is presented in

relatively simple electrode systems and moderate gas flo _|g.h1. It shows a tranls,verse .fe_T_tr:on and qnz_vatrlantthof ;he
velocities (up to 60-70 m/s ischarge power supply circuit. The arrow indicates the di-

Substantial progress has been made in the technology 6?ction of flow of the laser gas mixture. An extended tubular

gas discharges. Nonetheless the mechanisms of instdhility cathodteltr;nd a flaftl anogirﬁ arel or;enc';ed na g|r8e6c tlgnltranls-
transition of the discharge from diffuse to contracted fprm verse fo the gas flow. The electrodes are 1).65—1.1 m ong.
The electrodes are connected through a ballast resistor or

are still not completely understood. The results from moderra. v to th v based inducti i
theoretical models of instability do not agree with the experi- irectly to the power supply based on an inductive-capacitive

mentally observed regularities of the phenomena. Thus it fol_converter. A tight par?met“c coupling and negatwe feedbaqk
current are used in the source. Fluctuations of the grid

lows from theoretical works that, as a rule, an increase of th@" I
gas velocityv should result in a higher maximum specific voltage and slow variations of the load current are compen-
energy inputW* (the energy at which a transition of the

discharge from the diffuse into the contracted form occurs S SR N N

But, in experiments with increasing an increase oW* is

observed first, followed by saturation and then a decrease 7
(see, for example, Ref.)2 2
The answer to the traditional question of the effect of the S T e RS
characteristics of the supply circuit on the stability of the
discharg“ in application to discharges in a gas flow has not 'R
yet been found from the scientific standpoint. Theoretical J ] 4
works on this subject are based on the result of investigations < o
of the static current—voltage characteristics of a discharge 5
and its parts. The dynamic characteristics are not used in — + 6

calculations, since virtually no experimental work has been +
done. _NVI‘V‘V'\_ _ —k}-

In the present paper the results of investigations of the
static and dynamic current—voltage characteristics and the —I—
stability of an extended glow discharge in a transverse gas
flow are presented.

~
DESCRIPTION OF THE EXPERIMENTAL APPARATUS Ce( _[ﬁ], A NTW 11/ }g

) 777 I 777
Eleven LOK lasergPluton were used as experimental
setups. The electric-discharge setups of the lasers were not \\
identical. They differed by their structural characteristics, 9 )
such as the arrangement of the cathode relative to the chan-
nel walls, the structural connections of the electrodes withFIG. 1. Scheme of the electric discharge setup based on inductive—

the components of the setup, the characteristics of the flu2pacitive convertelt — cathode2 — anode,3 — resistor,4 — feedback
on current,5 — filter, 6 — rectifier, 7 — transformer,8 — inductive—

and the C_haraCteriStiCS Of the source and power_SUpply Cirql{gépacitive converterd — transistor voltage regulator for controlling the
for the discharge. For this reason, the contraction probabilidischarge current.

NN
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sated by negative feedback. The other variants of the 3, arb. units
electric-discharge setup differed by the power sources — 4
they used power sources with a nonstiff external character-
istic and negative feedback with respect to current. In all 3L
cases low frequencies were used to convert ac into dc cur-
rent. The characteristic parameters of the discharge were as 2k
follows: vo=30—-60 m/s is the velocity of the gas flow at the
front edge of the gas-discharge chante 1300—2000V is
the voltage across the discharge gap, bad0—20 A is the T
discharge current.
a 1 1 | 1 )
g 5 70 t, ms

ELECTROOPTIC CHARACTERISTICS OF THE DISCHARGE
] ] o FIG. 3. Contraction development process. Pulsations of emission brightness.
The electrical and optical characteristics of transverse

discharges are presented in detail in Refs. 6—9. The funda-

mental property of such discharges is that a Faraday space The experiments showed that the contraction could be
occupies a substantial portion of their volume. This space igssociated with the anode and cathode. Sometimes situations
manifested in a gas mixture and in the components of tharose where two discharges were observed to exist: a con-
mixture. From the standpoint of the creation and annihilatiortracted discharge and an uncontracted extended diffuse dis-
of charged particles this property can be formulated as folcharge. In either case the characteristic dimensions of the
lows: A discharge is locally non-self-sustained in a substanchannel in which contraction developed did not exceed about
tial portion of the volume; plasma forms as a result of am-1 cm. This is about 1% of the length of the entire gas-
bipolar drift of charged particles from the near-electrodedischarge channel. For this reason, its external electrical cir-

regionst®t cuit can be treated as an equivalent resistance consisting of
two parallel circuits: the discharge circuit and the power sup-
ON THE INSTABILITY ply circuit for the dischargé?

The experimental investigations of discharges with the
The transition of a discharge from a diffuse to a con-same configuration on different lasers showed that for the
tracted form appears inevitably if its parameters exceed celsame nominal laser operating regimes the probabilities of a
tain |Im|t|ng values. This situation is not considered in thetransition of the discharge from a diffuse into a contracted
present work. There are many construction-related and techorm can differ by two orders of magnitude. No reasons were
nological aspects of the occurrence of this transition. In adfound for contraction, except factors associated with accu-
dition, it can occur at values of the parameters below thenylation of adsorbed substances on the electrodes and the
maximum values; this is the situation studied in the presengroperties of the electric circuits of the discharge. It was
work. If the discharge changes into a contracted form at &lways possible to eliminate effects associated with the ac-
rate of <1 h~*, then we shall consider it to be unstable.  cumulation of adsorbed substances on the electrodes by spe-
A transition of the discharge into a contracted form wascia| technological methods, in particular, by conditioning the
detected according to a change in the current and voltage Qflectrodes, in a time of about 10 h and longer.
the electrodes. The temporal development of the contraction of a glow
discharge can be judged according to the current and voltage
wy pulsationgFig. 2) or pulsations of the emission brightness of
’ the discharggFigs. 3 and 4 The voltage was measured
1.5 1 directly on the electrodes, and the current was measured in
the power supply circuit for the discharge. The pulsations of

10 the emission brightness were measured using photocells
0.5 turned directed toward the volume element where contrac-

) | 1 1 ] 1 1 1

S, arb. units

I,A

b 3 -

30+

2

201 2r

70 B 1+

a 1 i L 1 1 ) ]

] 40 60 80 t,ms 0 1 ! I L L
a 5 70 t, ms

FIG. 2. Contraction development proceds:2 — pulsations of the dis-
charge voltage and current, respectively. FIG. 4. Same as in Fig. 3.
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- been expected from analysis of thé(l) characteristics.
1.6 2, 2. o .
P _- - However, an unexpected fact was that in this case sometimes
- )= H n-” a relatively prolonged(duration of about 1 hdischarge
~<15F o’ 27 4 could occur.
7= Two sources were connected alternately to the same
1.4f load: g a source based on an inductive—capacitive converter
with tight feedback on current with ac to dc current conver-
5 L 1 L sion with frequency 50 Hz;)ba source with negative feed-
10 % I, A back on current with ac to dc current conversion with fre-
FIG. 5. Staticl and dynami2 discharge characteristi¢s$(1). quency 5_0 Hz, and a_n output source resistance (_ﬁ-lm
the experiments no difference could be observed in the tran-
sition rates of the discharge into a contracted form.
tion was assumed to arise. As a rule, “contraction precur- A source with negative feedback on current with an out-
sors” — a series of pulses ranging in duration from 1 to 10put resistance of about 12 was connected to the electrodes
ms — appear. The process can convert at any stage or it cahrough a 3d) resistor or directly. No effect of the resistor
be extended and terminate by a transition of a diffuse into @n the transition rate of the discharge into a contracted form

contracted discharge. was observed.

An inductance ranging from Ootl H was introduced
CURRENT-VOLTAGE CHARACTERISTICS OF A into the power supply circuit for the discharge. Now effect of
DISCHARGE the inductance on the transition rate of the discharge into the

. i ._contracted form was observed.

The 'stat|c current.—voltage characteristics of the dis- The effect of current pulsations on the frequency of con-
Charg?- l.e., the functiong (1), were measu_req under the tractions of the discharge was studied. Current pulsations
condition that the ra_te of chang_e_ df SaF'SﬂeS o\l T . were either specially introduced by using a source of pulsat-
<2 Als. For the experimental conditions, this means that 'r]ng voltage or they were produced by using special schemes
Ay rectifying the current. In the experiments, the pulsation
frequency varied in the range 50—300 Hz, and the amplitude
%t the pulsations was 1-50%. No effect of the pulsations on

of the cgrrent sgt|sf|e8|/ JT> 1.00 ASS. _ the transition rate of the discharge into a contracted form was
Typical static and dynamic characteristicgl) of the observed

SlscBa:ge are ?reszn;ed n F|g.. S Thglldynam|c (;rlaractelrls- In the adjusted electric discharge setups a discharge op-
ics U(I) were found by comparing oscillograms of the pul- erated for 70 h without a transition into a contracted form.

. ; o .
sations ofl anZdU: Pulsatl_ons ol up to 50% in magmtude This limit is due to termination of the investigations.
and about 10 s in duration were produced using a source

of pulsating voltage in the power supply circuit of the dis-

charge. Under the experimental conditions, the differentiabonciusions

static resistance of the discharge wad Q<(dU/dl)g

<15Q. In contrast to the static resistance, the dynamic dif- It follows from the results obtained that) a discharge

approximately 20%. The dynamic characteristi¢d) pre-
sented correspond to the condition where the rate of chan

ferential resistance was positiveil/dl ) gyn=15—80(). cannot be regarded as being autonomous from the standpoint
of stability, i.e., stability is an aggregate property of the dis-
EEFECT OF THE CIRCUIT AND SOURCE charge and its power supply circuit, including the power
CHARACTERISTICS ON THE DISCHARGE STABILITY source; b the stability of a discharge must be studied taking
into account its static and dynamic characteristigs).
In practice, it is difficult to perform experiments with It was shown that a stable discharge can be realized by

low rates of transition of a discharge into the contracted;sing current sources with a soft exterbil) characteristic,
form, where the transition rate il h orless. For this reason, and with slow feedback on current, i.e., at low frequencies
conditions were created so that the transition rate of a50 Hz of ac to dc current conversion.
discharge into the contracted form was higher,  Thjs work was performed under Grant No. 98-02-17936
0.3—0.1min . A control check was made for low contrac- of the Russian Fund for Fundamental Research.
tion probability of a discharge.

A prolonged(tens of hours without a transition into a
contracted formdischarge could be obtained if the charac- v. L. volkov, A. A. Denisenko, S. I. Zakrevskiet al, Kvantovaya -
teristics of its power supply are determined by active and ktron.(Moscow 16, 2234(1989 [Sov. J. Quantum Electro9(11), 1437
) , (1989].
inductive .EIementS' In S.etUpS.Where the.eileCtr.Od.eS were CorLA. I. lvanchenko, V. V. Krasheninnikov, A. G. Ponomarenko, and A. A.
nected directly to a_n mdUCt'_Ve_Capacmve fllté_l’e., not Shepelenko, iMpplication of Lasers in the National Econorfip Rus-
through a ballast resistprthe discharge was unreliable. Spe-  siar], Nauka, Moscow(1986, pp. 53—62.
cifically, connecting to the electrodes of Br-C circuit with 3231-95538mnd0, C. Y. Rowe, and D. J. Swift-Hook, J. Phys8 01179
a capacitance of about_;tﬂ: mtrodu_ged sharp dgstabll|2|ng K. G. Emeleus, Int, J. Electrond2 105(1977.
effects — the contraction probability of the discharge in- sy Golov, A. I. Ivanchenko, V. V. Krasheninnikoet al, zv. SO AN

creased by a factor of 10—100. In principle this should have SSSR Ser. TekH.0(2), 87 (1986.
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Production of fullerenes in gas discharge plasmas. Il. Dynamics of reactions between
charged and neutral carbon clusters

N. I. Alekseev and G. A. Dyuzhev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Zh. Tekh. Fiz69, 42—-47(December 1999

The formation of fullerene structures in the presence of an electric charge on the carbon clusters
is studied. It is shown that the effect of plasma as a carbon source on the dynamics of the
change in carbon clusters reduces exclusively to the formation of the initial conditions for efflux
of a plasma jet from the interelectrode gap. 1®99 American Institute of Physics.
[S1063-78429900812-7

The effect of plasma on fullerene formation processes i) is unknown, with the exception of the dependence for
described quite clearly in Ref. 1. The crux of the resultsthe carbon mass flow rate, i.e., fopv,d (Whereng is the
obtained reduces to the fact that for a given carbon mass flovstal concentration of all possible carbon clustetsis ex-
rate, the fullerene yield can be substantially different for dif-tremely difficult to perform a theoretical calculation of the
ferent methods of organizing a discharge. stationary state. For this reason, in the present work it was

Itis obvious that it is exceedingly difficult to analyze the assumed that the initial parameters of the jet were formed in
processes occurring in a high-current arc, which include&some manner and emphasis was placed on the effect of the
fullerene synthesis as a component. Such an analysis musftasma component of the jet on the dynamics of the carbon
take account of the erosion of the electrodes, plasma-forminglusters.
processes in the interelectrode gap filled with a buffer gas, This effect can be as follows. The cross sections of the
extraction of the gas jet into the surrounding space, and remono- and bimolecular reactions into which clusters enter
actions between the carbon clusters in this jet. depend strongly on whether or not the clusters carry a

Gas flow in a high-current arc is determined by thermalcharge; the turbulent transport coefficients determining the
processes and by the intrinsic magnetic field. An approxiresidence time of the clusters in the temperature range that is
mate calculation of the gas-transport velooity in the arc,  most effective for fullerene formation can differ from the
performed in Ref. 2, givesy=151.2 (1/ro)(T/Pud ™2 Ac-  corresponding values for neutral clusters; the spectrum
cordingly, for arc currentl=100A, arc channel radius formed and the fullerene yield can depend on the distribution
ro=0.3cm, gas temperatuie=0.3 eV, and buffer gaghe-  of clusters at the exit of the interelectrode gap, i.e., on the
lium) pressureP.=100 Torr, vq is estimated to bey=2 proportion in which the elements,CC, C, and C are
X 10° cm/s. The Reynolds number reaches at least severgkesent; if the carbon and buffer-gas concentrations are of
tens and admits the existence of flow only in the form of athe same order of magnitude, and the degree of ionization of
turbulent jet. Striking the electrodes, such a jet turns andhe plasma sufficiently high, then the energy transfer to it
flows out of the gap. To a first approximation, the efflux from the hotter electronic component can influence the
velocity can be set equal t,. For reasonable values of the coarse of the change in gas temperature.
gas temperaturé =0.3—1 eV the velocityv, is always an The qualitative picture of the interaction and intertrans-
order of magnitude lower than the sound velocity. formations of clusters that is incorporated in the calculation

To examine the intertransformations of carbon clustersvas as follows. A definite sequence of configurations occurs
in such a jet, one must know, as a minimum, the characterlin the formation of both neutral and charged clusters: atoms
istic values of the initial parameters at the gap edge at- molecules— chains— rings — multiring systems—
r=ry, i.e., the densityN; of atoms, the gas temperatufe  fullerenes’ i.e., the topologies of the charged and neutral
the velocityvgy, and the effective initial thickness, of the  clusters are identical.
jet (the thicknessl, different from the gap widthl needs to At each stage the difference of the ionic clusters from
be introduced because the efflux of helium with the jet re-neutral clusters results in the reaction being speeded up or
quires influx of helium into the gap along the electrodes andslowed down. For example, the interaction of a charged
the position of the point where the radial velocity changeschain with a neutral chain can be considered, to a first ap-
sign must be set self-consistentlyAs will be seen below, proximation, to be the interaction ior- dipole, i.e., an at-
this set of initial data enters in the dimensionless parametertsaction. For this reason, the effective barrer to coagula-
in the balance equations for carbon clusters of different typetion should decrease. E; for the coagulation of two atoms,
and determines the evolution of these clusters. estimated in Ref. 4 to be 0.5 eV, for the interaction of a

The dependence of the enumerated parameters on ti@" ion —C atom decreases to zero, then the reaction rate
external conditiongcurrent, voltage on the gap, and pressureshould approximately triple. On the other hand, the curling

1063-7842/99/44(12)/5/$15.00 1435 © 1999 American Institute of Physics
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of a charged chain into a ring is inhibited, since the ap-
proaching ends of the chains inevitably carry charge of the
same sign.

The direct contribution of € ions which exist near the r
source should not strongly affect the fullerene yield, though
the growth rate of charge clusters in the course of coagula-
tion reactions is several times higher. This is due, in the first
place, to the fact that the degree of ionization of carbon
under the conditions of a large quantity of buffer gas, appar-
ently, is not so high; in the second place, under the condi-
tions of a decreasing electron temperature, charged clusters
should intensively recombine.

Even though the final result can be predicted, the pro- d

posed computational estimate is helpful at least because it 10

Spray

Cathode — |2r, Anode — 7

makes it possible to determine the real boundaries of the

influence of a plasma on the fullerene formation process.
Spray

PARAMETERS OF THE PLASMA INSIDE A FAN-SHAPED
RADIAL-SLIT SOURCE OF A TURBULENT JET FIG. 1. Geometry of the discharge gap and the radial—slit jet flowing out of
the gap.

In Refs. 5 and 6, where a jet consisting of neutral atoms P
was investigated, no information was required on the source
of the jet, except for the carbon mass flow rate. In the case of
plasma, as initial conditions at the boundary of the source it ) o o
is necessary to set, besides the gas temperature and the car- 1€ dissociative recombination constéjss for carbon
bon concentration, the electron temperatiigeand the con- molecules are not available in the existing literature, but it
centration of the charged component. For now, there i§loes not differ much for various gases. Specifically, for ni-
clearly not enough experimental information for calculatingtrogen and oxygen at 1 e¥se~2x10"%cm™¥s, and it
the energy balance in an arc. For this reason, in the preseh@s a similar temperature dependence. The same dependence
work the electron temperatuf in the source, the gas tem- was also taken for carbon.
peratureT, and the carbon mass flow rate were prescribed. The reverse associative ionization process@ — C;
The velocity of all components at the exit of the gap was+e should also be included in the balance of C atoms and
assumed to be the same and equaljo C, molecules together the dissociative recombination, but

The concentration of various plasma components waseliable information about the rate of such a reaction could
found from the balance equations. It was assumed that und@bt be found either for carbon or for nitrogen and oxygen.
the conditions of higiT, andT, C atoms, C ions, and small  On the other hand, the coagulation reaction G- C, with
quantities of G molecules and £ ions are present in the the formation of a neutral Omolecule has a very large cross
interelectrode gap. The following reactions were taken intasection. Against the background of such a reaction, the loss
account in the calculation: formation of ,Cmolecules:  of atoms due to associative ionization can be taken as negli-

. + +
C+C—Cp, and G molecules: G-C"— C; , and the re-  gipje for the balance of atoms, and the inflow of @ns is
verse spontaneous decay reactions of these molecules; col egligible compared with the result of the reactiorC*
sional ionization—recombination for C and" Cdissociative cr
5 .

recombination ¢+e— C+C*, where C is an excited car-

bon atom. recombination in collision$’;= B;Nn —an®, as far as we
The cross sectiom for the formation of G molecules know, has never been erfcIereld }‘ore carbg}l For this reason

from two atoms, just as in Ref. 4, was assumed to be T periorm o X

o= 0p- EXP—E, /T), Whereo,=5.3% 10~ 6¢cn? in a wide Just as in the case of dissociative recombination, we used the

range of buffer-gas pressurksThe cross section of the nitrogep datd. In accordance Withsthese6 date;, for gas con-
atom—ion reaction was given in a similar form a§ =o,  centrationN, at the levelN, =10~ 10*cm™ and tem-

xtL. The exponential factor* was varied. In our calcula- Perature Te=1.2—-1.4eV, the ionization constang; is

A calculation of the rate of step ionization—

tions it was assumed thet=1. Bi=1012—10 3cm%s, and the recombination raten?
The rate constants for the reverse process of spontaneolfsmuch lower than the ionization rate.
decomposition of the molecules were assumed to be We shall assume that the arc burns in a plane-parallel

P N cathode—anode gap with circular electrodes with radius
B2=Byexp(—Ex/T), B, =B, exp(—E;,/T), and symmetry axis passing through their cent@sakis in

whereE, andE, were the minimum energies of the poten- Fig. 1).

tial curves for G and G ; the valuesE,=E, =6 eV were The balance equations for the components C, C,,

used in the calculation. and G were written as follows:



Tech. Phys. 44 (12), December 1999 N. I. Alekseev and G. A. Dyuzhev 1437

1405 nor s 2 3
L 16
71351 g 7075
%., C +E; 7014 ,
2730 +§'; , " y 2 3
: ) //
125 0T T
C ! L L 7.30 1.34 1.38 142 146
5 0 %5 20 T,, eV

v, 103, em /s
FIG. 3. Concentration of the ions*C(1-3) and G (1'-3') versusT,.

FIG. 2. The minimum temperatufg, versus the jet velocity, at the gap ~ Pc=2010rT; vo=5X 10° (1, 1), 10° (2, 2'), 2X10* cmis (3, 3').
edge I=0.4eV).

CALCULATION OF THE CHANGE IN THE PARAMETERS OF
THE PLASMA AND GAS IN A JET

—T+R=Ny7+ 85 Ny +2B8,N,— g NyNy{
—2agNy NJ +2nKgeN; =0,

i =Ny 7+ B; Ny —agNy N, =0,

As noted previously, reactions leading to intertransfor-
mations of clusters outside the discharge gap proceed under
the conditions of a subsonic turbulent jet. Existing theories
of such a jet make it possible to determine its parameters

only if the concentration of one component, considered to be
the impurity, is low. Then the gas temperature and the total
concentration of the impuriticarbon are determined by lin-

—Ny 7= B3 Ny +ag Ny Ny —neKgsN; =0, @ ear equations of turbuplentyiransport and are desc)r/ibed by
where ne=N; +N; is the electron densityp, and ag simple anal_ytical solutions. The reactions Iefiding tq inter-
are atom-atom and atom—ion coagulation Constantg,ransformatlons of carbon clusters are studied against the
background of these solutions.

We used the simplest variant of the turbulent theory —

- N27]_ﬁ2N2+ angi=0,

ay=Vi0gy, ag=vios, vy is the thermal velocity of €

molecules;R is the source of carbon vapor per unit volume ' ; ] )
of the discharge gapy=2v,/r,. Prandtl’s theory which makes it possible to obtain the

To solve the systerfil) it is convenient to give the con- radial-axial dependences of the total impurity concentration

centrationN; and find the source strength for the experimen-2nd témperature of the gas on the basis of boundary-layer

tal value of the carbon flow rate. Then, taking account of thefquations and self-similarity hypotheses for the solutions,
conditionN; <N; , we have i.e., the possibility of writing the solution for any quantity

R(r,z) in the form M=2R(r)f(z)/r. Let us write out the

Ny =[N.(B; Bi+ n(Bi—ag))—n(B; +n)] solutions.
i The radial velocity is v,=v;"dF/dy, where v}
X[n=Ni(Bi—eag)] 7, =vy0,/x is the gas velocity in the symmetry plane of the
jet andx=r/ry; ¢y=z/ar; ®,=1.2-(dy/2ar,)¥% ais a uni-
Ng = ag NINy /(7 B+ NeK oo @ ! o; ¥ v—-1.2 (do/2aro)

versal experimental constant in the turbulent theory, equal to
The requiremeni; >0 and the balance of Cions give approximately 0.12;F is a universal function which is

the condition calculated numerically. The transverse velocity is
v,=av,(¢dF/dy—F()). The total impurity concentra-
Bi<ag +7INg, (3)  tion is n=ny(v/v>, where n,=ny0,/x; 0,=1.2

X (dg/2arg); Sc is the empirically determined turbulent
'Schmidt number. For a radial—slit geometry of the problem,
the best agreement with experiment is obtained with
c= 0.8. The temperature difference between the gas
inside and outside the jet i$T= 45T, (v/v")Pr, where
OT=06TyO1/x, ®:=1.2(dy/2ary), andP, is the turbulent

which can be regarded as an upper limit on the electro
temperaturel,.

On the other hand, the simultaneous solution of th
equations for C and G together with the condition
N; >0 gives a lower limit onT,

(4) Prandtl number.

+ + +
Aizmlao +(nt B2 )INJI(Bz + ). The dynamics of carbon clusters was described by a sys-
The dependence of the minimum temperatligeon the  tem of continuity equations averaged over the transverse co-
velocity v with a fixed carbon pressufe.=20 Torr is pre-  ordinatez within the jet. Just as in Refs. 5 and 6, we did not
sented in Fig. 2. Figure 3 shows the concentrations of theise the solution of the two-dimensional problem, since the
ions C" and G as a function off, for several velocitieg. constants of all reactions described on the right-hand side of
All curves shown in the figure are drawn for electron tem-the equations are nonlinear functions of the temperatures and
peratures approximately corresponding to the maximum desoncentrations, and the self-similarity hypothesis most likely
gree of ionization of the plasma. does not hold for different impurity components.
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To include new components in the analysis, as compared s 0 -
with the components which were studied in the interelec- gt )'ycfd_')’cé Ea.c(yatt yvg)
trode gap of the arc, specifically, neutrals and charged chains
and rings, it is necessary to include the additional reactions

_ 2 0 ) +
C+C,—C;, C+C; —C;, C"+C,—C;j — coagulation of Yoot + KaissYer 1/ oavt
carbon atoms and ions with,0molecules; G+ C,—C,,
C, +C,—C,; — coagulation of charged and neutral @ol- —Wol oX¥c /10, (6)

ecules; G+ Cy—Cryin, Gt C:—>Cﬁ;+.n — coagulation of  \yhere A= g.ronev1® /Oy Eme=((M+K)/mKYVZ
chains ff different sizes; - R, — curling of achainintoa , '+ . " and,* are the concentrations of the atoms, C
ring; G, +e—~C,_,+C — dissociative recombination of jons "and neutral and charged chains scaledytow, is the
charged chains. _ Probability of a chain curling into a ring.

The constants for these reactions were chosen as fol- g initial equation for determining the temperature de-
lows. The cross sectionsy, for the coagulation of neutral ¢rease Jaw was the energy balance equation for a partially
chains were calculated in Ref. 4. Just as in Ref._ 4, we aSpnized plasma in the forfn
sumed thato,, are proportional to the exponential factor
t°=exp(—E; /T), which is a common factor for all collisions div((5/2nvr —nxVTe)=—niVe—El
of clusters up to chains, inclusively. It was assumed that the
cross sections for the coagulation of neutral and charged —Nvr(32)Npy(Te—T)
clusters are determined by the same weighting factors as X(M/M pe) Te— e 7)
neutral clusters, and the exponential fadfqT) can be var- )
ied. For the results presented below, it is simply 1, but forvhereny=k=nvy /o neNye is the electron thermal con-
generality it is retained in the balance equations. ductivity due to collisions with helium atomsp is the

We were not able to find any experimental data on theplasma potentialire_e=5x 10" '®cn? is the cross section
dissociative-recombination rates of charged chaifjsadd ~ for elastic scattering of electron by heliuth.
even on the possible channels for such a reaction. For this Following the general scheme for constructing turbulent
reason, it was assumed that in the course of recombinatiosplutions? this equation must be averaged and time-averages
the chain length decreases by 1, and the reaction constant@ the type(évdT,), and so on, must be given. Thus, the
the same as for recombination of g @hain. This idea is average(évdT,) should be set equal toovTe)=(1,2/
based on the fact that the most weakly bound atom in a chaiR't)|dv,/dz|dTe/dz, wherel, is the characteristic mixing

should be the endmost atom. length for the velocity. Unfortunately, nothing reliable is
As an illustration, we shall write out on this basis the known about empirical constants of the tyPer , and in

balance equations for C atoms and charged chajns C addition there are no arguments in favor of the self-similarity
Atoms hypothesis being valid foif,. For this reason, since the

large electron energy losses in collisions with a buffer gas

are large, the turbulent losses in Ed@) were neglected. The
dvy/dx+ vy /x=AX —Tilapvr—Eqvi(20t0+ v th) temperature curve obtained in this manner can be assumed to
be an upper limit.
— &y (vatP+ g t™) After substituting into Eq(7) the value ofV¢ derived

from the equation of motion of electrons in the form

- vlgs Erc(Yatd et

(whereu is the electron mobility, and taking account of the
(2B,v,+ B3 vp) balance of the number of electrons in the form diw()
=TI';, we obtain

2ny(vVTe) — x-div(nV Te)
=n?u+T-(—E—3TJ2)—G, (8)

whereG=ngvr - (3/2): Npe: (Te=T)(M/Mpg) - e

Let us estimate the role of the different terms on the
right-hand side of the equation. The raligg; /G is 0.05 for
— &1 (1t 1 0) N./Ny=1/5 and cross sectiom,,= 10" 12cm? (which cor-
responds to the temperatur@.,=1.3eV); the ratio
Nev2p 1 /G~ (Te/(Te=T))- (v/vy)?- (MM ~* is also
much less than 1. Therefore the tef®) describing energy

+ (1/0’Aano)

©)

+ (VeKdisslo'AvT)( 2”;"';3 '}’:) .
Neutral chains of lengtle

dy./dx+ y.Ix=AX

Fépe (et rattyl )

+&oo c(Vat®ye ot v t%y ) transfer from electrons to buffer-gas atoms predominates.
On the left-hand side of the equation the ratio of the
_ 04 pFtt)+ - t0 energy fluxes transported together with the jet and due to
Szclvat ™+ ma ) % fac—a(7a heat conduction is/Te/kdTe/dx~L/300r o<1 for vo=2
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FIG. 5. Radial distributions of the concentrations of charged chaIn(;lﬁ:
Cqs (2) and neutral chains {{1'), Cg (2'). The computational parameters
correspond to Fig. 4.

FIG. 4. Radial distributions of the concentrations of the ioris (T), mo-
lecular ions G (2), atoms C ('), and molecules £(2'). Pc=20 Torr,
Pue=200Torr, T=0.4¢eV, T,=1.42eV, vo=2Xx10'cm/s, N;=4.2
X 10%cm3, N; =3.82x10%cm ™3, N; (1)=3.31x 102cm 3.

An analysis of a very wide range of conditiofgelocity
x10° cm/s, wherel is the characteristic decay scale of the from 2x 10° to 2x 10* cm/s and carbon atom density at the
temperatureT,. Therefore, in contrast to a supersonic jet,jet entrance from %10 to 5x 10'°cm™2) shows that in
energy transport due to heat conduction dominates on thée optimal case plasma should not propagate further than
left-hand side and the equation acquires the form (0.5-1)ry. The concentration of neutral chains at the mo-

ment when there are no longer any charged clusters present
(r—t+ng fdne/dx)dTe/dx+ d?Te/dx? is approximately proportiongl to tf?e tota? concentrati(F))n of
=(9/4)(r jNpeTe— o) X(Te—T)(M/ M o). (99  charged and neutral monomers at the jet entrance, i.e., infor-
) ) S mation about the degree of ionization of the initial plasma
To solve the second-order differential equation it is neCyemains almost forgotten. Thus, the effect of plasma as a
essary to know the derivativéT,/dx at the boundary of the  4rhon source on the dynamics of the variation of carbon
source, which is determined by the energy balance, which weysters reduces exclusively to the formation of initial con-
do not kE‘?W- For this reason, we proceed as follows: Wejitions for efflux of the jet from the gap, i.e., the initial
neglectn, ~dng/dx C(_)mpared Wlth 1 and, using t_he d_epe”'velocity, temperature, and concentration.
denceT~1/x, we write the solution of the equation in the We thank A. A. Bogdanov for a discussion of the results
form obtained.
Te=(TO—To)Ko(A ) /K A 2+ T /1, (10) This work was performed as part of the Russian Science
and Technology Program “Fullerenes and Atomic Clusters”
where A =(9/4)- (roNpere 1l (MMuo); T'=To(x=1),  (Project No. 98-058
To=T(x=1).
The second term in EJ10) is a particular solution of
the inhomogeneous equation, and the first term is the generéih reality, for helium pressures of 100—200 Torr the formation of a dimer
solution of the homogeneous equation. The factor in front of C, is a zero-barrier three-particle association process with the participation

the modified Bessel functiold ()\1/2)() is chosen on the ba- of a helium atom. The cross section of the process is more accurately
is of the b d diti ]ﬁo —TO) atx=1 expressed a®y=R;-Npe/vy with the constantk;, where N, is the
SIS 0 € boundary conditiohe= T atX= 1. helium concentration and, is the thermal velocity.

COMPUTATIONAL RESULTS AND DISCUSSION
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The production of fullerenes in an arc with graphite electrodes in mixtures of helium with

oxygen and hydrogen as well as in pure oxygen and hydrogen is investigated. The radiation spectra
of the arc and the mass spectra of the soot obtained in the arc are recorded; the content of
fullerenes in the soot is determined. It is shown that fullerenes are formed in appreciable quantities
(~1%) even in pure hydrogen. @999 American Institute of Physics.

[S1063-784299)00912-5

Quite a long time has now passed since the discovery dairoduced into the ionization chamber of the mass reflectron
fullerenes, but the enigma of the effective formation ofby heating microquantities of soot in a furnace.
fullerene molecules in an arc discharge remains largely un-
solved. In this situation, information about fullerene synthe-
sis in an arc under strongly suboptimal conditions could bEI'QESULTS
helpful. The objective of the present work is to study the
effect of hydrogen and oxygen on fullerene formation in an  a) Helium + hydrogen mixtureAs a rule, regimes with
arc discharge. helium pressure 70 Torr and current 80 A were investigated.
The hydrogen addition ranged from 0.1 to 30 Torr. Some
discharges were conducted in a pure-hydrogen atmosphere at
20 and 70 Torr pressures.

Arc discharges were studied in a 180-mm in diameter  Detection of the atomic hydrogen line,H656.28 nnm
water-cooled vacuum chamber. Vertically arranged graphiteluring the discharge showed that the intensity of the radia-
electrodes with diametet, =6 mm were secured to mobile tion in this line decreases, and the radiation completely van-
water-cooled holders, which were introduced into the chamishes after a timery. The dependence afy; on the initial
ber through end flanges using Wilson seals. The volume odfielium pressure is shown in Fig. 1. The vanishing of hydro-
the chamber was 16Prior to a discharge, the chamber wasgen from the chamber is seen especially clearly in experi-
evacuated to pressure below 0.1 torr and flushed with hements with a discharge in pure hydrogen. The pressure in
lium. Next, the experimental gases and mixtures were introsuch a discharge drops smoothly to z&f@. 2). Comparing
duced into the chamber. The chamber contained observatidfigs. 1 and 2 shows that helium strongly slows down the
windows for extracting the discharge radiation. Radiation inescape of hydrogen. It is evident that hydrogen, combining
the range 360-700 mm was detected with an MDR-23with carbon vapors, forms diverse hydrocarbons, which
monochromator and a photomultiplier or on photographicsettle onto the chamber walls together with the soot. This
film using an ISP-51 spectrogragwith a glass prism was confirmed by the mass spectra of soot obtained in such

A short focal length lens and a Dove prism were used fordischarges. They consist of many peaks in the range up to
photographing the spectrum. This made it possible to record00—500 u with periodicity 14 and 20 u. In this region the
the discharge radiation from regions located at different ramaximum peaks were recorded at 152, 178, 202, 226, and
dial distances along the axis of the discharge. With an 8—1@52 u. The position of these peaks is identical to the previ-
mm high slit, radiation from an approximately 40 mm in ously observed peaks of polyaromatic hydrocarb@sHs)
diameter discharge region could be recorded. under conditions of laser vaporization of graphite in

The soot was collected from the chamber walls after thean argon—hydrogen mixtufeThe total amount of such
discharge. A weighed amount of so@0 mg was mixed PAHSs in soot does not exceed 1% even for a discharge in
with toluene(25 cnt), after which the components of soot pure hydrogen.
dissolved in the toluene were extracted. The absorption spec- In the regimes investigated the erosion rate of the anode
tra of the solutions obtained were recorded with a spectrowas~3 mg/s, while the average rate of hydrogen “burnup”
photometer in the range 300—600 nm. Mass spectra of this an order of magnitude of lower. Since the ratio of carbon
volatile components of the soot were obtained for a numbeand hydrogen in the PAHs is approximately 2:1, and the
of regimes using a mass-reflectron type time-of-flight massnass spectrometry shows a very small quantity of hydroge-
spectrometer. Vapors of the experimental mixture were innated fullerenes §H, , wherex<<3, most of the hydrogen is

EXPERIMENT
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FIG. 1. Dependence of the timg,at which the H, line vanishes on the FIG. 3. Absorption coefficient of a toluene solution of soot extract as a
initial pressure withp,e=70 Torr andl =80 A. function of wavelengthl =80 A; pye, Torr: 1-3 — 70; 4, 5 — 0; py,,
Torr: 1 —0; 2, 3— 1.5;4 — 70; 5 — 20; 74, min: 2 — 30; 3 — 10; 4,
5—20.

therefore a constituent of the nonvolatile components of soot

with very large mass. shown using the mass-spectroscopic method that the
In contrast to previous wotK it was found, using mass fullerene contents in regimes corresponding to the cugyes
spectroscopy, that fullerenes form in small quantities even irg and5 in Fig. 3 are in the ratio 10:5:1. Despite such a large
discharges burning in a pure-hydrogen atmosphere. difference in the absolute values ef the relative content of
The fullerene content in soot increases as the admix- the fullerenes g, and G, in these three regimes is very close
ture of hydrogen in the mixture decreases and as the bursind equals 84:16. In all regimes the soot also contains higher
time 74 of the discharge increases. It is obvious that forfullerenes(up to G,) in a total amount of 3—5%.
74> 7y the fullerene content should be essentially equal to When interpreting the results of the detection of the dis-
the valuea=14% for a discharge in pure helium. This was charge radiation, it should be kept in mind that only the
confirmed by mass spectra and measurements: gfer-  intensities of the atomic or molecular lines averaged over
formed with the aid of the absorption spectra of the solu-pscillations in the space of the current channel can be deter-
tions. mined from the spectra obtained on photographic film ex-
It should be noted that for such regimes the absorptiorhosed for several seconds.
spectra(Fig. 3 can differ from the standard spectra of  Only strong molecular bands of the Swan system of the
fullerene solutions, since all soluble hydrocarbons formed inc, molecule and the violet system of the CN molecule as
the discharge pass from the soot into the solution. Especiallyell as the atomic lines of Hel and CI were recorded in the
large differences are seen for discharges in pure hydrogespectrum of the discharge in pure helidfhThe radiation of
(curves4 and5), where only a feature in the form of a step the atomic lines in the interelectrode gap intensifies toward
on a smoothly growing absorption curve remained from thehe cathode, and the molecular bands intensify toward the
strong maximum of fullerene absorption)at= 335 nm. Itis  anode. In the radial direction, the radiation of the atomic
obvious that these differences decrease as hydrogen pressyffes is concentrated in a quite narrow channel with diameter
decreases ang increases. 1-1.5,,. The atomic lines fix in the arc a region of maxi-
Although the standard method of determiniagfrom  mum temperatures, which coincides with the current chan-
the absorption of the solutions is inapplicable here, it wasel. The molecular bands are also emitted in the far periph-
ery of the dischargéin the region 40 mm and greajein
some photographs the luminance of the molecular bands has
| two maxima located directly on both sides of the region
Zﬂt\ where the radiation of the atomic lines is observed.
+ When hydrogen is added, the Balmer series of the hy-
AN drogen atom, whose lines are emitted only within the current
N +\ channel, appear in the spectrum. The number of these lines
'{ nk \ increases with the hydrogen partial pressure in the mixture.
o At p=9 Torr three lines from £ (656.28 nmto H, (434.05
\ nm) are seen, and in the discharge in pure hydrogen at
+ p=70 Torr five lines up to H (397.00 nm can be seen.
1 \1 A molecular band of the radical Ck814.2 nm appears in
10 20 the spectrum. It is very weak even with the addition of 30
t, min Torr hydrogen to 40 Torr helium. Judging from the blacken-

FIG. 2. Variation of the pressure in a discharge in pure hydrogen withind on the photographic film, its integrated int.enSity. is.sev-
=80 A. eral orders of magnitude lower than the total intensity in all
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the dischargepo,, Torr:1—9.0,2—30.0,3 — 31.5,pye, Torr: 12— Torr, p(O,) =9 Torr. Only groups of peaks corresponding to
0;3 —39.6,74, min: 1, 3 — 50,2 — 16. the fullerenes g and G in the ratio 84:16 were observed in

this mass spectrum. ThegfD peak is absent in the mass
spectrum. Therefore, under these conditions, the method of

bands of the molecules,Gnd CN. The rotational structure the optical absorption of the extracts can be used to deter-
of the very weak molecular band CH 388.90—387.13 nm ignine the fullerene content in the soot.

also seen in the spectrum of a discharge in pure hydrogen Figure 5 showsy as a function of the oxygen pressure in
(p=70 Torr). In contrast to the 314.2 nm band, this band is2 helium—oxygen mixture. It is evident that when only 1 Torr
tinted red and does not have such a strongly expresse@kygen is introducedq drops by almost a factor of 3 from
“head.” In the radial direction, the luminescence of the 14 to 5%, and it then remains essentially unchanged as
CH band terminates before that of the &d CN bands. p(O,) increases to 30 Torr.

b) Helium + oxygen mixtureln this case, just as in Figure 6 showsy as a function op(O,) for discharges
hydrogen, regimes with helium pressure 70 Torr and currenn pure oxygen. Fullerenes form, and by no means in small
80 A were investigated. The addition of oxygen to heliumquantities, even in pure oxygemore accurately, as shown
ranged from 0.3 to 30 Torr. Discharges in pure oxygen wer@bove, in carbon monoxigleAs the oxygen pressure de-
also conducted from 10 to 300 TorY. creasesyp is observed to decrease, as is also characteristic

Information about the behavior of oxygen can be ob-for other buffer gaseée, Ar, Ne, and their mixturés). The
tained by analyzing the time dependence of the total pressuf8aximum value ofa in oxygen is~2.3%. This value is
in the chamber during and after the discha(g&. 4). The close to the value of which we obtained in Ar and N&.
pressure was measured with a deformation vacuum meter to Emission of a strong line of atomic oxygen Ol
within 0.5 Torr. N=777.19 nm, which showed little change over a quite long

When the discharge was switched on, the pressurgeriod of time, was detected in the spectrum of a discharge in
started to increase and reached a stationary value in 1-2 mipure oxygen and mixtures of oxygen with helium. For
After the discharge ended, the electrons, the fittings, and thexample, with the addition of 1.5 Torr oxygen the Ol line
gas in the chamber cooled down and the pressure decreas@g@creased in intensity after the discharge burned for 30 min.
reaching the final valup, after several minutes. It turned out With the addition of 10 Torr oxygen no appreciable decrease
that in all regimes investigated the differencepgfand the
initial helium pressure is, to within 5—10%, twice the initial
oxygen pressure. Such a pressure increase can be explained
only by the formation of two stable carbon monoxide mol-
ecules CO from each oxygen moleculg i@ the discharge.

An estimate of the minimum bonding time of oxygen with an 2k
average anode erosion rate of 3 mg/s gives 1 min, which X

correlates well with the experimental variation of the pres- s
sure at the start of the discharge. 1

The absorption spectra of the toluene extracts of soot,

which was obtained from discharges in a helidmoxygen
. . . g ] I ! ]
mixture and in pure oxygen, have es_sentlally 'Fhe same fprm 75 50 75 N 200
as the spectra of the extract from a discharge in pure helium. Po.» Torr
This shows that such extracts contain only fullerenes, and the 2
Ceo andCqj ratio is essentially independent of the amount ofG. 6. Fullerene content in soot versus the initial oxygen pressure in the
oxygen added. This was confirmed by the mass spectrum @hamber for discharges in pure oxygen wita80 A.
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of emission was detected after the discharge burned for 58ystem, even comparatively large admixtures of hydrogen to
min. With the addition of 10 Torr oxygen to heliufrO  helium 1-2 Torr have virtually no effect on the fullerene
Torr) the atomic lines Hel and CI virtually vanished. The yield. This result also pertains to other hydrocarbon contami-
molecular bands became sharper, and a larger number afints in helium.
bands was recorded. In addition, sequences of bands of C In contrast to hydrogen, oxygen reacts rapidly with car-
molecules can be seen: 619.1 rffrom the Swan systen bon vapors, since only one carbon atom is required to bind
and 361.7 nm(from the Deslandres—d’Azambuja system one oxygen atom. The reaction rate is limited in the regimes
CN molecules: 460.6 nm. The CO and @olecules, which investigated only by carbon vapor infloganode erosion
have strong molecular bands in the entire optical range, wer€arbon monoxide CO forms in this reaction, and it remains
not represented at all in the spectrum. inside the chamber throughout the entire time of the dis-
charge, raising the pressure. However, the presence,of O
and CO molecules is not manifested at all in the emission
CONCLUSIONS spectrum of the discharge and in the mass spectrum of soot.
Nonetheless, the introduction of oxygen into the discharge
decreases the fullerene yield to 5%. It can be inferred that
ﬁ)[utside the arc channel recombination of C and O atoms and
Iae CO molecules formed, which can be regarded as a mo-
cular buffer gas, change the temperature distribution of the
gas, which, undoubtedly, should effect the fullerene forma-
|on process.

Of course, it is very difficult to give a detailed descrip-
tion of the kinetics of the system helium hydrogen, but
plausible conjectures can be made which would take accou
of the experimental facts presented above and at least sh
some light on the situation. In the arc channel, hydrogen an
carbon are in an atomic state. Away from the channel, as th
gas temperature decreases, at first small, purely carbon md ) . .
ecules are formed, since the energy of the C—C bond is mucf; This work was performed as part of the Russian Scien-

higher than that of C—H. At distances from the arc channe%ié,??grggg?mgal 92{)%%:::1 ;\';;ﬂliraerrggf f?r?;négl)rszpgcl::ts'
where hydrogen starts to bind successfully with carbon, most” > . ’ :
ydarog y rovided by the company “Fullerene Technologie$St. Pe-

of the carbon is now combined into molecules with 10 atomd
on the average. Apparently, hydrogen is incorporated intéeerurg'

a growing molecule so as to prevent further transformation

of the molecule into fullerene and PAHs with mass up 10 1y, s pe vries, K. Reihs, and H. R. Wendt, Geochim. Cosmochim. Acta
400-500 u. This is why the fullerene formation is ineffective 57, 933(1993.

(ag 1%) as |Ong as hydrogen is present in the chamber. zl. Tai, K. InuI‘(ai, and T. Osaki, Chem. Phys. Le?R4, 118(1994).

The growing carbon molecules with hydrogen inclusions D'g\ééAfa”aS ev, A. A. Bogdanov, and G. A. Dyuzhev, Mol. Mat@r.93
serve as nuclei of particles of soot, together with which hy-4p v afanas’ev, A. A. Bogdanov, and G. A. Dyuzhev, zh. Tekh. Fiz.
drogen settles on the walls. After hydrogen leaves the cham-67(2), 125(1997 [Tech. Phys42, 234 (1997)].
ber, the fullerene formation efficiency is finally restored to a °D: V. Afanas'ev, A. A. Bogdanov, and G. A. Dyuzhev, Zh. Tekh. Fiz.
level characteristic for a discharge in pure helium. For this 64(10), 76 (1999 [Tech. Phys39, 1017(1994]

reason, in the production of fullerenes in a nonflow-throughtranslated by M. E. Alferieff
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It is shown that multiple ion reflection, arising as a result of collisional dissipation, from a shock
front can produce an ion-sound shock wave with an arbitrarily large Mach number. For an
exponentially small number of reflected ions, the ion-sound shock wave “degenerates” into a
collisionless quasishock wave. The comparative role of viscosity and sound dispersion

with different initial nonisothermality of the plasma is discussed. 1899 American Institute of
Physics[S1063-78499)01012-0

An ion-sound shock wave as an asymptotic form of ini-tion electric field, which brakes the ions and accelerates
tial disturbances in a nonisothermal collisionless plasma haslectrons> Collisional relaxation of the electrons increases
been investigated in Ref. 1. The possibility of a stationarythe electron temperature. Energy transfer from ions to elec-
structure forming is based on the dispersion properties of iotrons is characterized by two time scales: the braking tigne
sound. Specifically, the stabilization of a wave profile can beof a fast ion and the decay time of the oscillations. For a
explained by the ‘“competition” between the nonlinearity two-temperature plasmag can be estimated as follovés:
and dispersion effects on a spatial scale of the order of the
Dobye D P 14(2\213\) mJma Iy (VIV),

. Ina cpllisionless plasma, a wave with con.stant propaga- \, _oc=v, T>T,, 1)
tion velocityc>V (V= T./m; is the speed of ion sound,

is the temperaturem is the mass, and the indicésande  where r:Iemi/(vTeme) is the characteristic equalization
refer to ions and electropss a “quasishock” wavé if the  time of the electron and ion temperaturess the velocity of
ion temperaturd; is different from zero. For absolutely cold a reflected ion in a stationary coordinate system,is the
ions (T;=0) a quasishock wave degenerates into a solitonthermal velocity, and is the mean free path length.

the plasma state being the same in front and behind the soli- For T,>T; and sufficiently frequent electron collisions,
ton. For T;#0 reflection of some ions from the potential 7, can be estimated as

barrier destroys the symmetry, and the form of the wave

becomes similar in form to a shock wave. This behavior 71~ Vmi/mewgl(k)\/%

occurs even though irreversible dissipation processes are for- B B Pou sl 312

bidden(the collision integral in the kinetic equation is zgro <vii VM /M= (T [Te) ™5 @

A quasishock wave is not completely stationary: It includes avhere ws andk are the frequency and wave number of ion
“foot,” formed by the reflected ions, that “runs away” from sound andy;; is the ion—ion collision frequency.

the front. lon scattering by equilibrium fluctuations of the electric

A characteristic feature of a quasishock wave is the exfield is neglected in Eq(1), since the corresponding contri-
istence of a critical Mach numba# ., , bounding the region bution is of the order ofn,/m; .2 The “noise” level does not
of formation of laminar disturbances “from above” with re- increase materially on the foot, since the ion-sound spectrum
spect to intensityM =c/V.3° In Ref. 3 it was found that is nondecaying, and the effect of anisotropic instability, dis-
M,, <My, i.e., thatM_, is even smaller than the critical cussed in Ref. 1, is substantial only in a quite rarefied
Mach numbeiM, (My~1.6) for a soliton. In Refs. 4 and 5 plasma.
it was shown that taking account the “running away” foot The electron heating time is determined by the greater of
extends out this region right up tM,, ~1.82 for =0  the timesry and 7, but in any case it is less than the equal-
(B=2T;/T. is the degree of nonisothermality of the plagma ization time of the electron and ion temperatures. Thus the
and up to a certain valud, (B), whereM,<M,, , for  reflected ions are scattered by electrons. This conclusion
finite B. In Ref. 5 it was concluded that laminar ion-sound agrees with the result of Ref. 6, explaining the well-known
shock waves do not exist foM >M,, . fact that electron heating predominates in thermonuclear set-

Let us see if energy dissipation of the reflected ions in-ups. As a result, a stationary shock structure, in which dissi-
fluences the structure of the shock wave. Such an effect igation is due to multiple reflections of ions and ion scattering
possible if the ion braking time is much shorter than theby electrons, can form.
lifetime of the wave. In that case the reflected particles again  Collisions give rise to high-frequency ion viscosity, in
reach the front, thereby increasing the efficiency of the disturn giving rise to damping of ion-sound waves in the linear
sipation mechanism. Fast ions excite a longitudinal polarizaapproximation. Viscosity is also capable of producing an

1063-7842/99/44(12)/5/$15.00 1444 © 1999 American Institute of Physics
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ion-sound wavefront structure. This has been shown on th&he structure of the jump in the fields, which is due to the
basis of a gas-dynamic descriptibtiowever, it is knowA  spatial separation of the charge on a s@Jés described by
that for strong shock waves a strict proof of this requires aan equation for the electric field potential

kinetic approach. lon-sound waves decay and disperse. It is

of interest to make a comparative estimate of the influence dfd‘b/df)Z: —2U(®), @)
these effects on the structure of a shock jump in plasma. For

this, we shall employ the gas-dynamic equations for the elec- U(®)
tron and ion components, taking account of ion viscosity. We

) - ) X . NG en)
shall determine the condition under which viscous damping =exp @)+ N; F(W)WYW?—2(d — P )dW
of small disturbances behind a shock front remain small right V2P =)

up to scalest. ~D. The condition for the term containing the w
viscosity to be small compared with the inertial term in the +f

F(WYWYW?—2(d—d;)dW|+C, ¢<0,

equation of motion gives 20337
D> (v, /e)l;. ©) —U(q>)=exp(q>)+fo F(W)
V2(Pp— 1)
For a strongly ionized plasm@iscosity is due to ion— .
ion collisiong, we have from Eq(3) XWYW=2(®—-d)dW+C, §=0.
Te/Ti>(vr, /c)*A~2g~%(9/4), @  F(W)=exp—(—(W—M)?%B)/mpB,

where A is the Coulomb logarithm A~10-20), W=\VI/VZ+2(0>—dy),

g=e’n¥T,;<1 is the plasma parametes,is the absolute
; 2B D7)
value of the electron charge, gnds t.h.e electron den§|ty. ' C=—Nf(Mf2+,8/2)—exp(<I>f)—NJV A~ Py FOW)W2dW.
If the neutral component is sufficiently dense, viscosity 0
is determined by ion—neutral collisiodg.hen the inequality _ _
(3) gives Here {=—(r—ct)/D, B=2T;o/Te, andv is the particle
velocity. The index 0 is used to denote fields in the unper-
Te/Ti>(vr, /c)?(n;INg)?ga2n; %3, (5)  turbed plasmasp, is the value of the potential at the maxi-

mum for £&=0. The coordinate system moves together with
wherea is the molecular radius and the indexmarks the the wave and it is arranged so that 0 ahead of the shock
density of the neutral component. front. The indexf marks values of the fields on the foot,
Thus, even without viscosity a shock front can be stabiv;>0 is the velocity of the ion flux incident on the front,
lized as a result of the dispersion of ion sound. In the plasm# ;=v;/V is the Mach number, anl; is the ion density in
of a gas dischargeg10?) this occurs for virtually any the incident flux scaled to the unperturbed valuedo0.
intensity of the shock wave. Dispersion can be strong only  The spatial scale of variation af,, due to the electronic
for sufficiently intense wavetS/Ti/c<1O‘3 in the upper heat conduction, can be estimated’as
ionosphere g<10%).
Let us now consider an isotropic, two-temperature, A=(vrelc)le. ®)
strongl){ ionized pI.asma with a Maxwellian distributions of We neglect the variation in the ion temperature ahead of
the particles aqd smgly charged ions. On a scale_ of the Igssgqe shock frontT,~T,,. The characteristic length of the
of I a plasma is described by the Vlasov equations for iongon; is determined by the relaxation length of the ion mo-
and electrons._ Here the formulation of pr(_)t_)lem C‘?”espondﬁwentum. From Eq(1) we find | ;=81 ((c/V)*.
to Ref. 5. The ions are assumed to be sufficiently “cold” and Thus, we obtain the following inequality for the spatial
the electrons sufficiently “hot” so that scalesi4<A. This makes it possible to represent the front of
the foot as an isothermal jump. The equations of conserva-
tion of the particle fluxes, momentum, and energy give the

In this case the particle distribution functions depend Ondeswed boundary relations between the unperturbed state of

the Cartesian coordinateand the timet implicitly via the the plasma and the state on the foot,
self-consistent electric field potentialr,t) (we are consid- M=M;(N;—N,),
ering one-dimensional plane wayes'he inequalities(6)
make it possible to integrate the electron distribution func- M2 g(g 1+ 1/2)=(1+M2+ B2)(N¢+N,),
tion and obtain a Boltzman distribution for the electron den-
sity scaled to the unperturbed value for=0: N.=exp®), M?2/2+ Bl Bo= Mf2/2+ D+1, (9)
whered=eqp/T,.
For ions a boundary condition is given on the foot—awhere
quasihorizontal section of the shock profile. The ion distri-
bution function has a double-hump form, corresponding to
ion fluxes incident on the front and reflected from the front.

VTi<C<VTe. (6)

,=foV " TEw)dw
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is the density of reflected ions on the fool,+ N;¢ where
=exp@;y) is the condition of quasineutrality of the plasma

on the foot, angBy= 2T,/ T is the initial degree of noniso- Nip= fom F(W) wdw ,
thermality. NeCrer ) VW2 —=2(D p— D)
The first two inequalities in Eq9) relate the fluxes on Noa=exp(®,)

the foot and the unperturbed fluxes in front of the heaterc]iare
zone, and the last inequality is obtained from the conditio ) .
a y The relations(9) determine the unknown values of

that the energy flux is continuous at a transition from the . .
gy M ,M;, and ®;. Therefore, near a jump, is unknown a

state directly in front of an isothermal jump to a state on the™ '™ . . .
foot priori. Its value is determined by the scattering of the

Our problem(7) and (9) differs from that of Ref. 5 only reflelgted-ion quxlbé/ eIECtrO?]S' . _
with respect to the boundary condition: At infinity the . igures 18)-1(d) show the parameters of a nonviscous

plasma velocity in the laboratory coordinate system is zero.'on'Sound shock wave as a function of its intendity with

On the scale of long mean-free path lengths of the paryarious values of the initial nonisothermality®) is the
ticles the shock wave is a discontinuity on which the field average” value of _the oscillating _potentlal behind the
satisfies the Hugoniot relations shock front, the solution of the equation

dU(®)/dd=0 foré&>0. (14

A calculation of the structure of such a shock wave for
an equilibrium strongly and weakly ionized equilibrium
plasma is contained in Ref. 13.

the electron and ion densitieséat 0.

N:M;=My,

Ni(T,/To+M3)=MZ+1,

T, ITo)V(v—1)+M22=M2/2+ 5] (v—1). The qu_asishock disturb_ance of a collisionless plasma |n
(T /Tyl (y=1)+ M3 of2+yl(y=1) vestigated in Refs. 4 and 5 is not an ion-sound shock wave in
Ti=Te1+Ti1, To=Teo+ Tio, (10) the strict sense of the term. Conversion of energy into inter-

nal energy of the gas does not occur in a quasishock jump

whereMo=c/Vy, Vo= To/m; is the isothermal sound ve- and the entropy does not increase there. It can be stated that
locity in the undisturbed plasma, is the effective ratio of the “dissipation” region is located at infinity.
specific heats, and the index 1 marks the fields behind the The fact that the region of dissipation of the flux of
shock front. reflected ions is located at a finite distance away from the

Here it is assumed that small long-wavelength distur{ront results in the possibility of multiple reflection of the
bances propagate with phase veIoth%V\/? y>1.This Particles. In each r_eflection an ion takes energy frpm the
is due to the characteristics of heat conduction in a plasmaave and transfers it to the plasma. Thus, any ion ultimately
From Eq.(10) we obtain for the temperature ratio the expres-Can overcome the potential barrier and end up behind the

sion front. This situation resembles the one occurring for a mag-
o ) , — netosonic shock wave propagating across a magnetic field. In
T /To=(y+1)"*Mgy ?[2M5—y+1] this case the reflected ions return by “twisting” of the tra-

jectory in the magnetic field Both casegcollisionless ion—
sound and magnetosounbdecome similar, if the action of
which, in contrast to the well-known relatidhcontains the the magnetic field at times<w;;* (wy is the ion gyrofre-
Mach number, equal to the ratio of the veloaditpf the wave  quency is neglected. The fundamental possibility of any
to the isothermal sound velocity. The left-hand side of Eq.particle passing from a state ahead of the front to a state
(1) is 1 for MS:;- behind the front is due to the presence of dissipation in the
Thus, the structure of a nonviscous ion-sound shoclghock layer. In a collisionless magnetosonic shock wave, at
wave is determined by the solution of Eg), which is con- timest>w,§i1 the accelerated particles lose energy to radia-
tinuous at the point of the maximum df(¢) at é=0 and tion. In our case the reflected ions are scattered by electrons.
satisfies the boundary relatiof® and(10) with As a result of multiple reflection of ions, a laminar shock
wave can have an arbitrarily high intensiy,, and a critical

X[M3(y—1)+27], (11)

Tet Tio=Ts. 12 Mach numbemM,, does not exist.

The particular cas@=0 andT¢=T;q was investigated A strong shock wave forms for any initial nonisother-
in Ref. 12 on the basis of equations for the fluxes neglectingnality, even in an equilibrium plasmar{,=T;,), where
the structure of the front. low-amplitude ion-sound waves are strongly absorbed. This

The following conditions are necessary for the existencds possible because of the increase in the electron tempera-
of the required solution of Eq7). There existb,, ®¢, and ture in front of the shock wave in a region with a spatial

& _ such that scale of the order oA.
The inequality(3) bounds “from below” the region of
U(P4),U(P¢)=0 foré<O, existence of a nonviscous shock wave. Let it hold for arbi-

trarily weak shock waves. For strong initial nonisothermal-
ity, in the regionMy~1 the number of reflected ions,
becomes exponentially small. The parameters of the wave
approach the corresponding values for a collisionless qua-

U(Pp),U(P_)=0 foré>0,

Nia=Nea, 13
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sishock wavé. This is explained by the negligibly small in-

) versusMg. By: a—10*%, b—102, ¢—0.1, d—2.

Therefore, foiM,<M, there are three solutions for Eq8)

fluence of the dissipation of energy of the reflected flux asand (13). Two of them are approximately symmetric with

N,—O0.

A different branch of the solution of the system of Egs.
(9) and (13), on whichT,<T., and ®;<0, exists in the
region B,<10 2, My~ 1. Figure 2 shows the computed be-
havior of ®{(M,) near the pointb;=0 for 8,=10*. For
some valuéM, the solution abruptly jumps from one branch

respect to the abscissa, differing from it by an exponentially
small quantity. The third solution has finite valuds<0
and N, #0. Both branches emanate from the same point,
where ®,=0, My=1. The probable behavior of the
branches is shown in Fig. @ashed lines

If the relations(10) were exact, it would follow from

to the other. The jump-like character of this transition is notthem that a compression shock wave is possible only if

noticeable on the scale of Figs. 1a and (thrve 6). Actu-
ally, the curve®{(Mg) cannot intersect the abscissa at the
pointMy=M, . Indeed, substituting;=0, 8= 8, into Eq.
(9) we obtainN,=0, which can occur only ford,=0.

.41 406
0.2k
/“0#
0 B
=
&gt 102
=
04k
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08125 129 7.93 1.97 141 14 02

FIG. 2. Behavior of the curve®{(M;) (1) andN,;(M,) (2) neard;=0 for
Bo=10"%.

M3>y>1, (19

However, a solution for the structure of the shock wave
also exists under the weaker conditibhy>1. Actually, the
relations (10) are approximate. They neglect the radiation
fluxes and the more “subtle” relaxation processes occurring
in a two-temperature plasma. For this reason, the free param-
eter y does not have a clear physical meaning, and for Egs.
(10) and (12) to be satisfied formallyy=y(8,,M3) must
be a slow function of its arguments. Nonetheless, a calcula-
tion showed approximately 5% agreement for EtR) with
v=5/3. This shows that the internal energy of the plasma in
the relaxation zone behind the front remains approximately
constant and the required heating of the ions is accomplished
primarily as a result of heat transfer between the components
of the plasma.

The equality(12) also holds, to the same degree of ac-
curacy, for a shock wave witf,<T.. Such a wave can
evolve provided that there exist relaxation processes due to
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The conditions under which transition states arise and exist during the melting of germanium are

identified by digital differential-thermal analysis. The pre- and postmelting cooperative

effects arising under real conditions in dynamic and quasistatic regimes are nonequilibrium phase
transitions and can be characterized by a system of thermodynamic parameters. Instability

of the thermodynamic parameters of the transition states is observed in quasistatic regimes as a

result of dynamic instability. The system of parameters introduced characterizes the

formation of a special phase state — pre- and postmelting mesophaseQ9®American

Institute of Physicg.S1063-78499)01112-3

The existence of transition regions during melting wasl. PROCEDURE
indicated in Refs. 1 and 2. However, transition states during
melting have been little studied, and as a rule they are a A digital method of measurement and processing of
spin-off of investigations of the melting process. Data aredifferential-thermal analysig€DTA) signals was developed to
often obtained by extrapolation with the temperature apinvestigate transition states during melting of crystal
proaching the melting poiri,,, and thermodynamic param- substance®® The controllable record length and the trans-
eters describing the regions and the conditions of existenc@lission band of the dc amplifier made it possible to deter-
of transition regions are lacking. mine the conditions under which transition states can be

The experimental data are contradictory. On the oneddentified on the DTA melting curves in dynamic and quasi-
hand, they show a dynamic structure of premelting phases, static regimes.
change in symmetry with the appearance of icosahedral Different scales of the measured characteristics are char-
structures which are uncharacteristic for a crystal $tate, acteristic for the observed transition states and the proper
change in the coordination number, a hierarchy of structuregielting effect. During endothermal melting the maximum
in the melt? temperature oscillations in the premelting deviation of the baseline is 10° on average, whereas for a
region® a change in the photoacoustic respohaed so on. transition effect the maximum deviation of the baseline for
On the other hand, they also show a monotonic increase d¢he same batch is 1° on averadég. 1). For this reason, we
the specific heat and other thermodynamic parameters. Thigtroduce different scales for the detection and display of the
inconsistency is removed if the experimental data obtained igffects — macro- and micro-, just as for macro- and mi-
thermostatic, quasistatic, and dynamic regimes are separatediophase diagrams.
Instabilities are observed in the dynamic and quasistatic re- The DTA methodology for studying first-order phase
gimes, and monotonic variations are observed in thermotransitions such as melting was formulated as a reversible
static regimes. The theory also contains two concepts: @wmp. Accordingly, to increase the resolving power, which is
monotonic nonlinear variation of the properties, as a result ofletermined by the width of the peak, the mass of the experi-
vacancy formatiofi,and the appearance of correlated states.mental object was decreased and the rate of he&tnging
Thus, the experimental and theoretical prerequisites exist fowas increased.
treating transition states as dissipative. The microscopic de- As the mass decreases, the area of the pre- and postmelt-
scription of the melting of clusters has shown that collectiveing effects decreases and vanishes for batches of the order of
processes play a fundamental role. The melting of clusters iseveraimg, which are used in standard DTA methddghe
interpreted as a phase transition occurring in a certain tenmass for which transition states are not observed can be
perature rang&’ taken as the critical mass. . As the mass increases, the area

In our workg*~**it has been shown that the melting of of the transition effect decreases, and exothermicity remains.
crystal substances with different types of chemical bonds it should be noted especially that, in contrast to the classical
dynamic heating regimes with heating rates5 and 10 linear mass dependerief the area of the effect, the mass
K/m is accompanied by the appearance of excited regiondependence of the area of the transition effect is nonlinear
pre- and postmelting and is characterized by a system dfFig. 2).
nonequilibrium thermodynamic parameters. In Ref. 15 the In our experiments, we used 2-g batches. This gave good
premelting and melting thermodynamic parameters of ioniaesolution and allowed the optimal representation of the data.
KCI crystals were shown to be unstable in the quasistatidhe experiments were performed in standard graphitized
regimes of heating at rates<1 K/m. Stepanov quartz vessels, evacuated to*1Torr, and Pt—
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FIG. 1. DTA curve of melting of germanium in the dynamic regime. The
heating rate isr=5 K/m with a fixed mass of matter 2 g; scalelT — b
1:0.02.

Pt/Rh (10%) thermocouples were used as the sensing ele-
ments.

To make sure the data are reliable, the transition states
during melting of Ge were investigated on 10 samples under
identical experimental conditions. Each sample was first
melted and then three heating—cooling cycles were con-
ducted. The investigations were performed in the dynamic L ! —!
(v=5,10 K/m) and in the quasistaticv=1 K/m) regimes. g 200 400 T/s
To determine the effect O.f.the initial andItIOIQp_rehlstory_ FIG. 3. DTA curves of transition states during the melting of Ge=6
of the samplgon the transition state during melting, heating xm). a — premelting T* — isothermal holding temperatureéb — post-
was performed in two regimes) from room temperature to melting; scaleAT — 1:5.

1250 K and 2 from 1000 to 1250 K.

AT, pV

2 EXPERIMENTAL PART and postmelting effects to the arBa of the main effect. The
area of the DTA peak for the pre- and postmelting effects

A typical DTA curve of premelting of Ge with a heating \yas calculated by the trapezoidal rule. Then the areas were
rate of 5 K/min is displayed in Fig. 3a. Together with pre- ¢caied to unit mass.

melting, for the same heating rate a postmelting eftéd. The presence of macroscopic low-frequency thermal
3b), which has the same manifestation as the premelting €fycyations in the pre- and postmelting pulses is character-
fect, is observed. At the critical value of the controlling pa- jgtjc.

rameter — the temperature — and for a fixed mass of the 14 gydy the stability of the excited state of the observed
matter and heating rate, a heat pulse with a finite time base isfects, isothermal holdings under conditions allowing for

generated. the appearance of premelting were performed in the dynamic

The amount of heat released during pre- and postmeltinggimes. The DTA curve of isothermal holding of premelting
was estimated relative to the main effect and was determinegs ge at temperaturd* =1173 K is shown in Fig. 4; the

as the modulus of the ratio of the ardgsandP; of the pre- 15|ding time was 35 min. Compared with the polythermal

DTA curve, the fluctuations amplitudes are larger, and the
total amplitude of the thermal oscillations becomes compa-

3.4 rable to the magnitude of the premelting effect itself. A weak
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FIG. 2. Reduced area of the premelting effect during the melting of Ge ] I 1 1
versus the mass — experimental curyeb — “classic” curve. The ex- T, min

periments were performed under identical conditions in vessels of the same

shape. FIG. 4. DTA curve for isothermal holding of premelting of Ge.
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TABLE I. Parameters of transient processes during melting of Ge.

Premelting Postmelting
v, K/min T;,)rem K T;;rem K ATPFE-mY c AQpre-m T;,)ost-m' K T;;ostm K ATpos't-mv c Aonst»m
5 1157.9 1206.1 509 0.079 1256.5 1298.1 230 0.063
10 1139.4 1204.3 436 0.15 1248.9 1301.0 212 0.051

additional periodicity arises. The prolonged presence of th@arameters of the pre- and posttransition states in Ge with
excited state is striking. Isothermality of the fluctuations washeating rates of 5 and 10 K/min are presented in Table I. The
investigated by the method of digital spectral analysis withheats of pre- and postmelting are given in arbitrary units,
data processing by a special program employing the Walstvhich are the modulus of the ratio of the area of the transi-
periodogram method. A linear frequency dependence, knowtion effect to the area of the main melting effect.
as flicker noise, of the spectral power density in double- As the heating rate increases to 10 K/min, the character
logarithmic coordinates was obtained for the fluctuationof the processes remains unchanged. Only the kinetics of
process? energy release changes.

Thus, the observed pre- and postmelting effects show By quasistatic regime we mean the conditions approach-
indications of thermodynamically nonequilibrium phenom-ing close to equilibrium with continuous heating rates 1
ena. The characteristic features of the observed effects amin. According to classical models, in this range a mono-
that the recorded heat pulses of the pre- and postmeltingpnic variation of the parameters accompanied by an increase
phenomena are integral characteristics of the process and rie- enthalpy should occur. This is due to the increase in the
flect changes occurring in the system as a whole in the entirspecific heat, associated with the anharmonicity of lattice
volume of the matter. The stationary excited states arising iwibrations at high temperatures. In the experiment monotonic
the interior volume of the matter at the pre- and postmeltingpehavior is obtained by performing coarse measurements, by
stages have sharp thermal boundaries on the poly- and isaveraging the data, and with prolonged isothermal holdings
thermal DTA curves in the dynamic and quasistatic regimesat the measured points. This approach is due to general belief
These states can be characterized by a system of experimemhereby a first-order phase transition is interpreted as a jump
tally observed, nonequilibrium, thermodynamic parametersn the absence of transition regions.
that depend on the mass of the matter, temperature, heating Transition states, just like the nonequilibrium state of
rate, dimensions, and time — T pre-ms Tgre o — tempera- matter in a first-order phase transition, also remain in quasi-
tures of the onset and termination of the premelting effectstatic regimes with continuous heating. As the heating rate

Tpost m Thosem— temperatures of the onset and terminationdecreases from 5 to 1 K/min, in the quasistatic regime the
of the postmelting effectA 7pe.m, A Tpost.n— durations of |mpulse of premelting of Ge transforms from a stable into a
the pre- and postmelting heat pulS&pre.m, AQpostm — “noise” circle and the temperature—time interval increases.

Let us examine the pre- "and postmeltlng parameters of 40 K lower th«':mTpre mWlth v=10 K/min and 60 K lower
Ge in various dynamic regimes. The typical values of thethanTpre_m with v=5 K/min (Fig. 5).
In the quasistatic regime, for premelting of Ge the pa-

~ rameters of the transition states, suchTé,%_m, Tore-ms @nd
- ATpem become unstable. The instability dﬂ]re_m is ob-
- 0 served as an anomalo_us va_rlarat(e_'l' ére-m)_ of this parameter
- compared with dynamic regimes in a single heating—cooling
- cycle. The variance was calculated for ten points for each
~ 4 Tom heating ratgTable ).
T .
B . (1210.5K) But, for covalent Ge crystals, in contrast to K€la
s [ ) separation of the regions of instability of the premelting pa-
,}F 5\ rameters is not observed for the heating regimes 1 and 2
NT T (Fig. 6). The interval of instability ofT .,is 65 K. For Ge,
i Tore-m (1870.61) the melting onset temperatuilg, is a stable parameter for
i 1 (71579/() heating rates of 1-10 K/min.
- Tom TABLE II.
7;pre-m (1210.7K)
(1701.7K) | L L ) L - Heating rate, K/min Varianced(Tpre.n), K
1105 1125 1145 1165 1185 1205 1225 T,K
1 208.2
FIG. 5. DTA curves of premelting of Ge in dynamic and quasistatic re- 5 0.34
gimes. ScaleAT — 1:2; the numbers on the curves are the values of 10 0.25

K/min.
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1160 F According to Khait, the cooperativeness at the premelt-
o ing stage is due to correlation in the phonon subsystem,
7750 ¢ which results ultimately in the formation of clusters. For our
11401 data, the Frenkel'-Khait correlation model is a limiting qua-
7130 sistatic case with continuous heating at a natel K/min.
1120F At these heating rates premelting is characterized by an ex-
7170: tended temperature—time interval, the presence of “noise”
m00E circles, and sensitivity of the parameters of the transition
. B states to the initial experimental conditions. This state can be
B 10901 regarded as a system with weak correlation. As the heating
;.3 1080+, rate increases to 5.10 K/min, the “noisy” cycle transforms
= 70702 into long-time heat pulses, i.e., strongly correlated states
sk arise, leading to the formation of clusters in the entire vol-
- ume of the crystal.
7050 Using the Frenkel'—=Khait approximation we estimated
10401 the sizes of the clusters formed at the premelting stage. The
w30 F inverse Khait problem was solved — determination of the
w20 F cluster sizes according to the magnitude of the premelting
010 :// temperature intervabT pre.m= Tgre_m— T,'Jre_m on the basis of
1000 T our experlm_ental data. The dlametdart_Jf _the cluste_rs was
0 5 10 determined in terms of the characteristic correlation length
v, K/ min A; with an experimentally fixed premelting temperature in-
_ terval 6T e m:
FIG. 6. TF’,,e_m for Ge versus the heating rate.
3 '|'Ir2T1
Ai = P E— d =Aia,
5Tpre—mz (Tpre—m)

The quasistatic regime can be characterized by addi-
tional parameters reflecting the instability of the system anavherez is the specific heat per degree of freedom arnid
manifested as an anomalous variance: the corddgy, ,of  the lattice constant.

instability of T,o.n,the corridor 6Ty, of instability of For Ge the cluster diameter is21.2-27.5 A with a
Toem @nd the corridorsTy,y, of instability of the melting premelting temperature range 50-65 K.
onset temperature. The computational data for clusters of premelting phases

are approximate, since the Khait model does not take ac-
count of the dynamic dependence of the parameters

3. RESULTS AND DISCUSSION J+f(m,v,x,7) and the energetics of the processes, but they
Our experimental results show that many stationary and'® fundamental, ;ince they shoyv the appearance of a special
nonstationary states with sharp fixed values of the paranf-’hasi,State Ln solids — prer;iltmﬁ mesophases. i1
eters of the regions of existence correspond to various kinetic 1S ;ngr was suppo'r\tle 983’83633232""‘” Fund for Fun-
regimes of melting of germanium. Such states correspond tgamental Researadl@rant No. 98-03-3240
nonlinear dynamic processes, and on the basis of all distin-
guishing indicators (exothermality, fluctuation nature, | _ ,
abruptness, irreversibility, nonequilibrium naturean be A Ubbelohdeghe Molten State of MattgiViley, New York, 1978; Mir,
e ! 20 . Moscow, 198
C|aSSIerd_§lS _noneqwllb_rlum phase transitiéhin our case,  2yg |, Frenkel’,Kinetic Theory of Liquid§Clarendon Press, Oxford, 1946;
a nonequilibrium state is reached as a result of the anharmo-Leningrad, 1975
.« . . . 3 3
nicity of the crystal lattice at the premelting stage due to a 2\11.99le) Panova, L. A. Zhukova, and S. |. Popel’, Rasplavy, No. 6, 15
sharp increase in '_[he vacancy dt::‘ﬂSlty. . 4L. A. Zhukova, V. P. Manov, S. |. Popel’, and N. I. Razikova, Rasplavy,
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Yu. L. Khait® proposed a phenomenological description of ®Yu. G. PoltavtsevThe Structure of Semiconductor Meitdetallurgiya,
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The layered structure of yttrium iron garnet films, ranging in thickness from 0.7 tguh1

grown epitaxially on single-crystal gallium—gadolinium garnet substrates, was investigated by
x-ray spectral microanalysis. The ferrite films were chemically etched layer by layer in a

mixture of orthophosphoric and sulfuric acidsTat 353—423 K. It was established that the
chemical composition of the films varies over the thickness because of the nonuniform
distribution of gadolinium, gallium, lead, and platinum ions; the film—substrate transitional layer
and the surface layer of the film differ most greatly with respect to the composition and
magnetic properties. It was shown that the thickness of the transitional layers and their negative
effect on the magnetic characteristics of ferrite films decrease appreciably if at the time of
immersion of the substrate and pulling of epitaxial structure out of the fluxed solution the substrate
holder together with a special mixer rotate at a rate of 50 rpm and the pulling velocity is 20
cm/min. © 1999 American Institute of Physid$$1063-78429)01212-X]

Single-crystal yttrium iron garndtY1G) films with uni- To investigate the thicknesses of the transitional layers
form parameters over the area and minimal magnetic losseand their influence on the magnetic properties of epitaxial
are required for use in microwave devices operating on surstructures(ES9 the ferrite films were chemically etched
face magnetostatic waves. The basic parameters of ferrifayer by layer in a mixture of concentrated orthophosphoric
films are the saturation magnetizatiomril;, the magnetic and sulfuric acids in the temperature range 353-423 K. The
anisotropy fieldH,, the width AH of the ferromagnetic etching velocity was 0.05—-0.2m/min. After each etching
resonance(FMR) line, and the thicknes$ of the ferrite  the thickness of the ferrite film, the saturation magnetization,
layer. The saturation magnetization and the magnetic aniso&nd the width of the FMR line were measured. The param-
ropy field determine the frequency range and the width of theeters 4rM ¢ andAH were measured by the methods of Refs.
FMR line determines the magnetic losses of a microwavel—3, and the film thickness was measured by the interference
device. For thin ferrite films, the effect of the film—substratemethod?

(F—S and the surface layer of the film at the film—€&f—A) When the GGG substrates are immersed in a super-
boundary on the basic parameters becomes important. cooled fluxed solution of ferrite-forming oxides, the surface

In the present work, the layer structure of YIG films of the substrate is additionally etched by the corrosive com-
ranging in thickness from 0.7 to 4,Am was investigated by ponents of the solvent. As a result, the boundary diffusion
x-ray spectral electron-probe microanalysis. The films werdayer of the melt near the substrate becomes enriched with
grown on single-crystal gallium—gadolinium garn&@GG) Gd®" and G&" ions. The number of these ions depends on
substrates with(111) orientation by liquid-phase epitaxy the degree of supercooling of the melt.

(LPE) from a supersaturated fluxed solution of the ferrite  During LPE lead oxide evaporates from the surface of

charge and a PbO-B); solvent. the melt. As a result, the ratio of the components of the

TABLE I.

Film Thicknesses and magnetic parameters of YIG films

No. during the etching process

1 h, um 4.1 3.2 2.4 15 0.8 0.5 0.2
AH, Oe 0.90 0.83 0.80 0.64 0.73 1.40 211
47Mg, G 1780 1780 1700 1710 1650 1600 1470

2 h, um 3.8 3.0 2.2 14 0.7 0.6 0.4
AH, Oe 0.80 0.85 0.71 0.47 0.7 1.34 1.92
47Mg, G 1740 1710 1680 1590 1530 1460 1390

3 h, um 3.7 2.8 1.9 12 0.6 0.4 0.3
AH, Oe 1.10 1.00 0.86 0.78 0.93 1.38 2.14
47Mg, G 1780 1780 1700 1720 1670 1580 1510

1063-7842/99/44(12)/3/$15.00 1454 © 1999 American Institute of Physics
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solvent changes in the direction of a larger quantity of boron
oxides. The excess boron oxide promotes further dissolution 1
of the substrate. The Gd and G&* ions enter into the 3
growing epitaxial YIG film, and the Gd ions replace the
Y3* jons in dodecahedra, while the Baions replace pri-
marily the tetrahedral Fé ions. The substitution of the non-
magnetic G3" ions for Fé" ions in tetrahedra decreases the
magnetization of the iron garnet film. The &dions con-
tribute to the broadening of the FMR line through an ionic
relaxation mechanism.

High-temperature solid-phase diffusion of cations be-
tween the %FeO,, film and the GdGa;0;, substrate also

Fe

promotes the appearance and thickening of the F—S transi- b
tional layer® The effect of this factor can be decreased by I i i I
lowering the growth temperature of the films. But as the i |
growth temperature decreases, i.e., the degree of supercool- 3F Fe |

|

ing of the fluxed solution increases, the entry of Plions
into the ferrite film increases.

The PB™ ions, having a larger ionic radiud.49 A),
occupy dodecahedral positions in YIG, displacing"Yions
(r=1.06 A) from them, and the % ions enter octahedra.
The partial filling of octahedral positions by nonmagnetic
Y3* jons results in a higher magnetization compared with
pure YIG, for which 4rM¢;=1750 G.

A film—air (F—A) transitional layer is formed as a result
of the diffusion layer of the fluxed solution bounding the

' o] '

substrate becoming depleted of ferrite-forming components I g E I
. . . ]
and the resulting increase in the number of Pibns enter- | '
. . . ]
ing the structure of the ferrite film from the solvent. When 3F Fe :
]

divalent lead ions enter the YIG film, the electric neutrality
of the film is destroyed, which is accompanied by the appear-
ance of F&" ions in tetrahedral positions and Pband
Fe" ions in octahedral positions of the garfiétlt is
known that these ions increase the width of the FMR fine.

Table | contains the values of Mg, AH, and the
thicknessh of YIG films after each etching of the films in the
mixture of acids. It is evident from the table that a ferrite film
possesses a layered structure which is formed during the
growth process. These layers possess different thicknesses I
and they are characterized by lower or greater magnetization
and much larger values of the parametf as compared
with YIG. For example, the films 1 and 3 had a magnetiza-
tion of 1780 G. After two etchings their magnetization de-
creased to 1700 G. Therefore the higher magnetization of
these films was due to the F—A surface layers, which contain
an especially large number of lead ions.

To decrease the concentration ofGdand Ga* ions in
the diffusion layer near the substrate, it is necessary to de-
crease the solubility of GGG in the melt. Our investigations 0.2 0.6 0.7 h,pm
showed that to obtain films with a small FMR linewidth and FIG. 1. Distribution of chemical elements which are constituents of the flux
thickness up to 1Qum, it is necessary to use melts with a solution and substrate over the thickness of YIG filins= film—substrate,
lower content of boron oxide. However, decreasing the conl! — fim—air; a, b — films grown using the standard technology; ¢, d —
centration of boron oxide in the melts has negative factors iw}zhargéiitlsc;r;.of the substrate together with the mixer. There is no scale on
addition to positive factors: The composition stability of the
garnet phase becomes narrower and the volatility of lead
oxide increases. The higher volatility of PbO results in sub-as they are lowered into the growth furnace and lifted out of
stantial additional etching of the substrates and the YIG ES&. To decrease the additional etching, a platinum screen must
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AH, Oe a of 0.8 um/min, the thickness of the surface layer enriched
with P2 ions will be only 0.04xm. Investigations showed
that the extraction of ESs from a melt with such a velocity
reduces to a minimum the variation in the basic parameters
— the film thickness and width of the FMR line with respect
to prescribed values.

Figure 1 shows the results of microanalysis of the distri-
bution of the chemical components Fe, Y, Pb, Gd, and Ga
over the thickness of YIG films grown using the standard
technology and with rotation of the substrate together with
the mixer at the moments of immersion into and extraction
from the melt. It is evident from Fig. 1 that the concentration
of the controlled elements varies strongly over the thickness
AH, Oe b of the film, especially in the transitional F—S and F-A lay-
ers. In addition, in films grown with the substrate and the

1.2
1.0
0.8
0.6
0.4

0.2

[U0Y) T, N

12 -/ 1 ! mixer rotating together, the content of &dand G&" ions
1.0} in the transitional F—S layers and Pbions in the F-A
08l layers are much lower than in the transitional layers of the

films grown using the conventional technology. A large de-
crease in the thickness of the transitional layers is also ob-
served. For example, for a/8m thick YIG film the thickness

of the F-S layer decreases by a factor of 2.5, and the thick-

/"
_&

]
i 0]
021 i ¥ ness of the F—A layer decreases by a factor of 10!
i L L il Curves of the variation of the FMR parametaH,
1 2 3 which were obtained by layer-by-layer etching of the YIG
h, pm films with a velocity of 0.1um/min, are displayed in Fig. 2.
FIG. 2. Variation of the FMR linewidtlAH over the thickness of the films. It is evident that the fllmS Obtal_ne_d usmg. our tecj‘hnology
| — film—substrate,]l — film—air. Films grown: a — by the standard POSsess narrower FMR lines. This is especially noticeable in
technology; b — with the substrate rotating together with the mixer. the regions of the F—S and F-A transitional layers.

In summary, technological growth regimes making it

b dtoth bstrate holder below th bstrate. | ossible to decrease the thickness and variation of the com-
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mixer also was secured to the substrate holfidihe main tﬁelr influence on the magnetic characteristics of thin YIG
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the melt surface in-3 s. In this time, with a film growth rate Translated by M. E. Alferieff
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Pulsed stochastic excitation of a two-level system described by Bloch equations is studied. An
equation for the average powers of the components of the state vector of the system is

obtained on the basis of the theory of stochastic differential equations, and solved. The dynamical
and nonlinear properties of the response of a system under pulsed stochastic resonance
conditions are analyzed and the results are compared with the corresponding stationary state. The
results obtained can be used in spectroscopy and for analysis of nonlinear filters based on

the saturation effect and intended for processing rf and light range signal&99® American

Institute of Physicg.S1063-78499)01312-4

1. INTRODUCTION The magnetic-dipole and electric-dipole interaction of an
electromagnetic field with a two-level system is described by

A stationary stochastic resonance was first proposed ithe Bloch equations or their optical analdg€.This makes it
nuclear magnetic resonance spectroscopy by Ernst and Kasossible to examine from a general standpoint the saturation
ser as alternatives to pulsed and slow-passage spectrprocess in the rf and light ranges.
scopy!~2 Initially, the theory developed disagreed with the The objective of the present work is to determine the
experimental data, but these disagreements were later rpewer characteristics of the state vec¥oof the system, by
solved in Refs. 4 and 5. Subsequently, stochastic resonaneghich is meant either the magnetization vecidr or the
started to be used in optical spectroscopy &lso. pseudopolarization vectoP, depending on the type of

In the investigation of stochastic resonance, a great deanhteraction’ The two-level system under study is excited by
of attention has been devoted to the nonlinear properties, due pulse of light Gaussian noise with duratierand power
to saturation, of the systems under study. For the pulsedpectral densitiN,.
variant of stochastic resonance these questions have been
examined in Refs. 7 and 8.

Together W|th_spectrosc0py, nucleqr m{:\gnetlc réSO;, < oeHASTIC BLOCH EQUATIONS
nance, electron spin resonance, and their optical analog are
the basis of the operation of rf and light range signal pro-  The behavior of the state vect¥rof a two-level system
cessing device¥:'? One of the basic problems of such de- with the componentsg,, X,, andxs in an external magnetic
vices is extraction of signals due to various types of noiser electric field is described by the Bloch equations, which

and interference signals. can be represented in the matrix form
Linear and nonlinear filtering are distinguished. In the

former, saturation effects are undesirable and limit the dy-  =— _ Ax + Bg(t)X +a,

namical range of the devices and degrade the characteristics

of filters >~ Conversely, the operation of nonlinear filters is R R 0

based on the saturation efféc€'8The characteristics of a 2

frequency-selective limiter of the power of the harmonic A=| —o -T,* 0 |;

components of the spectrum of a deterministic signal have 0 0 -7t

been investigated in Ref. 9. The filter passes without distor-

tions the spectral components of low-power signals and lim- 0 0 O 0

its the power of intense components of the spectrum. B=[0 0 o a= 0 , (1)

The statistical characteristics of the components of the 0 — 0 T
magnetization vector of a nuclear spin system and its nonlin- 7 Xol 1
ear properties under excitation by white Gaussian noise hawgherex, is the static magnitude of the state vecxgrdeter-
been investigated in Refs. 4 and 5. Stationary excitation hasiining the initial conditions for its components =0, X,
been investigated in detail in Ref. 9 and in Refs. 4 and 5. At=0, andxz=Xq; T, and T, are the longitudinal and trans-
the same time, signal processors operating on the basis wérse relaxation times, respectively;is the resonance fre-
spin and photon echoes operate not in the stationary bwuency; the functiorrs(t) describes the input action.
rather in a pulsed excitation regime and their nonlinear char- We shall assume tha(t) is white Gaussian noise with
acteristics can differ substantially from the correspondingzero mean and unit spectral power density. Then the spectral
characteristics of the stationary regime. power density of the processs(t) will be Ny= 2.
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Integrating Eq.(1) according to the rules of ordinary d(X)
differential equations leads to incorrect results. This was i~ ——=A(X)+a (8)
pointed out in Refs. 4 and 5. To obtain the correct results it
is necessary to use the theory of stochastic differential equa-
tions, the formalism of which for nuclear magnetic resonance;, covarIATION EQUATION AND THE AVERAGE POWER
was used in Ref. 4. OF THE COMPONENTS OF THE STATE VECTOR

The equation1) can be formally integrated in the form o ] ) ) )
The initial problem is to construct a differential equation

for the covariation matrix (t) =(X(t)X'(t)), whereX is
a transposed vector. For this we shall use Ito’s thedrem.

If d random processes(t), each of which is given by
dW(t)=s(t)dt, (2)  the stochastic differential

whereW(t) is a Wiener process. dx;=f;dt+G;dW
The stochastic integral

t t
X(t)=j0[AX(t’)+a]dt’+JOBX(t’)dW(t’),

and, in addition, is generated by the same
L ) Wiener processW(t), then the stochastic procesé(t)
Y(t)=j G(X(t"),t")dW(t") B =u(t,x(1),.. xd(t)) possesses the stochastic differential

with the kernelG(X(t’),t’) can be interpreted in two ways.
If the Ito interpregati(on) is Ejsed when intZgrating E2), then dv(t)=| u+ 2 Uy fits ,21 ]2 theyx; GiG; |dt
incorrect results which contradict physical reality are ob-
tained. The Stratonovich form of the stochastic integral is
more suitable. This form is very convenient for interpreting
stochastic differential equations originating from laws of de-
terministic motion, i.e., in the present case from the ordinary?Vhereur=(/dt)u, u, = (d/dx;)u, anduy X,_(‘; /9xiax;)u.
Bloch equations corresponding to deterministic excitation [N the case at handd=3, u(t,xy(t),... Xq(t))
processes. =X(t)X'(t), and the stochastic processeft) are given by
The computational rules for a stochastic integral in thethe stochastic Bloch equatiof®) and(7). As a result, using
Stratonovich interpretation are less convenient, but there eEd- (9) and averaging the expression obtained, we obtain a
ists a formula for transforming the Stratonovich integral intoSystem of differential equations for the components of the

d
+Z Uy GidW(t), 9

an equivalent Ito integral covariation matrix
: (drdt)(x) = —2(x})/ T+ 2w(x1%2), (10
(Str.)Y(t)zf G(X(t"),t")dW(t") )
0 (d/dt){x5) = —2w{X1Xs)
=(Ito)Y(t)=ftG(X(t’),t’)dW(t’) =2[T, '+ (0?12 (x5) + o*(x5), (12)
o (dd) ()= —2[ Ty + (212 168)
%Z f Gy (X(1'),t)G(X(1"),t)dt’, +0(x3) + 2%o(Xa(1))/T1, (12)
@ (d/dt)(x; %) = — w(x])
Gy =(9Gldx,) and Gy is the kth component of the —[2T 4 (0212 J(xxo) + (x5), (13)
d-dimensional vecto(. (dldt) (X X3) = o (XoXg)— [Ty 1+ T,
In the case at hand, according to E2), .
G(X(t'),t')=BX(t") (5) FARI6) PbalITL (4

d/dt)(XoX3) = — (X Xa) —[T7 1+ T, 1
On the basis of Eq$4) and(5) it is possible to switch to ( J(xxa) w(xaxs) [Ty 2

a stochastic differential equation in the Stratonovich sense +202](XoXg) + Xo(Xo(1))T1 L. (15
dX=(A’X+a)dt+BXdWt), (6) The systen{10)—(15) is formed by two independent sys-
tems(10)—(13) and (14)—(15).
_Til w 0 We introduce the complex transverse components of the
A=l —o - T2*1— o2 0 ] 7) state vectorx=x;—ix, and x*=x;+ix,. The average
0 0 _Tl_l_ 522 !osower of the complex amplitude of the transverse component

The equation(6) together with the expressidii) corre- o~ 2
sponds to a system of stochastic Bloch differential equations. Pe=00C) = (x1) +(x3). (16)
Averaging Eq.(6), we obtain a differential equation for the We also note that if a rotating coordinate system, often
average values of the state vector used in the literaturd?*?is introduced, then the components
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of the state vector in this systexj, x5, andx3=xz will be The first term in Eq.(21) describes the solution of the

related with the complex components of the stationary syshomogeneous system corresponding to E@8) and (20),

tem by the relations while the second term takes account of its inhomogeneity.
X, T iXp= (X, T IX5)exp( £i ). 17 The average valugs(t)) of the longitudinal component

in Eq. (22), determining the solution of the inhomogeneous
The average power of the complex amplitude of thesystem, can be found from E(B) as
transverse component of the state vector in the rotating sys-

N . 1 o?
tem will likewise be (Xa(1))=(Xs(to))eXp —| ==+ —| (t—to)
1
(P r=(Xx* Y= (Xx* )= (X2} +(x3) =P, . (18)
000 =000y =0 %) = | Xo 1~ exd — (T1 1+ (0%12)) (1- to)]
On the basis of Eq$10)—(12) and(16)—(18) we obtain + 5 . (29
a system of differential equations for the powers of the com- 1+(0"Ta/2)

plex and longitudinal components of the state vector, which  Substituting the expressid@4) into Eq. (22) we obtain
is invariant with respect to the coordinate systems under

study, , 2XgN 1\ X
" P{(1)= ﬁl (Xs(to)) =
(dP/dt)=—[2T, 4 (a?/2) P+ 2P|, (19 127 A1 1+(0°T4/2)
(dP,/dt)=0?PJ2— (2T + 0?) P+ 2Xo(x3(1)) T; %, <I'f Xo[g1(t) —ga(t)]
t)—f(t) |+ ————————¢, 25
40 [FaO= 0]+ = (25
whereP,=(x3)=((x')?) is the average power of the longi- o «
tudinal component. _ o CPl(D)= E (Xa(to))— ;’
Let us solve the Cauchy problem with the initial condi- Ti(N2—Nyp) 1+ (0?T,/2)

tions P;(ty) andP,(ty). To do so let a pulse of white Gauss-
ian noise act on the symmetric intervat|<7/2 and Xo[ A 201 (1) =N 102(1) ] ]

to=— 7/2. The solution of the systeifi9)—(20) can be rep- X[hafa(D =Agfa(D] 1+ (a2T4/2)
resented in the form

, exfry(t—to)]—exd —(T; 1+ (o?/2))(t—t
(m(t)) - )( Pt(to)) +(Pt(t)) - fy(p) = ST +Tp[1i L 2/2( NU=h)]
= y , ; r
Py(1) et TP T ()
@y Dy fz(t):exp[rzu—to)]—exp[—(T;1+<02/2>><t—to>]
d(t,t) = Dy Dy r2+TIl+(02/2)
(P{(t)) B ftfl)(t §)( 0 )dg' 22 au(t) = eXFirl(t—to)]—l!
PI)) Jig T\ 2(xa() T 1
exgra(t—tg)]—1
Noexpra(t—to)J—Ayexdri(t—to)] g,(t)= Hra(t—to)] . (26)
Dyy(t,to) = Y ; ry
2 1
_ Alhz{exqu(t_to)]_eXF[rz(t_to)]} . 4. DISCUSSION
D(ttg)= PR ; :
To analyze the dynamic and nonlinear properties of the
® _exdra(t—to)]—expdri(t—to)] two-level systems under pulsed stochastic resonance condi-
21(tto) = No— N ’ tions, we shall examine an example in which before the ac-
tion of the excitation pulse at timg= — 7/2 the system is in
Bt tg) = Ao eXHri(t—to) ] =Ny expra(t—to)] thermodynamic equilibrium. The initial conditions for the
224570 Ap— g ’ state vector are the deterministic quantities
o2 (X1(—=712)y=x,(— 712)=0,
A= ;
T T, (M) + (Xo( = 712))=X,( — 7/2) =0,
0_2 <X3(_T/2)>:X3(_T/2):X0. (27)
o= T T, (c¥8) - B’ Therefore
1 1 3072 P(—71/2)=0; P, (—71/2)=x3. (28)
ro=a*p= T_l“L T—2+ 4 In accordance with Eqg21)—(28), for the moment at

5 . . which the excitation pulse ends 7/2 the power of the com-
N \/ S R B KA (03  Plex amplitude of the transverse component of the state vec-
- T, T, tor determining the response of the system will be

2 16"
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FIG. 1. Normalized powelP of the transverse component of the state
vector versus the duration of the excitation noise pulse.

| |

g 2 4 6 8
5 2
Ny, 0" rad’/s

T szg[exp(rlr) —expra7)]
P: 5 = 28 FIG. 2. Same as in Fig. 1 as a functionNf= 2. T;=100 us, T,=25 us.
(szg (Tle -1
+ 1-{1+ [f1(m)—=TFa(7)] of the system and detection of the response of the system are
T8 2 S )
separated in time and the problem of detecting a weak re-
o?T\ 7t sponse against the background of a strong exciting process,
+1f [9(m)—ax(7)] ;- (29 \which happens when stationary methods are used, does not

arise. In the latter case, various bridge schemes, requiring

Figure 1 shows the dependence of th? normallzeq powe(;alancing, are usetlOn this level, a quasistationary pulsed
of the transverse componeRy=Py(7/2)/x as a function o hastic resonance regime, arising #6¢3T, is of inter-
of the excitation pulse duration The power spectral density

of white noiseNy=o? for the curvesl-3 is, respectively,
5x10%, 10, and 2x 10 radf/s, and the relaxation times
T,=100 us andT,=25 us, which corresponds to the pa-
rameters of nuclear magnetic resonance of°Guiclei in
thin magnetic films of cobal? P(t)=Py(rl2)exd (- 2/T,)(t—(7/2))], t=7/2. (3D
The initial sections of the curves are linear. As the pulse  The dependence dt on the power spectral density of
duration 7 increases, the growth of power slows down, andpe exciting proces®ly= o with fixed pulse duration is
the power reaches a maximum and then drops off mO”OtO”bresented in Fig. 2. The pulse duratiorior the curvesl—3
cally, approaching a stationary value in the limit-. We  i5 109 20, and 3Qus, respectively. For comparison, in Fig. 3

When the excitation pulse ends, the power of the com-
plex amplitude of the transverse component decays exponen-
tially as a result of transverse relaxation

note that this value is the similar dependence is presented for the stationary state
2 corresponding to Eq30). We call attention to the fact that
P() Tyo . L o
N = 5 5 5 , this characteristic is different from the characteristic, pre-
Xo  2[1+(0°T/2)][1+(0°T4)+(0°T1/2)] sented in Ref. 9, of a power limiter for the harmonic com-

(300 ponents of the spectrum of a deterministic signal.
which agrees with the total power of two transverse compo-  As one can see from Fig. 2, for low leveik, the system
nents in the stationary state in Ref. 5. behaves as a linear system. Ng increases, the nonlinear

The plots presented in Fig. 1 essentially illustrate a tranproperties of the system start to appear as a result of the
sient process for the average power of the response of a
two-level system. As one can see fromi Fig. 1, the larger the
value of Ny, the larger the maximum powd?y and the
smaller the corresponding pulse duratimrHowever, in the '%
steady state regime, larger values\yf correspond to lower
power Py . We note that an essentially steady stationary 0.04
value is observed in the pulsed regime ez 3T;.

We also note that the maximum powey; in the pulsed 0.02F
regime is more than an order of magnitude greater than the
corresponding power of the response in the stationary re-
gime. Thus, forNy=10 rad/s the maximum power is 0 7' Zl 3' 4"
reached withr=11 us and is 3.% 10", while the station- N 705rad"/s

. ) . ’
ary regime corresponds to a power of 3IM0™~. This o

could be important in spectroscopy for recording Weak_ '€TIG. 3. Same as in Fig. 1 as a function\§= o2 in the stationary regime.
sponses. Then, for pulsed stochastic resonance the excitation=100 us, T,=25 us.
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Methods for achieving high measurement sensitivity in holographic interferometry
by rewriting holograms using incoherent light

A. M. Lyalikov

Ya. Kupal Grodno State University, 230023 Grodno, Belorus
(Submitted October 5, 1998
Zh. Tekh. Fiz69, 70—75(December 1999

Methods for increasing the measurement sensitivity in the rewriting of holograms by one beam
of incoherent light are proposed. To achieve high measurement sensitivity it is suggested

that an additional transmitting diffraction grating be used in optical rewrite systems. The linear
and nonlinear forms of hologram rewriting are examined. The methods make it possible

to lift the restrictions on the number of hologram rewrite cycles and to achieve maximum
measurement sensitivity. The results of an experimental check are presented for the
visualization of weak convection air flows near a heated body.1999 American Institute of
Physics[S1063-78409)01412-9

1. INTRODUCTION ence of a coherent light source degrades the quality of the
final holograms because of coherent noise.
Holographic methods for regulating the sensitivity of in- In the present paper methods for increasing measure-

terference measurements are of great interest for the diagnasient sensitivity in hologram rewriting with a single beam of
tics of transparent media. Even though the sensitivity of inincoherent light are examined. It is suggested that an addi-
terference measurements is high, diagnostics problems whetional transmitting diffraction grating with fringe period
the number or shift of interference fringes is inadequate formatched in a definite manner with the fringe period of the
satisfactory analysis of interferograms are often encountereigwritten hologram should be employed in rewrite
in practice. Then methods for increasing measurement sengichemes?

tivity are ordinarily used:3 Methods for increasing mea-

surement sensitivity have been used to study gas flows near LINEAR REWRITING OF A HOLOGRAM

models in wind tunnels and on ballistic paths at low pres- Th tical sch for Ii ii f a hol
sures, rarefied flows in shock tubes, for checking precise end € optical scheme for linear rewnting ot a hologram

measures and small deviations from planarity, and in interso9 @ single beam of incoherent light is displayed in Fig. 1.

) . : We write the amplitude transmittance of a hologram written
ference spectroscopy? Known methods for increasing . L e o
S ) . . under linear writing condition conditiofss
measurement sensitivity with optical processing of holo-
grams are based either on wavefront reconstruction in higher 1+
diffraction orders™" or rewriting holograms with filtering of To(X,Y) co T

. . _10 . _
the spatial frequenci€s® The latter methods make it pos whereT, is the period of the carrier fringes(x.y) is the

sible to achieve higher measurement sensitivity. Hologram . .
rewriting can be performed with ofi@or two' light beams. bhase change caused by the experimental objecte@xy)

In the two-b Bhol i be d | are the phase distortions due to the aberrations of the system
N eh wo- (T.arr? cah ° og][am revx|/r| |bng can be done r?n Y used to write the initial hologram.
In coherent light, whereas for single-beam rewriting the re- o o rginate syster§OY is chosen in the hologram

quirements on source coherence are substantially reduc%qiane so that theDY axis is parallel to the carrier holo-

and therefore the quality of the rewritten holograms im-g.oohic fringes. A distinguishing feature of a linear hologram

proves because coherent noise is reduced. of the form (1) and a nonlinear hologram is that under illu-
A drawback of the method of increasing measuremeninination it diffracts waves only in the-1 and—1 diffrac-

sensitivity by hologram rewriting with a single beam is thatjo orgers, arranged symmetrically with respect to the ze-
the frequency of the carrier fringes in the rewritten holo-

grams increases, which limits the number of rewrite cycles

and, correspondingly, the possibility of achieving high coef- 17 2 3 4 5 6

ficients of measurement sensitivity. The number of rewrite
cycles in coherent light can be increased by simultaneously -
rewriting several reference holografitsThe limit on the
number of rewrite cycles can be lifted completely combining
hologram rewriting by a single bea.m of mC.Oherem and byFIG. 1. Optical scheme for linear rewriting of hologramis:— hologram;
two beams of coherent light. The optical rewrite system for 2 — transmitting diffraction grating3, 5 — objectives;4 — filtering dia-
implementing this method is very complicated, and the presphragm;6 — hologram rewrite plane.

27X
_0+8(X1y)+90(X!Y) ’ (1)

1063-7842/99/44(12)/5/$15.00 1462 © 1999 American Institute of Physics
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roth direct-transmission order. Let a transmitting diffraction
grating 2 with fringes oriented parallel to the carrier fringes
of the hologram be placed flush against the initial hologram
1 in the optical rewrite systerfFig. 1). The transmittance of
such a grating is

= i27nx
T(x,y):n;x Cn eXH —

wherec, are coefficientsn=0,1,2,. .. ; and,T is the period
of the fringes.

When a hologram superposed with a diffraction grating
are illuminated in a direction along the normal, the distribu-
tion of the complex amplitude#\(x,y) of the diffracted
waves is directly proportional to the produgi(x,y) 7(X,y).
Using Egs.(1) and(2), the distribution of the complex wave
amplitudes at the exit of the combined hologram and diffrac-
tion grating can be represented in the more transparent form

, )

gl Ol "I ”|

FIG. 2. Diffraction spectra.

Co .
AXY)~1| 5 exfli(2mrox+e(xy)+e(X,y))]
Co ; To=3/2T as the most favorable for implementing the rewrite
+ = —i(2 +e(X,y)+ o(X, 0 , > . o
2 exfl —1(2mvox e (xy)+ (X y))]J method. The diffraction spectrum of the combined initial ho-
. logram and diffraction gratingFig. 20 contains components
+H > c,, exp(i2mnux) of waves diffracted exclusively by the hologre[lfirst set of
n=—c braces in Eq(3)] and by the diffraction gratingsecond set
to of braces in Eq(3)] as well as components which have un-
Cn : dergone double diffractioflast set of braces in Eq3)). For
+ — 2 -
n§::1 2 exfli(2m(vo=nv)x for double-diffracted waves the first two sums describe the
diffracted waves with difference spatial frequencies
+te(xy)+e(xy)] Av,==*(vo—nv), and the other two sums describe dif-
e fracted waves with sum spatial frequencieévy+nv). Dif-
+ E En exg —i(2m(vo+nv)x fracted waves with difference spatial frequencied v, are
n=1 of special interest for rewriting of the initial hologram. The
+e(x,y)+o(x,y)] complex amplitudes of these waves are
i Ai(x,y)~cpexpi[2m(vo—v)X+e(Xy) +o(x,y)]},

Cn .
Y 2 ’ ’
* 2, 7 HIETOor X oY)+ e(xy)] A% (x,y) ~Cy exp{—i[ 2(vo— v)X+£(X,Y)

+ oo

Ch +e(xy)]}. 4
+ J—

exg —i(2m(vgtnv)X
i=1 2 These waves are extracted by the filtering diaphraigm
(Fig. 1) with the aid of two openings, and they form an
+e(X,y)+ (X, Y]}, (3) interference pattern in the plarge optically coupled by the
objective5 with the initial hologrami.

where v, and v are the spatial frequencies of the diffracted "€ amplitude transmittance of a hologram rewritten
waves, related with the periods of the carrier fringes of the/nde linear conditions is
hologram and the diffraction grating as,=1/T, and 2%
v=1/T. T1(X,Y)~ 1+cos{_|_ +2e(X,¥Y)+20(X,y) + ¥(X,Y) |,
Figure 2 shows the diffraction spectra of a linear holo- 1 )
gram (a), the diffraction gratingb), and the superposed ho-
logram and diffraction gratingc), observed in the back focal where T;=1/]2(vo— )| and (x,y) are the aberrations of
plane of the objectiv8 (Fig. 1) on the filtering diaphragm.  the rewrite system.
In Fig. 2 the values of the spatial frequencies of the dif- If the conditionTy=(3/2)T for the ratio of the periods
fracted waves are marked, while the zeroth orders, corresf the carrier fringes of the initial hologram and diffraction
sponding to directly transmitted waves are left unmarkedgrating is satisfied, which will correspond to the ratio of
The diffraction spectra presented in Figs. 2a—2c corresponspatial frequencies= (3/2)vq, then the period of the carrier
to the case where the ratios of the periods of the carriefringes of the rewritten hologram; =T, i.e., it is the same
fringes of the hologram and the diffraction grating as the period of the fringes of the initial hologram. It is



1464 Tech. Phys. 44 (12), December 1999 A. M. Lyalikov

evident from Eq.(5) that the phase changes caused by the 1 2 3 4 5 6 7 8

experimental object and the aberrations of the system writing I

the initial hologram are doubled. - - -
In the second rewrite cycle the rewritten hologram is | L

substituted for the initial hologram in the rewrite scheme

(Fig. 1) and the entire process is repeated. Afterewrite

FIG. 3. Optical scheme for nonlinear rewriting of holograrhs: transmit-

cycles, V_VhereNz 1,23, T theamplitude transmittance of ting diffraction grating;2, 4, 6, 8 — objectives;3, 7 — filtering diaphragms;
the rewritten hologram is 5 — hologram;9 — hologram rewrite plane.

27X\ N
(X, y)~1+co T—O+2 e(X,¥)+2%@(X,y) + In(X,Y) |

(6) 3. NONLINEAR REWRITING OF A HOLOGRAM

where g (x.y) are the aberrations of the rewrite system ... If the initigl holog_ram was wriyten under nonlinear con-
. In(xy y ditions, then its amplitude transmittancé is
which have been accumulated owrcycles.
It is evident from Eqs(6) and(1) that the phase changes -~
due to the experimental object are increased by a factor of  7(x,y)~ ] 7 9)
2N, and the period of the carrier fringes of the hologram has
remained the same. ) )
A reference hologram can be used to compensate th&herey is the gamma of the photoemulsion.
aberrations of the hologram writing system, which also are  For holograms of the linear forifl) y=—2. When such
2N times greater than the aberrations of the initial hologram@ hologram is illuminated, besides thel diffraction orders,
and of the rewrite system which were accumulated dver igher ord_ers are al_so present in the spec’Frum. If a nonlinear
rewrite cycles Such a hologram is written without the ex- nologram is placed into the rewrite scheffég. 1), then the
perimental object with the same period of the carrier fringegliffraction spectrum of the combined hologram and diffrac-

as the initial hologran{1). The amplitude transmitance of tion grating in the back focal plane of the object@®en the
the reference hologram is diaphragm4 will be even more complicated than for a linear

hologram. The increased complexity of the pattern of the

spectrum is due to the appearance of additional double-
. (7)  diffraction components on account of the high orders of the
nonlinear hologram. The appearance of additional double-
diffraction components with the differenceé (mvy—nv),
r\_/vherem:2,3, ..., and sum+ (myy—nv) spatial frequen-
cies complicates the pattern of the diffraction spectrum to
such an extent that it is virtually impossible to identify cor-
rectly the orders of diffraction required for rewriting.
. (8) Figure 3 shows an optical scheme for nonlinear rewriting
of holograms by a single beam of incoherent light. This re-
write scheme differs from the preceding oftég. 1) by the

It is evident from Eqs(8) and(6) that the phase distor- . ) ;
. g . : resence of the syste 4 for optical conjugation of the
tions caused by the aberrations of the write and rewrite sys=. . .
! . . diffraction grating1l and the hologranb. Such a system
tem are the same for the final holograms. This makes it pos- . . . e
makes it possible to perform in addition filtering of the spa-

sible to ex.clude these a}berrau_ons completely at the stag['[;‘al frequencies in the back focal plane of the objecthand
where the interferogram is obtain&d.

It should be noted that to implement the above—describe<t1h§.reby to simplify the d|ffract|qn spgctrum of the waves
. . o ..~ Wwhich have undergone double diffraction.
method for increasing the measurement sensitivity, the initial"

and intermediate holograms should be recorded under Iine? In this hologram rewrite schem@ig. 3), it is proposed

27X
1+ COS{T— +e(X,y)+e(Xy)
0

21X
T’(x,y)~1+cos{— + o(X,Y)
To

After N rewrite cycles, performed by the method de-
scribed above the amplitude transmittance of the final refe
ence hologram is

, 27X N
TO0Y)~ 108 1 +26M0xy) + Uy(x.y)

conditions, which exclude the appearance of high orders o at a diffraction gratingl and an optical filtering system

diffraction, which strongly distort the form of the diffraction —4 be used to form two beams of light illuminating the

spectrum. For the final rewritten hologrart@ and (8) the initial hologram5 in a manner so_that when the r_equwed
o . e ) . waves are extracted, a hologrémwith the same period of
condition of linear writing is not required, since a holo-

graphic interferogram can be obtained by any meféd. carrier fringes as the initial onB is rewritten in the filter

. X . : ) _plane?.
Fgﬁ;ig&i‘,{iﬂiﬁi:ht?n?g;rzc_tlzgl s_?ﬁgt;?nrgl Og;roe ]::ril ?é)_lo Let us assume that the fringes of the diffraction grafing
9 r 9 make in theXOY plane certain angles with tH@X andOY

written at the last stage was recorded even under nonllne%\rxes. Then the amplitude transmittance of the grating can be

conditions, as is indicated by the appearance of higher orders .
. . . . . rewritten as
with spatial frequencies which are multiplesigf. Compar-

ing Figs. 2a and 2d we see that the periods of the carrier o
fringes of the initial hologranta) and the hologram rewritten HX,y)= E c exr{ian i+ y } (10)
N times (d) are essentially the same. e " T T,/)
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whereT, andT, are, respectively, the distances between the
carrier fringes of the diffraction grating which are measured
along theOX andOY axes, respectively.

Since the initial hologran(9) is of a nonlinear form, we
shall consider the more general case of the rewriting of a
hologram in=1 diffraction orders.

If the enlargement of the optical conjugation systam
is 1, and the filtering diaphrag® separates the- 1 diffrac-
tion orders, then the distribution of the complex amplitudes
of the waves illuminating the holograin the plane of the
initial hologram can be represented in the form

B(X,y)~cCq exp{i2m(vX+ vyy)},
B* (X,y)~cCy exp{ —i2m(vx+ vyy)}, (17

where the spatial frequencies arg=1/T, andv,=1/T, .
The distribution of the complex amplitudes of the dif-
fracted waves on the initial holograis

A(X,Y):[B(ny)"‘B*(XaY)]TO(X:y)- (12)

Waves diffracted by the initial hologram in thel dif-
fraction order are of special interest,

FIG. 4. Diffraction spectra observed on a filtering diaphrag(fkig. 3) with
rewriting of holograms in thet 1 (a) and =2 (b) diffraction orders.

Ai(x,y)~cexpli[2m((lvo+ v )X+ vyy)

Hle(x,y) ey T, 4, EXPERIMENTAL CHECK
The methods examined above for increasing the sensi-
tivity in the rewriting of holograms by a single beam of
(13)  incoherent light were used to visualize weak convection air

flows near a heated body. The initial hologram was written

AF (x,y)~cyexp{—i[2m((I v+ v)x—vyy)
+le(x,y)+lo(x,y)]}.

It is obvious that if

1
vy=5 Vo, (14

vy=—lvg,

using a holographic interferometer based on an IAB-451
shadow apparatué.The period of the carrier fringes of the

hologram wasT,=0.04 mm. The reference hologram was
written in the absence of convection flows without changing

then th litude transmitt f the hol itteri© SChEMme.
en the amphitude transmittance ot the hologram rewrntten Figures 5a and 5b show the reconstructed interfero-

in the plane9 with separation of the waves(x.y) and oo™ shtained by superposing the initial and reference ho-

N .
Al (xy) is lograms, with adjustment to infinitely wide) and finite(b)
27y fringes. For adjustment to finite fringes, the holograms were
(X, y)~{ 1+ cos{_l_ +le(Xx,y) turned relative to one another by a small angl€or adjust-
0

ment to an infinitely wide fringe, virtually uniform illumina-
2 tion of both the light(a) and dark fields was observed in the
] : (19  field of the interferogram. The presence of a sigfairva-
ture of an interference fringavas observed only for adjust-
where ,(x,y) are the aberrations of the rewrite system.  ment to finite fringes by turning the holograms. However,
It is evident from Eq.(15 that the orientation of the when the holograms are turned relative to one another, aber-
carrier fringes of the rewritten hologram has changed by 90tations comparable in magnitude to the useful signal can be
with respect to the carrier fringes of the initial hologr&e, introduced into the interferogram.
but the period of the fringes has not changed. A method for increasing measurement sensitivity by us-
Figure 4 shows the diffraction spectra observed in theng linear holograms was used to increase the measurement
back focal plane of the objectivé (Fig. 3 on the filtering  sensitivity in visualizing weak convection air flows. The ini-
diagram? with the initial hologram rewritten in the-1 (Fig.  tial and reference holograms were rewritten using the scheme
43 and =2 (Fig. 4b diffraction orders. In Fig4 a rectangle presented in Fig. 1. A helium—neon laser was used as the
marks the wavesA,(x,y), Aj(x,y) for I=1 (a and light source. The spatial coherence of the laser radiation was
Ay(%,y), A5 (x,y) for =2 (b), which are separated by the destroyed by a rotating scatterer. The latter was placed in the
filtering diaphragmv7 (Fig. 3. defocused plane of a short-focal length collecting lens of a
A reference hologram rewritten the same number oftelescopic system forming a collimated beam. The diameter
times as the initial hologram can be used to compensate thaf the spot focused on the scatterer was 1-2 mm. Transmit-
aberrations of the write and rewrite systems. ting diffraction gratings were prepared on an FG-690 photo-

tle(x,y)+i(Xy)
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lograms were rewritten using the scheme presented in Fig. 1.
The sensitivity of the rewritten holograms was increased by a
factor of 16, and the interferograms were reconstructed in an
optical superposed-hologram analy2evhich made it pos-
sible to increase the measurement sensitivity in the final re-
constructed interferogram by an additional factor of 2. Thus
the measurement sensitivity in the interpretation of the final
interferogram(Fig. 50 was 32 times higher than the sensi-
tivity of the interferogram(Figs. 5a and 5b It should be
noted that despite the large increase in measurement sensi-
tivity, the fringe quality in the final interferogram is quite
good, making it possible to read the fringe number with an
error of not worse than 25%.

This work was supported by the Ministry of Education
of the Republic of Belorus.
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The problem of controlling the characteristics of a calcium molybdate collinear acousto-optic

filter using acoustic trains of variable duration is investigated experimentally. It is shown

that electronic restructuring of not only the central transmission frequency but also the transmission
bandwidth of the filter as well as the form of the transmission curve is possible in collinear
acousto-optic filters. The frequency characteristics of the filter are measured by synchronous and
inertial methods. The experimental relative-transmission curves and the experimentally

measured side wings of the transmission bands of the acousto-optic cell are present€f9 ©
American Institute of Physic§S1063-784299)01512-3

1. INTRODUCTION of the wave-vector surface. Such diffraction with a large in-
teraction length occurs only in the directions of sound propa-

In the last few years, tunable acousto-optic filters have i here th tor of th qi dicul
been finding more and more applications in laser technolog ,a lon, where the wave veclor of the sound 1S perpendicutar
to the tangential wave-vector surface.

spectroscopy, optoelectronics, and optical information pro- if db tes in the directiomithout
cessing. These devices have a narfofithe order of several a sound beam propagates In the directomithout -
energy drift, then one solution of the Christoffel equation in

angstromp transmission band, and the light wavelength S Otropi dium i Ky di ina G an f
transmitted by the filter can be tuned electronically over arfh anisotropic medium 1s a weaxly diverging >aussian func-

entire octavefrom \ i, 10 A na=2\min) by @ corresponding tion describing the amplitude of this beam,
change in the frequency of the acoustic wave. 1 s o

Two types of acousto-optic filters are described in the Ga(X,Y,2)= i exp{ __yre } (1)
literature: collinear and noncolline&?.Ordinarily, collinear 1-)Dx R*(1-jDx)
filters have a narrow transmission band, i.e., they are distin- o . L
guished by high selectivity, which is very important in prob- WhereD =2/(KR?) 'is the divergence of the train in trans-

lems of the spectral analysis of optical radiation and probYerse directiony andz Ris the initial transverse size of the
lems of increasing the density of communication channelstrain; the term (1-jDx) describes the change in phase and

However, only a small number of crystals showing purelyradius of the beam as the beam propagates in the medium.
collinear acousto-optic interaction are known at present. An acoustic train propagating along theaxis in a me-
These are quartz, lithium niobate, and calcium molybdatedium without energy drift can be represented as

These materials are all of low acousto-optic quality. For this

reason, in practice, noncollinear filters, vF\)/hicg havé high ef- AdADGY,Z ) =8AGAXY, 2V (XD
ficiency but lower resolution, are also widely used together Xexp{j(Qt—Kx)}+c.c., 2

with collinear filters.

Recent theoretical works® have shown that electronic WhereV(x,t) is the temporal envelope of the sound train,
tuning of not only the central transmission frequency of al.e., a function describing the form of the train in the direc-
filter but also the transmission bandwidth and the shape dfon of propagationa is a unit polarization vector, is the
the transmission curve is possible in collinear acousto-optiéhput amplitude of the acoustic wav€; andK are, respec-
filters, if a pulsed signal is used instead of a continuoudively, the frequency and wave number of the train; the func-
acoustic signal controlling the filter. Then the duration of thetion V(x,t) is slowly varying in both coordinates, so that in
controlling pulse determines the transmission band of théhe present theory we neglect its derivatives.
filter, and the form of the pulsed signal strongly influences ~ The propagation of an acoustic trai®) in a medium is
the form of the transmission function of a collinear filter. The accompanied by a wave of elastic deformations, determined
present work is devoted to an experimental investigation oby a tensorS,, whose components in turn can be expressed
this problem. as

_Ao] oA aA_m] 3)

2. THEORY OF COLLINEAR ACOUSTO-OPTIC INTERACTION Sm_?[_ +
IX &X|
The propagation of an acoustic train in an anisotropic "
medium can be described using the Christoffel equation for The wave of elastic deformations changes the refractive
the wave of elastic displacement&(x,y,zt) in this index of the medium. This is due to the elasto-optic effect,
medium!® Collinear diffraction occurs only in anisotropic described by the tensq)qkm.lo The change in the permittiv-

media characterized by a complicated directional dependendty tensor by the acoustic-deformation field has the form

1063-7842/99/44(12)/5/$15.00 1467 © 1999 American Institute of Physics
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Agje= —N?NZpjam- Sm, WhereN; andN, are the principal ~3- WEAK ACOUSTO-OPTIC INTERACTION APPROXIMATION

refractive indices of the medium angk,l, andm are coor-
dinate indices.

The vectorE of the light field in the pesence of sound
propagating in the medium must satisfy the wave equation

If the acousto-optic diffraction efficiency is low, then the
transmitted light beam does not differ much from the inci-
dent beam. Then the known val&g=E;(0) can be substi-
tuted into the right-hand side of E7) instead of the un-

92 2 known functionE;(x). In this situation the diffracted light at
curlcurlE+ — — goE=— — — Ae(aE), (4)  the exit of the acousto-optic cell is determined by the single
¢ at c” ot equation(7), and if the divergence of the sound train is small
wherea(x,y,z,t) is a scalar spatial and variable distribution (D—0), the problem can be solved analytically. Fourier
of the deformationss is the permittivity of the medium in  transforming both parts of Eq7) in theyz plane we obtain

the absence of sound, antk is the change irg, in the IE4 _ »
presence of sound and is proportional to the amplitiglef —x F1Ger = ~ja1Eie ! V(X )OF{GAGe}, (8)
the acoustic deformation.

It should be noted that curl cufl=—V2E for light  where
beams of finite size, since grad di# 0 cannot be assumed
to be zero even in an isotropic medium. F{Ge} = mrexpl — (kj+ ko)r?/4},

_ As is we!l known, _for coIIinea}r diffraction the polariza- F{GAGe) = 7-rr2(1+p2)*1exp[—(k§+k§)r2/4(l+p2)},
tion of the diffracted light beam is orthogonal to the polar-
ization of the light incident on the acousto-optic cell. For thisp=r/R; and,k, andk, are the transverse components of the
reason, it is natural to represent the light beam in the regiomwave vector of the light.
of interaction of the light and sound as a sum of the trans- If the radius of the sound train is largeR$r),
mitted and diffracted beams with orthogonal polarizationsF(GAGg}~F{Gg}, and therefore we can cancel the terms on
propagating in the same direction as the sound t2in both sides of Eq(8). As a result, we obtain the standard

. formula for the plane-wave theory.

E=eB(x.DGe(y.z)exfj (kX = wt)] In the subsequent analytic analysis of the problem, two
+e4E4(x,t)Ge(Y,2)exd j (kgx— wqt)], (5) different limiting cases are assumed: the region of acousto-
optic interactionL is much larger than the lengthof the
) ) / acoustic train or the opposite situation holds. The latter case
Eq(xt) are slowly varying amplitudes on the axis of the g ¢|ose to the phenomenon of light diffraction by a continu-

optical beams, n, andk=wn/c are the frequency, refrac- ;5 sound beam, so that we shall consider the first limiting
tive index, and wave number of the light wave, respectively; o (<L). To find the amplitudéE,(L,t) of the diffracted

and,GE(y,z):exp{—(y2+zz)_/rﬁ~. Here and below the index jight at the exit of the cell, the expressié8) must be inte-
trefers to the transmitted light, and the indéxefers to the 4 ate gver the coordinatewithin the interaction length. If
diffracted light. The use of the functidBe(y,z) in thisform ¢ temporal envelope of the sound train is chosen to be

implicitly assumes that the divergence of the light beam i”GaussiarV(x,t)=exp{—(vt—x)2/I2}, then integration gives
the region of acousto-optic interaction can be neglected.

where e, and 4 are unit polarization vectorE,(x,t) and

We now substitute the vectd in the form(5) into the _ E; vt vt—L
wave equatiori4) and neglect?E, /x> and 9°Eq4/dx?. Us- Eq(L,t)= ﬂ%'ﬁ erf——erf——
ing the diffraction conditionwy= w;+ ), we equate to one p
another the terms multiplying efjat} and exgjwqt} in both K2+ K2 2 12
. ) S y Rz 5 P (nl)
parts of the wave equation. Since the polarizatignsnd e, Xexp — 7 2T 4 | 9
are orthogonal to one another, we form the scalar products of 1+p

the expression obtained ardande, . As a result, we obtain _ -2
. ! . where erfk) = (2/\/7) [fe ¢ d¢.
from Eq. (4) two scalar equations relating the amplitudgs When the diverge?we of the sound train is substantial,

andEq: the constantp becomes a function ok: p?(x)=r2/R?(1
JE, E, #Gg +D2x?). Then Eq.(8) can be integrated only numerically
- and a formula similar to Eq9) cannot be derived.
Using finite beams to describe diffraction of light by
— — 0,61 ™G (%,Y,2)Ge(Y, V(XD Eq(x,1), (6) sound makes it possible to determine the diffraction effi-
ciency not in terms of the ratio of the power densities of the
JEy Eyq 9°Gg incident and diffracted light, but rather in terms of the ratio
WJF m ? of the power fluxes in the diffracted and incident light
y beams, as is always done experimentally. The power flux in
=—jq.el ”Ga(X,Y,2)Ge(Y, 2)V(X, D) E(Xx,t). (7) a light beam can be calculated by means of an integral of the
~ squared modulus of the distribution of the light field over the
Here n=k+K—kg, Oi1=kg(es-Aze)/n, d,=k(e  transverse section of the beam and by means of an integral of
~A§ed)/nt2. If A\L<<7rr?, then the second derivatives on the the squared modulus of the Fourier spectrum of the field over
left-hand side of Eqs6) and(7) can be neglected. the angular coordinatds, andk, (Parseval’s theoren

o
ax  2jky 972
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The power flux of the light at the entrance into the 0 «

acousto-optic cell is determined by the relatioR, | |—Z-|
=0.5E2[ [GZdydz and the power flux at the exit of the cell 2 \ 3
can be calculated using the formuba= 0.5/ [E4(L)EJ (L) e %a
X(F{GE})deyde, whereEy4(L) is determined by the ex- e,0 Nb
pression(9). The ratioP/P, characterizes the acousto-optic /\ 0 Nc
diffraction efficiency. It has the form 1 d
P . (q|)2 vt vt—L\? (77| )2 FIG. 1. Diagram of acousto-optic cell.— entrance face2 — piezoelectric
p__ 1422 erfT_erf I exp — 2 : (10) transducer;3 — exit face; a, d — diffracted beams; b, ¢ — transmitted
0 p beams.

If successive sound trains follow continuously with in-
terval L/2<S<L, two trains can be located simultaneously . o .
inside the crystal. In this situation the phase difference be\—/=2926 WS’ e}nd correspondingly the transmission time of
tween these trains has a large effect on the acousto—optﬁn aCOl.JSt'C train through the crystal \Malsyzll_.g,u,s. .
interaction efficiency. If, as in the preceding case, a Gaussian. A diagram of the experimental apparatus is presented in

temporal envelope is chosen for two trains of identical lengt 9. 2. _The operation of the collinear filt&ris controlied by
a specially constructed generatbcontrolled by a computer

(vt—x)? 1. The generator gives at the exit electric pulses of prescribed
V(x,t)=ex BT shape, frequency, and amplitude. A helium—neon laer
generating radiation with wavelengih=0.6328um with a
;{ (vt—x—S)Z] light beam diameter of 3 mm was used as the light source. In
+exp, — explje(S)}, (1)  certain experiments a diaphraginwhich decreases the size
of the laser beam at the exit to 0.35 mm, was placed at the
where ¢(S)=KS+ ¢, is the phase difference between the laser exit. The light is attenuated by the light filté&swhich
two trains andp, is the initial phase of the second train, then are necessary in order to decrease the intensity of the laser
an expression describing the diffraction efficiency, similar toradiation, since an optimal light intensity must be used in

|2

Eqg. (10), is measurements performed with a photomultipiEEU) 10.
P 12 12 The laser generates unpolarized oscillations, so that three
— = &exp[ _ ) J beams are observed at the exit of the acousto-optiBcélb
Po 1+2p? 2 select and analyze one beam, crossed entrance and exit po-
larizers7 and9 are used.
2 2
X[H1+Ha+2H H, CogKS+ @), (12) The condition of collinear diffraction of lighky=k;

where +K with the indicated wavelengtih&0.6328 um) is sat-
isfied with the acoustic frequendy/27=43.6 MHz. Since

H,=erf vt —erf vioL ’ the entrance and exit faces of the crystal are not perpendicu-
| | lar to the propagation direction of the light in the crystal, the
vi—S vt—(L+9S) diffracted light beam at the exit of the cell propagates at an

H,=erf —erf . angle of 0.53° with respect to the transmitted beam. This

! ! makes it possible to perform measurements of the diffracted
Analysis of the relatior(12) shows that by varying the light without noise from the transmitted laser beam.
phase difference between the trains the diffraction efficiency In the experiments performed the diffraction efficiency
can be varied fronH2—H2 to H2+H2. This is determined reached 10%. This corresponds to a weak acousto-optic in-
by the maximum change in the function cel(To achieve teraction. Measurements of the transmission béawith re-

the maximum efficiency the phasg, of the second train
must differ from that of the first train biKS.
_ ‘ @
7
4. EXPERIMENT ~U |2 J

A collinear acousto-optic filter based on a CaMofys-
tal of lengthL=3.5 cm was used in the experimental inves-
tigations. A diagram of the acousto-optic cell is displayed in
Fig. 1. When unpolarized oscillations are used, four rays are
present at the exit of the acousto-optic cell. However, be-
cause the angle between the ordinary and extraordinary ray:
is small, three rays are observed: two diffracted and one
transmitted, since the raysandc merge. The optic axis of _ _
the crystal was orthogonal to the direction of the light and’'C: 2- Arrangement of the experimental apparallis:- computer,2 —
. - . generator3 — oscillograph,4 — laser,5 — light filters, 6 — diaphragm,
the sound. The refractive indices of a calcium molybdate; __ onirance polarizel8 — acousto-optic celld — exit polarizer,10 —
crystal areng=1.9720 anch,=1.9814. The sound speed is photomultiplier.
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FIG. 3. Transmission banfif versus the relative duratidiL of the sound

FIG. 5. Experimental curves of the relative transmittance of an acousto-
optic cell versus the acoustic signal frequedgr various durations of the
controlling pulser=1/v, 7=60 and 17(1), 6(2), 15 us (3).

train.

spect to the 0.4 levelnd the level of the first side lobes of
the transmission function were performed for two cases: for  |n the first casgdashed curvethe light intensity at the

square and Gaussian sound trains. Figure 3 shows the trarffter exit was measured at the moment when the center of
mission band as a function of the sound train duration. Thehe sound train was located at the center of the crystal. This
transmission bands for both types of trains are the same, fheans that the detector of the light radiation was switched on
the length of the Gaussian train is measured with respect t@ith the pulse repetition frequency of the controlling genera-
the 0.4 level. The theoretical results are shown by a solidor and with the corresponding phase. In the process, mea-
curve, and the experimental results are indicated by crossyrements in the transitional period, when the sound train
marks. enters and exits the crystal, were completely excluded. In
Figure 4 illustrates the dependence of the level of theyrinciple, these transition processes increase somewhat the
side lobes measured in the experimental apparatus on thgansmission band of the filter, since the length of the work-
duration of the acoustic pulse. The magnitude of the sideng part of the train during this time is shorter than its total
lobes for square pulses is constadashed ling while for  |ength.
Gaussian pulses it varies from zero for short duration to a  The second measurement metffsdlid curve consisted
level corresponding to the level of the side lobes of thein using the entire light flux corresponding to the diffracted
square pulseésolid and dashed curvesThus, the transmis-  peam. In this case, the voltage on the active load of the
sion characteristics of a collinear filter can be substantialljphotomultiplier was measured with an inertial photodetector.
changed by controlling the duration of the Gaussian trainComparing the results in Fig. 4 shows that the side lobes of
This can be used in practice. As is evident from Fig. 4, for ahe transmission curve when using the inertial photodetector
Gaussian train with duration of the orderlofv the level of  grow much more rapidly with increasing duration of the train
the side lobes drops substantially with no appreciable broadhan for measurements by the synchronous method.
ening of the transmission band. Figure 5 shows the experimental dependences of the
Two different methods for measuring the transmissionrelative transmission of an acousto-optic cell on the fre-
band and level of the side lobes of the filter characteristicguency of the acoustic signal for various durations of the
were used in this work: synchronous and inertial methods. controlling pulse. The curvé corresponds to a pulse dura-
tion of 60us, which is 4.5 times greater thdn'v. Points
corresponding to a pulse with duration &8, which is 25%
greater tharL./v, fall on the same curve. The curveand3
""""" AAMSAAAARS S refer to short controlling signal pulses. The width of the
-~ transmission band in these cases increasesas ldccor-
A dance with Fig. 3.

Figure 6 shows the measured experimental wings of the
transmission bands, shown in the preceding figure. The
curvesl and2 correspond to durations of 60 and 4%. The
curvel is described well by a function described of the form
sinc (—QOy/27), whereas the side lobes of the second
curve are somewhat lower than the preceding case. The

. curve 3 no longer contains side lobes, and it gives a rapid
] and smooth dropoff of the intensity. A similar curve is ob-
L/L served in all cases when<L/v. These results agree com-
FIG. 4. Side lobe levelll ,, versus the relative duratiddL of a Gaussian ~ Pletely with the theoretical calculations of the transmission
sound train. curves which we presented previously in Ref. 6.
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FIG. 6. Experimentally measured side wings of the transmission function e

for 7=I/v, us;1—60,2—17,3 —86. FIG. 8. Theoretical curve of the relative light diffraction efficieridyy, of

two successive sound trains versus the phase differehgeof the oscilla-

. . tions in these trains.
Figure 7 shows the theoretical dependence of the effi-

ciency of diffraction of light by a sound train with duratidn
for the case where the amplitude of the acoustic wave is such
that the light diffraction efficiency for a continuous train is curve! These points were measured by smoothly varying the
close to the maximum level. For low efficiency this depen-carrying frequency, which is related linearly with the change
dence is parabolic and then saturates. The crosses on thethe phase difference between the pulses, while keeping
curve mark the experimentally obtained values of the diffracdistance between the trains constant.
tion efficiency for various pulse durations. Since the case of
a weak acousto-optic interaction is realized in the experi-
ment, the points fall well on the initial parabolic section of
the curve. It follows from the figure that in order to maintain
a constant diffraction efficiency as the pulse length de-  As our investigations showed, the width and shape of the
creases, the amplitude of the sound oscillations must be irtransmission function of a collinear acousto-optic filter can
creased in proportion to I/ be controlled electronically over wide limits by using acous-
Figure 8 illustrates the efficiency of light diffraction by tic trains of finite length. The width of the frequency band of
two successive trains versus the phase difference of the ofhe acousto-optic cell can be increased smoothly more than
cillations in these trains. The computed cufveorresponds tenfold by varying the duration of the acoustic train control-
to maximum efficiency not exceeding 20%. It is nearly sinu-ling the operation of the filter. Using trains with a smooth
soidal, as follows from the theory for a weak acousto-opticenvelope decreases the level of the side lobes of the trans-
interaction® However, the form of the theoretical cun®  mission function of the filter. The form of the transmission
corresponding to a maximum efficiency of 50%, is stronglycurve of the filter can be changed substantially and it can be
distorted compared with the preceding case. It contains a flahade to be close to the form required for a given problem by
top due to nonlinear effects. The experimental cross marksdjusting the duration and form of the controlling pulse.
corresponding to a weak interaction, satisfactorily fall on the

5. CONCLUSIONS
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Bragg reflection during the propagation of magnetoelastic microwave pulses in a
structure consisting of a ferrite thin film on a dielectric substrate

S. V. Meriakri
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The propagation of a microwave pulse in a ferrite thin film—substrate structure in a regime of re-
reflections(““ringing” ) of the acoustic component of the substrate is studied theoretically. It

is shown that as a result of the interaction of microwave pulses with the boundaries of the
substrate, propagation of a microwave excitation in this system can be regarded as a
propagation of a wave packet in a periodic nonuniform medium. The basic characteristics of a
propagating wave packet are obtained. 1899 American Institute of Physics.
[S1063-784¥99)01612-9

The propagation of pulses of magnetoelastic waveguide propagation of pulses with reflections and the propa-
(MEWSs) is of interest, on the one hand, in connection with gation of waves in periodic media. This analogy is due to the
the study of the nature of magnetic waves and their interacfact that when a microwave pulse interacts with the bound-
tion with acoustic waves in magnetic materials and, on thearies of a waveguide, a periodic temporal nonuniformity
other, in connection with better understanding the pulsedvrises in the system. This makes it possible to obtain the
propagation of microwave signals. An interesting object ofbasic characteristics of the propagating excitations by using
investigation in this direction are pulses of fast magnetoelasthe well-developed apparatus of wave propagation in peri-
tic waves (MEWSs).1™* Pulsed propagation of MEWs pos- odic media for describing pulses in the “ringing” regime.
sesses a number of interesting features. For such waves the Let us examine the geometry of the problem. Let a film
substrate is a dielectric waveguide where the purely elasti€f thicknessh lie in the half-spacey>0 and the let the
waves have a high dispersion and their phase velogity s_ubstrate Iie_ in _the half-spage<0. The external magnetic
>vs (vs is the speed of sound in an infinite crystathe  field Hol|0z lies in the plane of the film and the microwave
velocity vector of fast elastic waves is almost perpendiculaPUS€ propagates in the positive direction along@heaxis,
to the boundaries of the substrate, and they interact effeg2€rpendicular to the external magnetic field. A pulsed micro-

tively with magnetostatic wavesMSWs), specifically, ~Wave signal
Damon—Eshbach waves. In Refs. 5 and 6 it was found ex-

70
perimentally that when a microwave pulse with duratign Ao COSwot,  [t|< o
is applied to the entrance transducer, besides the transmitted f(t)=
signal, a series of delayed microwave pulses separated by the 0, |t|>E,
same delay timesy (“ringing” ) was observed at the exit 2

t_ransducer. The first delayed pulse is separated fr(_)m the injs excited in the structure. Herkis the amplitude of the
tial pulse by the same time interval;. The experiments excited signal ana is its frequency. The amplitudecan be
were performed on structures consisting of a submicron Ytany of the components of the microwave fiel@sagnetic,

trium iron garne(Y1G) film on a gallium—gadolinium garnet - gjectric, microwave currentlepending on the method of ex-
(GGG substrate under conditions such that fast MEWs arisgitation. The spectrum of this signal is

in the continuous regime. Investigation of the time delay

showed thatrd=2T/yS, whereT is the substrate thickness, Glw)= LJ'_%O Ao “tdwotdlr

and studying a series of delayed pulses in a spectrum ana- NPT

lyzer showed that their spectrum does not contain a series of 2

frequencies corresponding to frequencies which are mul- _ To

tiples of the frequencies of the Lamb modes of the subsfrate. Ao S'r{(“’_ o) 2

In Ref. 7 an approximate explanation was given for the sup- = on o (1)
pression of frequencies which are multiples of the frequen- (0—wp) >

cies of the Lamb modes of the substrate on the basis of the
spectral function of the magnetostatic echo, using the signal The microwave magnetic fields of the pulse are found

transfer coefficients which is not determined there. from the relation

In the present work a different method is proposed for
describing the propagation of a microwave pulse with “ring- A(r,t)= L jw Iti(w,r)G(w)e““’(Wtdw, (12
ing.” The method is based on an analogy between wave- N TR

1063-7842/99/44(12)/5/$15.00 1472 © 1999 American Institute of Physics
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where w is the circular frequencyg is the wave number; that reverses its direction of propagation. The boundary itself
H(w,r) are the Fourier components, at the paintof the  becomes deformed locally during the interaction with the
microwave magnetic field of a pulse propagating in the fer-microwave pulse. Thus, the equation of motion in the sub-
rite; A(w,r) varies as the pulse propagates in the ferrite; theStrate at timet: (7, — 7o)n<t<nr; assumes the form

function H(w,r) will be determined below. 9 2pU;
The system of equations for finding the microwave fields ~ pUi :&_Xk[ciklmulm]_" o ®)
and the functionw(q) has the following form: ain the fer-
rite It should be noted that in a ferrite film there is no need to
take account of the interaction of the pulse with the film
M . . . .
— = — y[MXHegl, boundaries, since the travel time of both acoustic and mag-
at netostatic waves over the thickness of the film and back
Hei=Ho+ H™ + by M Ui, Tp,§ To, @S a r_esult qf Wh_ich a q_uasicontinuous wave propa-
gation regime is realized in the filfiThe components of the
divB=0; curlH=0; B=H+47M, microwave fields of the system under study have been found
in Refs. 4 and 5, where it was established that in the case
Pu:i[ciklmulm+ BimM M, 1, (2)  under study a Lamb wave with a high mode number
Xk (m=~1000), which has only one componemt of the dis-

whereH is the effective internal magnetic field in the fer- Placement vector, propagates in the substrate.
rite and is determined from the equation It follows from Eqgs.(4) and(5) that in this situation the

substrate can be treated as a medium with periodically time-
varying coefficients. Since pulses move almost uniformly,
with the exception of the moments when the collide with the
substrate boundaries, and the collision time can be neglected,
the temporal periodicity can be replaced by a spatial period-
icity. Since an acoustic wave moves almost perpendicular to
the substrate boundaries,(<v,), neglecting the small dis-
placement along th&X axis, we shall assume thgtev .

O Hest
T Her

where is the Hamiltonian of the system
(H(™)?

1
H:f [M'Ho"” T BikimMMpUi+ EPUiz

1 .
"  CumUicti dv Under these assumptions, from E@¥. and (5) follows
9%u, , . 2p U,
(the exchange interaction and anisotropy are immaterial in P ;2 = CaaV U+ T—OEH(V), (6)
the present case and will not be considerd) in vacuum
. where

curlH=0, divH=0, 3
whereM is the magnetic moment vector of the ferrit¢{™ 0, ni<y<(n+1)I—vdl,
is the demagnetization fielt,, |, is the magnetoelastic con- M(y)=4 —1, (2n+ 1)T—vsro<y<(2n+ T
stants tensor of the ferrite;, is the deformation tensoc; _ _
is the elastic moduli tensony; are the components of the 1 (2n+1)I —vgrp<y<2l.

displacement vectory=2.83 MHz/Oe, ang is the density;
¢) in the substrate at time: (n—1)7<t<(7,— 7o)N,
n=1,2,3,...;7=74/2, the equation has the form

In summary, the substrate is replaced by an effective
semi-infinite medium with periodically varying properties
where an acoustic pulse propagates rectilinearly. It should be

9 noted that this periodicity takes account of the conditions of
PUi:a—XkCik|mU|m, (4 reflection of a pulse from the substrate boundaries.
We seek the solution of Eq6) by the standard proce-

where at timet: (7, — 7o)n<t<<nry, the microwave pulse qure of wave propagation in a periodic medifiBubstitut-
reaches the boundary of the substrate and interacts with iting u_~u,(x,y)e! into Eq.(6) we have

As a result of this interaction the velocity, in the di-
rection of they coordinate changes sign, i.e., the pulse is
reflected from the boundary, acquiring a specific force im-
pulseAF as a result of colliding with the boundary

pw?

+V?2
Cya Y

u,(x,y)=0. ()

2
1+ -Tly)

The equation(7) is a differential equation with periodi-
AF = pV = pVdown™ 2pU, cally varying coefficients. The normal modes of the undis-
Vup aNdVgoun are the velocities of sound of the microwave tUrbed medium(without the termlIl(y)) are known. We
pulse propagating in the positive and negative directions ofVrite them in the form
the OY axis, respectively. Here the fact that<v, for the _ i(Bmy— ot)
: - , Uz(X,Y) = Uz m(X)€ :
fast magnetoelastic waves under study is taken into
account:™® where u, ,, are the normal modes of the unperturbed
In summary, every time a microwave pulse approaches medium?® uzym(x)~umeiqx.
boundary and interacts with it, the pulse experiences a force Being normal modes, they satisfy the equation
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2 2
pw pw
—+Vi-p2u, = ——a4—B%4|um=0. (8)
Caq Cq
Hence, since/,<v,, we have

2

pw

o = Ba(lt &),
44

Om
=T«1,
fm Bm

uz,m:umlexqi(qu_ﬁmy_wt)]a (88)

S. V. Meriakri

modes, and the periodicity of the small perturbation of the
wave propagation equatiortg) and (10). Herell,, are the
Fourier coefficients for in Fourier series expansion of the
function II(y). Resonance coupling of the modes occurs
when

_ 2 12
Brx=pi=m——. (12)
In Eq. (10) the coupling between two modes for which

the condition(12), whereA =21, holds plays the main role.
Denoting these two main modes by the indices 1 and 2, we

and u; is found from the normalization conditions taking ,,rite the basic equations for the coupled modes as

account of the following considerations.
Let an arbitrary field with frequency be excited at

Y=0. Then the field propagating in the understood medium dy

d .
— A= —ixAeP,

can be represented as a linear combination of normal modes

A,=—ix*Aje 1AHY;

Uy = ApUp(x)€Bmy=et), 9 dy
We choose the normalization as follows: 2
AB=pB1—B—m——; m=0,1,2;
f*<><>d 2 o s (9a) !
us (XU, (X)dX= — —— &y .
zK zl Cas |Bk| kl

x=ciP=cl,™" . (13

The normalization is chosen so that a unit energy flux of o .
the microwave pulse would flow per unit time through unit !N the case at hand, a pulsed excitation propagates in the

surface area. We shall seek the solution of the equations fdtoSitive direction along th@X axis and a reflected wave

a medium with periodically varying perturbationéb) simi-

larly to Ref. 9 by the method of variation of constants or

coupled modes. For this, we assume the coefficidpisn
Eqg. (9) to bey dependent. Substituting expressi@ with
An(y) into the equation of motioi7) and using Eq(8) we
obtain

>

pw?

2

o d _
2 Ak 21 By x| Uil () €

dy

> T(y)Au,ey|. (10)

Caq wTg

For (@7o) <1 the disturbance of the acoustic system

will be small. Then the mode amplitudég vary much more
slowly than the exponential factor’¢, since the exponen-

tial factor corresponds to wave propagation of a pulse, and
dA,/dy corresponds to a periodic disturbance of the propa-

gating pulse, so thatl’A,/dy’< B, (dA/dy). With these

approximations we obtain the equations for coupled modes

d i P (m)
@Ak(Y)—IWEI % Ci A

xexr{i B,—Bm—mg)y}, (10a

= g —ff £ OOT U, () d

Ckl _4,”.7_0< m >_4 uzk(x) muzl(x) X,

(y)= 20 Hmémz—sz. (12)
m#

The derivation of Eq(10) took account of the normal-
ization condition (9a), the orthogonality of the normal

propagating in the negative direction along h¢axis arises

as a result of reflection from the periodic grating. Thus, it is
necessary to examine the coupling between the waves propa-
gating in opposite directions. In this case

B .. B
- = 1, [———
| B4l | B2]
To solve Eq(13) for two waves propagating in opposite

directions it is necessary to find=c{} and the Fourier
expansion oflI(y). Expandingll(y) in a Fourier series we

~1. (133

obtain
o o, ma
H(y)=_2w m ex;{||m |aTb)+1
>< H ! ™ .
expl im my ;
m'=2k'+1, a=|l-vgry, b=vgrg, (14

With these relations and formuld0) we obtain an ex-
pression forc

() 1 4 , ma qlP 2w
c /= ~| exp im’'—- _——
K 4rrom at+b NI
In the case at hand
2

1Y &

Bi=w \/C—44 1 ?)’
2 ’
[ p &1 1 ~mm’'a

=/—|1-= +
® C44<l 2)27’0’7Tm, ex%l a.+b 1 '
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—_

\/27Tm,VSTO
TN (T — T
\/1+cos (Tl 0 52
= - 1+ —l>.
\/2’7Tm,VSTO 2

Here a+b=vgr; and a=vg(7m — 79) were taken into
account. The resonance coupling conditid) is insuffi-

cient for strong coupling to occur between the two modes

under study. The coupling condition for the dynamic coeffi-
cient must also be satisfied. Thus, forg/7m<1,
m’'=0.2 (2n) the coefficientx~0, and for other ratios
79/ 71, such thatmm’(7— 79)/ 1= m(2k’ +1), there will

be no coupling between the modes. However, there always

exists a value ofm for which »#0. Let A; be the amplitude
of the incident wave and, the amplitude of the reflected
wave. The initial conditions for the amplitudes atg|, -
=1 andA,|,-,=0. HerelL is the distance between the en-

trance and exit microwave signal transducers. Then we ob-

tain from Eq.(13)

e4AY2 scoslis(Ly—y)]+i > sinr[s(Ly—y)]}
Aq(y)= AR ,
scoshisLy) +i TSinf’(SLy)

[—ix* sins(Ly—y)]]

Aly)= 4PV g
scoshsLy) +i TSinl‘(SLy)

(19

HerelL, is the projection of the distance on th& @xis in a

coordinate system corresponding to a space with periodically

varying coefficients that replaces the substiafe-L;=L%
=L2?~(2n1)?, n=1,2,..., whereLs is the total path tra-
versed after all reflections taking account of<L,,
Ly~2nl;

AB\? 2
B 27TVS
“n~atb) 2n,

where w is the frequency corresponding to an even Lamb,

mode of the substrate.
The reflection coefficienR,, of the harmonics is deter-
mined by the expression

xx* sinke(sLy)
2
sinP(sLy)

Ra

(16)

s? costf(sLy) +

2

and reaches its maximum value for wiB=0
Rmax=tanh(|x[L,),

Rmax—1 as |x|Ly—>0°.
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The reflection coefficient is an even function®f. The
spectrum consists of a main peak with a distinct maximum
and several side reflection peaks. We determined the width
of the main peak from the condition that the reflection coef-
ficient is maximum with the maximum deviation Af3 from
Zero.

The maximum reflection coefficiefRy for |[AB|>0 is
ax* Ls
Ro“m; Ro—1 as |x|Ly—o.

This corresponds td S=0. Hence we find the width of
the main peak

AB=4|x|
or
V2 - 3
o= cos™ ™ L1111 32| (163
TTo T 2

The relative width of the nontransmission band is

o 77(7'0_7'1)
Ao V2 T 1+3 )
P 7 261

The side peaks occur if

: 1

sLy=i m+§ 5
721102
AB=*2|| x>+ | m+ = | —| . 17
2/ Ly
The reflection coefficienR,, in them is
|#[°L5

R,= 12 . (179

m+ 5 TP+ (xLy)?

These reflection maxima become substantial |felr |
> /2. In general, it is evident from Eq§16) and (17) that
reflection in the side peaks is much weaker than reflection in
the main peak, and the reflection decreases as the reflection
numberm increases. For

2112

oo 1'=1,2

|

y

AB=*|2xx*+2

the reflection coefficient vanishes. For sufficiently large val-
ues ofs(L,—y) the energyEl~A§ of the incident mode
decreases exponentially as the wave propagates, i.e., with
increasingy. This phenomenon is due to not absorption but
rather reflection of energy into the reflected mode, corre-
sponding to amplitudeA,, i.e., in terms of the present
model, for a pulse propagating in a nonuniform medium the
individual Fourier components of the pulse are reflected
from nonuniformities, as a result of which energy often
moves in the opposite direction. The law of conservation of
energy in this case will have the form

d
d_{|A1|2_ |A2|2}:O-
y
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The fractionAE of the energy that will be reflected in served in the spectrum. The width of these regions will be
the opposite direction during the propagation of the pulse irdetermined by Eq(163. It should be noted that for eaehy,
the forward direction is there will be main nontransmission regios— 8,=0 and
2 side nontransmission region®, — B,=(m)/A. However,
| | ?sintP(sLy) : - . ;
2 , (18)  the main nontransmission regions for other frequeneigs
A_ﬁ) sinf(sL,) +k will merge with the side nontransmission regions for
2 y o, - A small decrease in the intensity of harmonics will be
observed for frequencies at which side maxima of the reflec-
tion coefficient(17), which depend o, will appear. How-
ever, these phenomena will play a negligible role, especially
for cases of many reflections and wheyY 7;<1. Transmis-
sion peaks will arise on the entrance transducer at frequen-
LY, )= S AL(Y)Un(x)& By =D \(I:Jg\s/eczlir;izgl).ondmg to regions of nontransmission of a micro
In summary, in this work the propagation of a magneto-
elastic pulse, propagating in a waveguide regime with reflec-
tions from the waveguide walls, was studied. It was estab-
' lished that part of the energy of a microwave pulse
propagates in the direction of propagation and part propa-
(19 gates in the opposite direction as a result of Bragg reflection
1 " from a periodic nonuniformity, which could be the bound-
u,(x,y,t)= —f U (X,y,0)G(w)€“ dw. (200  aries of the waveguide for the microwave pulse. Expressions
V2m )= were obtained for the amplitudes and the propagation con-
Similarly, using Eq(2), and taking account of Eq6l9), ~ Stants of the waves moving forward and backward. The fre-

(15), and(9), we find the remaining microwave coefficients qUeNCy ranges where there are nontransmission regions for

H(w,r). The propagation constaitalong the (¥ axis will the forward wave were found. . .
have the form The complete picture of propagation of a microwave

pulse in a waveguide in the presence of a large number of

mm (A,B) 2 (21) reflections can be obtained by the method of coupled waves.
2
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2
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sion will be observed near the frequencies, will be ob-  Translated by M. E. Alferieff

AE=

s? cosH(sLy) +

where AE decreases with increasing3 and reaches its
maximum value foA =0, Ly— 0. Substituting expression
(15 into Eq. (9), we obtain the component, of the dis-
placement vector for a microwave pulse

~Au; exdi(Biy+gx—wt)]+Au,

2

xexp{i(ﬂly—AB—m A —qlx—wt)
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Heteroepitaxial growth of complex-oxide films from a self-organized system formed in a
gas-discharge plasma

V. M. Mukhortov, Yu. |. Golovko, G. N. Tolmachev, and A. |I. Mashchenko

Institute of General Physics, Russian Academy of Sciences, 117333 Moscow, Russia
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New experimental data on the characteristic features of the synthesis and crystallization of films
of solid solutions of lead zirconate-titanate, deposited by means of rf diode sputtering of

ceramic targets, are presented. Such a deposition system possesses threshold states, transition
through which leads to a qualitative change in the processes occurring in the system

and to the appearance of self-organization effects. The basic feature of this change is determined
by the appearance of a new structured system, consisting of the sputtered particles and

particles formed in the plasma, in the plasma of an rf discharge19@9 American Institute of
Physics[S1063-7849)01712-3

INTRODUCTION describing the rf discharge; internal parameters, determining
Thin films of solid solutions of the lead zirconate— the transport mechanism and type of particles; and, target

titanate(PZT) system have been attracting investigators forparame.ters,. characte_ri_zing the final result of the operatip n of

many years. This interest is due to the possibilities of pro—::e entire f||;nt—r?epc13|t|or: syjten; andl therebyt determining

ducing fundamentally new devices for microelectronics on € ranges ot the nternal and external parameters.

the basis of such solid solutidsand to the study the The discharge current, the incident and reflected powers,
bt_he voltage on the target, the substrate temperature, and the

mechanisms of synthesis and crystallization of complex su .
stances in a thin-film state. This compound, which is rela_yvorklng-gas pressure were used as external parameters. The

tively simple with respect to composition and structgper- internal parameters were the electron density in the discharge

ovskite type, contains two volatile components: lead and ?nd thfetspatlalttdlstgbl:tlon of ;h_e mtenﬁ!t);] of the de;mss!on d
oxygen. The structure of PZT films is very sensitive to the Ines of the spultered atoms and lons, which were determine

deposition conditions and, irrespective of the preparatimpy the methods of Refs. 6 and 7.

method, the films are virtually always multiphakkas a il Thgt c_ha:jactenstl;:]s of thetstrl:cturetll perfecttlon.?; tTe
result of which the electrophysical properties of films are Ims obtained were chosen as the target parameters. e type

degraded compared with bulk samples of structure, the phase composition, the unit-cell parameters,
The system for obtaining films in a gas-discharge plasméhe orientational relations between the crystallographic direc-

is spatially limited by the target and substrate surfaces, whilc'ipnst.Of th? tfr']lm and slu tb s:;late, tg et art1gle|; of (;/ert(malttr;]el
the lateral boundaries are set by the conditions for contracz cction ofthe horma’ to the substrate piaaed azimutha
tion of the discharge on account of the volume loss of eIec-(_m the sub_strate plar)leils_orlentanon of the crystall_ltes in the
trons in the electronegative gas. Matter in the form of sput-f'lm' the size of the regions of coherent scattering, and the
tered particlegatoms, ions, molecular complexes, clusters magnltgde of mmrodefo_rmatpns. Thesg character.lstlcs. were
and so oh and the energy of beam and slow electrons ar determmeq by x-ray diffraction a_naIyS|s of the films in a
constantly being transported through this system. Because(i-l}RO'\l'4 diffractometeCukKae, § filter).

the high chemical activity and high density of the sputtered

particles, spatial structuring of the deposition system occurs/ARIABILITY OF EXTERNAL AND INTERNAL PARAMETERS

This structuring is manifested in the appearance of characACCOMPANYING A PHASE TRANSITION OF THE

teristic zones which are characteristic of self-organizedrARGET PARAMETERS

systems. Before examining the behavior of the external param-

eters, it should be noted that a certain ambiguity arises in
measurements of the external parameters in rf sputtering sys-
tems. This is due to the presence of a bias current in parasitic
In the present work the rf sputtering of polycrystalline capacitances and inductances in the sputtering unit and in the
stoichiometric lead zirconate titanate PpJiZry 5O targets  circuits for measuring the external parameters. In addition, in
in pure oxygen was used. We described the construction dhe near-electrode region of the discharge there is a capaci-
the sputtering unit and the experimental apparatus in a pregance due to the space charge with a nonlinear dependence
vious work® on the gas pressure, the power introduced, the concentration
We chose three types of parameters to describe the funend elemental composition of the sputtered components, and
tioning of the film-deposition system: external parameterspther parameters. It is impossible to take account of or com-

CHOICE OF PARAMETERS DESCRIBING THE FUNCTIONING
OF FILM-DEPOSITION SYSTEMS

1063-7842/99/44(12)/4/$15.00 1477 © 1999 American Institute of Physics
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FIG. 1. Current—voltage characteristics of an HF discharge. The target—
substrate distance is 8 mm. Oxygen pressure, Tofr 1.8,2 — 0.7,3 —
0.5,4—0.3.

h, mm

FIG. 2. Spatial distribution of the radiation intensity of the emission lines:
1—2zr* (\=3791A),2—Pb* (\=3639 A),3—0* (A\=3947A),4—

. . . O" (A\=4414A);14e=2.3 A, T,=550 °C, |-lll — discharge zones.
pensate for these capacitances and inductances in real sput-( )i lue " 9

tering systems. For this reason, the magnitudes of the mea-
sured currents and voltages, which fix the operation of the
sputtering system, are only qualitative. ments of then, distribution across the discharge, we found
Depending on the state of the deposition system, PZThat contraction of the discharge is observed at oxygen pres-
films differing by type of structure can be obtained: amor-sures above 0.3 Torr. This is manifested as a sharp decrease
phous, films with pyrochlore structure, and polycrystallineof n, at a distance equal to the target radius in the entire
and heteroepitaxial films with perovskite structure. The trantegion of the negative emission of the discharge.
sition from one type of structure to another in the target  The spatial distribution of the intensity of the emission
parameters space corresponds to a phase transition. lines of sputtered atoms and ions was chosen as the second
Figure 1 shows a typical current—voltage characteristicénternal parameter. Figure 2 shows the characteristic distri-
of the sputtering system for various working-gas pressuredution of the intensity of the emission lines at oxygen pres-
For 1.8 torr pressure, the threshold value of the current asure 1.7 Torr. It is evident that the cathode—substrate space
which PZT film growth occurs in a perovskite structure iscan be divided into three characteristic zones. The intensity
noted in this figure. It is evident from the dependence preof the lines in the first zone is determined by the complete-
sented that the threshold current lies on the monotonic semess of the sputtering of the target surficthe type of
tion of the current-voltage characteristic. Previodsiywas  particles entering the gas medium can be judged according to
established that for every complex oxide there exists ahe presence of emission lines of the sputtered material in
unique critical oxygen pressul®, at which the deposition this zone. Specifically, the oxygen component of the oxide
of films with stoichiometric composition and prescribed sputters in the form of a neutral excited atom with excitation
structure similar to that of the target material becomes pospotential<12.7 eV. Zirconium enters the gas medium as an
sible. For example, fofBa,SyTiO5 with deposition in a per- ion and an excited atom, whereas lead enters only in an
ovskite structure this pressure is greater than 0.3 Torr, andnexcited, atomic state. No titanium lines were observed in
pressure$?o>0.7 Torr are required for Y-Ba—Cu—O with the discharge. However, titanium lines were clearly detected
deposition in an orthorhombic phage tetragonal phase— when a titanium target was sputtered in pure argon. The ad-
orthorhombic phase transition occurs in the target paramdition of several percent of oxygen to argon caused the tita-
eterg. For PZT films the threshold oxygen pressure is greatenium lines to vanish. The second zone of the discharge par-
than 1.7 Torr. We note that threshold pressure is a necessatiglly reflects the influence of the plasma mechanism of
but not sufficient condition for ensuring synthesis and crys-excitation of atoms and ions. In this zone the dominant pro-
tallization of the initial phase during film growth. cess leading to the excitation of atoms and ions is inelastic
In our view, the external parameters do not reflect thempact by beam electrons entering from the cathode region.
characteristic features of the functioning of the depositionThe third zone of the discharge reflects the characteristic
system. This is why it is necessary to switch to internal pafeatures of the transport of the sputtered particles through the
rameters to analyze the operation of such systems. One pfasma of an rf discharge.
these parameters could be the electron density (n the The spatial distribution of the intensity of the emission
discharge. The deposition of complex oxides BafiO lines accompanying a change in the conditions of film depo-
(Ba,SHTiO; and Y—Ba—Cu—'? has shown that there ex- sition near a phase transition of the target parameters was
ists a threshold value,>10'2 cm 3, above which during investigated. As an example, the behavior of only the emis-
film growth the oxidation process predominates over the resion line A=3639 A of lead at various substrate tempera-
duction process. This has also been confirmed in the deposures (T,,)) ranging from 400 to 595 °C is shown in Fig. 3.
tion of films of the PZT system. While performing measure-The other components of the complex oxide did not show a
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FIG. 3. Variation of the spatial distribution of the radiation in the emission
lines of lead as a function of substrate temperatlie.°C: 1 — 560,2 —
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temperature dependence. At substrate temperatures from 40(C
to 500 °C the spatial distribution of the radiation of lead at- 0 2 A 6 8 10 12 14

oms did not change and corresponded to curv@&rowth of h, mm

heteroepitaxial PZT films with perovskite structure was ob- o o o

served for intensities bounded by the curveand 6. The FIG. 4. Spatial distribution of_ the radlatlon of the Emlssmn lines of lead
. . . . versus the target—substrate distarieg,= 1.8 torr, | ,=2.4 A.

films were multiphase and possessed the following orienta- 2
tion relative to the substrate directions: théor a) axis of

the tetragonal unit cell of the film was oriented perpendiculatitanium are absent in the discharge in the entire interval
to the substrate surface, i.e., paralle[@91] MgO, and the  from the target to the substrate. A characteristic feature of
two other axes of the tetragonal cell were oriented parallel tahe negative emission of the gas discharge is the presence of
the [100] or [010] MgO directions. The vertical disorienta- beam electrons there with energies close to the cathode volt-
tion angle did not exceed 0.5°, and the azimuthal disorientaage drop'! For this reason, the excitation of atoms and ions
tion angle was less than 3°. The coherent scattering regionsy electron impact dominate here. If titanium atoms or
were greater than 1000 A in size, and the microdeformationgimple molecular compounds based on titanium had been
were less than 10F. The phase space bounded by the curvesresent in the gas, then we would have definitely observed
2 and 4 (Fig. 3) corresponded to polycrystalline films with their emission. Since the stoichiometry with respect to the
perovskite structure with an admixture of the pyrochloremetallic components is preserved in the condensate, it can be
phase. The structural perfection of the heteroepitaxial filmsnferred that this component is in a bound state in a level
of the pyrochlore phase with deposition under the conditionsigher than the molecular compound, i.e., as a minimum in a
bounded by the curvekand?2 is quite high(the microdefor-  cluster. For such particles the beam-electron energies are in-
mations are less than>510~3). adequate to cause them to dissociate.

Figure 4 shows the spatial variation of the intensity of  The second feature is the “dropping to zero” of the
the lead line for various target—substrate distan@esves emission lines of the sputtered atoms at the location of the
1-4 are for growth conditions of the pyrochlore phase,substrate irrespective of is position relative to the tatg.
curves5-9 are for the perovskite phasdt is evident from  4). In addition, this effect is observed only at pressures of the
the curves presented that under the perovskite growth condictive gas above a threshold value. For atoms and ions of the
tions with target—substrate distances ranging from 8 to 1%nain gagoxygen this effect is absent, which corresponds to
mm the lead line in the third zone of the discharge remainshe behavior of a gas-discharge plasma in the region of nega-
constant. The heteroepitaxial films obtained in this range ofive emission.
distances were virtually identical from the standpoint of The third feature is the influence of the substrate tem-
structural perfection. Below the critical temperature the lineperature, beginning with a certain threshold value, on the
“drops to zero” at the location of the substrate, irrespectivespatial distribution of the intensity of the emission lines of
of its position. The films deposited at these temperatures poshe sputtered atoms.

sessed pyrochlore structure. Finally, the fourth feature is the intensity degeneracy of
the lines of the lead atoms and the line of atomic oxygen

CHARACTERISTIC FEATURES OF THE NEW SPATIAL relative to the spatial coordinate. The dissipation of the elec-

STRUCTURE FORMED IN AN RF DISCHARGE tron energy in negative emission is exponen(@a is evident

We shall now discuss certain experimental factors obfrom the behavior of the ionic lines of oxygeexponen-
tained in the course of this work. First, the emission lines oftially. Therefore the intensities of other spectral lines should
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behave similarly. But, it is evident from Fig. 4 that starting atvolatile components are emitted. Then the spatial distribution
a certain distance from the target surface the intensity of thef the intensity of the atomic and ionic lines reflects the
emission of the volatile component does not change. Moreedynamics of evaporation and condensation of the oxide com-
over, the maxima of the radiation of the emission lines withponents on the cluster surface as the cluster moves away
the lower excitation potential lie closer to the cathode, whichfrom the target toward the substrate, and the derivative of the
contradicts the well-known experimental data. intensity with respect to the spatial coordinate reflects the
The experimental facts noted above cannot be explainedhange in the cluster sizes. When the intensity of the lines of
on the basis of the well-known and well-studied elementaryjead and atomic oxygen does not change with increasing
processes in a gas-discharge plasma in the region of negatidéstance from the target surface, it can be inferred that con-
emission. In this connection, we suggest that, on the basis afensation and reevaporation become stationary and cluster
a single film deposition process, we actually have two syssize remains unchanged. Film growth occurs from clusters
tems. The first one is an rf discharge in oxygen with allsurrounding by a cloud of volatile components. The total
characteristic properties of negative emissititre behavior concentration of the components in a cloud and a cluster
of the ionic lines of oxygen is the internal parameter characeorresponds to the stoichiometry of the initial sputtered com-
terizing it). The second system consists of the sputtered paplex oxide, which is what ensures stoichiometry in the grow-
ticles which enter the gas phase in atomic, ionic, and clusteing film.
form. Then the threshold state of the rf discharge is charac-
terized by a density of sputtered particles that is sufficient fo€ONCLUSIONS
the formation of an independently functioning system from In summary, the rf sputtering system for complex-oxide
them. The values of the internal parameters should be greateynthesis and crystallization directly during the deposition
than the critical values. At present there are no experimentarocess possesses threshold states. When a transition through
data on the specific composition and size of the clusters enthese occurs, a qualitative change occurs in the processes in
tering from the target into the gas medium. However, it carthe system. The basic feature of this change is the appear-
be inferred that the clusters must include titanium and oxy-ance of a new structured system, consisting of sputtered par-
gen as well as all other metallic components. The cluster paficles and particles formed in the plasma, in the plasma of an
of the sputtered particles is the center of condensation off discharge. Continuous flow of matter and energy, trans-
components of a complex oxide in the gas phase, probablyorted by the beam electrons, through this structure results in
right up to the formation of macroparticles in the form of the appearance of self-organization. In the space of the target
dust® A characteristic feature of complex oxides is the presparameters the appearance of a new system is manifested as
ence of volatile components in them. In our case these arg nonperovskite—perovskite phase transition.
oxygen and lead. For this reason, the growth of a cluster is
determined by the energetics of two processes: recombina:S. L. Swarts and V. F. Wood, Condens. Matter Neyg (1992.

. . . 2 . .
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Assessment of the thermal stability of a polymer liquid by the controlled pulsed heating
method
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A method of controlled pulsed heating of a quick-response probe placed in the experimental
material is developed. It is shown that the “temperature plateau” regime can be used to estimate
the average lifetime of a polymer liquid before its ebullition. A correlation was found

between the slope of the curve of the lifetime versus the temperature on the plateau and the
thermal stability of the material. €999 American Institute of Physid§1063-78499)01812-7

The process of polymer destruction by an impulsive load = Combining the classical method of pulsed heating of a
has its own characteristic featute$associated with the spe- probe with a rapid system for controlling the pulse amplitude
cifics of the relaxation of the high-molecular system undemmade it possible to obtain various heating regimes. In the
strongly nonequilibrium conditions. To study the response oforesent paper we describe the “temperature plateau” method
a polymer it is important to know the change in its tempera-for estimating the average lifetime of a polymer liquid before
ture during the pulse. For thermal action, this change can bi¢ boils up.
modeled using quick-response heater-probes.

We used the method of pulsed heating of a thin wire
probé to study the response of a polymer liquid to intense
heat release. A reproducible signal, concentrated in time and A platinum probe, 20um in diameter and 1 cm long,

similar to the signal due to spontaneous ebullition of a Suwas used in the experiments. The probe served simulta-
perheated low-molecular liquitf, was observed on the heat- neously as a heater and a resistance thermometer. It was
ing curvesT(t) of the probe for heating ratéb=10° K/s.  inserted into a bridge circuit and was heated with a square
We attribute its appearance to ebullition of the products ofvoltage pulseU. The imbalance voltageAU(U) of the
thermal decomposition that form in the heated layer over théridge served as the recorded equivalent change of the
duration of the pulse. The temperature of the signal wasverage-mass temperatufeof the probe. The bridge was
taken as the temperature of explosive ebullition of the polyxgdjusted so that the temperatdre T, would correspond to
mer _quuidT* (Ref. 7). It increases with the average heating zero imbalance. FOAU =0 the value ofT is determined
rateT (from 10° to 107 K/s in our experimensi.e., with @  exactly and does not depend on the supply voltage for the
decrease in the degree of decomposition of the polymer aridge. This fact forms the basis of the operation of the con-
the moment it boils up. trol system, regulating) (t) so as to minimize\U(ty)).

To clarify the nature of the ebullition of the polymer  The probe heating functiok)(t) contained three sec-
liquid and, specifically, the contribution of the thermal de-tions: a section of uncontrolled heating where temperatures
composition process to its preparation, it is important tonearT, (t;~10us) are rapidly reached, a section of smooth
know how to control the heating conditiot) in the re-  additional heating up td, (t,~10 us, U,<U,), and a
gion of thermal instability of the material. A temperature- section of controlled heating Wit =T, . Because the
plateau type heating regime was chosen. It consists in a rapiflickness of the heated layer increases with time, the supply
increase of the probe temperature 0 us) to a selected voltage on the third section is of a decreasing chardEiey
value T=T,, holding this value for a certain timet 1, curvel).
~10°—10% u9), and determining the temperature-time char-  To increase the informativeness of the method the con-
acteristics required for the liquid to boil up. The liquid in trol system had a tunable “stiffness” of thermal stabilization
contact with the probe will be under nearly isothermal con-of the probe, set by the gain using a feedback circuit. The
ditions. The thickness of the heated layer\ia-t~3 and curves2 and3 in Fig. 1 show the temperature change with
~10 um with t,=0.1 and 1.0 ms, respectively, and the various control parameters. Depending on the stabilization
thermal diffusivitya=1x 107 m?/s. The size of the critical stiffness, the characteristic transition time to the control re-
vapor bubble is three orders of magnitude smétfefthis ~ gime was 1-1Qs, and the error in maintaining the tempera-
circumstance makes it possible to examine the average lifeure (T—T)/(T—T..) was 1x 10 3-3x 10 2, whereT., is
time of the material alT =T, . the temperature in the liquid mass.

EXPERIMENTAL PROCEDURE

1063-7842/99/44(12)/3/$15.00 1481 © 1999 American Institute of Physics
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f, us The results of the measurements are presented in Fig. 2.

FIG. 1. Characteristic values of the amplitude of the warming pilsand ~ 1aKing account of the temperature distribution along the
the probe temperatur@, 3) with “soft” (2) and “stiff* (3) stabilization. ~ probe, we infer that ebullition occurs at the center. In this
Supply curves in experiments with PMS-100B-7) and their time deriva- : : T :
tivgsp(i’—T) at Tp|=805 (4), 917 (5), 921(6),0[9)-25) K (7) and pressure 10 connecnon, Fig. 2 also shows dataifT* ), whereT* is the
kPa. For the curv@’ the arrow indicates the moment of ebullition. estimated temperature of the center of the probe at the mo-
ment of ebullition. The correction for end effects is intro-
duced using the method of Ref. 4. An increase in the pres-
The key aspect of the method is a search for an ebullisure in accordance with the general character of the
tion on the supply curves (t;T,). First, we determined by dependencd™(p) for liquids*® resulted in an increase in
the classical method the temperatdre of explosive ebul-  t(T,) and a decrease in the amplitude of the ebullition sig-
lition of a polymer liquid with several rates of heating. Basednal. In the experiments a correlation was found between the
on these data, having estimated the intensity of thermal desope of the characteristi(T,) and the thermal stability of
composition, we choose a value B, at which we expect to  the material. For dodecane and hexadecane, this slope was an
find ebullition. Next we choose acceptable valuetef t1,  order of magnitude larger than in Fig. 2, which agrees with
and U,. We display the functionsJ(t) and AU(t) on an  the temperature-threshold character of the spontaneous ebul-
oscillograph screen and store them in a buffer memory of gtion of stable substancé$ It is much lower for Laprol-
computer. The moment of ebullition is noted by the pertur-5003 polyether, which is thermally less stable than siloxanes.
bation of the curved)(t) anddU/dt relative to their form in These results were obtained under conditions of “soft”
a continuous liquidcurves4—7 in Fig. 1). The appearance of stabilization. The temperature change on the plateau was
vapor islands on the probe surface decreases the supply vol-10 K/ms, and the plateau was reached at.50Such con-
age required to maintain a prescribed temperature. Small digtitions were preferable for solving the problem posed. Sub-
turbances are resolved by preliminary analog processing Gftantial transient processes and a low stability of the control
the functionU(t), including removal of the so-called pedes- system with respect to self-excitation are characteristic of the

tal and amplification in the moving sampling window. “stiff” stabilization regime, at least at the present stage of
this work. Our plan is to develop the method presented here
EXPERIMENTAL RESULTS AND DISCUSSION and to perform measurements on a number of polymers with
o different thermal stability.
The average lifetimet(T,) of the material up to the This work was supported by the Russian Fund for Fun-

moment of its ebullition was determined in the experimentsdamental Research, Projects Nos. 98-02-17283 and 98-02-
The moment at which the probe temperature reached the pld7284.
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It is found that a nonstationary regime of supersonic flow around bodies that differs radically
from the standard stationary flow can occur for high Mach numbers and low specific

heat ratios of a gas. This regime is characterized by large-scale vortices in a shock-compressed
region in front of the body, a curved shock-wave profile, and oscillation of all flow

parameters. ©1999 American Institute of Physid$§1063-784£99)01912-1]

It is generally believed that a stationary flow is estab-and a system of shock waves and contact discontinuities be-
lished around bodies with simple shape moving at supersonigind the shock front:?> At t=3.6 the precursor reaches the
velocities in a uniform perfect gas. Flow nonuniformities canend of the wake. As soon as the incident flow becomes uni-
give rise to distortions of the front of the bow shock waveform once again, the precursor decreases in size, but after the
with formation of vortex motion$,but it is believed that if flow is restructured the precursor once again starts to grow,
these nonuniformities vanish, then the flow once again willafter which its dimensions fluctuate.
revert to a standard form. It turns out that this is not always  The velocity field is demonstrated in Fig. 2. The density
Sso. of the gas behind the front of a strong shock wave(y

In the experiments of Ref. 2 with propane flowing +1)/(y—1), wherep is the density of the incident gas. The
around the end face of a cylinder with Mach numbergas velocity behind an oblique shock wave is directed almost
M = 2.5 the incident flow was perturbed by heating the gas aglong the front and is approximatelysina, wherea is the
the surface of a molybdenum wire secured at the center gflope angle of the wave front with respect to the surface of
the end face perpendicular to it. The perturbation of the flowthe body. A thin layer of gas behind the front of an oblique
can be made to be bounded in time by using an explodinghock wave therefore possesses a high momentum flux den-
wire that produces a “thermal wake” in the incident gas. Wesity, and when this gas flow stops at the body, the pressure
shall assume that the track consists of a heated cylindricdlses to a value approximately equal to the momentum flux,
region with a radius equal to 0.1 times the radius of the body,
and the density of the gas in the wake is two times lower and
the pressure the same as in the unperturbed flow. Calcula-
tions performed foriM =2.5 showed that for any length of
the wake the flow reverts to the standard flow around a body This is much higher than the pressure behind the first
a certain time after the perturbation ceases. ButMam-  stationary jumgpV?2 even for smalkx. The pressure gradient
creases, the results are found to be completely different: Falong the surface of the body~(P,,/R) accelerates gas
a definite length of the thermal wake the flow never arrives aalong the surface toward the symmetry axis up to a maxi-
the standard stationary form that existed before the perturbanum velocity equal to approximately &/4 Then this flow
tion of the flow. stops at the symmetry axis, and the pressure at the axis on

Let us examine the numerical solution of this problemthe bow surface of the body is higher thaW?. For this
for a perfect gas with specific heat raje=1.082M=5, and  reason, the gas is once again accelerated, but now along the
long thermal wake equal in length to two times the diameteraxis of symmetry and then once again stops near the front of
of the end face. The gas-dynamic equations were solved hiyie bow shock wave. An additional increase in pressure due
several numerical methods: large particles, Godunov’s, TVDo this stopping causes the bow shock wave to advance to-
and PPM, and on square grids with a step of 0.01 and 0.00&ard the incident flow. A powerful vortex motion develops
times the radius of the body. The qualitative behavior of then the region of shock-compressed gas.
flow was the same in all calculations. Figure 1 illustrates the ~ When the bow shock wave moves far away from the
computational results obtained with the PPM metfidls-  body, the gas flow behind the oblique shock wave emerges
tances are scaled to the radidof the body and times are close to the edge of the bow surfad€ig. 1d. Then the
scaled toR/V, whereV is the velocity of the incident flow. pressure on the edge of the end face decreases, the vortex
At the timet=0 a standard flow around a body was estab-motion slows down, and the bow shock wave starts to ap-
lished, and the thermal wake was located flush against thproach the body until the gas flow behind the front of the
bow shock wave. The velocity of sound and the velocity ofoblique wave once again increases the pressure at the edge of
the shock wave in the thermal wake were higher than in thehe body, which in turn results in the development of a vor-
unperturbed gas; this leads to the formation and growth of #&ex and a transition to a new cycle. Figure 3 shows oscilla-
precursor — a conical shock wave with vortex motion of gastions of the distance of the shock wave away from the body

+1
PmZpVZ% sirfa.
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FIG. 1. Flow around a cylinder before and after perturbation of the flow by a thermal nonuniformity at tfe), 3.6 (b), 475(c), 483(d). The regions
next to strong shock fronts are shown by thick lines: regions of subsonic flow] — body and warm wake d@t=0. The incident flow is directed from top
to bottom along the symmetry axis

and the maximum pressure on the body. The process is noertain regiony; < y<vy, there exist two regimes of uniform
strictly periodic, but a characteristic oscillation time of aboutflow around the body: the standard regime and a nonstation-
15 dimensionless units can be extracted. No tendencies texy vortex regime. The realization of either regime depends
ward either the average circulation of the flow to decay in aon the initial data. For very smajt< y,;~1.03— 1.05, vorti-
cycle or the amplitude of the oscillations of the parameters t@es, distortions of the front of the bow shock wave, appear in
decrease were observed in the numerical solution. The cathe numerical calculations and the flow spontaneously trans-
culations were performed in time up to 1000 dimensionlesgorms to a nonstationary regime even without perturbation of
units.

For M=60 a series of calculations of flow around a
cylinder and a step was performed for various values.df 09~
was found that fory greater than a certain limiting value, a
ranging from 1.15 to 1.2, any spatially bounded disturbances d
of the flow decay in time and the solution of the problem of

the flow around the body reverts to a standard form. In a 06
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the incident flow. This could be a consequence of the factesses behind the shock front at the initial stage of
that a definite level of perturbations, associated both with thelissociatior?. In the light of the results obtained, large-scale
computational errors and the propagation of weak waves in disturbances of the shock-compressed layer in the experi-
shock-compressed layer during the setting process, is alwaysents of Refs. 4 and 5 can be interpreted as a transition to a
present in the calculations. nonstationary vortex regime. We note that the dependence of

Two-dimensional calculations of flow around a square ofthe appearance of distortions of the front on the shape of the
parallelepipeds were performed fgr=1.1. Perturbations of model and the rounding of its eddéshows that the insta-
the flow were produced by a warm layer of bounded lengthbility is connected with the hydrodynamic flow. Aside from
located in the symmetry plane of the body, but the symmetrghe relaxation instability, other factors could also lead to the
condition was not used in solving the problem. At a certainappearance of a vortex regime. Dissociation decrepasasd
time after the flow became uniform, the symmetry of theincreases the setting time of the flow. Just as in the calcula-
flow was destroyed, but the flow regime nonetheless retions, a definite level of perturbations sufficient for changing
mained nonstationary with several vortices and distortions ofhe flow regime around a body can arise in experiments.
the front of the bow shock wave in the form of two or three
humps of varying size. . o _ _ _

The computational results can be checked in experi- 2'5(';') F;ug/;(glugé;. F. Talipov, and V. S. Khiebnikov, Teplofiz. Vys. Temp.
ments with a warm wake, but it should be kept in mind that 2| v ‘artemrev, V. I. Bergef'son, I. V. Nemchinoet al, Izv. Akad. Nauk
small values ofy are always associated with nonequilibrium SSSR, Mekh. zhidk. Gaza No. 5, 148989.
processes behind the shock front — excitation of the vibra—ji- go'g!‘a 2?]?“56VR-AW30%"$: i/ Cgmﬁgglg’nﬁﬁ“aﬁ?-l vishin
tional de_gree; of freedom, dissociation, and ionization. Pisma Z'R’_ Tekh. ’Fiz.5(5.), 281 ('19'79 '[Sov_ Tech. F;hys_ Le.tlS., 13
Strong distortions of the front of a bow shock wave have (1979).
been observed in experimehtsn freon flow around blunt ®A.S. Baryshnikov, A. P. Bedin, G. I. Mishin, and G. E. SkvortsBaysi-
bodies with Mach numbers ranging from 4 to 10. The ap- cal and Gas-Dynamic Ballistic Studi¢s Russiarh, Nauka, Leningrad
pearance of perturbations was explained by a special kind of (1980, pp. 34-42.
instability of a shock wave, associated with relaxational pro-Translated by M. E. Alferieff
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A strong increase of the absorption coefficient with photon energy increasing from 0.1 to 1.0 eV
is observed in the spectra of CuO single crystals irradiated with neutrons to a fluence of

5% 10 cm™2. The difference of the absorption coefficients before and after irradiation depends
on the wavelength as~2. The effect of neutron irradiation on CuO is qualitatively similar

to that of neutrons on other semiconduct@ms example, GaAsand differs from that obtained by
irradiating CuO with charged particles. @999 American Institute of Physics.
[S1063-78499)02012-1

The infrared optical spectra of CuO, just as the spectraitude higher after irradiation. No changes were observed in
of semiconductor compositions of copper—oxygen high-the resistivity anisotropy after irradiation.
temperature superconductdtdTSC9, show a phase inho- The absorption spectra of CuO single crystals were in-
mogeneity in these materials and can be described on theestigated in the photon energy range 0.1-1.0 (gVthe
basis of a cluster approach by the existence of nuclei of aegion between the fundamental absorption eHge 1.46
phase of polar Jahn—Teller centénsle (CuQ)®~ and elec- eV and the phonon spectrynirradiation did not degrade the
tronic (CuQ,)’") in the main matrix consisting of (Cug®~ quality of the optical surface.
clusterst As we have shown, irradiation of CuO with high- An absorption band at 0.2 elFig. 1), corresponding to
energy charged particlegglectrons and He ions®) results  the transitions in a hole Jahn—Teller cerltemd a region of
in substantial changes in the structure and in anisotropy adbsorption increasing weakly toward high energies are
the optical absorption spectra. These changes are due to theesent in the range investigated. After irradiation strong
specific nature of CuO as a phase-inhomogeneous conmonotonic growth of absorption is observed starting at 0.1
pound? eV. Such a change in the spectra is observed with light inci-

In the present work we have investigated the effect ofdent on the &c) plane and in the case ¢110 plane, for
irradiation with neutral particlegheutrons with a fluence of natural and polarized light. An appreciable increase in the
5x10° cm 2) on the infrared absorption spectra of CuOQ intensity of the band at 0.2 eV against the background of
single crystals, cut along th€l10 and (@c) planes. The structureless growth of absorption did not occur. In a mono-
temperature during irradiation was below 100 °C. It follows clinic CuO crystal, thd101] axis, relative to which we ob-
from the x-ray diffraction patterns that the parameters ofserved strong anisotropy of the absorption coefficient near
the monoclinic lattice did not change and the linewidthsthe transition at 0.2 eV ies in the @c) plane. The natural
increased. The electrical resistance of the samples watichroism — the ratio of the difference of the absorption
10 Q- m before annealing and two to three orders of mag-coefficients for polarizations parallel and perpendicular to
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FIG. 1. Absorption spectra of a CuO single crystal, thee)(plane, in  FiG, 2. Difference of the absorption coefficients of CuO before and after
polarized light beforgl, 2) and after(3, 4) irradiation:1, 3— EL[101]; 2, irradiation versus the wavelength:— (110 plane, natural light2 and3 —

4— E|[101]. (ac) plane, polarized lightEL[101] andE || [101].
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the [101] axis to their sum in the unirradiated crystal — is which optical transitions are forbidden, predominating in the

greater than 40%. When CuO was irradiated with chargediuclei. The appearance of electronic centers could be one

particles(electrons and He ions), the dichroism in the re- reason for the increase in the resistivity as a result of com-

gion of the band at 0.2 eV changed substantiéily a factor  pensation of acceptors in the initigltype cupric oxide. An-

of 2). For neutron irradiation no substantial change of di-other reason for the increase in resistivity seems to be lattice

chroism is observed, showing that the anisotropy of the holelisordering effects which lead to fluctuations of the potential.

centers does not change. In contrast to" Hed electron X-ray diffraction data confirm the appearance of disordering

irradiation, for neutron irradiation new bands did not appeaafter irradiation.

in the spectra. In summary, irradiation of CuO with neutrons results in
The differenceAK of the absorption coefficients before radiation-stimulated structureless absorption characteristic

and after irradiation, to a high degree of accur@2$o), is  for binary semiconductorfor example, GaAs The results

inversely proportional to the squared wavelen@ly. 2) for  of neutron irradiation differ substantially from irradiation of

a sample cut in th¢110 plane for measurements in natural CuO with charged particles, where the specific nature of the

light and for a sample cut in thea€) plane for measure- phase-inhomogeneous state of cupric oxide is sharply mani-

ments in linearly polarized light_with the vect& directed fested.

parallel and perpendicular to tj&01] axis. Additional ab- We thank our colleague S. M. Vovka at Sverdlovsk

sorption is a result of light scattering by defects produced byAffiliate of the Scientific-Research and Design Institute of

irradiation. The dependenaeK ~\ 2 was observed in or- Electrotechnology for assisting in the measurements.

dinary semiconductors, for example, in GaAs, and was at- This work was performed as part of Project No. 96-02-

tributed to “metal-like” inclusions’ Neutrons are the most 16063 of the Russian Fund for Fundamental Research.

damaging particles. The atom knocked out first with energy

S.U.bs'[ant?a”y above threshold rapidly loses this_energy. in Cola_ s, Moskvin, N. N. Loshkareva, Yu. P. Sukhoruket al, Zh. Eksp.

lisions with other atoms. The result of such an interaction are Teor. Fiz.105 967 (1994 [JETP88, 518(1994].

thermal Wedges and regions of disordering_ The h|gh tem_zYU. P. Sukhorukov, N. N. Loshkareva, A. S.‘MOSK\B'[lal., Fiz. Tverd.

perature in the region of a thermal wedge can cause localg‘?f?%ifﬁivléé?? f%’:@fﬁ?@%ﬁ rtll)allimsooxgctj ;ta :23;3 i?nlfflg?ﬂa.

dissociation and precipitation of components in the form of ater., No. 1, pp. 9-141998.

colloidal inclusions. Such inclusions in a CuO matrix can be “R. F. Konopleva, V. L. Litvinov, and N. A. UkhinCharacteristic Fea-

nuclei of an inhomogeneous phase, which as a result of neu_tpres Qf the Radiation pamage to Semiconductor by High-Energy Par-
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The dependence of the propagation velocity of ultrasound in polycrystalline materials on the
magnitude of the stress acting during deformation is measured. It is established that the dependence
has three stages, which are apparently due to the formation of dislocation ensembles of

various characteristic sizes in the deformed material. 199 American Institute of Physics.
[S1063-784299)02112-1

The conventional models of plastic deformation pro-tent, Fe+ 3%Si, Zr + 1.5%Nb, and 65G and 09G2S steels.
cesses include, as rule, the idea that such deformation occurs The typical dependenceé(o) shown in Fig. 1 for Al
in stages. Although for single crystals, especially face- and Fe+ 3%Si have three stages. The linear character of the
centered crystals, there is no difficulty in identifying the relation betweelV ando at each stage is interesting. Similar
stages on the yield curve, for materials of other crystathree-stage dependenc¥é¢s) were obtained for the other
classes and especially polycrystals this procedure remaimeaterials studied in the course of the experiments described.
complicated, since there are no sufficiently informative andt is important to keep in mind that the law of plastic flow of
reliable indications of a change in the deformation mechaAl and other materials investigated in this range of strains
nisms. In a previous wofkve have shown that in the course has the formo~ &%, and no sudden changes are observed in
of plastic flow the propagation velocity of ultrasound in the the curveso(¢). It should be noted that the two descending
material changes, the dependeie) having a complicated sections of the dependens4 o) occur for all materials in-
N shape. This made it possible, for example, to identify onvestigated, and the left-hand branch of the plot can have a
the plastic flow curve of Al additional stages dué differ- positive (Al and alloys based on it, the alloys 2r 1.5%Nb,
ences in the dynamics of the rotations of blocks during defe + 3%Si) or zero(steel$ slope. The decrease of the de-
formation. forming force at the end of the stretching process is well-

In the present paper we present data on the dependenkaown to be associated with the formation of a macroscopic
of V on the magnitude of the stressacting during defor- neck and is usually associated with a small increase in the
mation. The ultrasound velocitisurface waves, frequency ultrasound velocity.
2.5 MHz was measured with the sample stretched in an In discussing the nature of the regularities established it
Instron-1185 testing machine using an ISP-12 detioper-  should be kept in mind, first and foremost, that a monotonic
ating according to the principle of autocirculation of pulses.decrease o¥ with plastic deformation of Al single crystals
The samples were shaped in the form of a double paddlas a result of the evolution of a dislocation structure has been
with a 50 mm long working part. The measurements weraeported previously.In Ref. 6 a change of the resonance
performed on Al, the alloys AtLi with a different Li con-  frequency, proportional to/, of aluminum single crystal

V, m/s a V, m/s b
2540 3100
2536 3000 |- "—N?
25321 2900 - FIG. 1. Propagation velocity of ultrasound
[ I versus the acting stress: a — Al, b — He
2528 2800 [ 3%Si.
2524 2700
A f A |
2520 1o 1,1 o 1 2600 —l —d 1 N 1
10 20 30 40 S0 60 40 80 120 160 200 240
o, MPa o, MPa
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makes it possible to explain formally the discrete change in
the coefficient by a transition of the process to a different
scale level? and the behavior ob(®) determines the varia-
tions of the sign of¢ during plastic deformation.

On the other hand, it is well knowhthat the propaga-
tion velocity of ultrasound “feels” the internal stresses in
the medium. For this reason, the changes observed to occur
in this quantity during plastic deformation could be related
with a change in the sizes of the stressed regions and the
level of internal stresses in them. It is completely clear that
measurement of the propagation velocity of ultrasound in the
course of stretching makes it possible to identify additional
stages on the plastic flow curve, which are evidently due to
the different character of the dislocation ensembles created in
the deformed materidtells, fragment<). It can be assumed
FIG. 2. Variation of the propagation velocity of ultrasound along the curvethat in this case the interstage transition in the functiém)
of plastic flow of Al. is due to the formation of dislocation ensembles of different

characteristic sizd; and different average internal stress
samples was observed on bending, and it was attributed to!§V€! in the volume of the cell or fragment. This is what is
change in the damping with increasing dislocation density€flécted against the background of the dependence of the

during plastic flow. However, it seems that the dependencH'trasound velocity on the strain or stress. It is interesting
V(o) makes it possible to identify more accurately the that such changes of the dislocation microstructure are essen-

12 stage on the parabolic curve of plastic flow. Figure otially not observed in the behavior of the strain hardening

V, m/s
2544
2540
2536}
2532}
2528
2524 ¥

gemonstrates the complicated character of the variation of COefficient, but their contribution to the change in the ultra-
along the curver(e). The equation relatiny and o evi- sound velocity is very n_otlce_able. Ther_efore measurements
dently has the form of the ultrasound velocity directly during the mechanical
tests on materials can give additional important information
V=Vo+&o, (1) about the physics of deformation processes.

where the constantg, and ¢ are different for different sec-
tions of the functiorV (o). The dimensions of the coefficient A. Seeger, inDislocations and the Mechanical Properties of Crystals
of proportionality £ in Eq. (]_) are, evidently,[L]z-[T] [Russian translations of coIIec}tﬁd articles, t(editeg by M. V. Klassen-
- ; ; Nekhlyudova and V. L. IndenboilL, Moscow (1960, pp. 179-268.

-[M]~1. Since, as follows from the data presented, this co-, ; 4 .

. . . ) . “L. B. Zuev, B. S. Semukhin, and K. I. Bushmeleva, Pis'ma Zh. Tekh. Fiz.
efficient can change sign in the course of plastic flow, it 5214, 76 (1996 [Tech. Phys. Lett22(7), 590(1996].
should contain a microscopic characteristic which can alsc®L. B. Zuev, T. M. Poletkin, and B. S. Semukhin, Kristallograf¢&(6),
change sign in this process. The set of such characteristics ip\1/0</1(|\1/|995 [nysLtagong- Rep-“% ?(9?(1395]- Jelocity of Sound and

. F . _ . V. Murav'ev, L. B. Zuev, an . Komarowelocity of Sound an
the problem unc_ler study is limited. It is known that the den the Structure of Steels and Alloyin Russiar), Nauka, Novosibirsk
Sity Pmd of mobile defect§ has gn gxtremal dependenqe 0N (1996, 183 pp.
the strain’, and therefore its derivative with respect to time °A. Hikata, B. B. Chick, and C. Elbaum, Acta Metall0, 423 (1962.
. . . . 6 i
(or to strain, since under active loadigg-t) should change (AL- B. Le%egivé §i5?i9235t[%\/' a’;?q B. g I,*éaé‘tjatsﬁze‘ibg'zz(-lgggad- Tela
. . L — ) . eningra , ov. Phys. Solid Statg4, .

sign. Intrc')ducm'g the derlvatl.velldt(llfn?d) _D ! Wh'IC'h ., 7J. D. Gilman, inMicroplasticity, edited by V. N. Geminov and A. G.
has the dimension and meaning of a “diffusion coefficient” RakhshtadtMetallurgiya, Moscow, 1997 pp. 18—37.
in the equation of an autowave of plastic deformafidmand zL. B. Zuev and V. I. Danilov, Int. J. Solids Stru@4, 3795(1997.
taking account of the fact that the propagation velocity of "L: B- Zuev and V. I. Danilov, Fiz. Tverd. TeléSt. Petersbung39, 1399

. : o : . (1997 [Phys. Solid Stat@9, 1241(1997)].
elastic waves in the material is related with the densifof 10\, £ panin, I2v. Vyssh. Uchebn. Zaved. Fitd, 7 (1998.

the material, dimensional analysis allows us to write 1A, N. Guz', Elastic Waves in Prestressed Bod[@&s Russian, Naukova
(s) Dumka, Kiev(1986), Vol. 1, 376 pp., Vol. 2, 536 pp.
&~Li/poD'™. (2) 2 R.N. Nabarro, Z. S. Bazinski, and D. B. Holt, Adv. Phy& 193

HereL, is the characteristic scale of the plastic deformation (1°64 [Metallurgiya, Moscow, 196%

acting at this momeri The appearance of the latter quantity Translated by M. E. Alferieff
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Mechanoluminescence and submicrorelief of a copper surface
K. B. Abramova, V. |. Vettegren’, I. P. Shcherbakov, S. Sh. Rakhimov, and V. N. Svetlov
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Copper plates are irradiated with pulsed laser light on one side, and the opposite side is
investigated with a scanning tunneling microscope. It is found that the submicrorelief of the back
surface changes after irradiation. During irradiation it emits a light pulse. It is established

that a relation exists between the luminescence intensity and the magnitude of the change in the
surface submicrorelief. €999 American Institute of Physids$1063-784£99)02212-4

It has been observéd that when a surface of metal The changes in the surface relief were studied with an
plates is irradiated with pulsed laser light, the back side oRTP-1 scanning tunneling profilometer, developed at the
the plates luminesces. In Refs. 3-5 this phenomenon waScientific-Research Institute of Physics at Leningrad State
explained by a release of the energy stored in dislocatiotUniversity and built by the production cooperative réE’
nuclei, as the dislocations emerge at the surface of the metal A gallium arsenide diffraction grating, whose surface
under the action of stress fields. According to the théory, was coated with a gold layer, was used to monitor the reso-
the intensityl,, (J/s cn?) of mechanoluminescence is re- lution and the stability of the operation of the apparatus. The
lated with the dislocation densitjy (cm™2) in a surface measuring tips were fabricated from tungsten wire by elec-
layer of thicknessS; (cm) as follows: trochemical etching. Their shape was estimated according to
images of the smallest defects in the topograms.

In the profilometer the measuring tip could be moved
perpendicular to the surface by no more thaprh. To re-
move microirregularities greater tharuin the samples were
wherea (A) is the lattice parameter of the met&,, is the  polished with GOI paste and then washed with acetone and
probability of hole formation in the electronic subsystem ofalcohol.
the metal accompanying deformatiom,is the probability of The chemical structure of the surface of the samples be-
radiative recombination, anid(s) is the luminescence time. fore and after the investigations was checked by Auger spec-

It is evident from Eq(1) that the mechanoluminescence troscopy using an LH-10 spectrometer. It was found that the
intensity is directly proportional to the dislocation density. surfaces investigated are coated with~d.5—2 nm thick

It is well known that the dislocation density in metals oxide layer. To level the distortions that can arise because of
increases during deformation and decreases during higlthe presence of such a layer, the shape and sizes of defects
temperature annealing. For this reason, the intensity of thgreater than 5 nm in depth were investigated.
mechanoluminescence of the surface layer of a deformed An electrolyte forms on the investigated surface of the
sample should be higher than that of an annealed surfaceetals as a result of the condensation of the water vapor
Indeed, in Ref. 1 it was shown that even for a light pulsepresent in air, and an ionic current arises in this electrolyte.
with power P,~0.2P,, (wherePy,, is the power at which a This current makes it impossible to obtain the surface profile.
plasma flame appearsuminescence of cold-rolled copper To suppress this phenomenon the sample was covered with a
samples is observed and no luminescence is detected fropolyurethane cap through which dry nitrogen was blown.
the surface of an annealed sample. To record the luminescence from the surface studied, the

It is known that when dislocations emerge at the surfaceplates were placed at a distarge=3 cm from the entrance
of a metal, “steps,” “protrusions,” and other defects are window (with radiusr,=0.3 cm of an FEJ-136 photomul-
formed® Measuring the height of the “steps” and knowing tiplier which is sensitive to radiation in the wavelength range
the magnitude of Burgers vector, the number of dislocation800—800 nm and operates in an analog mode in combination
which have emerged at the surface can be estimated. Furthevith a digital storage oscillograph. Consideration of the ex-
the validity of expressiofil) can be confirmed by comparing perimental geometry showed that the light flux incident on
the density of such dislocations and the mechanolumineghe photocathode of the photomultiplier is 200 times weaker
cence intensity. The goal of the present work is to check thishan the intensity of the luminescence of the sample surface.
assumption. The back side of the plates was irradiated with laser

We studied the surface profiles of two batches of 0.1—pulses with the following parameters: duration 1.5 ms, en-
0.5 mm thick copper plate®9.96% purity with a surface ergy 24 J in the free lasing mode, transverse dimensions of
area of 330 mm: One batch was sawed from cold-rolled the light beam ranging from 2 to 8 mm. The power of the
ribbons and the second was obtained by annealing the rillight incident on the surface of a plate was varied using neu-
bons in dry nitrogen gas at 700 K temperature for 1 h. tral light filters.

S
Im= ﬂPhNda, (1)
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FIG. 1. Topograms of polished copper surfages— amealed sample, b —

deformed sample. FIG. 2. Topograms of copper surfaces after the back-side irradiation with a

laser pulse: a — annealed sample, b — deformed sample.

Topograms of the surface of annealed and deformed

copper samples after the surface was polished with diamongle gyrface of the deformed sample varies from 15 to 90 nm,
pastes are shown in Fig. 1. Groove20 nm deep, 200_3000 and the transverse dimensions vary from 50 to 200 nm and
nm wide, and up to &m long, and making an angle30° e defect density is much higher. One of the defects is
with the roll axisX, can be seen in the topograms. As a rule,ghown in an enlarged form in Fig. 3. It is evident that the
one wall 01_‘ the defects is perpendicular toi the_ surface, Whilgaf_hand and back walls of the defect are approximately per-
the opposite wall makes an angte30° with it. Such an  engicular to the surface. Other defects also had the same
orientation of the walls suggests that they were formed durgientation along at least one wall. Therefore it can be in-
Ing m7e_%han|cal polishing of the samples. Indeed, it iStgrreq that they were formed when dislocations emerged
known that during plastic deformz_;\tlon the planes of €aSYa|ong the planes of easy glidé11) onto the copper surface.
glide make angles of-30 and 90° with the surface plane of |y thjs case, it follows from the data presented that the den-
the sample. It is evident from the figure that the defect de”'sity of dislocations which have emerged at the copper sur-

sity at the surface of a deformed sample is higher for af,ce ynder the action of the laser pulse is higher in the de-
annealed sample. This effect is probably due to the fact tha}eq sample than in the annealed sample.

the surface layer of deformed samples contains a larger num- |+ is shown in Ref. 2 that when a sample is irradiated

ber of dislocations than in the annealed sample. Emerging &fiih a |aser pulse, compressive stresses arise on the opposite
the surface during polishing, they form a larger number ofgije and Juminescence appears when stresses on the surface

defects. are close to the yield point. Apparently, these stresses forced

~ The grooves on the back side of the plates vanished aftefyme of the dislocations to emerge at the surface of the
irradiation with a single laser pulse with~0.2Py,, (Fig.  netal.

2). A small number of defects, having the form of depres-  rjgure 4 shows oscillograms of the photomultiplier sig-

sions and protrusions, remained on the surface of the an,|s when the back side of copper plates is irradiated by a

nealed sample instead of the “grooves.” , _ laser pulse. It is evident that luminescence from the sample is
Comparing Figs. 1 and 2 shows that the orientation and

form of the defects on the copper surfaces studied before and
after irradiation with a laser pulse are different. Therefore the

defects observed on the copper surfaces after irradiation with 60nm ---‘-"
a light pulse were formed under the influence of this pulse. 160nm -'—‘--\-
At the same time the defects which existed before irradiation %
with the laser pulse relaxed. 45nm %
e

The depth(heighd of defects on the surface of an an-
n?akEd lsample varies from 15 to 30 nm, and the transversgg. 3. one of the defects of the topograms of copper surfaces in an en-
dimensions vary from 50 to 100 nm. The depth of defects onarged form.



Tech. Phys. 44 (12), December 1999 Abramova et al. 1493

127
2 Ng=—5 21 10%em 2.
107 bS
gt Substituting this value oNy into Eq. (2), we find that
the luminescence intensity,q~1x 10" W/cn?,
>E 6T Taking account of the experimental geometry and the
sensitivity of the photomultiplier, we found that the mea-
b1 sured intensity of mechanoluminescence of the sample sur-
2 b face islnhg~2X10"7 W/cn?. As one can see, this value
agrees well in order of magnitude with the mechanolumines-
0 0 05 10 15 20 cence intensity determined from the number of submicrode-
' fects arising at the surface of the deformed sample.
121 b For the annealed sample the change in the dislocation
0k density at the surface after irradiation by a laser pulse was

Ny~ 10 cm™ 2. Substituting this value oNy into Eq. (2)
8r and taking account of the experimental geometry and the
6 area of the radiating surface0.1 cnf, we obtain that the
intensity of the radiation on the photocathode of the photo-
5t multiplier is | no=5x 10" ¥ W. This is below the noise level
2t of the FRJ-136 photomultiplier. Therefore the photomulti-
plier did not record anything when the annealed sample was
0005 70 15 20 irradiated with a laser pulse.
ms In summary, our investigations have established that 1
FIG. 4. M : . .. the change in the submicrorelief of the surface and mecha-
. 4. Mechanoluminescence oscillograms recorded by a photomultiplier . . . . L
during back-side irradiation with a laser: a — annealed sample, b — deN0luminescence which arise as a result of irradiation by a
formed sample. laser pulse can be explained by the emergence of mobile
dislocations onto the surface of the metal andH& mecha-
noluminescence intensity is determined by the initial micro-

detected when a deformed sample is irradiated, whereadructure of the sample and the defect density.
there is no luminescence when the annealed sample is irra- 1NiS work was supported by the Russian Fund for Fun-
diated. This result is in good agreement with the conclusiorffamental ReseardiGrant No. 97-02-18097
drawn above that the density of dislocations which have
gmerged at the surface in a deformed sample is higher thamK. B. Abramova, I. P. Shcherbakov, I. Ya. Pukhonto, and A. M.
in the annealed sample. _ . Kondyrev, Zh. Tekh. Fiz66(5), 190(1996 [Tech. Phys41, 511(1996].

Let us calculate the intensity of the mechanolumines-2K. B. Abramova, I. P. Shcherbakov, A. A. Semenov, and A. |. Rusakov,
cence, using expressic(n_)_ As is well known' for copper Fiz. Tverd. TelaSt. Petersbung4o, 957(1998 [PhyS. Solid Statd0, 877
7~10"5 P,~10"3, S~2.5x10 2 cm, a~4.4 A 35and  ,1°%8!

. . . 3 o 3M. I. Molotskit, Fiz. Tverd. TelaLeningrad 20, 1651(1978 [Sov. Phys.
in the experiments describeids1.5<10"° s. Substituting  solid State20, 956 (1978].

these values into Eq1) we obtain 4M. 1. Molotskii and B. P. Peregud, Zh. Tekh. F&1, 618 (1981 [Sov.
20 Phys. Tech. Phy6, 369 (1981)].
I m~10"20-Ng W/cn?. (2 B. R. Chandra, M. S. Ryan, Seema R. Simon, and M. H. Ansari, Cryst.

. . . . .. Res. Technol4, 495(1996.
Let us now estimate the change in the dislocation densitysy | vettegren’, S. N. Rakhimov, and V. N. Svetlov, Fiz. Tverd. T

on the investigated surface of the deformed sample when thePetersburg37, 3635(1995 [Phys. Solid Stat@7, 2001(1995].

back surface is irradiated with a laser pulse. B. L. Averbakh, inFracture[in Russiar, Mir, Moscow (1973, pp. 471—
: ; 504.
The total IengthLigof th_ez defect Wa"S _On_ the_ investi- 8V. 1. Vettegren’, S. N. Rakhimov, and E. A. Bakulin, Fiz. Tverd. Téi.
gated areaS=9.4x10"° cm™ “ before irradiation is~2.5 Petersbury37, 3630(1995 [Phys. Solid Stat&7, 1998(1995].
X 10° nm (Fig. 1b. After irradiation the total length of the °V. 1. Vettegren', V. L. Gilyarov, S. N. Rakhimov, and V. N. Svetlov, Fiz.
defect walls id,~0.6X 10° nm (Fig. 2b. Since the magni- Tverd. Tela(St. Petersbuig40, 668 (1998 [Phys. Solid Statet0, 614
(1998].

tude of Burgers vector for copper|is|~0.3 nm, the change
in the dislocation density at the surface is Translated by M. E. Alferieff
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