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Recent theoretical and experimental work on linear exciton-light coupling in single and coupled
semiconductor microcavities is reviewed: emphasis is given to angular dispersion and
polarization effects in the strong-coupling regime, where cavity-polariton states are formed. The
theoretical formulation is based on semiclassical theory. The energy of single-cavity
modes is determined by the Fabry–Pe´rot frequencyvc as well as by the center of the stop band
vs of the dielectric mirrors; the phase delay in the dielectric mirrors carries a nontrivial
angle- and polarization dependence. The polarization splitting of cavity modes depends on the
mismatch betweenvc andvs , and increases with internal angle as sin2ueff . Interaction
between the cavity mode and quantum-well~QW! excitons is described at each angle by a two-
oscillator model, whose parameters are expressed in terms of microscopic quantities.
Weak and strong coupling regimes and the formation of cavity polaritons are described.
Comparison with experimental results on a GaAs-based cavity with In0.13Ga0.87As QWs shows
that a quantitative understanding of polariton dispersion and polarization splitting has
been achieved. Coupling of two identical cavities thorugh a central dielectric mirror induces an
optical splitting between symmetric and antisymmetric modes. When QW excitons are
embedded in both cavities at antinode positions, the system behaves as four coupled oscillators,
leading to a splitting of otherwise degenerate exciton states and to separate anticrossing of
symmetric and antisymmetric modes. These features are confirmed by experimental results on
coupled GaAs cavities with In0.06Ga0.94As QWs. An analysis of reflectivity lineshapes
requires the inclusion of the effect of resonance narrowing of cavity polaritons. Finally, the
polarization splitting in a coupled cavity depends both on the single-cavity factors and on the
angle- and polarization dependence of the optical coupling between the cavities. Inclusion
of all these effects provides a good description of the experimental findings. ©1999 American
Institute of Physics.@S1063-7834~99!00108-2#
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1. INTRODUCTION

The physics of quantum-well excitons embedded
semiconductor microcavities is characterized by two
gimes. In the weak-coupling case the decay rate and e
sion pattern of the exciton may be modified, but a radiat
decay still occurs; in the strong-coupling regime, instead
reversible energy exchange between exciton and cavity m
takes place. This is related to the formation of mix
exciton-photon states, usually termed cavity polaritons, si
1221063-7834/99/41(8)/16/$15.00
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they are the analog of the~quasi-! stationary exciton-
polariton states occurring in bulk semiconductors.1

The strong-coupling regime of quantum-well~QW! ex-
citons in microcavities~MCs! is a peculiar and interesting
phenomenon, which allows cavity quantum-electrodynam
effects to be studied in a solid-state environment, and wh
has been the subject of numerous investigations in re
years. After the pioneering observation of a Rabi~polariton!
splitting in III–V Fabry–Pe´rot MCs,2 important develop-
3 © 1999 American Institute of Physics
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ments include the measurement of the polariton disper
by angle-resolved photoluminescence,3 demonstration of a
Rabi splitting at room temperature4 and of Rabi oscillations
in real time,5 tuning of the exciton-cavity coupling by
electric6 and magnetic7–10 fields or temperature,6 saturation
and bleaching effects,11 studies of relaxation and time
resolved photoluminescence,12–15effects of disorder and mo
tional narrowing.16–22 Crossover from polariton doublet t
Mollow triplet under high excitation has been demo
strated.23 Larger Rabi splittings have been observed in II–
microcavities,24,25 where stimulation effects have also be
reported,25 and in organic microcavities.26,27 Reviews of
these and related topics, as well as of semiclassical and q
tum treatments, can be found in Refs. 28–30.

Recently the system of two coupled MCs with embedd
QWs has also been investigated,31–33 as a way to further
increase the flexibility in controlling both radiation and m
terial degrees of freedom. In particular, coupled MCs allow
sizeable and measurable radiative splitting of excitons
QWs separated by a macroscopic distance (.2 mm) to be
achieved.33 A radiative splitting between excitons in ele
tronically uncoupled QWs exists in principle also for QW
without MCs34 or in a single cavity,35 but in this case the
effect is very small and easily washed out by disord
Coupled cavities made of porous silicon have also b
studied.36 Angle- and polarization-resolved reflectivity ex
periments on coupled cavities yield detailed information
exciton–photon interactions, which call for accurate yet s
ficiently simple theoretical treatments.

A basic piece of information for all the above-mention
studies is a precise knowledge of polariton dispersion
MCs containing QW excitons. A difficulty which must b
faced by a theoretical treatment is to give a realistic desc
tion of the phase delay in penetration depth of light in t
dielectric mirrors. A derivation of the phase delay37 and of
an accurate secular equation for mixed cavity modes
single cavities38 have been given previously only for norm
incidence. In extending these treatments to oblique in
dence, the different polarizations of light~transverse electric
TE, and transverse magnetic, TM! must be considered. Theo
retically, the difference in TE and TM polatized reflectivi
spectra of quantum well microcavities was discussed in R
39 and 40; the only experimental reports of a polarizat
splitting of cavity polaritons are those of Refs. 41 and 33

In this paper we present a comprehensive theoretical
experimental study of cavity-polariton dispersion in sing
and coupled MCs containing embedded QWs. By the us
linear semiclassical theory we derive analytic equations
cavity-mode dispersion and cavity-polariton eigenfrequ
cies for both TE and TM light polarizations. Angle- an
polarization-resolved reflectivity results on single a
coupled GaAs cavities with InGaAs QWs are presented
compared with theoretical predictions; in particular, the
fect of cavity mismatch and absorption of the intensity
reflectivity features, as well as the different factors whi
influence the polarization splitting, are studied in detail.
full theoretical analysis of the single-cavity results of Ref.
is presented, which is found to be in good agreement w
experiment. A careful analysis of reflectivity results f
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coupled cavities produces evidence of line narrowing of c
ity polaritons in the resonance region.

The rest of this paper is organized as follows. In Sec
we give a brief account of the theoretical framework. In S
3 we derive equations for reflection phase delay and pene
tion depth in dielectric mirrors when the frequency is clo
to the center of the stop band, thereby extending the res
of Ref. 37 to the case of oblique incidence. In Sec. 4
study a single cavity and obtain results for the empty-cav
mode, polariton dispersion, and polarization splitting; t
role of energy-dependent refractive index in determining
polariton dispersion is emphasized. Experimental results
then presented and compared with theory. In Sec. 5 we t
coupled cavities, and derive analytic formulas for optic
splitting of the two modes, empty-cavity dispersion and p
lariton energies; experimental results on coupled cavities
presented and discussed. Section 6 contains concluding
marks. Some derivations and results of the analytic treatm
are given in the Appendices.

2. THEORETICAL FRAMEWORK

The present treatment is based on the semiclass
theory of exciton-radiation interaction. This approach42

which consists in solving Maxwell equations together with
constitutive relation between electric and displacem
fields, yields the same results as a purely quantu
mechanical theory as far as linear polariton properties
concerned; this follows from the fact that the quantu
exciton-radiation Hamiltonian is quadratic in the exciton a
photon operators.28

For a layered system it is useful to formulate Maxw
equations in terms of a transfer matrix approach.43–45 We
take thez-axis to coincide with the growth direction; for an
incidence angle and for TE~or s) and TM ~or p) polariza-
tions the transfer matrixT (zl˜zr) is a 232 matrix which
acts on the basis of right- and left-travelling waves a
which propagates the electric field from a pointzl to a point
zr in the structure. The transfer matrix is unimodular, wh
the refractive indicesnl ,nr of left and right media are the
same, otherwise det(T)5nl /nr . Evaluation of the transfer
matrix T of the whole structure — which is simply obtaine
by multiplying from the left the transfer matrices of the di
ferent regions — provides the reflection and transmiss
coefficients, which in this paper are always considered
light incident from the left:

r 52
T21

T22
, t5

det~T!

T22
5

nl

nr

1

T22
; ~1!

the reflectivityR and transmittivityT are then given by

R5ur u2, T5
nr

nl
utu25

nl

nr

1

uT22u2
. ~2!

Absorption is given byA512R2T. The poles of the re-
flection and transmission coefficients, namely the comp
frequenciesv which satisfy the equationT22(v)50, give
finally the energies and halfwidths of a resonance.

Useful parametrized forms of the transfer matrix can
given for the special cases of a non-absorbing or of a s
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metric structure; they are derived by imposing the requ
ments of invariance under the time-reversal operation, or
der specular reflection, respectively. The most gen
transfer matrix of a non-absorbing structure is expressed38

Tnon–abs5
nl

nr
S 1/t* 2r * /t*

2r /t 1/t D ~3!

in terms of the reflection and transmission coefficients. T
mirror image of the structure has a transfer matrixT̃ given by

T̃non–abs5S 1/t* r /t

r * /t* 1/t D . ~4!

If in addition the structure is symmetric, the two matricesT

and T̃ are identical, thereforet/t* 52r /r * . For a general
symmetric structure~but which may be absorbing, so th
time reversal is not a good symmetry operation! the transfer
matrix can be expressed as43,44

Tsym5
1

t S t22r 2 r

2r 1D , ~5!

where againr andt represent the reflection and transmissi
coefficients from the left side.

We describe each layer in the structure by a local die
tric constant, the only exception being the QW regions.
the QWs we use a nonlocal susceptibility evaluated by lin
response theory, which incorporates the microscopic de
of the exciton envelope function. The QW transfer matrix
oblique incidence for TE and TM polarizations has the fo
~5!. The difference between TE and TM polarized light a
pears in reflection and transmission coefficients. These
pend on the scattering amplitudes of the e.m. field mo
coupled to the exciton polarized along different directio
T-mode ~in-plane polarized, transverse!, L-mode ~in-plane
polarized, longitudinal!, and Z-mode ~polarized along the
growth direction!.39,46 For TE polarization

r QW
TE 52

iGT

D1 iGT
, tQW

TE 511r QW
TE , ~6!

while for TM polarization

r QW
TM 5r L2r Z , tQW

TM 511r L1r Z , ~7!

with

r L52
iGL

D1 iGL
, r Z52

iGZ

D2dZT1 iGZ
; ~8!

the case of TM polarization is more complex since the sc
tering amplitudes ofL- andZ-modes interfere. In the abov
formulas D5v2vex1 igex ~we neglect the weak depen
dence of the exciton frequencyvex on in-plane wavevecto
and polarization!, dZT is the splitting betweenZ andT exci-
ton polaritons in the QW,45 gex is the non radiative exciton
broadening. A radiative broadening follows from coupling
the QW exciton to the radiation field through Maxwe
equations,47–49and it depends on the angleuc in the medium.
For the in-plane polarizedT and L modes it is given by
GT5G0 /cosuc , GL5G0cosuc , where G05(p/nc) (e2/
4p«0mc) f xy is the radiative decay rate of the QW excito
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amplitude at zero in-plane wavevector (f xy is the oscillator
per unit area,m is the free electron mass and«0 is the
vacuum permittivity!. Concerning thez-polarized mode, for
the heavy hole exciton resonanceGZ50, while for the light
hole excitonGZ54G0((cosuc)

212cosuc). In the following
we will only consider the heavy hole excitons. Substituti
the above coefficientsr andt into the general transfer matri
~5!, for a symmetric structure one can obtain in this case

TQW
a 5

1

D S D2 iGa 2 iGa

iGa D1 iGaD , a5TE,TM. ~9!

HereG (TE)[GT , G (TM)[GL5GTcos2uc . The angleuc in the
cavity is related to the external angleu by sinuc

5(sinu)/nc .

3. DIELECTRIC MIRRORS

The simplest semiconductor microcavity structure is
planar Fabry–Pe´rot cavity, bounded by dielectric mirror
termed distributed Bragg reflectors~DBRs!.50–52A DBR is a
periodic quarter wave stack consisting of alternating lay
of high and low refractive index materials, with the optic
thickness of each layer a quarter wave at the operating w
length. The most useful feature of a DBR, which is a con
quence of propagation of e.m. waves in periodic layered m
dia, is the existence of a ‘‘stop band’’ region in whic
radiation cannot propagate; in this frequency region c
structive interference between rays reflected from succes
periods leads to reflectivity values close to unity. The cen
of the stop band~denoted byvs in this paper! is determined
by the l/4 condition, whereas the fractional bandwidth d
pends on the refractive indicesn1 andn2 of the two materi-
als according toDvs /vs5(4/p)arcsin(un22n1u/(n21n1)). A
proper treatment of the phase delay on reflection by a DBR
a preliminary issue in order to calculate the angular disp
sion of cavity polaritons for TE and TM polarizations. Pr
vious work on angular dependence of phase delay
Fabry–Pe´rot filters~but neglecting the difference of polariza
tions! is described in Ref. 53.

We consider a DBR with layer thicknessesa,b, and re-
fractive indicesn1 ,n2 which can be either in the orde
n1,n2 ~as exemplified in Fig. 1! or n1.n2 ; our treatment
applies to both situations. First we consider the perio
structure withN periods of Fig. 1a and calculate its transf
matrix TN ~see e.g. Ref. 52!. Then we take a DBR sur
rounded from the left by a cavity medium with refractiv
index nc and from the right, by an external medium wit
refractive indexnext ~Fig. 1b!, which is our structure of in-
terest, and evaluate its transfer matrix by multiplyingTN

with appropriate interface matrices. The resulting trans
matrix is expressed in the general form~3! for nonabsorbing
materials.

We now derive an approximate, parametrized express
for the reflection coefficient of the DBR showing its depe
dence on angle and polarization. At frequencies close to
center of the stop bandvs

a(u), a5TE, TM, the reflection
coefficient of a DBR at a fixed angle may be assumed
have a constant amplitude and a phase which is linea
@v2vs

a(u)#:
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r DBR
a ~v!56ARa expF i

nc

c
LDBR

a ~v2vs
a!cosucG . ~10!

The upper~lower! sign holds forn1,n2 (n1.n2). Thus
whenn1,n2 the phase of the reflection coefficient is zero
the center of the stop band, and the electric field has a m
mum at the boundary between cavity and DBR. This c
is realized, e.g., for a GaAs cavity with AlAs/GaAs Brag
mirrors, in this case we havenc5n25n(GaAs),
n15n(AlAs). In the opposite casen1.n2 the phase of the
reflection coefficient equalsp at the center of the stop ban
~like for a metallic mirror!, and the electric field vanishes a
the boundary.

The quantityLDBR
a (u) represents a penetration depth

the field in the dielectric mirror, dependent on both angle a
polarization. At normal incidence it equals 2Lt , whereLt is
defined in Ref. 37 as the distance at which a fixed-ph
mirror has to be displaced in order to produce the same p
delay on reflection. For TE-polarization this kind of param
etrization has been used in Ref. 40. Expressions for the
rametersRa(u), LDBR

a (u), vs
a(u) appearing in Eq.~10! are

given in Appendix A.
In Fig. 2 we show the phase of the reflection coefficie

of a AlAs/GaAs DBR, calculated with the equations of A
pendix A, compared with the results of a numerical simu
tion. The parameters are close to those of the experime
results to be shown later. We have assumed thel/4 condition
to be satisfied at\vs51.4 eV, with refractive indices
n153.01 for AlAs andn253.55 for GaAs. We have consid
ered the cases of normal incidence, and ofu560° for TE
and TM polarizations. The comparison shows that the
sumed linear dependence of the phase of the DBR is a
good approximation in a wide range of frequencies arou
the center of the stop band. For the chosen parameters
stop band extends from 1.28 to 1.52 eV: the phase of

FIG. 1. Refractive index profiles of~a! the periodic DBR structure, and~b!
the DBR surrounded on the left by a cavity with refractive indexnc and on
the right by an external medium with refractive indexnext .
t
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reflection coefficient varies from2p to p in this interval.
The inset shows the penetration depth for both polarizati
as a function of angle. The penetration depth increases
TM, and decreases for TE polarization; this angular dep
dence will play an important role in determining the pola
ization splitting of cavity polaritons.

4. SINGLE MICROCAVITY

We consider a symmetric Fabry-Pe´rot cavity structure of
lengthLc with a symmetric layer characterized by reflectio
and transmission coefficientsr c ,tc placed at its center. The
transfer matrices of the right and left mirrors are expresse
the forms~3! and ~4!, respectively, and that of the centr
structure in the form~5! with r 5r c and t5tc ; the transfer
matrix T of the whole structure is easily found by multiply
ing from the left the transfer matrices of the various laye
The eigenmodes are found from the poles of the transmis
coefficient~1!, i.e., by setting the elementT22 equal to zero.
The equationT22(v)50 for the eigenfrequencies can be p
in the following form39 ~with kz5(ncv/c)cosuc):

@r DBR~r c1tc! eikzLc#@r DBR~r c2tc! eikzLc21#50. ~11!

This is an equation for the frequencyv in the complex plane.
One can easily prove40 that the first bracket in Eq.~11! is
equal to zero at the eigenfrequency of a mode even w
respect to the center of the cavity, while the zero of t
second bracket corresponds to an odd cavity mode.
above equation is general and applies to several specific
ations, e. g. an empty cavity (r c50, tc51), a cavity with
one quantum well (r c5r QW, tc5tQW), a cavity with two
sets of QWs in symmetric positions,35,40 or even a coupled
cavity if the central object is another DBR.

FIG. 2. Phase of the reflection coefficient of a AlAs/GaAs DBR close to
center of the stop band (vs51.4 eV at normal incidence!, at u50 and at
u560° for TE and TM polarizations. Solid lines — numerical simulatio
with N512. Dotted lines — analytic equation@see Eq.~10!#. Inset — an-
gular dependence of mirror penetration depth for the two polarizations.
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4.1. Empty cavity

By specifying Eq.~11! to the case of an empty cavity
the eigenfrequencies of the cavity modes are determine
the equationr DBR

2 exp(2ikzLc)51. By using the parametriza
tion ~10! and taking the logarithm, the equation for the co
plex frequency becomes~for simplicity the polarization in-
dex is understood in all subsequent formulas!

2
nc

c
@Lcv1LDBR~u!~v2vs~u!!#cosuc52pm1 i ln R,

~12!

whereR5ur DBRu2 is the mirror reflectivity and the integerm
represents the number of half wavelengths contained in
cavity region. The complex frequency is denoted byvm

a (u)
2 igm

a (u) (a5TE,TM), wherevm is the real frequency o
the mode andgm is the mode halfwidth~HWHM!; they are
determined by the real and imaginary parts of Eq.~12!, re-
spectively. The real part of~12! gives the phase-matchin
condition, and leads to a cavity–mode frequencyvm which
can be expressed in the form

vm~u!5
Lcvc~u!1LDBR~u!vsu

Leff~u!
, ~13!

where Leff5Lc1LDBR is an effective cavity length, and
vc5mpc/(ncLccosuc) is the Fabry-Pe´rot frequency if there
is no phase delay in the mirrors. This expression shows
the cavity mode frequency is a weighted average ofvc and
vs ; in most casesLDBR is much larger thanLc , so thatvm

is mostly determined by the center of the stop band. T
often unappreciated result implies that the frequency of
cavity mode has only a weak dependence on cavity th
ness, while it depends more sensitively on the DBR la
thicknesses: this behavior is verified in numerical simu
tions as well as in experiments. A useful approximate f
mula for the dependence of mode energy on cavity lengthLc

is dvm /vm.dLc /Leff . The imaginary part of~12! gives the
halfwidth in the limit R˜1, when lnR.2(12R) as

gm~u!5
e~12R~u!!

2ncLeff~u!cosuc
. ~14!

The above results are given in more general form in App
dix B, where the case of an asymmetric cavity is also c
sidered. The main difference in optical properties of
asymmetric compared to a symmetric cavity is that
minima of reflectivity do not reach zero, i.e., reflectivity dip
are much less pronounced.

Although the results of Appendix A are valid for an
values of the refractive indices, simpler expressions for
cavity mode dispersion can be given for the common cas
which nc ,n1 ,n2 are close to each other. Let us denote byneff

the common value of the refractive index: then the cente
the stop band is very closely the same for the two polar
tions ~as seen from the formulas of Appendix A, and al
found numerically!, and behaves asvs(u)5pc/(neff(a
1b)cosueff), wherea,b are the DBR layer thicknesses:
has therefore the same angular dependence as the Fa
Pérot frequencyvc(u). When the cavity-mode frequency a
u50 is factorized, this leads to the frequently used disp
by
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sion relationvm(u)5vm(0)/cosueff : this relation also can
be viewed as a definition for the effective refractiv
index.51,53–55However the definition implicitly assumes tha
the refractive index is a constant, i.e., independent of ene
When the energy-dependence of the refractive index is ta
into account, it is easy to show that the cavity mode disp
sion becomes

vm~u!5
neff@vm~0!#vm~0!

neff@vm~u!#cosueff
. ~15!

Although the energy dependence of the refractive index
small, it has an important effect on the angular depende
of the cavity-mode and therefore on the polariton dispersi
as will be shown in Sec. 4.3 by the comparison with t
experiments.

An approximate relation for the polarization splitting ca
also be given for the casenc.n1.n2 . While vs is very
nearly the same for both polarizations, the penetration de
LDBR depends markedly on polarization, as it increases w
angle for TM and it decreases for TE polarization~see inset
of Fig. 2!. From Eq.~13! it can be seen that ifvc5vs , the
cavity mode frequency is independent ofLeff and thus it
depends very little on polarization. Therefore the polariz
tion splitting is controlled by the mismatch between the ce
ter of the stop bandvs and the Fabry–Pe´rot frequencyvc .
We can exploit the fact thatvs(u) varies roughly as
1/cosueff , just like vc(u), and obtain the approximate form

vm
TM~u!2vm

TE~u!.
Lc~LDBR

TM ~u!2LDBR
TE ~u!!

Leff~0!2

3
~vs~0!2vc~0!!

cosueff
. ~16!

The penetration depths can be evaluated by means of
equations in Appendix A. In the limitn1.n2.nc[neff the
following approximate equation is obtained:

vm
TM~u!2vm

TE~u!.
LcLDBR~0!

Leff~0!2

2cosueff sin2ueff

122 sin2ueff

3~vs~0!2vc~0!!. ~17!

This equation~which is valid for both casesn1,n2 and
n1.n2) is somewhat less accurate compared to Eq.~16!, but
it displays more clearly the angular dependence: basica
the polarization splitting is proportional tovs(0)2vc(0),
and it increases with angle like sin2ueff . We emphasize tha
the TM mode can be at higher or lower energy, according
which of vs(0) or vc(0) is higher: the first case is realize
when the DBR perioda1b,l/2, while the second case~TE
higher! occurs whena1b.l/2.

4.2. Single cavity with quantum wells

We now consider a cavity of widthLc with one QW at
the center~see Fig. 3a!. The dispersion equations for TE an
TM polarized polariton modes can be written in the form
Eq. ~11!, wherer c and tc are now the amplitude reflectio
and transmission coefficients of light from the QW, Eqs.~6!
and ~7!. For the heavy-hole excitontQW511r QW, thus in
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Eq. ~11! the vanishing of the second bracket gives sim
r DBRexp(ikzLc)521: this is equivalent to saying that the QW
exciton state~which is symmetric w.r.t. the center of th
QW! is not coupled to an antisymmetric cavity mode. T
mixed exciton-cavity modes correspond to the symmetric
lutions and are described by zeros of the first bracket in
~11!, which in the case of the heavy hole exciton resona
reduces to38

Ga

v2vex1 igex
5 i

12r DBR
a eikzLc

11r DBR
a eikzLc

, a5TE,TM. ~18!

Far from the frequency of a cavity mode the r.h.s. of~18! is
always finite, and the dressed exciton energy can be foun
perturbation theory asv5vex2 igex1Dvex, where the ra-
diative shiftDvex is of the order of the radiative broadenin
G. On the other hand the r.h.s. of~18! vanishes at the fre
quency of a symmetric cavity mode, and in this case
radiative shift of the exciton cannot be found by perturbat
theory: rather, the vanishing of the r.h.s. marks the crosso
to a nonperturbative regime of exciton-radiation couplin
The proper way to proceed is to expand the r.h.s. for frequ
cies close to resonance. We use again the parametriz
~10!: since the factorr DBRexp(ikzLc) equals unity at the com
plex frequency of the cavity modevm2 igm „see the discus
sion leading to Eqs.~12!–~14!…, it can be written as
exp(i (ncLeff /c (v2vm1 igm)cosuc) and the r.h.s. of~18!
can be expressed in terms of the~small! differencev2vm

1 igm . Expanding up to first order in (v2vm1 igm), the
exciton and the cavity mode are found to behave like t
coupled, damped oscillators:

~v2vex1 igex!~v2vm1 igm!5V2, ~19!

where

Va~u!5S 2cGa~u!

ncLeff
a ~u!cosuc

D 1/2

, a5TE,TM ~20!

FIG. 3. Refractive index profile of~a! the single-cavity structure, and~b! the
coupled-cavity structure. A set of three QWs at the center of each cavi
indicated.
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is the exciton–cavity coupling depending on angle and
larization. Using the expressions for the angle-dependen
diative widths given in Sec. 1 we have

VTE~u!5S 1

4p«0

2pe2f xy

nc
2mLeff

TE~u!
D 1/2

1

cosuc
, ~21!

VTM~u!5S 1

4p«0

2pe2f xy

nc
2mLeff

TM~u!
D 1/2

. ~22!

Equation ~19! is often derived by diagonalizing a 232
Hamiltonian, in which two oscillators of frequenciesvex

2 igex andvm2 igm are coupled by a matrix elementV. The
present treatment yields a rigorous derivation of this tw
oscillator model, together with microscopic expressions
the various parameters, with their angle- and polarizati
dependence.

The occurrence of two distinct regimes is clearly evide
when Eq.~19! is solved in the resonant case (v05vm):

v5vex2 i
~gex1gm!

2
6AV22

1

4
~gex2gm!2. ~23!

For the purely homogeneous broadening assumed here
linewidth in the strong-coupling regime is the average ofgex

andgm . The weak-coupling regime corresponds to an ima
nary square root in~23! ~i.e., 2V,ugex2gmu); the exciton
decay is still an irreversible process like in an isolated Q
but the emission rate in the direction of the cavity mode m
be increased by orders of magnitude.56 Instead, the strong-
coupling regime occurs for 2V.ugex2gmu, and corresponds
to a real square root in~23!. In this case optical confinemen
leads not only to a quantitative, but also to a qualitat
modification of the emission properties of the system. T
eigenmodes are mixed exciton–radiation states and exhi
splitting in the frequency domain~Rabi splitting! given by

V52AV22
1

4
~gex2gm!2. ~24!

The maximum value of the splitting occurs when the tw
linewidthsgex andgm are equal. The frequency splitting co
responds to energy oscillations in the time domain betw
the exciton and cavity modes.

When N identical QWs are placed in the microcavit
cooperative effects arise. Radiative coupling rearranges thN
exciton states into a single, ‘‘bright’’ state which is max
mallly coupled to light, andN21 ‘‘dark’’ states which have
little interaction with the radiation field.57–60The dark states
come into play when considering scattering and thermal
tion of cavity polaritons;14 also, they can be mixed up with
the bright state when disorder is present.60 Apart from these
cases the dark states do not play a role for the optical
sponse of cavity-embedded QW excitons, which is de
mined only by the degree of cooperation in the bright sta
This is measured by an effective number of wells, which c
be calculated by summing the squared electric field at
QW positions, and is given by54,38,40

Neff5
N

2
6

1

2

sinNkl

sinkl
, ~25!

is
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where the upper~lower! sign is appropriate for a symmetri
~antisymmetric! electric field inside the microcavity, andl
indicates the period of the multiple QW. By working to lin
ear order inG0 ~which amounts to neglecting multiple inte
ferences between the wells! all the previous formulas remai
valid, providedG0 is replaced withNeffG0 . An exact formal-
ism considering additional polariton modes arising due to
radiative coupling between different wells is developed
Ref. 40, and the case of two non-identical QWs in a mic
cavity including radiative coupling is studied in Refs. 35 a
61.

In principle, all quantities appearing in the previo
equations depend on angle and/or polarization: exciton
quencyvex, cavity–mode frequencyvm

a , cavity mode line-
width gm , exciton–photon matrix elementV. However, in
practice, the angle and polarization dependence ofvm is by
far the dominant effect. In factvex may be taken as indepen
dent of angle, since spatial dispersion of the exciton is n
ligible at the small internal angles accessible to optical
periments. Also,V andgm can be seen to change only by
few percent even at large external angles; since both qu
ties are usually of the order of a few meV or smaller, th
variation with angle is a small fraction of a meV and can
neglected.

4.3. Experiments

The experiments were carried out on a sample62 consist-
ing of a one-wavelength (l) GaAs cavity sandwiched by 2
period l/4 Al0.13Ga0.87As/AlAs DBRs. The top and bottom
DBR were p- and n-doped, respectively. The cavity conta
a set of centrally placed 10 nm wide In0.13Ga0.87As QWs
with 10 nm barriers. The structure was grown by met
organic vapor phase epitaxy~MOVPE! on a GaAs substrate
The sample was placed in a cryostat with angular acces
;130°, permitting values up tou560° to be achieved
White light illumination from a projector lamp with angula
spread,1° was employed. The reflected light was dispers
by a grating spectrometer, and detected by a Ge photodi

The real structure differs from the one assumed in
theoretical treatment~Fig. 3a! due to the presence of th
GaAs substrate. Thus the cavity structure is slightly unb
anced: the incident beam impinges on the top mirror~air
side! with a calculated reflectivityR150.9964, whereas the
bottom mirror~substrate side! has a reflectivityR250.9874
~Ref. 63!. As already remarked, the main effect of unbalan
ing is that reflectivity dips are much less pronounced and
not reach zero; the previous expressions for mode energi
the high-reflectivity limit remain unchanged, however.

A series of polarization-resolved reflectivity spectra
different angles was shown in Fig. 1 of Ref. 41. We ju
recall the main features: at low angles the cavity mode (C) is
at lower energy compared to the exciton (X), which appears
weakly in reflectivity. On increasing the angle the cav
mode shifts to higher energy and an anticrossing beha
typical of the strong-coupling regime is seen. The two refl
tivity dips have equal intensities at an angleu530°; at this
angle mixed cavity polaritons with equal exciton and pho
amplitudes are realized. For larger angles the cavity m
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rapidly shifts to higher energy and the exciton is again bar
visible.

With increasing angle the reflectivity dips become mo
pronounced for TM and less pronounced for TE polarizati
This can be understood from Eqs.~A2! and ~A5!, since the
reflectivity R1 of the top mirror increases with angle for T
and decreases for TM polarization~while R2 has a smaller
variation with angle due to the presence of the substra!:
thus the cavity becomes more unbalanced for TE and
unbalanced for TM, thereby explaining the trend of refle
tivity dips.64 This also implies that, in an unpolarized expe
ment, the TM component dominates in determining the
sition of reflectivity structures~see Sec. 5.3!. An analysis of
linewidths and their angular dependence and a numer
transfer matrix fit to the dip intensities are presented in R
41.

In Fig. 4 we show the measured and calculated disp
sion of cavity polaritons for both polarizations. The calcu
tions were made using the analytic relations of the previ
Sections and of Appendix A, for a symmetric structure w
N520 quarter-wave pairs in each DBR. The cavity and DB
layer thicknesses were adjusted slightly in order to acco
for the observed mode energies and polarization splitting:
usedLc5257 nm,a573 nm, b563.8 nm. These values ar
consistent with wide-band reflectivity spectra, as discus
below. The energy-dependent refractive indices are ta
from the 300 K data of Ref. 65, decreased by 1.3% for us
10 K. At 8650 Å the values are 3.5467 for GaAs and 3.01
for AlAs; the refractive index of GaAs increases by abo
0.9% from 1.40 to 1.45 eV~Ref. 65!. For the QW exciton
vex51415.4 meV,f xy54.231012cm22 ~Ref. 66!, leading to
G050.052 meV, with three QWs andNeff52.52. We also

FIG. 4. Dispersion of cavity polaritons in a GaAs cavity with thre
In0.13Ga0.87As QWs and AlAs/Al0.13Ga0.87As mirrors. Continuous and
dashed lines are the theoretical curves for TM and TE polarizations res
tively; squares and triangles are the experimental data from position
reflectivity dips.
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take gex50.9 meV from the experimental linewidth of th
exciton (FWHM;1.8 meV).

The first feature to be noticed is the anticrossing
u.30°, with a Rabi splitting of;5 meV. The penetration
depth is calculated to beLDBR5780 nm and the effective
length Leff.1.04mm, yielding a Rabi splitting 2\V
54.7 meV, in good agreement with the experimental val
The Rabi splitting for QW excitons in microcavities yield
an accurate measurement of the oscillator strength thro
formulas ~21!–~22!, provided the penetration depth in th
dielectric mirrors is properly taken into account.

Next we consider the polariton dispersion at high ang
~where it almost concides with the cavity-mode dispersio!.
The energy dependence of the index of refraction, altho
weak, is crucial for obtaining good agreement with the e
perimental results. This can be understood from Eq.~15!
~neglecting the TM–TE difference for the moment!. If the
refractive index is taken to be independent of energy,
effective index isneff.3.25 and the cavity-mode frequenc
at u560° would be 1454 meV, which is about 10 me
higher than the experimental result. A similar discrepan
was noticed before54 and could not be explained. Howeve
since the effective index increases by 0.7% from 1.4
1.45 eV, the use of Eq.~15! leads to a cavity-mode energy o
1444 meV atu560°, in agreement with the experiment
value. Thus including the energy-dependence of the inde
refraction fully solves the problem of mode dispersion
high angles. We also note that the strong sensitivity of
cavity-mode energy to the refractive index in the DBR lay
throughvs(0) implies that a weak nonlinearity in one of th
DBR layers might be amplified and give rise to a stro
nonlinear response of the microcavity system.67

Finally we turn to the polarization splitting. Experimen
tally the TM mode is higher in energy; the TM–TE splittin
of the upper cavity polariton is;1.7 meV at the larges
angleu560°. From the discussion of Sec. 4.1, and in p
ticular Eq.~16!, this implies that the frequency of the cent
of the stop bandvs is greater than the Fabry–Pe´rot fre-
quencyvc . This expectation is confirmed by wide-band r
flectivity spectra where the cavity dips are found to be d
placed to lower energy relative to the center of the stop b
by ;10 meV, implying vc,vs . Furthermore the param
eters we employ for our calculations givevc51.358 eV and
vs51.409 eV atu50, consistent with both the experiment
deduction ofvc,vs from the wide band spectra, and wit
the observed sign of the TM–TE splitting. The angular d
pendence of the splitting is then controlled by the penetra
depths~see inset of Fig. 2!. Using the same set of paramete
as before, in Fig. 5 we compare the calculated TM–TE sp
ting of upper and lower cavity polaritons with the expe
mental results. The formation of mixed exciton-cavity mod
around u530° is also reflected in the TM–TE splitting
which has a peculiar behavior in the anticrossing region. T
polarization splitting of the bare cavity mode increases l
sin2ueff @see Eq.~17!#: this behavior appears outside the a
ticrossing region for the lower polariton at low angles, a
for the upper polariton at large angles. Although the exp
mental results show some unavoidable spread~note the scale
on the energy axis!, agreement between experiment a
t
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theory is very satisfactory. Thus the comparison of cal
lated and measured polarization splitting confirms the ac
racy of the analytic treatment.

5. COUPLED MICROCAVITIES

5.1. Empty, coupled cavities

We shall now derive relations for the energies a
widths of the cavity-modes for two empty coupled micr
cavities. We first consider a symmetric structure~see Fig.
3b!: this requires that the left and right DBRs are the mirr
image of each other, and that the two cavities have the s
length Lc , so that both photon eigenmodes have the sa
frequencyvm and width ~HWHM! gm in the absence of
coupling. The number of quarter-wave pairs in the symm
ric central mirror is half-integer: we denote it byNc21/2 ~cf.
Fig. 3b!.

The central mirror couples the two degenerate mode
vm of the isolated cavities and breaks their degeneracy. D
to the symmetry of the system, the cavity modes may
classified as symmetric (S) and antisymmetric (A). Their
complex energies are given in the limitR,Rc˜1 by ~see
Appendix B for a derivation!

v5v j2 i g̃m5vm1~21! jVopt2 i g̃m , j 51,2, ~26!

with

Vopt5
cA12Rc

2ncLeff cosuc
~27!

representing the coupling constant between the two cavi
and

g̃m5
c~12R!

4ncLeff cosuc
. ~28!

FIG. 5. TM–TE polarization splitting of upper and lower polaritons in th
GaAs cavity of Fig. 4, with the same parameters. Continuous lines —
oretical curves; closed and open squares — experimental data.
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R and Rc are the reflectivities of the external and cent
mirrors, respectively, dependent on both angle and polar
tion. For evenNc the symmetric mode lies at higher ener
than the antisymmetric one, while for oddNc the reverse is
true ~we are now specifying to the casen1,n2 , otherwise
the identification ofSandA mode is interchanged!. Equation
~26! follows from diagonalizing a 232 Hamiltonian, which
describes two identical cavity modes coupled by a ma
elementVopt. The angular dependence ofRc for the two
polarizations~see Appendix A! is such thatVopt increases
with angle for TM, and decreases for TE polarization.

Comparison with the single cavity case shows that
mode widths in the coupled cavity structure arereducedby a
factor of two: the physical interpretation of this result~which
is rigorously derived in Appendix B! is that the decay rate o
the coupled cavity mode is the average of that of left a
right cavities, but each cavity mode can now decay on
side only of the coupled structure. The predicted reductio
coupled-cavity linewidth is however difficult to observ
since it requires comparing the optical behavior of two d
ferent samples.

When the two cavities have different lengths, it is
longer possible to speak of a symmetric and an antisymm
ric mode: the thicker~thinner! cavity has a larger weight in
the low ~high! energy mode. We show here that the co
bined effects of cavity mismatch and absorption give rise
differing intensities of the reflectivity dips. The dip intens
ties can be calculated analytically68 also when the refractive
index is assumed to have an imaginary part, and the res
are as follows. Since in the presence of absorption it is
top ~outer! cavity which gives the largest contribution to th
reflectivity spectrum, the corresponding peak is stronger.
the other hand the relative intensities in the transmiss
spectrum do not depend on which cavity is thicker. The
conclusions confirm the results obtained by numerical sim
lations in Ref. 31.

This behavior is illustrated in Fig. 6, which displays th
normal incidence reflectivity of two coupled GaAs micr
cavities with AlAs/GaAs mirrors. Fig. 6a is calculated for
real refractive index, while Fig. 6b includes absorpti
through an imaginary partk50.005 of the refractive index in
the GaAs layers. Figure 6a demonstrates that the cavity
match alone yields reflectivity dips which are much less p
nounced, since the structure is now unbalanced, but prod
only a small asymmetry~unless the cavity mismatch is ver
large!. Furthermore, the reflectivity spectra are the sa
from both sides, irrespective of which cavity is thicker„this
is implied by the general form~3! of the transfer matrix for a
non-absorbing structure…. In Fig. 6b the cavity mismatch is
taken to be much smaller than in Fig. 6a~thus the dip posi-
tions are almost unchanged!, but nevertheless the two dip
are much broader and have different intensities: thus ev
small cavity unbalancing produces a sizeable peak broa
ing and asymmetry when combined with a finite imagina
part of the refractive index. Moreover, the reflectivity spec
change when the order of the cavities is changed: when
top cavity is thinner~dashed line! the dip at higher energy is
stronger than the dip at lower energy, while for a thicker t
cavity ~solid line! the lower dip is stronger. These concl
l
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sions will be important for interpreting the experimental r
sults of Sec. 5.3.

5.2. Coupled cavities with quantum wells

We now consider two identical microcavities of leng
Lc5l, each containing a QW at the antinode of the elec
field ~see Fig. 3b!. Because of the symmetry of the syste
the dispersion equations for exciton–polaritons in tw
coupled microcavities can be written again as two indep
dent equations for symmetric and antisymmetric polari
modes:

G

D
5

2 i ~ARRc2ARce
2 ix1AReix2e22ix!

6A12Rc~e2 ix1AR!

~11AReix!~11e22ix12ARce
2 ix!

, ~29!

with x5 (nc /c) Leff(v2vm)cosuc . Expanding the r.h.s in
~29! up to first order in (v2vm), we find that the two equa
tions reduce to

~v2vex1 igex!~v2vm1Vopt1 i g̃m!5V2, ~30!

~v2vex1 igex!~v2vm2Vopt1 i g̃m!5V2, ~31!

with the couplingVopt between the two cavities and the line
width g̃m given by~27! and~28!, respectively. The effective
coupling V represents the exciton–cavity mode interacti
and is calculated to be

V25
2Gc

ncLeff cosuc

~11AR!2~11ARc!

~R1114AR12ARRc!
. ~32!

FIG. 6. Calculated normal incidence reflectivity for two empty coupl
GaAs microcavities.~a! Each layer in the structure is described by a re
refractive index.~b! The GaAs layers are described by a complex refract
index with an imaginary partk50.005.
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In the limit R,Rc˜1, V reduces to~21! for TE or to ~22! for
TM polarization, i.e., it coincides with the coupling consta
for the single QW embedded in a microcavity.

It is interesting and useful to interpret the results in ter
of an oscillator model. The twofold-degenerate lowest ex
ton state in two identical and uncoupled QWs has the s
metric and antisymmetric eigenfunctions

uS&5~ uQW1&1uQW2&)/A2, ~33!

uA&5~ uQW1&2uQW2&)/A2, ~34!

whereuQW1& and uQW2& are the single exciton wave func
tions in the two QWs. On the other hand, as already sta
coupling between the two photon modes at equal freque
vm leads to the formation of symmetric and antisymmet
coupled cavity modes, with complex frequencies given
Eq. ~26!. The symmetric exciton state only interacts with t
symmetric photon mode, and the antisymmetric exciton o
interacts with the antisymmetric photon mode: since
coupled cavity frequencies do not coincide, there are f
distinct exciton-polariton states which may be observed
reflection.

The two coupled cavities with QWs are therefore d
scribed by a four–oscillator model, whose Hamiltonian c
be written as

Fvm2 i g̃m Vopt V 0

Vopt vm2 i g̃m 0 V

V 0 vex2 igex 0

0 V 0 vex2 igex

G ~35!

in the basis of localized cavity and exciton states. Equa
~35! includes all the couplings between the four oscillato
present in the system. It also allows for generalizations,
having different cavity parameters~in which casevm differs
for the two cavities! or different QW excitons~in this latter
casevex would have two different values!. By changing ba-
sis to the states~33!–~34! for the exciton and the analogou
ones for the cavity states, the Hamiltonian~35! takes a
232 block form in which symmetric or antisymmetric exc
ton states of energyvex2 igex are coupled by a matrix ele
ment V to symmetric or antisymmetric cavity modes of e
ergy vm6Vopt2 i g̃m , leading again to Eqs.~39!–~31!. The
simple physical model used in the first of Ref. 33 is theref
recovered.

5.3. Experiments

The coupled cavity structure was grown by MOVPE a
consists of twol-thick GaAs cavities~nominal thickness
Lc5250 nm) and three GaAs/AlAs dielectric mirrors. Th
top DBR contains 12 periods, the central one 14.5~thusNc

515) and the bottom DBR 17.5 periods, ending on a Ga
substrate. Each cavity contains three 10 nm w
In0.06Ga0.94As QWs separated by 10 nm GaAs barriers. T
number of periods in the central mirror was chosen in or
to achieve an optical splitting between symmetric and a
symmetric cavity modes of the order of the Rabi splittin
this maximizes the effect of coupling between the four os
t
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lators present in the system, and allows the removal of
generacy of exciton states to be achieved, as is shown be
The different number of periods in the top and bottom DB
partially compensates for the presence of the substrate.
main effect of asymmetry in the real structure is again
determining the absolute values of reflectivity dips, which
not the main issue here. We also note that, in these h
finesse microcavities, absorption is rather strong so
transmission, although measurable, is usually only a few
cent; therefore in order to make a detailed and reliable co
parison between experiment and theory we chose to con
trate on reflectivity results.

In Fig. 7a we show the measured unpolarized reflectiv
spectra at different angles. At the lowest angleu510° the
symmetric and antisymmetric cavity modes are clearly se
together with a weak exciton feature. The unsplit excit
peak indicates that the two sets of QWs have nearly the s
exciton energies; on the other hand the different intensitie
the two cavity peaks point to slightly different values for th
cavity lengths, with the top cavity being thicker. On increa
ing the angle the two cavity modes shift to higher energ
and gradually mix with the exciton states. Atu520° the
exciton states appear as two peaks split by about 2 meV:
removal of degeneracy of spatially separated exciton st
has been achieved. For angles aroundu530°, the four states
are strongly mixed and can no longer be attributed to dist
exciton and cavity states. It is interesting to observe that
third peak becomes narrower in the resonance region:
feature will be discussed in more detail below. Foru.40°
the cavity modes are at higher energies than the excito
states, which again become degenerate. The relative inte
of the cavity modes is similar to that at low angles; howev
the dips are broader, since the cavity modes are now de
erate with the excitonic continuum in the QWs.7

We notice that the two energetically split excitonic sta
are both observed in reflectivity spectra, i.e., they are b
‘‘bright.’’ This is a new situation compared to the sing
cavity case, where if the QW excitons are identical only o
state is bright and the remaining ones are dark and unobs
able ~see discussion of Sec. 4.2!. Thus the double cavity
configuration allows a qualitatively new phenomenon to
obtained, namely a sizeable radiative splitting between br
excitonic states, which cannot be observed either for f
QWs nor for QWs in a single cavity.

Fig. 7b shows the calculated reflectivity curves at t
same angles for TM polarization~which dominates the un
polarized spectra, as for the single cavity case!. Parameters
are chosen as follows: cavity lengthsL15253.6 nm,
L25251 nm, DBR layersa570.34 nm,b559.52 nm~close
to nominal values, and again adjusted to reproduce m
energies and polarization splittings!. The penetration depth
and effective length atu50 are LDBR5670 nm andLeff

5922 nm. The reflectivity of the central mirror isRc50.97
~note that Eqs.~A2! and ~A5! apply also to a symmetric
mirror, takingN5Nc , provided the number of quarter-wav
pairs isNc21/2 as in Fig. 3b!, leading to an optical matrix
element Vopt55.2 meV. An imaginary partk50.005 has
been added to the index of refraction for the GaAs layer

The choice of the excitonic parameters is important. T
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FIG. 7. Measured~a! and calculated~b! reflectivity spectra as a function of angle for two coupled GaAs cavities each containing three In0.06Ga0.94As QWs.
Parameters are given in the text and above the curves.
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exciton frequency isvex51453 meV. The exciton halfwidth
is taken to be different for each curve, in order to account
the effect of resonance narrowing; starting from the exp
mental value gex50.5 meV ~HWHM! at low and high
angles, reproducing the width of the third peak requires v
ues ofgex down to 0.3 or 0.15 meV at resonance~the values
of gex are indicated on each curve!. The oscillator strength
per unit area isf xy54.231012cm22 leading again to a ra
diative widthG050.052 meV for the sets of three QWs. No
that the oscillator strength of excitons in InxGa12xAs/GaAs
QWs of ;10 nm width is almost independent of I
concentration.66 The exciton-cavity matrix element for eac
QW is calculated to beV52.5 meV. We also account fo
absorption in the excitonic continuum by adding a furth
contribution to the imaginary part of the refractive index
the QW regions, for energiesEb;8 meV above the excitonic
transition energy.66 From the known absorption probabilit
for interband transitions, which isw.0.7% for the heavy-
hole to conduction band transition,69,70 we obtain an absorp
tion coefficienta573103 cm21 and a valuek50.05.

The calculated reflectivity curves reproduce the imp
tant features of the experimental spectra of Fig. 7a. The r
tive intensities of the cavity modes at low or high angles
explained by the combination of cavity mismatch and a
sorption in the GaAs layers, following the theoretical discu
sion of Sec. 5.1: the most pronounced dip is the lowest
ergy one, corresponding to the top cavity being thicker. T
observed increase of linewidth of the cavity dips at hi
r
i-

l-

r

-
a-
s
-
-
n-
e

angle is reproduced by the calculation when absorption
the excitonic continuum is included. Furthermore, in t
resonance region the anticrossing behavior and the chang
relative intensities of the various peaks is reproduced v
well; the linewidth of the third peak agrees with the observ
one, but only when a very narrow excitonic homogeneo
broadening is assumed. Thus the present results give fu
evidence for the occurrence of line narrowing of cavity p
laritons at resonance. This was first attributed to ‘‘motiona
narrowing due to the very light in-plane mass of cav
polaritons;16,17 recently it has been shown18–21 that a reso-
nance narrowing occurs also for any mechanism of inhom
geneous broadening of the exciton line, although the ‘‘m
tional’’ effect is necessary to eliminate scattering betwe
low-k polariton states.

It can be noticed from Fig. 7 that the relative intensiti
of the various dips are well reproduced by the calculati
but the intensity of the third dip is not large enough wh
compared to that of the fourth dip. In order to examine t
question and the resonance narrowing in more detail,
show an enlarged view of the reflectivity in the resonan
region in Fig. 8 foru526°. The experimental result is com
pared to three different calculations. In the first one„curve
~a!… the off-resonance excitonic linewidthgex50.5 meV is
taken: this is seen to be inadequate as the third peak is
weak and its linewidth is too large. In the second calculat
„curve ~b!… the narrower halfwidthgex50.15 meV is as-
sumed: now the width of the third peak is close to the e
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perimental one, and its intensity is increased, but still bein
bit weaker than in the experiment. As a possible explana
for the intensity of the third peak we introduce a small e
ergy difference of 1 meV for the two QW excitons„curve
~c!…, with the QW of the inner cavity being at higher energ
In this case the third peak moves closer in energy to
fourth one and gains part of its oscillator strength, there
leading to an intensity ratio which is very similar to th
experimental one. We should also note that other expla
tions cannot be ruled out; reproducing the observed inte
ties at resonance in all details would probably require a m
realistic model of excitonic broadening, including, e.g.,
inhomogeneous distribution of excitonic levels18,29,71which
goes beyond our simple Lorentzian model.

In Fig. 9 the cavity polariton dispersion measured fro
the position of unpolarized reflectivity dips is compared
the one calculated for both TE and TM polarizations. He
in order to use the analytic equations, we have assumed
symmetric structure shown in Fig. 3b, with a thickne
Lc5252.3 nm andN512 pairs in the external DBRs. Sever
features can be seen. Atu510° the symmetric and antisym
metric coupled-cavity modes are well separated from the
citon resonance and have an energy of 1435.5
1445 meV, respectively, close to the values at normal in
dence; the optical splitting of cavity modes is thus 2Vopt

59.3 meV. The same value for the optical splitting is a
obtained at an angleu550°, when the two cavity modes ar
outside the anticrossing region and at much higher ene
than the exciton. At intermediate angles strong interact
between the four oscillators occurs. The antisymmetric c
ity mode interacts with the antisymmetric linear combinati
of exciton states and anticrossing occurs atu.22°, with a

FIG. 8. Reflectivity lineshape in the resonance region at an angleu526° for
the two coupled GaAs cavities. Curve~a!: theory,gex50.5 meV, identical
QWs (\vex51453 meV). Curve~b!: theory, gex50.15 meV, identical
QWs. Curve~c!: theory,gex50.15 meV,\vex51453 meV for the QWs of
the top cavity,\vex51454 meV for the QWs of the bottom cavity. Curv
~d!: experimental results.
a
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Rabi splitting of ;5 meV: this is reproduced well by th
calculation using the known exciton oscillator strength, as
the single cavity case. Anticrossing between the symme
cavity- and exciton modes occurs atu535° with the same
Rabi splitting;5 meV. The two anticrossings are indicate
by arrows on the plot. Thus both the optical matrix eleme
Vopt and the exciton-cavity matrix elementV can be read
directly from the dispersion curves and are close to the
culated values. The experimental dispersion at high an
agrees well with the calculated one and is closer to that
TM polarization, as discussed in Sec. 4 and in Ref. 64. T
corresponds to the previous considerations, that the pos
of reflectivity dips in unpolarized spectra is mostly dete
mined by TM polarization. Finally, we remark that goo
agreement at high angles depends critically on inclusion
the energy dependence of the index of refraction, as in
single-cavity case: when this is neglected, the calculated
persion turns out to be much steeper than the experime
one.

In Fig. 10 we present an example of polarizatio
resolved reflectivity spectra at the largest measured exte
angleu551.5°. The exciton peak is seen to be unsplit, sin
the interaction between exciton and cavity modes is we
The peaks labeled ‘‘C’’ represent optically coupled modes
the two cavities. We first remark that the lower-energy cav
dips are much more intense for both polarizations: this is
to a slightly larger thickness of the top cavity combined w
the presence of absorption, as already discussed. Both
lower ~symmetric! and upper~antisymmetric! coupled cavity
modes have a polarization splitting, the TM mode bei
higher in energy than the TE one; the splitting is larger
the upper cavity peak. These features, as well as the rela
intensities, are reproduced well by the calculation. The

FIG. 9. Dispersion of cavity polaritons for the two coupled GaAs cavities
Figs. 7 and 8 each containing three InGaAs QWs. Parameters are giv
the text. Continuous and dashed lines — theoretical curves~solid5 TM,
dashed5 TE!; squares — experimental data. The arrows denote the sep
anticrossings of A and S modes.
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ergy positions of the structures depend on polarizat
through the isolated cavity modevm

a (u) as well as the opti-
cal couplingVopt

a
„Eq. ~27!…; the inset in Fig. 10 illustrates

the evolution of the polarization splitting from the single
the coupled cavity for the present case of oddNc . The po-
larization splittings of the upper and lower doublet are c
culated as

DvA5Dvm1Vopt
TM2Vopt

TE52.2 meV, ~36!

DvS5Dvm2Vopt
TM1Vopt

TE50.8 meV, ~37!

respectively. The predicted order of levels is the same a
the experimental result, namely S–TE, S–TM, A–T
A–TM on increasing energy. Note that this is not a gene
property, since it depends on the polarization splitting for
single cavity~which can have either sign! as well as on the
size of Vopt

a . The splitting of the antisymmetric mode
larger because the optical matrix elementVopt is larger for
TM polarization~see also the inset!. The experimental value
of the polarization splittings areDvA52.5 meV for the up-
per doublet andDvS51.7 meV for the lower doublet, in fai
agreement with the values given in~36!–~37!. Thus we can
conclude that a good understanding of polarization splitt
of coupled cavities has been achieved.

6. CONCLUSIONS

Angle- and polarization-resolved spectroscopy on mic
cavities with QWs yields very detailed information abo
exciton-light coupling in the strong-coupling regime. Inte
preting cavity-polariton spectroscopy at meV or sub-m
level requires the inclusion of several effects: reflect
phase delay in the dielectric mirrors, angle- and polarizat
dependence of mode frequency and of exciton-cavity c

FIG. 10. Experimental and theoretical reflectivity curves for the Ga
coupled cavities atu551.5°, for TE and TM polarizations. Inset — sche
matic illustration of polarization splitting of the optical modes in a sing
cavity ~left! and in coupled cavities.
n
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in
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l

e

g

-

n
u-

pling, energy dependence of the refractive index, and opt
coupling between the cavities, which are analyzed in
present paper mainly on the basis of analytic results. T
theoretical formulation based on semiclassical theory can
easily extended or applied to other related situations.

The energy of single-cavity modes is determined by
Fabry–Pe´rot frequencyvc and by the center of the stop ban
vs , weighted by their characteristic lengths: the penetrat
depth in the dielectric mirrors carries a nontrivial angle- a
polarization dependence. The polarization splitting of sing
cavity mode depends on the mismatch betweenvc andvs ,
and increases with internal angle like sin2ueff . When QWs
are embedded in the microcavity at an antinode of the e
tric field, the exciton and cavity mode are described at e
angle by a two-oscillator model, whose parameters are
pressed in terms of microscopic properties of the exciton
structural parameters. Weak- and strong-coupling regim
and the formation of cavity polaritons are described. Co
parison with experimental results on a GaAs-based ca
with In0.13Ga0.87As QWs shows that a good understanding
the exciton-cavity mode interaction, polariton dispersion a
polarization properties has been achieved. For the polar
dispersion it is important to include the energy depende
of the index of refraction, which makes the cavity mo
considerably less steep at high angles.

Coupling of two identical cavities through a central m
ror induces an optical splitting between symmetric and a
symmetric modes, which also depends on angle and po
ization. A mismatch of cavity lengths combined wit
absorption in the structure leads to different intensities
reflectivity dips. When QW excitons are embedded in bo
cavities at antinode positions, the system behaves as
coupled oscillators, leading to a removal of degeneracy
exciton states separated by a macroscopic distance. The
ergetically split excitonic oscillators are both bright and o
servable, unlike the situation for two identical QWs in fre
space or in a single cavity. If the two cavities~and the two
QWs! are identical, separate anticrossing of symmetric a
antisymmetric modes occurs. These features are confir
by experimental results on a coupled GaAs cavity w
In0.06Ga0.94As QWs. The polariton dispersion for couple
cavities is well described by theory; a lineshape analysis
lows an effect of line narrowing of cavity polariton line
widths in the resonance region to be revealed. Finally,
polarization splitting of coupled-cavity system has been a
lyzed in detail and is shown to depend both on single-cav
factors and on angle- and polarization-dependence of the
tical coupling. Inclusion of all these effects provides a go
description of the experimental results.

The authors are indebted to D.M. Whittaker for ma
helpful discussions and for pointing out the importance
inclusion of the energy dependence of the refractive indi
to fit the cavity-mode dispersion. The work at Sheffield w
supported by EPSRC grant GL/L32187.

APPENDIX A: PARAMETRIZATION OF DBR REFLECTION
COEFFICIENT

Evaluation of the quantities appearing in the parame
zation of the DBR reflectivity, Eq.~10!, requires expanding

s
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the elements of the transfer matrix up to linear order in ter
of two small parameters«1 and«2 defined as follows:

«15
n1

c
a~v cosu12v1s!,

«25
n2

c
b~v cosu22v2s!, ~A1!

wherea,b are the thicknesses of DBR layers~see Fig. 1!,
and u1 and u2 are the angles in the layers with refractiv
indexesn1 andn2 respectively. The frequenciesv1s andv2s

are defined byn1v1sa/c5n2v2sb/c5p/2. Note that, as far
as v1s may differ from v2s , our expressions can be use
also when thel/4 condition is not exactly satisfied. For th
casen1,n2 , lengthy but straightforward calculations lea
— for a large numberN of periods — to the following ex-
pressions:

TE polarization:

R~u!5124
next

nc

cosu

cosuc
S n1cosu1

n2 cosu2
D 2N

, ~A2!

vs~u!5
pc

2~a1b!

n1 cosu11n2 cosu2

n1n2 cosu1 cosu2
, ~A3!

LDBR~u!5
2n1

2n2
2~a1b!

nc
2~n2

22n1
2!

cos2 u1 cos2u2

cos2uc

. ~A4!

TM polarization:

R~u!5124
next

nc

cosuc

cosu S n1 cosu2

n2 cosu1
D 2N

, ~A5!

vs~u!5
pc

2

n1 cosu21n2 cosu1

n1n2~a cos2 u11b cos2 u2!
, ~A6!

LDBR~u!5
2n1

2n2
2

nc
2

a cos2 u11b cos2 u2

n2
2 cos2 u12n1

2 cos2 u2

. ~A7!

At normal incidence, and if thel/4 condition is exactly sat-
isfied, we have

a5
1

4

ls

n1
b5

1

4

ls

n2
, ~A8!

where ls is the operating wavelengthin vacuum; then the
above formulas reduce to

R~0!5124
next

nc
S n1

n2
D 2N

, ~A9!

vs~0!5
pc

2~a1b!

n11n2

n1n2
5

2pc

ls
, ~A10!

LDBR~0!5
2n1

2n2
2~a1b!

nc
2~n2

22n1
2!

5
ls

2

n1n2

nc
2~n22n1!

, ~A11!

and coincide with those given in Ref. 37 and 38.
The reflection coefficient forn1.n2 may be similarly

evaluated. In this case it is parametrized according to
lower sign in Eq.~10! of the text, and we obtain:

TE polarization:
s

e

R~u!5124
nc

next

cosuc

cosu S n2 cosu2

n1 cosu1
D 2N

, ~A12!

vs~u!5
pc

2

n1 cosu11n2 cosu2

n1
2a cos2 u11n2

2b cos2 u2

, ~A13!

LDBR~u!5
2

n1
22n2

2 ~n1
2a cos2 u11n2

2b cos2 u2!. ~A14!

TM polarization:

R~u!5124
nc

next

cosu

cosuc
S n2 cosu1

n1 cosu2
D 2N

, ~A15!

vs~u!5
pc

2~n1
2a1n2

2b!

n1 cosu21n2 cosu1

cosu1 cosu2
, ~A16!

LDBR~u!5
2 cos2u1 cos2 u2~n1

2a1n2
2b!

cos2 uc~n1
2 cos2 u22n2

2 cos2 u1!
. ~A17!

APPENDIX B: ASYMMETRIC CAVITY, COUPLED CAVITY
LINEWIDTH

In this Appendix, we extend the treatment of Sec. 4.1
deriving formulas for mode frequency and width of an asy
metric cavity, and also prove the results reported in Sec.
for a coupled cavity.

The dispersion relation for an asymmetric cavity
width Lc surrounded by mirrors with reflection coefficientsr
and r c is

rr c e2ikzLc51. ~B1!

This formula can be derived either by working out the tran
fer matrix of the structure using parametrizations~3! and~4!
for right and left mirrors, or by taking Eq.~11! for a cavity of
width 2Lc in the limit tc˜0 for the central object. Introduc
ing the usual parametrization~10! for the DBR reflection
coefficient, this equation forv can be solved in the comple
plane yielding v5vm(u)2 igm(u), with the mode fre-
quency given by

vm5

Lcvc1
1

2
~LDBRvs1LDBR,cvs,c!

Lc1
1

2
~LDBR1LDBR,c!

~B2!

and the mode halfwidth

gm52
c ln ARRc

2ncLeff cosuc
, ~B3!

where Leff5Lc1(1/2)(LDBR1LDBR,c), with obvious nota-
tions for the centers of stop bands and penetration dep
For R,Rc˜1, formula~B2! reduces to Eq.~14! for the mode
halfwidth of a symmetric cavity.

We now consider a symmetric structure with two ca
ties of widthLc coupled by a central mirror; the dispersio
equation is~11! of the main text. Since the central mirror
assumed to be symmetric, its reflection and transmission
efficients satisytc /tc* 52r c /r c* ~see Sec. 3!. This implies
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that the phase oftc differs from the phase ofr c by 6p/2, or
tc56 ir cA(12Rc)/Rc. The 6 sign corresponds to an eve
or odd number of periods in the central mirror. The disp
sion equation~11! can be written, therefore, as

rr ce
2ikzLc5

1

16 iA12Rc

Rc

, ~B4!

where the l.h.s. equals unity at the eigenfrequency of e
isolated cavity„see Eq.~B1!…. By expressing the l.h.s. in
terms of the isolated cavity frequency~B2! and ~B3!, the
complex solutions for the coupled cavity are found as

v5vm2 igm1

ic lnS 16 iA12Rc

Rc
D

2ncLeff cosuc
. ~B5!

The imaginary part of the logarithm yields the optical sp
ting between S and A modes, while the real part give
correction to the single cavity linewidth. We obtain:

v5vm6Vopt2 i g̃m , ~B6!

where

Vopt5
c

2ncLeff cosuc
arcsinA12Rc, ~B7!

g̃m52
c

2ncLeff cosuc
lnAR. ~B8!

The expression for the optical coupling reduces forRc˜1 to
Eq. ~27! of the main text. The halfwidth is reduced compar
to Eq. ~B3! for a single cavity: the effect of optical couplin
between the two cavities is to suppress the contribution
the linewidth coming from decay through the mirror of r
flectivity Rc , and to leave only the decay rate through t
external mirror of reflectivityR.

This conclusion can also be derived using the concep
quasi-modes,28 which are formed by the stationary states o
closed cavity weakly coupled to the external electromagn
field. For a single cavity, the linewidth can be expressed
gm5g left1g right in terms of the decay rates from either sid
for a coupled cavity, since the eigenmodes S and A are lin
combinations of single cavity modes, the matrix elements
left and right outer states are reduced by a factor 1/A2, and
the whole width is reduced by a factor of two.
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Quantum waves in noble metals
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A theoretical study is presented of the effect of hole energy quantization in a dc magnetic field
on microwave penetration through a noble-metal plate. It is shown that quantization
results in strong oscillations of cyclotron absorption. Between the absorption peaks, the damping
decreases sufficiently to enable propagation of unique quantum waves. Excitation of such
waves in a metallic plate gives rise to sharp oscillations of its surface resistance with magnetic
field. The shape of these oscillations is also very unusual. ©1999 American Institute of
Physics.@S1063-7834~99!00208-7#
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It is known that metals with unequal electron and ho
concentrations placed in a dc magnetic field are capabl
supporting propagation of helicons, i.e., electromagn
waves with a quadratic spectrum. The region of their ex
tence is bounded by a threshold on the weak magnetic-
side. Below the threshold there exists collisionless cyclot
absorption, which makes wave propagation impossible. T
condition holds for small amplitudes of the rf field. The ma
netic field of a large-amplitude wave ‘‘traps’’ the carrie
responsible for the cyclotron absorption, thus resulting in
substantial weakening.1 This suppression of the cyclotro
damping may be sufficiently strong to make the dissipat
part of nonlocal conductivity in the region of magnetic fiel
much lower than the helicon threshold field which turns o
to be small compared to the nondissipative part. As a res
propagation of nonlinear waves with frequencies prop
tional to the fourth power of the wave vector becomes p
sible in metals with unequal concentrations of electrons
holes.2

Besides carrier trapping by the magnetic field of a wa
one can conceive of another mechanism for suppressing
lisionless damping in metals. This mechanism is quantiza
of electronic states in a magnetic field. Indeed, cyclot
absorption of a wave is due to carriers having a fixed va
of the momentum component along the dc magnetic fie
pz5pz0, whose average displacement during the cyclot
period is equal to the rf wavelength in the metal. On t
other hand, as a result of quantization of carrier transve
energy in a dc magnetic fieldH, the longitudinal momentum
of the carriers on the Fermi surface takes on discrete va
pn , which depend on the magnitude ofH. If one of thepn

coincides withpz0, carriers absorbing efficiently the wav
energy will exist on the Fermi surface, and the cyclotr
absorption will exceed by far the level typical of the absen
of quantization. If, however,pz0 falls between two adjacen
pn , no carriers satisfying the condition of cyclotron abso
tion will exist at the Fermi surface, and the absorption w
be much weaker than that in the classical case~this is similar
1231063-7834/99/41(8)/7/$15.00
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to the situation prevailing in the case of giant oscillations
ultrasound damping in metals3!. As a result, absorption con
sidered as a function ofH represents a series of narrow an
high quantum peaks separated by broad and deep minim
is essential that the absorption in these minima is suppre
strongly compared to its classical level. Therefore the dis
pative part of nonlocal conductivity may turn out to be sm
compared to the nondissipative one within the correspond
intervals ofH. In this case, quantum waves with a spectru
similar to that in the nonlinear regime will exist in the meta
It is the theory of such waves in metals with unequal co
centrations of electrons and holes that is considered in
paper. Section 1 will present the theory for the simplest c
of alkali metals having a spherical Fermi surface, and S
tion 2, that for noble metals, where the conditions for ex
tence of quantum waves are substantially more favorable

1. WAVES IN AN ALKALI METAL

1.1. Classical case

Consider wave propagation in an alkali metal with
spherical Fermi surface forHikiz, wherek is the wave vec-
tor. In this case the Fourier transform of nonlocal conduct
ity in the absence of quantum effects will be written~see,
e.g., Ref. 4!

s6~k,v,H !5
4pe2

~2p\!3 E0

`

d«
d f~«!

d«F

3E ~«2pz
2/2m!dpz

n2 i ~v6vc2kvz~pz!!
, ~1!

wherev is the wave angular frequency,2e is the electronic
charge,m the electron mass,vz5]«/]pz is the velocity com-
ponent along thez axis, «F is the Fermi energy,vc

5eH/mc is the cyclotron frequency,c is the velocity of
light, f («)5@exp((«2«F)/k0T)11#21 is the Fermi function,T
is the temperature,k0 is the Boltzmann constant,n is the
9 © 1999 American Institute of Physics
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electron collisional frequency with the scatterers, and the6
indices refer to the right- and left-hand circular polarizatio
of the wave field.

Equation~1! has a simple physical meaning. Indeed,
the case of a uniform static electric field and in the abse
of a magnetic field, the expression in parentheses in the
nominator of the integrand vanishes, reducing~1! to the
static conductivitys05nee

2/mn, wherene is the electron
concentration. In the case of a uniform hf field, wherev
@n, and k50 and H50, the conductivity does no longe
depend onn, s5nee

2/m(2 iv), the current lags behind in
phase byp/2 with respect to the electric field, and there a
no Joule losses. In the case of a monochromatic wave
frequencyv and wave vectork, an electron moving along
thez axis with a velocityvz will feel the electric field with a
frequencyv85v2kvz because of the Doppler effect. F
nally, in the presence of a dc magnetic fieldHik the fre-
quency of the field acting upon the electron increases byvc

if this field rotates towards the electron~the plus polariza-
tion!, and decreases byvc if it rotates in the same sense a
the electron~the minus polarization!.

Replacingd f(«)/d« by 2d(«2«F), we integrate Eq.
~1! over pz and« to obtain

s6~q![sxx6syx5
ne2

m@n2 i ~v6vc!#
F6~q! , ~2!

F6~q!5
3

2 S 1

q2
2

12q2

2q3
ln

11q

12qD , ~3!

whereq5kvF /(7vc2v2 in), and vF5(2«F /m)1/2 is the
Fermi velocity. Equations~2! and~3! are a generalization o
the expression of Reuter and Sondheimer,5 who considered
the H50 case. We shall be interested in the case wh
vc@v,n and the quantityq5kvF /vc is the ratio of the
electron displacement at the reference point on the Fe
sphere during the cyclotron period to the wavelength of
electromagnetic wave.

The wave dispersion equation

k2c254p ivs6 ~4!

can be presented in the form

q257
2

3
j F6~q!, j5

6pvnm2vF
2c

eH3
. ~5!

In the region of strong magnetic fields, wherej,1, the roots
of Eq. ~5! are less than one. In these conditions, the lo
rithm in ~3! and, hence, the root of the dispersion equat
for the minus polarization are real. This is just the helic
root, and it exists within the field domainH.HL , where
HL is the field corresponding to thej51 condition. For
H,HL , the quantityq2.1, and the logarithm in~3! has an
imaginary part2 ip sgnq, which describes cyclotron ab
sorption. In the region of weak fields, wherej@1, the quan-
tity q2@1, and

F2~q!.
3p i

4uqu
1

3

q2
. ~6!
s

e
e-

th

re

i
e

-
n

The imaginary part of~6! exceeds the real one, and forj@1
an anomalous skin effect takes place. This is the situatio
the classical case.

1.2 Quantum case

In the case of strong magnetic fields and low tempe
tures, where\vc@k0T, one should take into account qua
tization of transverse electron motion; the energy of this m
tion takes on discrete values\vc(n11/2), where
n50,1,2, . . . . Theexpression for the conductivitys6 in the
quantum case can be obtained from Eq.~1! if « is replaced
by «npz

5\vc(n11/2)1pz
2/2m, and integration over«, by

summation overn with simultaneous multiplication by\vc ,
As a result of this replacement, the expression for the r
part of conductivitys68 [ Res6 assumes the form

s68 5
4pe2~\vc!

2

~2p\!3 (
n50

` E
2`

`

dpz

d f~«npz
!

d«F

3
n~n11/2!

n21~v7vc2kvz!
2

. ~7!

Equation ~7! was derived under the assumption that\v
!k0T. In the opposite case one should make one more
placement

d f~«npz
!

d«F
˜

1

\v
@ f ~«npz

!2 f ~«npz
1\v!# .

Expressing the derivative of the Fermi function throu
the hyperbolic cosine and introducing the notation

F~pz![ (
n50

` S n1
1

2D d f~«npz
!

d«F

5
1

4k0T (
n50

` S n1
1

2D
3cosh22F«F2\vc~n11/2!2pz

2/2m

2k0T G , ~8!

D~pz!5
n/p

n21~vc2kvz!
2

, ~9!

we can present the expression fors8 in the form

s85
e2vc

2

2p\ E
2`

`

F~pz!D~pz!dpz . ~10!

The functionF(pz) represents a series of narrow and hi
peaks located at

pz5pn[@2m~«F2\vc~n11/2!!#1/2, n50,1,2, . . .nF ,
~11!

wherenF is the largest value ofn at which the radicand in
~11! is positive.

The distance between adjacent peaks

Dn[pn2pn11.m\vc /pn . ~12!

The functionD(pz) has a maximum at
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pz5pc[
mvc

k
5

pF

q
~13!

with a width

Dp5pcn/vc!pc . ~14!

The quantitypc is the longitudinal momentum component
the electrons which are responsible for cyclotron absorp
in classical conditions. The productF(pz)D(pz) and, hence,
the nonlocal conductivitys8 associated with cyclotron ab
sorption are very sensitive to the relation betweenDp and
the distance between the values ofpn closest topc . The
most interesting is the case where the width of the maxim
in theD function,Dp, is much smaller thanDn ~the distance
between the adjacent minima in theF function!. Taking into
account Eqs.~12! and ~14!, this condition reduces to th
inequality

h[
n«F

\vc
2

!q2 . ~15!

If the latter is satisfied, the magnitude of cyclotron abso
tion determined by integral~10! depends very strongly on th
overlap of theF and D functions, i.e. on the distance be
tweenpc and thepn value closest to it. Ifpc coincides with
one of thepn , s8 is maximal. If, however,pc is at midgap
betweenpn andpn11 , s8 is minimal. The values ofpn de-
pend onH. Therefore asH varies, the values of the electro
longitudinal momentum corresponding to the various Land
levels at the Fermi sphere shift along thepz axis and pass in
turn through thepc value. As a result, thes8 vs H plot be-
comes a sequence of narrow and high quantum peaks s
rated by broad, deep minima. This quantum structure of
clotron absorption is similar to the giant quantum oscillatio
in ultrasound damping.3 We are interested in the situatio
where quantization results in suppression of cyclotron
sorption. Therefore, rather than discussing the height
width of the quantum maxima, we shall instead consider
minima. In doing this, we choose the case of temperatu
low enough that the inequalities

k0T!\vch/q2!\vc ~16!

are met, and the shape of the quantum oscillations ofs8 is
determined by electron scattering. LetH be such thatpc falls
in the middle of the interval betweenpN and pN11, i.e. pc

5(pN1pN11)/2. Then it is sufficient to retain in sum~8!
terms withn5N andn5N11, and replace functionD(pz)
in ~10! by its values at the pointspz5pN and pz5pN11,
which are equal to 4nm2/pk2DN

2 .16h2/pnq4. We obtain

smin8 5
2h

q2
sa , ~17!

where

sa5
3pneec

4Huqu
5

3pnee
2

4mvFuku
, ~18!

and sa is the conductivity determining the anomalous sk
effect. Because we are considering case~15!, the conductiv-
ity at the minima of quantum oscillations is indeed mu
n

m

-

u

pa-
-

s

-
d
e
s

smaller than its classical value. Thus quantization is capa
of strongly suppressing collisionless wave damping in
metal. In principle, quantization affects the imaginary part
conductivity, s95Im s, as well. An analysis shows, how
ever, that quantum deviations ofs9 become noticeable only
in the immediate vicinity of the quantum absorption pea
and are practically absent at the absorption minima. In ot
words, functionF2(q) at the minima of absorption is give
by the expression

Fmin
(2)~q!5

3

q2
1 i

3ph

2uqu3
. ~19!

Within the region ofv and H, wherej@1, the roots of the
dispersion relation~5! are large:q2@1. Therefore, in the
j @1 andh ,1 case, the solution of the dispersion equati
for the minus polarization can be written roughly in the for

q2[q81 iq95~2j!1/41 i
ph

8
. ~20!

We readily see thatq9!q8in the case under consideratio
i.e., this solution relates to a propagating mode. Thus s
pression of cyclotron absorption at the minima of giant o
cillations leads, in principle, to a possibility of propagatin
unique quantum waves. These waves exist in the region
magnetic fields much lower than the helicon threshold fie
and their field rotates in the same sense as the helicon fi

Let us discuss now the possibility of observing quantu
waves in an alkali metal. For a Na crystal with an electr
mean free path of 0.2 mm (n553109 s21), in a field H
5200 kOe, the parameterh .1. For a wave frequency
v/2p580 GHz,j.20. It can be added that the real part
the wave vectork exceeds by only a factor six its imaginar
part, i.e., the wave is damped. Thus, for realizable value
n and H, alkali metals turn out to be inappropriate for o
serving of quantum waves.

2. WAVES IN NOBLE METALS

2.1 Classical limit

Noble metals are much more suitable for observation
quantum waves than the alkali ones. Two reasons acc
for this. First of all, the carrier mean free path in them can
two orders of magnitude larger than that in the alkali meta
The parameterh defined by~15! decreases accordingly. Be
sides, due to specific features of the Fermi surface in no
metals, the threshold of the region of cyclotron absorption
electrons in theHiki @110# geometry lies on the short
wavelength side rather than on the long-wavelength one a
the case usually.4 As a result, only holes, whose concentr
tion is nearly an order of magnitude lower than that of ele
trons, contribute to collisionless damping of sho
wavelength modes. This likewise causes a decrease
damping and improves the conditions for observing quant
waves. It appears to be, therefore, of interest to develo
theory of such waves in noble metals.
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Consider propagation of a wave in a copper crystal in
Hiki @110# geometry. The electronic part of nonlocal co
ductivity in this case can be written4

s6
(e)~k,v,H !5 i

neec

HI 6
s~q! , ~21!

s~q!512
q2

Aq221
arctan

1

Aq221
, ~22!

q5
kcp0

eHI6
, I 65611

v1 in

vce
, ~23!

where the ‘‘e’’ index refers to the quantities relating to ele
trons, p050.6\Å 21 is the momentum dimensionality pa
rameter determining the minimum displacement in the cyc
tron period,ue52pcp0 /eH. Because we are interested
the vce@v,n case, we shall assume in what followsI 65
61.

In the vicinity of the central Fermi cross section there a
dog-bone-type hole orbits, whose concentrationnh is one
fifth the ne . We shall describe the holes in terms of t
model where their dispersion law has the form

«~p!5
1

2mF 1

4p2
~px

21py
22pa

2!21pz
2G , ~24!

wherem is the mass dimensionality constant, andp and pa

are the momentum dimensionality constants. The cross
tional area of the constant-energy surface by thepz5 const
plane in this model can be written

S~«,pz![p~px
21py

2!5p~pa
222pA2m«2pz

2! . ~25!

The cyclotron mass of the holesmc and their displacement in
one cyclotron period are given by the expressions

mc~«,pz!5
1

2p
U]S

]«
U5 mp

A2m«2pz
2

, ~26!

uh~«,pz!5
c

eH

]S

]pz
52p

cp

eH

pz

A2m«2pz
2

. ~27!

We accept the following values for the parameters

m510228g, p51.0 \Å21, pa50.9 \Å21,

pF5A2m«F50.3 \Å21 . ~28!

Although the hole orbits in copper are essentially differe
from circular, the dependence ofSanduh on pz in this model
is in good agreement with Powell’s calculations.6 In particu-
lar, it is seen from Eqs.~26! and~27! that the cyclotron mass
and displacement tend to infinity at the edge of the hole-o
layer (pz˜A2m«). Therefore there are grounds to assu
that nonlocal conductivity in the form

s6
(h)~k,v,H !5

2e2

~2p\!3E0

`

d«
d f~«!

d«F
E

2`

`

3
S~«,pz! dpz

mc~«,pz!@n2 i ~v7vc2kvz!#
~29!
e

-

e

c-

t

it
e

will describe correctly the cyclotron absorption by holes. A
ter insertion of Eqs.~25! and ~26! in Eq. ~29! and a change
from d f(«)/d«F to d(«2«F), calculation ofs6

(h) will not
meet with difficulties. We shall be interested in what follow
in the limiting caseq2@1, where the dissipative conductivit
associated with cyclotron absorption can be presented in
form

s0~q![Res6
(h)5

p

2

pa
222ppF

pa
22pppF/2

p0

p

nhec

Huqu
5a

neec

Huqu
,

nh5
pF ~pa

22pppF/2!

2p2\3
, a.0,1 . ~30!

In this region, the electronic functions(q) defined by Eq.
~22! assumes the form

s~q!.2
2

3q2
. ~31!

Neglecting the contribution of holes to the nondissipat
part of conductivity, the dispersion equation~4! for the plus-
polarization wave can be recast to

q25S 1

q2
1 i

3a

2uqu D j, j5
8pvnep0

2c

3eH3
. ~32!

A comparison of Eqs.~32! and ~6! shows the ratio of the
dissipative to nondissipative term for copper to be one fi
that for an alkali metal.

In the region ofH satisfying the conditions

1!j!
1

a4
5104 , ~33!

Eq. ~32! has the solution

q5j1/41 i
3

8
aj1/2 . ~34!

Although within region~33! the quantityq9 is small com-
pared toq8, it is nevertheless too large to allow penetrati
of this mode through a copper plate; indeed, for a plate thi
nessd50.1 mm, j510, andH520 kOe, the productk9d
5eHq9d/(p0c) is 5.5, i.e. the signal is attenuated by 25
times.

2.2 Quantum waves in copper

Since forq2.1 there is no cyclotron absorption by ele
trons, we shall have to consider the effect of quantizat
only for the hole part of nonlocal conductivity. To do thi
we use the quasi-classical quantization rule, by which
area of hole orbits can assume only discrete values

S~«,pz![p~px
21py

2!52p
\eH

c
n , ~35!

wheren is an integer. Inserting~35! in Eq. ~24!, we obtain
the hole eigenenergy spectrum
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«npz
5

1

2m F S \eH

cp D 2

~N2n!21pz
2G , N5

cpa
2

2\eH
. ~36!

Note that the hole transverse energy in this model is prop
tional to the square ofH and (N2n)2 rather than their first
power, as this is the case with the Fermi sphere.

The quantum expression for nonlocal hole conductiv
can be derived from Eq.~29! by substituting in it Eqs.~35!
and~36! and replacing integration over« by summation over
n and multiplication by\vc . We finally come to the expres
sion

s85
e2

2p2\
S eH

c D 2

(
n
E

2`

`

dpz

d f~«npz
!

d«F

3
nn

mc
2@n21~vc2kpz /m!2#

, ~37!

which differs from~7! in the eigenenergy spectrum~36! and
the fact that the cyclotron massmc in Eq. ~37! depends sub-
stantially onpz .

The integrand in~37! can be conveniently analyzed b
introducing functionsF and D similar to functions~8! and
~9!. The peaks of functionF are located at

pz5pn[FpF
22S \eH

pc D 2

~N2n!2G1/2

, ~38!

and the maximum inD(pz), at the valuepz5pc , which is
the solution to equationkpz /m5eH/cmc(«F ,pz) and has
the form

pc5
pF

A11~qp/p0!2
. ~39!

We readily see thatpc,pF for any q, i.e. that cyclotron
absorption by holes exists for any wavelengths. The width
the maximum in theD function can be written

Dp5
p0

q

nmc

eH
. ~40!

The distance between adjacent peaks inF(pz)

Dn[pn112pn5S \eH

pc D 2 N2n

pn
~41!

for pn5pc is

Dc5q
\eH

p0c
, ~42!

and for the corresponding quantum numbern one obtains

nc5F c

\eH S pa
2

2
2

q

A11~qp/p0!2

pFp2

p0
D G , ~43!

where the brackets denote the integer part of the num
The distance between the quantum levels close to the r
nant hole cross section
r-

f

r.
o-

\vc0[«nc
2«nc11.

1

m
S \eH

pc
D 2

~N2nc!

5
\eH

mc

pF

p0

q

A11~qp/p0!2
. ~44!

For q2@1, we have\vc05\eHpF /(mcp0), i.e. the cyclo-
tron mass of these holesmc5mp/pF .

The mean free path of carriers in noble metals can
ceed by two orders of magnitude that in the alkali meta
Therefore, in contrast to the latter, copper is characterized
the situation where the first of the inequalities~16! is re-
versed, and the conditions

S p0

qpD 2 «Fn

\vc0
2

!
k0T

\vc0
!1 ~45!

are satisfied. The first of these inequalities means that
width of the maximum of theD(pz) function is less than tha
of the F(pz) peaks. This is essential when one calcula
cyclotron absorption in the region of the maxima appear
when the D maximum coincides with the consecutiv
maxima in theF function. We are not interested in the in
tervals around these absorption maxima, because quan
waves cannot propagate in the corresponding magnetic-
regions. By contrast, we shall investigate the neighborh
of the absorption minima, where the wave damping is s
stantially smaller than that in the classical case. Because
from the peaks theF function falls off exponentially, within
these intervals the derivative of the Fermi function can
approximated with a delta function

d f~«npz
!/d«F˜d~«npz

2«F! . ~46!

To validate this replacement, the second inequality of~46! is
sufficient. On inserting~46! in Eq. ~37! and integrating over
pz we can presents8 in the form

s85s0~q!Q~q,H ! , ~47!

Q~q,H !5
\nq2pc

2p«Fnc
(

n

n

pn
F S n

vc
D 2

1S 12q
ppn

p0ApF
22pn

2D 2G21

, ~48!

wheres0 , pc , andnc are given by expressions~30!, ~39!,
and ~43!, respectively. Equation~48! was derived under the
assumption thatq2@1. TheQ function characterizes the dif
ference of the quantum conductivity associated with cyc
tron absorption from its asymptotic form in the limit o
anomalous skin effect forH˜0.

The difference in the parentheses in Eq.~48! passes
through a minimum atn5nc to increase afterwards rapidl
with increasingun2ncu. As for then/pn factor, in the region
of n;nc it is a smooth function ofn. Therefore it can be
replaced with acceptable accuracy withnc /pc , after which
Q assumes the form
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Q.
\nq2

2p«F
(

n
F S n

vc
D 2

1S 12q
ppn

p0ApF
22pn

2D 2G21

.

~49!

The minima inQ lie at the values ofH at which the maxi-
mum ofD lies exactly at the center between two consecut
peaks in theF function, wherepc5(pn1pn11)/2. In these
conditions, the difference in the parentheses in Eq.~49! is
equal toqpDc /(2ppF), and the summation overn results in
multiplication byp2/4. We finally come to

Qmin5
2p

q2 S p0

p D 2 «Fn

\vc0
2

. ~50!

For vc0
2 @n«F /\ this quantity is seen to be small, i.e. cycl

tron absorption is strongly suppressed.
Thus quantization of the hole transverse energy result

the imaginary term on the right-hand side of Eq.~32! becom-
ing multiplied by functionQ(q,H). Because within the in-
tervals ofH of interest here the imaginary term in the di
persion equation is small compared to the real one,
equation can be solved by replacingq in the imaginary term
with q85j1/4, which is the root of the dispersion equation f
Q50. We come finally to

q1.j1/4F11
3i

2
aj1/4Q~j1/4,H !G , q2. i j1/4. ~51!

The rootq2 relates to the decaying field component, and
q1 root, to the quantum wave, whose spectrum can be wri

v5
3p0

2c3

8pnee
3H

k4 . ~52!

Let us turn now to an analysis of the surface impeda
of a copper plate with the surface normal parallel to the@110#
axis and excited antisymmetrically by the electric field. T
expression for the plate impedance for the case where ca
reflection from the sample surface is diffuse, and the field
it is a superposition of two exponential components is giv
in Ref. 4@Eq. ~3.11!#. In the case under study here,j@1, this
expression transforms to

Z.
4pv

c2 S 1

k18

12exp~ ik1d!

11exp~ ik1d!
1

1

k28
D , ~53!

where

k1[k181 ik285
eH

cp0
q1~H !, k25 ik18 , ~54!

andd is the plate thickness. The first term in Eq.~53! is due
to excitation of a standing quantum wave in the plate, a
the second, to that of the damped component.

Now to the results of a calculation carried out for t
model parameters~28!, frequency v5231010 s21, n
543108 s21 ~carrier mean free path 4 mm!, and d50.1
mm. Note that the resonant-hole cyclotron mass is appr
mately two and a half times smaller than the free-elect
mass. Therefore forH520 kOe and T51.4 K, the
\vc0 /k0T ratio is of the order of ten, so that forH.20 kOe
andT51.4 K the quantization condition is fully met.
e

in

is

e
n

e

ier
n
n

d

i-
n

Quantum oscillations in copper in the geometry cons
ered here have a very small period in magnetic field, of
order of 10 Oe. They cannot be displayed graphically ove
broad magnetic-field range; indeed, within anH interval of
30 kOe the number of oscillations is about two thousa
Therefore we shall present a quantum-oscillation envel
over a broad region of magnetic fields, with fragments of
R(H) oscillating curve shown within narrow intervals ofH.
Curve 1 in Fig. 1 shows the surface resistance of the pla
R0(H), in the classical limit. For the values ofH at which
the cyclotron absorption is large and wave propagation c
not take place, the plate surface resistanceR5ReZ coin-
cides withR0. At the same time, for the values ofH corre-
sponding to the quantum minima in absorption, the wa
field penetrates through the plate, makingR substantially dif-
ferent fromR0. Curve2 in Fig. 1 was constructed assumin
the cyclotron absorption for allH to be the same as at th
minima. The oscillations in curve2 are due to variation of
the wave field phasek18d; as follows from Eq.~53!, the
minima correspond to the values ofH at which k18(H)d
52ps, wheres is an integer, and the maxima, to those ofH
at which k18(H)d5p(2s11). As the damping increase
with variation of H, the R plot transforms abruptly from
curve2 to curve1. Conversely, as the damping decreases
approaches its minimum, curve1 in the plot of R becomes
replaced by curve2. Figures 2–4 present fragments of th
trueR(H) curve drawn within narrow intervals of magnetic
field variation. Figure 2 relates to the neighborhood of one
the minima of curve2 in Fig. 1 ~here an even number o
halfwaves fit into the plate thickness!, and Fig. 3, to that of

FIG. 1. Envelopes of the quantum oscillations in the surface resistance
plate.

FIG. 2. A fragment of theR(H) plot in the neighborhood of the magneti
field for which an integral number of waves fit into the plate thickness.
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one of the maxima~with an odd number of halfwaves fittin
into the plate thickness!. Figure 4 corresponds to a regio
around the value ofH at which curves1 and 2 in Fig. 1
cross. We readily see a cross-over from an oscillatory pat

FIG. 3. A fragment of theR(H) plot in the neighborhood of the magneti
field for which an odd number of halfwaves fit into the plate thickness.

FIG. 4. A fragment of theR(H) plot in the neighborhood of the magneti
field for which the oscillation amplitude is minimal.
rn

with minima to that with maxima. The oscillation amplitud
in Fig. 4 is many times smaller than that in Figs. 2 and 3, a
they exhibit a more complex structure.

In conclusion, the following note appears to be approp
ate. The Fermi-surface model considered here describes
equately the variation ofS(pz) in noble metals in the
Hi@110# geometry. However besides the electronic and h
orbits this geometry also allows a narrow layer of open
bits, which were disregarded by us. Carriers with open or
do not contribute to cyclotron absorption, but make possi
collisionless absorption of the Landau damping type. Qu
tization practically does not affect the magnitude of this a
sorption. Therefore the wave dampingk19 at the minima of
cyclotron-absorption quantum oscillations may turn out to
substantially larger than that without open orbits. To elim
nate this complication, one should deflect theH vector by a
few degrees from the strict@110# orientation. Because the
open-orbit layer is very narrow, there will be no open orb
for H tilt angles from the@110# axis greater than 2°. In thes
conditions, the behavior of the Fermi-surface cross-sectio
areaS(pz) practically does not vary, the model consider
by us will adequately describe the real situation in no
metals, and all the results obtained here will remain valid
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Evolution of the population of outer 6 s and 5 d shells in rare-earth metals

V. A. Shaburov, A. E. Sovestnov, Yu. P. Smirnov, and A. V. Tyunis

B. P. Konstantinov St. Petersburg Nuclear Physics Institute, Russian Academy of Sciences, 188350 Gatchina,
Leningrad District, Russia
~Submitted December 25, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1361–1362~August 1999!

The shifts of theKa1 andKb1 lines of all rare-earth~RE! metals~from La to Lu! have been
measured experimentally by the x-ray shift method. The population of the RE-metal 6s
and 5d shells has been determined by comparing the experimental and theoretical shifts obtained
within the Dirac–Fock~Koopmans! model. Trivalent metals exhibit a monotonic cross-over
from the 6s'25d'1 to 6s'15d'2 configuration with increasing atomic number. ©1999 American
Institute of Physics.@S1063-7834~99!00308-1#
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It is known that all rare-earth~RE! metals, except Eu and
Yb, are trivalent under normal external conditions, i.e. th
have the same outer~or valence! 6s and 5d shell and are
chemically similar. At the same time they differ strongly
physical properties. Indeed, the melting point and Deb
temperature increase monotonically with atomic numberZ in
the La–Lu series by about a factor two. One observes
substantial differences in the thermal expansion coeffici
resistance to oxidation, mechanical characteristics, etc.~see,
e.g., Ref. 1!. Their magnetic properties are strongly dissim
lar as well, particularly in the low-temperature domain. T
monotonic variation of physicochemical properties is attr
uted to the increase in the number of 4f electrons in the RE
metal series. However, alongside the localized 4f electrons,
one cannot rule out the importance of the outers and d
electrons, which are responsible for many physical prop
ties, among them electrical conductivity, exchangef –s,d
interaction, valence-bond formation in compounds, etc.
particular, when studying RE-metal-based systems hav
specific physical properties~mixed valence, heavy fermions
isomorphous phase transitions, Kondo lattices, etc.!, one
should know not only the 4f -shell population and its varia
tion with external conditions but also the electron distrib
tion among the 6s and 5d valence levels, which govern th
density of states at the Fermi level, a fundamental charac
istic of these systems.

It is usually assumed~c.f., monograph Ref. 1! that the
electronic outer-shell configuration of trivalent RE metals
5d16s2, and that of the divalent Eu and Yb, 6s2, although
experimental evidence for this at the microscopic level
practically lacking. Moreover, some authors believe the e
tronic configuration of trivalent RE metals to be 5d26s1

rather than 5d16s2 ~Ref. 2!. The electronic structure of RE
metals is sometimes presented as (5d6s)3.

This paper reports determination of the 5d and 6s popu-
lations of metallic La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, H
Er, Tm, Yb, and Lu by the x-ray shift method~see, e.g.,
Refs. 3 and 4!. Compounds with a known electronic stru
ture, MF3 or M2O3, served as references. The scheme of
experiment and the measurement procedure used were
scribed elsewhere.4,5 The metals to be studied ('99.9%)
1241063-7834/99/41(8)/2/$15.00
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were in the form of either foils ('0.2 mm thick) or finely
dispersed filings. The samples were enclosed in sealed
minum containers to prevent their oxidation.

The population of the RE-metal 5d and 6s states was
determined from a comparison of the experimental with t
oretical shifts obtained within the relativistic Dirac–Foc
~Koopmans! model. One solved coupled equations

DEcalc~nd ,ns ,nd
i ,ns

i !a~b!5DEa~b!,

nd1ns5n,

nd
i 1ns

i 53~12 i !,

where DEcalc(nd ,ns ,nd
i ,ns

i )a(b) is the calculatedKa(b)
line shift approximated by a second-order polynomi
DEa(b) are the experimental RE-metal shifts,nd andns are
the 5d and 6s populations of the metals, andnd

i andns
i are

those of the references,i is the ionicity of the reference by
Pauling, which is 0.9 for the fluorides and 0.8 for the oxid
and n52 for Eu and Yb andn53 in the remaining cases
The experimental and calculated shifts of theKa1 andKb1

lines (DE) are listed in Table I, and the corresponding 5d

TABLE I. Experimental and calculated shifts of theKa1 andKb1 lines in
RE metals~relative to MF3 and M2O3).

RE metal Lattice type

DE(Ka1), meV DE(Kb1), meV

Exp. Calc. Exp Calc.

La dhcp 6066 46 21669 13
Ce fcc 5064 33 24065 215
Pr dhcp 4265 37 23469 220
Nd dhcp 4163 36 23467 212
Sm a Sm 5066 46 2768 21
Eu hcp 25063 247 28067 295
Gd hcp 1964 19 23868 237
Tb hcp 2465 23 25769 253
Dy hcp 1566 30 6610 226
Ho hcp 2065 25 22468 234
Er hcp 1864 25 22366 235
Tm hcp 21466 0 216612 265
Yb hcp 1463 14 — —
Lu hcp 1166 23 5613 235
6 © 1999 American Institute of Physics
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and 6s electronic populations (nd andns ,) in Fig. 1.
The difference in the physical properties of RE metals

explained, as a rule, by the difference in the number off
electrons. Incomplete screening of the nuclear charge by
4 f electrons becoming pronounced with increasingZ gives
rise to an increase in the effective charge whose field is
by the outer electrons. This causes, in its turn, contractio
both the 4f and the valence shells, a phenomenon called
lanthanide contraction. Because the internal screening o
5d electrons is weaker than that of the 6s ~the radial distance
from the maximum in the 5d-electron charge density to th
nucleus is about one half that for 6s electrons6!, electrons of
the 5d shells are attracted more strongly to the nucleus. T
results in a faster~compared to the 6s) lowering of the 5d
levels with increasingZ,1 and, accordingly, in an increase

FIG. 1. RE-metal 5d and 6s shell population (nd andns) vs atomic number
Z.
s

he

lt
of
e

he

is

the 5d population. The cross-over from the 6s'25d'1 to
6s'15d'2 configuration observed by us is shown in Fig.
For trivalent RE metals, one observes a monotonic decre
in the number of 6s electrons accompanied by a simult
neous increase in the 5d population. Linear least-squares fi
ting yields the following dependences of the 6s and 5d or-
bital populations of trivalent RE metals on the number
their 4f electrons (n4 f):

n6s5~2.0260.04!2~0.0660.01!n4 f ,

n5d5~0.9860.04!1~0.0660.01!n4 f .

Our data show that the increase ofn4 f with Z may bring
about not only the well known differences in the macr
scopic properties of RE metals but changes on the mic
scopic scale as well~the monotonic cross-over from th
6s'25d'1 configuration in the beginning of the RE-met
series to 6s'15d'2 at the end of the series!.

The redistribution of the outer 6s and 5d electrons can,
in its turn, distort~in second order, as it were! the monotonic
behavior of the physical properties of RE metals with
creasingZ. For instance, the electrical resistivity, the Ha
coefficient, work function, etc.,1 whose mechanism is gov
erned by thes and d electrons of the conduction band, e
hibit no correlation with the atomic number.

The authors thank O. I. Sumbaev for fruitful discussio
and comments.
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Superconductivity, Seebeck coefficient, and band structure transformation
in Y12xCaxBa2Cu32xCoxOy „x 5020.3…

M. V. Elizarova and V. É. Gasumyants

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
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The temperature dependences of the resistivity and of the Seebeck coefficientS is studied in
three series of Y12xCaxBa2Cu32xCoxOy samples (x5020.3) differing in oxygen content. It was
found that the critical temperature decreases fory'7.0, andS(T5300 K) increases with
doping, whereas oxygen deficiency results in a nonmonotonic variation of these quantities with
increasingx. The band structure parameters have been determined from an analysis of
the S(T) relations using a phenomenological theory of electron transport. It was found that an
increase inx results in a gradual increase in band asymmetry, which is caused by calcium-
induced creation of additional states in the band responsible for conduction in the normal phase.
An analysis has shown that high impurity concentrations in oxygen-deficient
Y12xCaxBa2Cu32xCoxOy samples bring about an additional ordering of the structure, which may
be caused by formation of a cobalt superlattice. It has also been shown that, in the case of
Ca and Co codoping, the dependence of critical temperature on effective conduction-band width
coincides with the universal correlation relation observed in the YBa2Cu3Oy system with
single substitutions in various lattice sites. ©1999 American Institute of Physics.
@S1063-7834~99!00408-6#
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Although substitutions in various cation sublattices
YBa2Cu3Oy have been attracting considerable interest,
mechanism by which some impurities act on superconduc
ity and electron transport in the normal phase still rema
unclear. It is well known presently that all nonisovalent im
purities have a strong influence on the state of the oxy
subsystem, because the disruption of charge balance ca
by incorporation of an impurity cation into the lattice is com
pensated by an increase or deficiency in oxygen content
pending on the valences of the impurity and substitu
element.1–8 Thus when studying the effect of a nonisovale
impurity on the properties of a compound one has to t
into account simultaneous action of two factors, namely,
the impurity itself and of the change in the properties of t
compound resulting from a deviation from oxygen stoic
ometry.

In this connection it appears of interest to study syste
codoped in different cation sublattices by impurities of d
ferent valence states relative to the cations they subst
for. In this case the impurities compensate their effe
by the charge balance in the lattice and, according
the state of the oxygen subsystem. As a result, if the
impurities are introduced in equal amoun
@Y12xCaxBa2Cu32xMxOy ~where M5Fe, Co, or Al! and
Y12xCaxBa22xLaxCu3O4], the oxygen content in the system
remains practically constant with increasing doping level,9–11

which offers a possibility of investigating the influence of t
impurities themselves on the properties of YBa2Cu3Oy .

While the effect of double doping on the properties
YBa2Cu3Oy is dealt with in a large number of publication
studying various combinations of impurities, the availab
1241063-7834/99/41(8)/8/$15.00
e
v-
s

n
sed

e-
d
t
e
f

s
-

s

te
s
,
o

f

experimental data on transport coefficients in such syst
are anything but systematic. Most of the works study o
the resistivity, whereas information on the Seebeck coe
cient in doubly-doped systems is practically absent. In
work we decided to choose as a subject for the study
Y12xCaxBa2Cu32xCoxOy compound, because the Ca1Co
impurity combination appears to us particularly interestin
This stems from the fact that, first, our earlier data12 indicate
a specific action of calcium on the band structure
YBa2Cu3Oy , whose manifestation should be more pr
nounced for a fixed oxygen content, and, second, using
balt as a codopant is most preferable, because it occu
only chain sites at not too-high doping levels, thus simpli
ing greatly the analysis of the data obtained. T
Cã Y1Cõ Cu doping was investigated previously by
number of authors, but most of these works deal with a st
of the variation in the superconducting9,13,14 and crystal-
lochemical15–17 properties of YBa2Cu3Oy induced by these
impurities. No systematic investigation of the transport pro
erties in this compound has been carried out thus far.

As shown by our previous studies, investigation of tran
port coefficients in the normal phase provides rich inform
tion on band structure and properties of the carrier system
YBa2Cu3Oy . The electron transport model18 used by us~the
narrow-band model! permits studies of samples with a delib
erately varied composition to reveal specific features in
influence of various impurities on band structure parame
and to draw conclusions about the mechanism of impu
effects by comparing these data to the variation of superc
ducting properties in the compound under study. Theref
the objective of the present work was to investigate the
8 © 1999 American Institute of Physics
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havior of the resistivity and Seebeck coefficient
YBa2Cu3Oy under Cã Y1Cõ Cu doping for various oxy-
gen contents, to analyze the results obtained in terms of
narrow-band model, and to reveal the specific features in
effect of this impurity combination on band structure para
eters and characteristics of the carrier system
Y12xCaxBa2Cu32xCoxOy .

1. CHARACTERISTICS OF THE SAMPLES STUDIED AND
MEASUREMENT METHOD

The studies were carried out on three series
Y12xCaxBa2Cu32xCoxOy samples (x50.020.3) with differ-
ent oxygen contents. The samples were prepared at the I
tute of Silicate Chemistry, Russian Academy of Sciences
standard solid-phase synthesis from starting oxides and
bonates of the corresponding metal components. The
oxidation of the samples performed to saturate them w
oxygen was performed in an oxygen flow at 450 °C for 6
followed thereafter by the same procedure at 400 °C
10 h. The oxygen content in the second and third series
reduced by additional annealing in an oxygen-deficient atm
sphere for 2 h at 450 and 475 °C,respectively.

X-ray diffraction measurements showed all samples
be single phase to within 1%. The oxygen content was
termined by iodometric titration to within60.0120.02. The
oxygen index and unit-cell parameters derived from x-
diffraction analysis with an accuracy of60.002 are pre-
sented in Tables I–III for all samples. One readily sees t
in all the three series, the oxygen indexy increases insignifi-
cantly with doping level~the starting series! or remains prac-
tically constant. In the samples with a close-to-stoichiome
oxygen composition, the transition from orthorhombic to

TABLE I. Unit cell parameters and oxygen content for the starting serie
Y12xCaxBa2Cu32xCoxOy samples.

x a, Å b, Å a2b, Å c, Å y

0.00 3.818 3.890 0.072 11.666 6.95
0.05 3.830 3.890 0.060 11.668 6.96
0.10 3.862 3.870 0.008 11.673 6.95
0.15 3.864 3.868 0.004 11.676 6.97
0.20 3.865 3.865 0 11.695 6.98
0.25 3.867 3.867 0 11.689 7.00
0.30 3.866 3.866 0 11.698 7.02

TABLE II. Unit cell parameters and oxygen content for th
Y12xCaxBa2Cu32xCoxOy series after annealing at 450 °C.

x a, Å b, Å a2b, Å c, Å y

0.00 3.826 3.890 0.064 11.702 6.82
0.05 3.837 3.880 0.043 11.711 6.84
0.10 3.863 3.863 0 11.711 6.84
0.15 3.864 3.864 0 11.716 6.83
0.20 3.868 3.868 0 11.720 6.83
0.25 3.868 3.868 0 11.715 6.82
0.30 3.868 3.868 0 11.714 6.84
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tragonal symmetry occurs atx'0.2 and, as the oxygen con
tent is lowered, orthorhombic distortions disappear at an
purity concentrationx'0.1.

The temperature dependences of the resistivity and S
beck coefficient were obtained for all samples in the ran
T5Tc2300K. The resistivity was measured by the stand
ac four-probe technique~20 Hz! in the frequency and phas
selection regimes. The absolute magnitude of the Seeb
coefficient was determined relative to copper electrodes, w
a subsequent correction for the absolute values of the S
beck coefficient of copper introduced. The temperature d
across the sample was maintained during the measure
within 1–2 K.

2. EXPERIMENTAL RESULTS

The temperature dependences of the resistivity exh
for all series a pattern typical of HTSC materials, namely
linear decline from room temperature down to the superc
ducting transition. The slope of ther(T) relations varies
only weakly with increasing doping level. The dependen
of Tc on impurity concentration determined for the thr
series of Y12xCaxBa2Cu32xCoxOy samples with different
oxygen compositions is displayed in Fig. 1. Deviation fro
oxygen stoichiometry results in a degradation of the sup
conducting properties from one series to another, in acc
dance with the general pattern of the effect of oxygen d
ciency on the superconducting properties of the YBa2Cu3Oy

system. The pattern of theTc(x) dependence is, howeve

fTABLE III. Unit cell parameters and oxygen content for th
Y12xCaxBa2Cu32xCoxOy series after annealing at 475 °C.

x a, Å b, Å a2b, Å c, Å y

0.00 3.824 3.896 0.072 11.704 6.74
0.05 3.836 3.886 0.050 11.710 6.75
0.10 3.864 3.864 0 11.713 6.76
0.15 3.865 3.865 0 11.717 6.78
0.20 3.866 3.866 0 11.730 6.78
0.25 3.868 3.868 0 11.730 6.80
0.30 3.870 3.870 0 11.725 6.78

FIG. 1. Critical temperature vs doping level in the Y12xCaxBa2Cu32xCoxOy

system with different oxygen contents.
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different for the starting and annealed samples. For clos
stoichiometric oxygen contents, an increase in the Ca and
content results in a monotonic suppression of supercon
tivity, which is weaker than that observed12,18 with separate
Ca and Co substitutions. At the same time, for low impur
concentrations (x<0.1) in oxygen-deficient samples,Tc de-
creases appreciably~by 15 and 20 K in the series annealed
450 and 475 °C, respectively!, whereas when the dopin
level is increased still more (x>0.1), Tc remains practically
unaffected. It should be pointed out that such a behavio
the critical temperature is fairly unusual, and has been
served for the first time in a study of double substitutio
One can present for illustration the data on the effect
double substitutions Ca1Fe and Ca1Al, 10,19 as well as our
results20 obtained in simultaneous substitution of Ca at the
site and of La at the Ba site. We note specifically that R
20, which also studied the effect of the variation of oxyg
content on the properties of Y12xCaxBa22xLaxCu3Oy , re-
vealed that an increase in Ca and La content results in
cessive suppression of superconductivity both in the se
with a close-to-stoichiometric oxygen content and in oxyg
deficient samples. Hence substitution of cobalt at cha
copper sites accompanied by calcium doping exhibits cer
features which are seen particularly clearly when extra o
gen deficiency is produced and are not characteristic of
other double substitutions. We shall consider below so
possible physical reasons for the nontrivial dependence
the critical temperature.

Figure 2 presents graphically three families of tempe
ture dependences of the Seebeck coefficient in
Y12xCaxBa2Cu32xCoxOy system for various states of th
oxygen subsystem, and Fig. 3, concentration dependenc
the Seebeck coefficient obtained atT5300 K (S300). Devia-
tion from oxygen stoichiometry is seen to result, on t
whole, in an increase in the Seebeck coefficient in abso
magnitude in the annealed series compared to the sta
samples. In the starting Y12xCaxBa2Cu32xCoxOy series,S300

grows with increasing doping level very weakly, with
5 mV/K ~see Fig. 3!, and practically does not vary at all fo
impurity concentrationsx>0.15. As for the oxygen-deficien
series, theS300(x) relations are seen~Fig. 3! to become non-
monotonic, with the maximum inS300 reached at differen
Ca and Co concentrations, namely, atx'0.2020.25 and
x'0.15 for the samples annealed at 450 and 475 °C, res
tively. As seen from Fig. 3, for smallx in the annealed se
ries,S300 increases with doping level considerably faster th
in the starting one andS300(x) grows the faster the larger i
the extent of reduction in the series. Forx.0.15, the differ-
ence in the values ofS300 between the annealed series pra
tically disappears. Another significant observation is that
all the series studied, theS(T) relations acquire additiona
features with increasingx which are not typical of yttrium-
based high-Tc superconductors, namely, they exhibit an e
tended region of linear growth, with the slope ofS(T) in-
creasing with doping level. These unusual features are s
particularly clearly in the starting series, i.e., in samples w
close to stoichiometric oxygen content~Fig. 2a!. The small
absolute magnitude of the Seebeck coefficient and a v
weak growth ofS300 with doping level make more prominen
to
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the above-mentioned progressive increase of this coeffic
for x>0.15 samples atT5120 K @near the maximum in the
S(T) relation#. As shown in our earlier publications,12,21 the
appearance of such features inS(T) relations is connected
with the specific effect the Ca impurity exerts on the ba
spectrum of YBa2Cu3Oy . In the annealed series, viewe
against the general oxygen deficiency, the Ca-induced c
acteristic transformation of the shape of theS(T) relations is
not so clearly pronounced and becomes evident only
heavily doped samples.

Note that the variation with increasing doping level
Tc correlates with the variation ofS300 for all the series stud-
ied. The weak monotonic decrease of the critical tempera
in samples with a close-to-stoichiometric oxygen compo
tion reflects the weak monotonic growth ofS300, and, in
oxygen-deficient series,S300 exhibits a noticeable growth fo
low impurity concentrations (x<0.1), i.e. in the same region
where one observes a comparatively strong decrease ofTc .
At the same time at high doping levels one does not
suppression of superconductivity, andS300 varies not as
strongly.

Summing up, note the following points. The mutu
compensation by impurities of their effects on the latti
charge balance accounts for the weak variation of the S
beck coefficient in absolute magnitude with increasing d
ing level, which makes the specific Ca-induced features
theS(T) relations more revealing. One has also observed
unusual effect of annealing in an oxygen-deficient atm
sphere on the concentration dependences of the critical
perature andS300, which is apparently associated with th
specific influence of the Ca1Co impurity combination on the
properties of the YBa2Cu3Oy system.

3. ANALYSIS OF THE RESULTS AND CONCLUSIONS

All the experimental data obtained have been analy
in terms of the phenomenological theory of electron tra
port described in detail in Ref. 18. As shown earlier,12,21

calcium impurity affects in a specific way the band structu
of YBa2Cu3Oy , namely, a conduction-band asymmetry s
in and grows with increasing calcium content. Our previo
conclusions suggest that the reason for this lies in that
introduces additional states into the band responsible
conduction. Taking into account the asymmetry, whose
gree is characterized by the asymmetry parameterb, one can
write analytic expressions for the chemical potential and
Seebeck coefficient in the following form12

m* 5 ln
sinh~FWD* !

sinh@~12F !WD* #
2bWD /k0T, ~1!

S52
kB

e H Ws*

sinhWs*
Fexp~2m* !1coshWs*

2
1

Ws*
~coshm* 1coshWs* !

3 ln
exp~m* !1exp~Ws* !

exp~m* !1exp~2Ws* !G2m* J , ~2!
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FIG. 2. Temperature dependences of the Seebeck coefficient in the Y12xCaxBa2Cu32xCoxOy compound. a—Starting series of samples, b—series anneale
450 °C, c—series annealed at 475 °C.
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where kB is the Boltzmann constant,e is the electronic
charge,WD* [WD/2kBT, andWs* [Ws/2kBT. There are three
main model parameters in Eqs.~1! and ~2!, namely,F, the
band filling by electrons;WD , the total conduction-band ef
fective width; andWs , the effective band width in conduc
tion. By analyzing the temperature dependences of the S
beck coefficient and by fitting the theoretical to experimen
S(T) curves, one can estimate the band structure param
and follow their transformation as the sample composition
varied.

A good quantitative fit of the experimental to calculat
S(T) curves was achieved, which permitted unambiguo
determination of the model parameters. The only excep
was the undoped sample in the series with a close
stoichiometric oxygen content. The absolute values of
Seebeck coefficient for this sample are very small. In t
case, the form of theS(T) relationship can be strongly af
fected by fine features in the conduction-band structu
whose inclusion into the approximation used here would
difficult. This may increase substantially the error in ban
structure-parameter calculation. For this reason the exp
mental data obtained on the first sample were used only
qualitative analysis.

Figure 4 presents the band filling by electronsF as a
function of doping level for all the series studied.F is seen to
increase in the oxygen-deficient series with respect to
starting series depending on the extent of reduction, wh
can be accounted for by the general nature of the effec
oxygen deficiency on this parameter.18 The growth inF ~de-
crease of the hole concentration! reflects the donor action o
the oxygen vacancies, as this follows from the cryst
lochemical considerations as well. As for the doping-induc
variation of F, the pattern of theF(x) relationship, as evi-
dent from Fig. 4, is the same for the three series. For
impurity concentrations (x,0.10), F varies insignificantly,
and as the doping level continues to increase, it falls off b
close to linear law. This behavior cannot be explained
simple crystallochemical considerations, which suggest t
in the case of impurities compensating the effects of o

FIG. 3. Dependence of the room-temperature Seebeck coefficient,S300, on
doping level in the Y12xCaxBa2Cu32xCoxOy compound with different oxy-
gen contents.
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another on the lattice charge balance, the degree of b
filling by electrons should vary very weakly, in accordan
with the weak growth in the oxygen content~see Tables
I–III !. The linear decrease of theF quantity can be explained
in the following way. Our calculations show that the degr
of band asymmetry increases linearly with doping level
b'20.07x. This means that the number of additional sta
in the band grows directly proportional to calcium conte
In this case the fillingF ~equal to the ratio of the total num
ber of electrons in the band, which practically does not va
to the total number of states, which grows linearly withx)
falls off linearly with increasing doping level. Note anoth
point. In the case of a symmetric band, the Seebeck co
cient reverses its sign at exactly half filling,18 while if an
asymmetry is present, there is no such unambiguous rela
ship. As shown in our previous study22 dealing with a
bismuth-based HTSC system, positive Seebeck coeffici
for an asymmetric band can occur also at less than half b
filling by electrons as well. The valuesF,0.5, presented in
Fig. 4 and corresponding to positive Seebeck coefficients
the compositions studied in our work for the case where
of the codopants is calcium, originate from the band asy
metry resulting from additional states in the band formed
the Ca impurity.

It appears of interest, therefore, to discuss the beha
of the S300 quantity, since it reflects directly the Fermi lev
dynamics in the band responsible for conduction in the n
mal phase. As seen from Fig. 3,S300 in the starting samples
increases from one series to another, corresponding to
number of free electrons increasing with oxygen deficien
~the Fermi level shifts upward from the midgap position!.
The variation ofS300 with increasing impurity concentration
in each series, in its turn, cannot be explained by sim
crystallochemical considerations. In the case of sin
substitutions,18 a slight increase in the doping level gives ri
to a substantial shift of the Fermi level and, accordingly, t
strong change in the absolute values of the Seebeck co
cient, against which fine features in the band structure do
affect noticeably the temperature and concentration dep
dences ofS. For instance, in the case of the single Co˜Cu

FIG. 4. Dependence of band filling by electrons on doping level in
Y12xCaxBa2Cu32xCoxOy compound with different oxygen contents.
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substitution, S300 of YBa2Cu32xCoxOy samples increase
from close to zero in an undoped sample to 60mV/K in
the sample with a x50.30 Co content.18 In the
Y12xCaxBa2Cu32xCoxOy system, successive growth of th
doping level results, due to the charge-compensation ef
in a very slowEF shift and, accordingly, in a comparative
weak variation, on the whole, of the Seebeck coefficien
absolute magnitude. In this case the pattern of theS(T) re-
lation and, in particular, theS300 quantity is affected not only
by variation of the number of carriers in the band but by fi
features in the band structure near the Fermi level, wh
cannot be described quantitatively in the frame of the s
plest approximation. Thus theS300(x) relations can obvi-
ously follow a more complex pattern, because the Fer
level dynamics is governed by an interplay between
number of carriers and that of band states, which likew
varies with calcium content~which is evidenced by the
gradual growth of the band asymmetry!. It should be stressed
that single doping with Ca, unlike the Co impurity~as well
as the other nonisovalent substitutions studied thus fa18!,
also exhibits some features,12 which permits one to assig
with certainty the onset of band asymmetry to the calci
impurity. Thus the nontrivial variation ofS300 and of the
shape ofS(T) relations with increasing doping level pro
vides additional evidence for a specific effect of Ca on
band structure.

The dependence of the total effective band widthWD on
doping level for all the series studied is displayed in Fig.
As shown in detail earlier,18 the general consequence of a
increase in the number of oxygen vacancies~which gives rise
to increasing lattice disorder! is, in full agreement with the
Anderson model, an increase in bandwidth~i.e. a growth of
the WD parameter! and a relative decrease of the interval
delocalized states in width~i.e. a decrease of theWs /WD

quantity!. Hence the increase ofWD observed to occur from
one series to another is caused by disorder in the oxy
subsystem of the Y12xCaxBa2Cu32xCoxOy samples sub-
jected to annealing in reducing conditions. We are turn
now to an analysis of the dynamics ofWD variation with
impurity concentration in each series.

FIG. 5. Dependence of the total effective conduction-band width in
Y12xCaxBa2Cu32xCoxOy compound with different oxygen contents.
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As seen from Fig. 5, the conduction-band width in t
sample series with close-to-stoichiometric oxygen cont
increases monotonically with doping level, and this grow
slows down substantially for impurity concentration
x>0.20. At the same time the oxygen parametery in the
starting series of samples~Table I! varies extremely weakly
for x<0.15, and increases practically to the stoichiome
value asx continues to increase. This means that, in
heavily doped region, the Ca and Co impurities do not fu
compensate their effects in the lattice, which is obviousl
consequence of the fact that the Co impurity, unlike C
perturbs directly the CuO chains, i.e., affects directly t
oxygen subsystem. The compensation of the effect of co
by calcium turns out to be insufficiently strong to mainta
the charge balance in the system, and this is what acco
for the weak growth of oxygen content. As a result,
the region of low impurity concentrations in startin
Y12xCaxBa2Cu32xCoxOy samples, the increase of ban
width with increasingx is caused by a general lattice diso
dering induced by the impurity cations. The presence o
smooth section in theWD(x) relationship is associated, in it
turn, with the oxygen content approaching stoichiometry
the heavy-doping region, which brings about increasing
der on the oxygen subsystem. Thus the broadening of
band caused by the dopants, on the one hand, and its nar
ing due to some ordering in the oxygen subsystem, on
other, result in the effective bandwidth remaining practica
constant in the heavy-doping region. Note that, as show
our work,23 a similar narrowing of the band as one a
proaches oxygen stoichiometry is observed to occur als
the case of single La and Co doping in Y(Ba12xLax)2Cu3Oy

and YBa2Cu32xCoxOy samples at an impurity concentratio
x50.05, which corresponds to the maximum critical te
perature.

As for the series with a reduced oxygen content, th
WD(x) relations follow the same pattern~see Fig. 5!, and one
observes only a quantitative difference between the effec
widths of the conduction band, which is associated with d
ferent extents of reduction in each series. In both cases
band widens considerably in the region of low impurity co
centrations (x<0.10), whereas the value ofWD for heavily
doped samples remains practically constant. An inspectio
the dynamics of the oxygen subsystems in the two oxyg
deficient series shows that in both cases the oxygen con
increases weakly at lowx and practically does not vary in th
region of heavy doping. This means that theWD(x) relation
observed for both oxygen-deficient series is not a direct c
sequence of the variation of oxygen content in the samp
Note that, in the similar system Y12xCaxBa22xLaxCu3Oy

studied by us,20 the bandwidth grows monotonically with th
degree of doping, both with a close-to-stoichiometric oxyg
content and in the case of oxygen deficiency. Hence one
conclude that the smooth section in theWD(x) relation is due
to a specific effect of the CãCo impurity combination stud-
ied.

Considered in terms of our concepts, the constant ba
width with increasing doping level is an indication of th
presence of some additional lattice ordering at high Ca
Co concentrations. In this connection, the data obtained

e
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Ref. 16 appear of interest. It was found16 that the Cõ Cu
substitution in the YBa2Cu3Oy system makes the Co distr
bution nonuniform forx>0.10, namely, the cobalt atom
form clusters. The size of these clusters increases sub
tially after annealing the samples in an oxygen-deficient
mosphere or when the samples are additionally doped
calcium. Hence formation of large cobalt clusters is m
probable in Y12xCaxBa2Cu32xCoxOy samples annealed i
an oxygen-deficient atmosphere. On the other hand, Ref
suggests that Co atoms form clusters through sharing ch
oxygen atoms, because cobalt ions are more stable whe
oxygen coordination number is five. It is this that accou
for the weak variation of the oxygen indexy for high impu-
rity concentrations in oxygen-deficient series~see Tables II
and III!, because the formation of cobalt clusters involvi
oxygen atoms assumes that compensation of the lattice
turbations induced by impurity cations requires a subst
tially smaller amount of excess oxygen than in the case
statistically distributed cobalt atoms. Formation of a cob
and oxygen superlattice may lead to a certain ordering in
chain subsystem and, hence, to a relative narrowing of
conduction band. This assumption may provide an expla
tion for the constancy of the effective bandwidth with i
creasing impurity concentration in heavily doped sample

In conclusion one should point out the following consi
eration. All series studied here exhibit a correlation betwe
the variation of the critical temperatureTc and the effective
bandwidthWD ~compare Figs. 1 and 5!. We observed earlie
that theTc(WD) relation is universal for the YBa2Cu3Oy sys-
tem in the case of single nonisovalent substitutions which
not involve directly the copper sites in the sheets.24 This
relation is plotted in Fig. 6 together with the results obtain
in this work. One readily sees that the data obtained for
systems studied here also coincide with the universal co
lation dependenceTc(WD), which suggests the following
considerations concerning the nature of the effect of calc
on the conduction-band structure. Calculations show that
band asymmetry is small, so that two different cases
possible, namely, either the additional peak of calcium sta
is fairly small compared to the overall value of the DO
function, or it lies close to midgap, i.e., in the immedia
vicinity of the Fermi level. In the latter case, the presence
this peak should affect considerably the density of state
Fermi level D(EF) by increasing it and thus resulting i
higher values ofTc in the Y12xCaxBa2Cu32xCoxOy system
compared to the single-substitution cases. However tak
into account the method of model approximation of t
D(E) function used, the correlation dependenceTc(WD) for
the Y12xCaxBa2Cu32xCoxOy system should differ apprecia
bly from that for the single-substitution cases, and the m
nitude ofTc in samples containing calcium should be high
The fact that the critical temperature as a function of eff
tive bandwidth in the system under study is in agreem
with the universal correlation dependence for t
YBa2Cu3Oy system means that the appearance of additio
states in the Y12xCaxBa2Cu32xCoxOy system does not exer
a dominant effect on the superconducting properties of
compound. Hence the additional peak is small, lies m
probably not in the immediate vicinity of the Fermi leve
an-
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t
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and is not more than an insignificant feature in the DO
function, which turns out to be inessential when calculat
the effective conduction-band width within theD(E) ap-
proximation used, and results only in the band becom
asymmetric. Thus the existence of a universal correlat
betweenTc and WD in the YBa2Cu3Oy system for various
deviations from stoichiometry implies that the supercondu
ing properties of the compound are dominated not by
small features in the band structure but rather by the sm
width of the conduction band as a general property of
YBa2Cu3Oy band spectrum.

Thus an analysis of data on the specific features of
effect of double doping on the properties of the normal ph
and Tc in the Y12xCaxBa2Cu32xCoxOy system permits the
following conclusions:

~1! Cã Y1Cõ Cu doping results in a weak mono
tonic decrease ofTc for a close-to-stoichiometric oxyge
content. The pattern of theTc(x) dependence changes wit
deviation from oxygen stoichiometry, namely, for low imp
rity concentrations (x<0.10) one observes a strong drop
Tc , which remains practically constant with further increa
of the doping level;

~2! The S(T) dependences transform with increasi
doping level in the Y12xCaxBa2Cu32xCoxOy system,
namely, one observes the appearance of an extended re
with a linear growth of the Seebeck coefficient accompan
by an increase in the slope of the relations;

~3! Band structure calculations made within the narro
band model showed that Ca doping gives rise to a monoto

FIG. 6. Universal correlation dependence relating critical temperature
effective conduction-band width in the YBa2Cu3Oy system for different sub-
stitutions. The data for single-substitution samples were taken from Ref
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growth of the degree of conduction-band asymmetry a
result of the Ca impurity introducing additional states in t
band responsible for conduction in the normal phase. It is
onset of this asymmetry and its increase that account for
transformation of theS(T) relations and the appearance
the features nontypical of the YBa2Cu3Oy system;

~4! An analysis of the concentration dependences of
band-structure parameters shows the onset of additiona
dering in the oxygen-deficient Y12xCaxBa2Cu32xCoxOy sys-
tem at high impurity concentrations, which can be induc
by formation of a cobalt-ion superlattice. This results in
relative narrowing of the conduction band and in a we
change ofTc ;

~5! The observed correlation betweenTc and the effec-
tive conduction-band width is in agreement with the univ
sal correlation dependence for the YBa2Cu3Oy system for
different single nonisovalent substitutions. The existence
universalTc(WD) correlation under substitution in differen
cation sublattices, including the case of double doping, p
mits a conclusion that the small width of the DOS peak h
a dominant effect on the superconducting properties of
YBa2Cu3Oy system.
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tute of Silicate Chemistry, Russian Academy of Sciences! for
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Anomaly in the upper critical magnetic field common to YBa 2Cu3O72d , HoBa2Cu3O72d ,
and Nd 1.85Ce0.15CuO42d irradiated by helium ions

S. I. Krasnosvobodtsev, N. P. Shabanova,* ) V. S. Nozdrin, and A. I. Golovashkin

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia
~Submitted August 24, 1998; resubmitted February 1, 1999!
Fiz. Tverd. Tela~St. Petersburg! 41, 1372–1376~August 1999!

The high-temperature superconductors YBa2Cu3O72d , HoBa2Cu3O72d , and Nd1.85Ce0.15CuO42d

are found to possess a common anomaly in the variation of the upper critical magnetic field
owing to irradiation by helium ions. While the resistivityr increases by many times, the increase
in Hc2 from scattering by radiation defects typical of ordinary superconductors does not
occur. In terms of the ordinary mechanism, the anomaly may be explained by a significant
reduction in the conduction electron density resulting from a loss of oxygen, which
causes a significant rise inr with a small change in the scattering. ©1999 American Institute
of Physics.@S1063-7834~99!00508-0#
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The upper critical magnetic fieldHc2 is one of the most
important characteristics of superconductors of the sec
kind and, classically, is determined by the fundamental
rameters of the electronic structure and by the parame
characterizing the scattering of conduction electrons.1–6 The
scattering raises the upper critical magnetic fieldHc2,
thereby inhibiting the Larmor orbits of the electrons in
magnetic field, which causes Cooper pair decay in
condensate.5,7 The standard concepts have been reliably c
firmed for ordinary phonon superconductors~Nb3Sn8–10 and
NbC8,11,12!.

How Hc2 varies in the high-temperature superconduct
~HTSCs! with electron scattering has not been studied. R
search in this area is of interest for clarifying the mechan
of high-temperature superconductivity.

Our systematic experimental studies of the critic
parameters of the cuprates YBa2Cu3O72d ~YBCO!,
HoBa2Cu3O72d ~HBCO!,8,13 and Nd1.85Ce0.15CuO42d

~NCCO!14,15 with gradual changes in the defect concent
tions by means of irradiation by energetic helium ions ha
yielded an unexpected result.16 A sharp difference has bee
observed in the wayHc2 varies in the high-temperature su
perconductors and ordinary superconductors. In this pa
we present new experimental data and discuss the pos
reasons for the observed anomaly.

1. EXPERIMENT

We have studied epitaxial HTSC films of YBCO, HBC
and NCCO with theirc axis oriented perpendicular to th
surface of the single-crystal substrates. The technical de
of the method forin situ synthesis of films with optimum
parameters by laser sputtering have been discu
elsewhere.17,18

The defect concentration was varied by bombarding
films with energetic ions. In order to attain greater unifo
mity of the distribution of radiation defects, the lightest ion
He1 and He11, were used and their energy was chosen
ensure that their mean free path in the crystal lattice
1251063-7834/99/41(8)/4/$15.00
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ceeded the sample thickness (;200 keV and 3.6 MeV de-
pending on the film thickness!. Irradiation was done at room
temperature.

In the experiment, the temperature dependence of
upper critical magnetic fieldHc2(T) was determined from
the temperature shift in the superconducting transition
duced by a magnetic field perpendicular to the film.8 The
superconducting transition was measured in terms of the
sistance.

In NCCO the magnetic field produced a temperatu
shift in the rather sharp resistive transition with little tem
perature broadening, so it was possible to determine
phase curveHc2(T) with sufficient accuracy.14,15 The tem-
perature of the phase transition in a magnetic field co
sponding toHc2(T) is, evidently, somewhat closer to th
onset of the resistiver2rn transition.19 In fact, we have
shown15 that the Hc2(T) curve for this compound deter
mined from the temperature shift in the onset of the tran
tion is essentially linear~Fig. 1a!, in accordance with the
Ginzburg–Landau theory for superconductors of the sec
kind nearTc .

For YBCO and HBCO, it is difficult to determine
Hc2(T) in this fashion, because of the rapidly increasi
broadening of the transition with rising the magnetic field20

Nevertheless, for this group of HTSCs we took the point
which the resistivityrn of the normal state near the transitio
fell by a factor of two~the middle of the transition! to be the
temperature of the superconducting transition in a magn
field when determining the temperature variation of the u
per critical field. This result is used for qualitative compa
son with the results for ordinary and HTSC materials
which the broadening is negligible.

The temperature dependences of the upper critical fi
for NCCO for initial and irradiated samples are shown
Fig. 1a. Also shown there for comparison~Fig. 1b! is Hc2(T)
for irradiated NbC. In NbC the slope of the plot ofHc2 as a
function of temperature increases when the concentratio
radiation defects is raised, as is typical of classi
6 © 1999 American Institute of Physics
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superconductors.8,12 For the high-temperature superco
ductor NCCO,2dHc2 /dT Tc is constant, even though th
critical temperatureTc falls substantially. In the case o
YBCO and HBCO, the slope of the upper critical magne
field as a function of temperature was even found to decre
as a result of irradiation~Fig. 2a!.

2. ANOMALOUS VARIATION OF Hc2 IN THE HTSC
COMPOUNDS YBa2Cu3O72d , HoBa2Cu3O72d AND
Nd1.85Ce0.15CuO42d OWING TO IRRADIATION

The upper critical field of a superconductor of the se
ond kind in the absence of scattering is determined by
electronic structure parameters:2dHc2

0 /dT;Tc /^n* 2&
;Tcm/EF .3,6,8 Here^n2& is the square of the component
the Fermi velocityn perpendicular to the direction of th
magnetic field averaged over the Fermi surface,n* corre-
sponds to the renormalized Fermi velocity of a material w
a strong electron-phonon interaction,m is the effective mass
andEF is the Fermi energy.

In ordinary superconductors the scattering of conduct
electrons by radiation defects increases the upper cri
magnetic field. According to the classical Ginzburg

FIG. 1. Temperature dependences of the upper critical magnetic
Hc2(T) for films irradiated by different fluencesF of He1 ions. a —
Nd1.85Ce0.15CuO42d , F ~cm22): 1,18 — 0, 2,28 — 131013, 3,38 —
131014, 4 — a film with deficient oxygen19; b — NbC,F ~cm22): 1 — 0,
2 — 331014, 3 — 1.431015, 4 — 531015, 5 — 331016.
se

-
e

n
al

Landau–Abrikosov–Gorkov~GLAG! theory, nearTc the
contribution of scattering toHc2 for superconductors of the
second kind increases in proportion toN* (0)rn ,5 where
N* (0) is the renormalized density of electronic states at
Fermi level andrn is a measure of the scattering.

Therefore, in a real superconductor the slope of the
per critical fieldHc2 as a function of temperature is given b
2dHc2 /dT;2dHc2

0 /dT1N* (0)rn .11

The pure term,2dHc2
0 /dT, which is determined by

Tc /^n* 2& is invariant, as long as the electronic structure
the material is maintained.Tc does not change because
scattering on normal impurities and defects~according to
Anderson’s theorem21!. When the defect concentration
high enough, the pure term can vary relatively slowly b
cause of spreading of the Fermi surface and a drop in
critical temperature.

The scattering term, which is proportional toN* (0)rn ,
causesHc2 to rise as the number of scattering centers
creases when their number does not lead to a signific
change in the electronic structure. Otherwise, a sharp re
tion in N* (0) can be observed, which leads to a drop
Hc2.8,10

ldFIG. 2. The change in the slope2dHc2 /dT of the upper critical magnetic
field as a function of temperature,Hc2(T) with increasing resistivityrn

produced by irradiation in HTSC compounds YBa2Cu3O72d and
HoBa2Cu3O72d ~a! and the superconductor NbC~b!. The smooth curve is
experimental and the dashed curve is estimated using the GLAG theo
represents the contribution of scattering according to GLAG.
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Figure 2 shows the results of a study of the upper criti
magnetic field of the high-temperature superconduc
YBCO and HBCO irradiated by helium ions.~Near Tc the
critical field for a given temperature is determined by t
slope 2dHc2 /dT.! Data for the classical superconduct
NbC are shown in this figure for comparison.

In the case of the superconducting compound NbC, s
tering by radiation defects leads to a rise inHc2 in accor-
dance with GLAG~Fig. 2b!. The classical ideas predict
similar picture for the HTSCs~Fig. 2a!. The change inHc2

for YBCO and HBCO owing to scattering~the dashed curve!
was calculated from the change in the mean-free-pathl of the
conduction electrons which we estimated for irradiated fil
of these compounds.8

For the HTSC compounds the experimentally obser
behavior of the upper critical magnetic field differed sharp
from that predicted classically. In particular, when the co
centration of radiation defects is increased in the reg
where Anderson’s theorem holds (Tc'const! and there is no
reason to expect significant changes inN* (0), Hc2 should
rise by at least a factor of 2–3 in these HTSC compou
because of scattering.8,13–16However, this was not observe
experimentally~Figs. 1a and 2a!.

3. POSSIBLE REASONS FOR THE ANOMALOUS
VARIATION OF Hc2 IN SUPERCONDUCTING CUPRATES

If the rise in the resistivity is caused by scattering
conduction electrons by radiation defects, then the obse
tions are in conflict with conventional ideas, according
which scattering makes the critical field increase. The
served change inHc2 of the HTSC compounds caused by io
bombardment is close to the change in the pure term~Fig. 3!.
Nevertheless, we have attempted to find an explanation
this effect within the framework of the ordinary mechanis

~1! In the case of YBCO and HBCO we have assum
that the critical field determined from the middle of the r
sistive transitions does not correspond toHc2. Here it was
necessary to assume that the resistive transition differs
stantially from the phase transition owing to dissipative v
tex motion and fluctuations in the order parameter.13,20

However, a study ofHc2 for NCCO revealed the exis
tence of a similar anomaly following irradiation. The supe
conducting transition of this cuprate in a magnetic field
sharp enough for a reliable experimental determination
Hc2(T). Thus, on the whole, explaining this anomaly
terms of some significant difference between the resis
and phase transitions is unconvincing.

~2! The observations cannot be explained by assum
that the upper critical field of the HTSC materials is det
mined by the paramagnetic limitHp or by the destruction of
Cooper pairs through Larmor precession of the electr
(Hc2). According to Ref. 22, scattering should weaken t
paramagnetic limit, i.e., inhibit the orientation of the spi
along the magnetic field. Thus, we might expectHp to in-
crease upon irradiation, but this is not confirmed by exp
ment. In addition, an estimate of the paramagnetic limit gi
a value much higher than the observed value.16

~3! This result can be regarded as the absence of
l
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usual relationship betweenHc2 and the resistivityrn caused
by current flow effects when the damage is nonuniform.

In the case of thin films of the conventional superco
ductor NbC, irradiation did not produce an inhomogene
for doses up to the maximum, when the defect concentra
had been increased by more than an order of magnitud12

This is indicated by the sharp superconducting transition
terms of the dynamic magnetic susceptibility~inductive tran-
sition! in the irradiated samples.

In NCCO, smearing of the inductive superconducti
transition produced by irradiation was observed, and thi
evidence of the development of some inhomogeneity. A p
sible reason for this may be the weak atomic bonds of ch
and apical oxygen typical of the cuprates. We assumed
the impact of an energetic particle causes formation of
oxygen depleted region whose size is comparable to the
herence length. Because of the redistribution of the curren
an inhomogeneous superconductor in a magnetic field,
resistivity of the normal state,rn , may not correspond to tha
of the material for whichHc2 has been measured.

However, some of the experimental facts are hard
explain by the inhomogeneity. In terms of the convention
mechanism it is reasonable to assume that, in an inhom
neous system, the field is also nonuniform. Because of
complex current flow in a magnetic field, a superconduc
of this sort should resemble a polycrystalline anisotropic
perconductor of the type discussed in Refs. 23 and 24.
width of the resistive transition in such a material increa
as the applied magnetic field is raised. Here the lo
temperature part of the transition~end! corresponds to a re

FIG. 3. Experimental dependences of the critical temperature~1! and upper
critical magnetic field~2! on the resistivity of films of Nd1.85Ce0.15CuO42d

~a! and HoBa2Cu3O72d ~b! irradiated by helium ions.
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gion with minimalHc2, while the temperature for the ons
of the transition is determined by the values of the maxim
and minimum critical fields. We, however, did not find an
growth in the field broadening of the transition in NCCO
a magnetic field when a radiation inhomogeneity develop

~4! It should be noted that when HTSC materials a
irradiated, significant changes in the critical and transp
properties take place for fluences 1–2 orders of magnit
lower than for ordinary materials.25,26 At these fluences
(101321015cm22) changes of these kinds are only beg
ning in ordinary superconductors. The sensitivity of HTS
materials to irradiation can be explained by the release
weakly bound oxygen. The level of radiation defects amo
the metallic atoms is low because of the low doses, wh
that among oxygen atoms (d) is low in principle ~a few
percent, even with release of oxygen leading to loss of
perconductivity!. Thus, the scattering changes little. Thus t
effect of irradiation is analogous to the effect of changing
oxygen content of the films.

In this case it may be assumed that the change in
parameters of an HTSC material is caused mainly b
change in the concentrationn of conduction electrons. In
particular, the observed growth in the resistivity,r;mn/nl,
is attributable to an drop inn, rather than to rise in the con
centration of scattering centers. In the pure limit, the sli
change in the critical field is explained by the similar rate
fall of Tc and the Fermi level:2dHc2 /dT;Tcm/EF .

Therefore, for the two types of HTSCs, YBa2Cu3O72d ,
HoBa2Cu3O72d , and Nd1.85Ce0.15CuO42d , while the resis-
tivity rose by many times as a result of bombardment
energetic helium ions, the upper critical magnetic field de
mined from resistivity measurements was observed to
dergo an anomalously small change similar to the varia
in Hc2 of the pure material without electron scattering.

Based on conventional concepts, the observed anom
cannot be explained by a sharp difference in the meas
critical field from theHc2(T) phase curve resulting from th
broadening of the transition~1! or paramagnetic unpairing
~2!. Proposition ~3!, according to which the anomaly i
caused by inhomogeneity of the radiation damage also d
not explain all the facts. We believe the most probable
planation~4! in terms of an ordinary mechanism is the e
cape of oxygen during irradiation, which causes a signific
change in the concentration of conduction electrons. Here
have shown that the change in the concentration of cry
lattice defects acting as scattering centers is small.

We postulate that the anomalous behavior ofHc2 during
irradiation of high-temperature superconducting mater
may also be caused by an unusual mechanism for super
ductivity in which the coherence length of the condensat
slightly sensitive to changes in the conduction electron s
tem. A nonphonon mechanism for unpairing of electro
such as an exciton mechanism,27,28 may explain the highTc

of the superconducting cuprates. However, in terms of
concept of coherent unpairing in the system of conduct
electrons, it remains unclear why scattering of these e
trons does not affect the coherence length andHc2. The hy-
pothesis of superconductivity by another carrier group
comes interesting in such a situation.
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Diagnostics of thermal kinetic coefficients in YBa 2Cu3O72d /LaAlO 3 thin-film
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An experimental method is developed for studying the film temperature as a function of time in
a film–substrate–thermostat system irradiated by pulsed microwaves which yields numerical
values for the thermodynamic coefficients of the film and substrate, as well as the thermal
resistance of the film–substrate and substrate–thermostat interfaces. ©1999 American
Institute of Physics.@S1063-7834~99!00608-5#
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The design of thin-film bolometers is based on optim
zation of the electrical and thermal characteristics of the fi
structure and all the structural features affecting power
sorption and heat transfer. Solving this kind of problem
quires an appropriate set of diagnostics for the film struct
~in particular, for its thermodynamic coefficients!. For a par-
ticular substrate material, if it is not a sufficiently perfe
single crystal, this is important, since, for example, the th
mal conductivity can depend substantially on the mic
scopic structure. In addition, modern bolometer designs o
include an intermediate sublayer between the film and
dielectric substrate for the purpose of improving the fi
quality or, specially, of creating an additional therm
barrier.1 A theoretical estimate of the thermal resistance
the interface between a film and substrate can be extrem
approximate, even without such a sublayer.2–5

In this paper we develop a nonsteady-state method
monitoring the thermal resistance of film–substrate (Rf s)
and substrate–thermostat (Rst) interfaces. The propose
method can also be used for determining the specific hea
the film (Cf) and substrate (Cs) in a single experiment.

This method is based on deducing the film temperat
Tf as a function of time from experimental data on the tim
and temperature dependences of the film resistance du
the evolution of a stationary nonequilibrium state in t
film–substrate–thermostat system as the film is heated
microwaves or a dc current.

When a Joule heating powerPj is delivered to the film,
the film is heated relative to the surrounding medium
DT5Tf2T0, whereT0 is the temperature of the thermosta
The heat generated in the film passes through the the
resistanceRf s of the film–substrate interface, the intern
thermal resistanceRs5D/Sls of the substrate~D is the sub-
strate thickness,S is the junction area, andls is the thermal
conductivity of the substrate material!, and the thermal resis
tanceRst . Thus, three time constants are involved in est
lishing a thermal equilibrium in a film–substrate–thermos
system:t15CfRf s for establishing equilibrium at the bound
1261063-7834/99/41(8)/8/$15.00
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ary between the film and the substrate,t25CsRs for estab-
lishing equilibrium in the substrate, andt35CsRst for estab-
lishing equilibrium between the lower boundary of th
substrate and the thermostat. After determining these cha
teristic time constants experimentally, along with the amp
tude of the temperature drops at the substrate and at
substrate–thermostat interface, we can investigate the t
modynamic coefficients of the structure.

The advantage of the proposed modification of the ti
dependent method for determining the thermodynamic ch
acteristics is the possibility of obtaining numerical values
the specific heats and thermal conductivities of the mater
in the film structure. This is attainable because the Jo
heating power released in the film by microwave radiation
normalized in a special way. Microwaves are used for te
nical convenience of channeling, time manipulation, and p
cise control of the power. In addition, microwaves are a re
tively low-energy radiation, so its use eliminates the physi
mechanisms by which superconductivity is directly su
pressed when optical and infrared radiation are employe1

1. EXPERIMENT

The design of the measurement cell we have used in
experimental studies of the functionTf(t) is shown in Fig. 1.
It is made of copper and consists of a circular wavegu
flange. A cover is attached to the flange by a demounta
junction and the film structure is glued to its inner surfac
The structure is irradiated with microwaves from the fil
side. Microwave power is introduced into the measurem
cell through a 7.233.6 mm2 German silver waveguide tha
was copper coated on the inside. The measurement ce
placed in a nitrogen cryostat to cool it and is separated fr
the liquid nitrogen by an airtight can. Heat is exchang
between the measurement cell and the nitrogen through
eral copper conductors with a total thermal resistance of 1
100 K/W. The temperature of the measurement cell is c
trolled within the range 77–300 K by an electrical heater a
is stabilized by an electronic device with a resolution
0 © 1999 American Institute of Physics
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1261Phys. Solid State 41 (8), August 1999 Grishin et al.
1022 K.6 The galvanic contacts are attached to the film in
four-probe circuit. Both dc and pulsed currents can be
cited in the film through the resistive coupling. The puls
current source and a two-conductor coaxial feed provid
rectangular current pulse with a risetime of less than 1027 s
in the superconducting films.

We have used a Y1Ba2Cu3O72d film with a thickness of
0.2mm on a high quality single-crystal LaAlO3 substrate
with dimensions 93330.5 mm3 as a model structure. Th
distance between the contacts is 6.5 mm. The film was
tained by magnetron rf sputtering of a stoichiometric YBC
target in a mixed atmosphere of argon and oxygen on a
strate that was temperature controlled atT5800 °C and then
annealed at 800 °C~for 1.5 min.! and 450 °C~30 min!.7

The film is characterized by a superconducting transit
onset temperature of about 87.5 K and a resistance of 10
V/h at this temperature. The high nonohmic region, wh
is usually associated with a Kosterlitz–Thouless transition
a vortex system8 or with the formation of a vortex glas
state,9 begins when the temperature is reduced belowT
583.75 K. ForT.84 K and transport currents that are n
too high, the current–voltage characteristics are linear.

In the ohmic region, because a temperature differe
develops between the film and the thermostat, theR(T)
curve undergoes a transition depending on the magnitud
the transport current~Fig. 2a!. In our experiment, the mag
nitude of this effect is determined by the thermal resista
of the substrate–thermostat interface, which was delibera
chosen to be quite high. The change in theR(T) curve, be-
sides including a simple shift, develops because of a str
nonlinearity inR(T) as the transport current increases a

FIG. 1. Design of the measurement cell:~1! airtight ‘‘can,’’ ~2! heater,~3!
waveguide flange,~4! flange cover,~5! temperature probes,~6! film struc-
ture, ~7! waveguide,~8! copper heat-transfer leads,~9! liquid nitrogen.
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because of an additional heat release at the current cont
whose resistance has a nonlinear temperature depend
similar to R(T).

Depending on the microwave power~Fig. 2b!, the
change in the shape of theR(T) curves for a low dc mea-
surement current is also mainly caused by Joule heatin
the film. The nonbolometric effect of the microwave pow
on the shape of the curves owing to the fast resistive
sponse can be significant only for very low film resistanc
As can be seen from Fig. 3a, at the microwave power lev
used here,DV/I is on the order of 1023 V (DV is the volt-
age amplitude of the fast nonequilibrium response andI is
the constant measurement current!. The main reason for the
change in the shape of theR(T) curve ~besides the shift! is
the strong temperature dependence of the film impeda
Z(T) in the neighborhood of the superconducting transitio10

and, therefore, the variable amount of Joule heat release
the film at different temperatures. This prevents universal
of the R(Pmw ,T) curve for normalizing the Joule heatin
powerPj .

The method for studying the time variation inR(T)
when microwave power is applied to a film is based on us

FIG. 2. Electrical resistance of YBa2Cu3O72d /LaAlO3 films as a function
of temperature. a — Constant measurement current~mA!: 1 — 10; 2 — 7;
3 — 5; 4 — 2; 5 — 1; 6 — 0.1. b — Measurement current— 0.1 mA
microwave power attenuation~dB!: 1 — 0; 2 — 3; 3 — 6; 4 — 9; 5 — `.
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FIG. 3. Electrical resistance of a YBa2Cu3O72d /LaAlO3 film as a function of time: a — with a sequence of rectangular microwave pulses with a recip
duty factor of 2 and duration 2.38 ms~experiment!; b — ~solid circles! — single~long! power pulse~experiment!, smooth curve — calculation according t
Eq. ~10!. Inset: temperature dependence of the electrical resistance of the filmRh(T).
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an analog-to-digital converter with a maximum sampling r
of 106 Hz as a recording device. The voltages at the conta
on the film are stored in the computer memory in a line
time scale with different orders of magnitude for the tim
scales. We have used rather small measurement curreI
50.1– 1 mA so that the resulting power dissipation could
neglected compared to the Joule heating from the mic
waves. The slowest processes with a time scale of the o
of 1–10 s were recorded when the microwaves were tur
on once. For smaller time scales, we used a sequenc
microwave pulses with a reciprocal duty factor of 2. Figur
3a and 3b show the most informative portions of theR(t)
curve recorded in the periodic and single~long! pulse micro-
wave power regimes.

The nature of the transition process characterized by
largest amplitudeDR3, a time constantt354.6 s, and the
emergence of the system into a stationary regime is ea
established by varying the thermal resistance at
substrate–thermostat interface (Rst). When the substrate i
attached to the surface of thermostat by a nondense p
contact,Rst depends strongly on the pressure of the h
exchange gas. Thus, as the pressure of gaseous heliu
increased,DR3 andt3 both decrease.

The resistive response of the film shown in Fig. 3a
independent of the pressure of the heat transfer gas, i.
may be related to either the electrodynamics of the film o
e
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d
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t
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heat transfer processes inside the film–substrate system
terms of its structure, the resistive response contains at l
two components with roughly equal amplitudes and hig
different relaxation times. The fast component of the res
tive response actually reproduces the shape of the orig
rectangular microwave pulse. The temperature depende
of its amplitude is shown in Fig. 4a. The maximum in th
curve is shifted toward lower temperatures compared to
maximum of the derivativeR(T), which indicates that the
effect is nonbolometric in nature. Our upper bound estim
for the relaxation time is 1027 s on the basis of the risetim
of the resistive response on the oscilloscope trace, and
lower bound is 2.5310212s. This latter estimate was base
on the observed exponential dependence of the amplitud
the fast resistive response compared to the amplitude of
temperature drop at the substrate– thermostat interface,DT3,
as the microwave frequency is raised over the range 38
GHz ~Fig. 4b!. A unique determination of the nature of th
fast resistive response lies beyond the scope of this art
and a discussion of the possible physical mechanisms for
phenomenon can be found elsewhere.11 The second compo
nent of the resistive response in Fig. 3a with a characteri
time scalet2 of order 1023 s is caused by propagation of th
heat flux within the substrate. This is easily confirmed,
example, by varying its thickness.

In order to analyze the temporal response of the bolo
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FIG. 4. Dependence of the amplitude of the fast resistive response of a YBa2Cu3O72d /LaAlO3 film to microwave power on temperature~a! and on the
microwave frequency~b!. a — microwave frequency~GHz!: 1 — 37.5;2 — 41.5;3 — 45.5;4 — 49.5;5 — 53.5;6 — 63; 7 — 77. Measurement curren
I 51 mA. The attenuation of the power by the attenuator atF237.5 GHz is29 dB. For the other frequencies the power level is set so that the bolometric
of the resistive response~Fig. 3! is unchanged. b — film temperature~K!: 1 — 84.6;2 — 84.4;3 — 84.2;4 — 84.0.
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etric resistivity curve, we shall analyze the time-temperat
function of the film theoretically.

2. THE FUNCTION Tf„t …. THEORY

We now write down a system of equations for the prop
gation of a parallel heat flux in a film–substrate–thermos
system with an internal heat source in the film and a cons
thermostat temperatureT0:

cfr fVf~]Tf /]t !52Sl f s~Tf2Ts~x50,t !!1Pj~T!, ~1!

and

csrs~]Ts /]t !5ls]
2Ts /]x2. ~2!

Herecf andcs are the specific heat of the film and su
strate materials, respectively,r f and rs are the densities o
the film and substrate materials, respectively, andVf is the
volume of the film, and the thermal conductivity of the film
substrate interface isl f s5(Rf sS)21.

The initial and boundary conditions are

Tf5Ts5T0, t50, ~3!

ls~]Ts /]x!5l f s~Tf2Ts~0!!, x50, ~4!

and

ls~]Ts /]x!5lst~Ts~D !2T0!, x5D. ~5!

We have assumed that thex axis is directed perpendicu
lar to the plane of the film. The pointx50 is chosen to be a
the film–substrate boundary. The pointx5D corresponds to
the substrate–thermostat boundary. We neglect the temp
ture gradient in the film and take the thermal conductivit
at the interfaces,l f s5(Rf sS)21 at x50 andlst5(RstS)21
e

-
t

nt

ra-
s

at x5D, to be constant with respect toT for the givenT0.
~We assume small temperature changes, i.e., (Tf2T0)!T0.!
We also ignore instability effects owing to self heating of t
film structure, which can occur because of the strong dep
dencePj (T)5a(T)Pmw1I 2R (a is the microwave absorp
tion coefficient!.12

For a weak dependence, linearized over a small segm
DT,

Pj~T!5I 2@R~T0!1~]R/]T!DT#1Pmw@a~T0!

1~]a/]T!DT#,

when there is no qualitative change in the temperature e
lution, leading to a quantitative correction for the therm
conductivity of the form1

l f s* 5l f s~T!2
1

S
~ I 2]R/]T1Pmw]a/]T!. ~6!

Figure 5 is a log-log plot of the film temperature as
function of time obtained by numerical solution of the sy
tem of Eqs. ~1!–~5!. These results are for a film o
Y1Ba2Cu3O72d on a substrate of LaAlO3 at T590 K.1,3,12–14

The film and substrate thicknesses arel 51.731027 and D
5431024 m. The thermal conductivity of the film–
substrate and substrate–thermostat boundaries arel f s5107

and lst5130 W/m2K and the specific thermal conductivit
of the substrate isls518.14 W/m K. The specific heat an
density of the film and substrate materials a
cf5181.3 J/kgK,r f56.33103 kg/m3 and cs5163.4 J/kgK,
rs56.513103 kg/m3.
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The process of establishing a steady-state nonequ
rium state in which the film temperature is independent
time takes place in several stages, which are characterize
substantially different rates of change of the functionTf(t)
2T0 ~Fig. 5!.

At the time the heat source is turned on (t50), the film
is heated at a maximum rate]Tf /]t5Pj /Cf determined by
the Joule heating powerPf and the specific heatCf

5cfr fVf of the film.
As the film temperature increases, a thermal flux into

substrate develops and the rate of heating of the film
creases sharply. In the idealized case where the substrat
an infinite heat capacity, over a characteristic time of 5t1

(t15Rf sCf) a temperature difference ofDT15Pj3Rf s is
established at the film–substrate interface to within ab
0.6%. The corresponding functional dependence

Tf~ t !2T05DT1~12exp~2t/t1!! ~7!

is plotted on a linear time scale as curve2 of Fig. 6a. Curve
1 of this figure was constructed taking the finite heat capa
of the substrate into account, i.e., it is part of theTf(t) curve
in Fig. 5. Clearly, for timest,2t1, curves1 and2 coincide
with great accuracy. Fort55t1, because curve1 does not
reach a steady state, a difference develops, which is a
6% in this case. The rate of heating of the film in the tim
from t55t1 to roughly 50t1 is constant. This is quite evi
dent from the behavior of]Tf /]t ~curve2 of Fig. 5!.

The next stage in the reduction in the rate at which
film is heated is associated with the propagation of heat
the depth of the substrate. In the case of a thermally isola
substrate-thermostat boundary, the time scale for reachi
steady-state heat flux in the substrate is given byt2 /p2,

FIG. 5. Log-log plots of the time-temperature function of a film, (Tf(t)
2T0) ~1! and its derivative with respect to time~2! obtained by numerical
solution of Eqs.~1! and ~2! with the initial and boundary conditions~3–5!
and parameters corresponding to a YBa2Cu3O72d /LaAlO3 structure atT
590 K.
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while the amplitude of the temperature difference that dev
ops over the thickness of the substrate isDT25PjD/3Sls

5PjRs/3.15 Tf(t) is plotted in Fig. 6b on a linear time scal
for two cases corresponding to a thermally isolat
boundary15

FIG. 6. Time-temperature function (Tf(t)2T0) on a linear time scale with
scales of the order of the relaxation times for the thermal flux: at the fil
substrate interface (t1) ~a!; over the substrate thickness (t2) ~b!; at the
substrate–thermostat interface (t3) ~c!. 1 — numerical solution of Eqs.~1!
and~2!; 2 — calculated using the equations for the idealized processes:
Eq. ~7!; b — Eq.~8!; c — Eq.~9!. 3 and4 in Fig. 6b correspond to the linea
and saturating parts of Eq.~8!.
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TABLE I. Time constantst1 and temperature amplitudesTi( i 5123), calculated for YBCO-film structures
with thicknesses of 1.731027 m on substrates with sizes of 93330.5 mm3.

Substrate cs rs ls l f s lst t1 t3 t3 DT1 DT2 DT3

material (T0) J/kg•K kg/m3 W/m2
•K W/m•K W/m•K ns ms s mK mK K

LaAlO3 163.4 6520 18.14 107 130 19.4 14.7 4.10 3.70 1.02 0.29
~90 K! 2 2 2 106 2 194 2 2 37 2 2

2 2 2 105 2 1940 2 2 370 2 2

Al2O3 94.4 3980 700 107 2 19.4 0.13 1.45 3.70 0.03 2

~90 K!

SrTiO3 212 6400 4.50 2 2 2 75.4 0.29 3.70 4.12 2

~90 K!

MgO 1160 3580 58.6 2 2 21.5 5.39 4.86 3.70 0.32 2

~300 K!

Note: The following parameter values were used in the calculations:cf5181.3 J/kgK forT590 K16 and cf

5352.9 J/kgK forT5300 K.17 The data forcs andls were taken from Ref. 16, forl f s — from Ref. 5.
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n51
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3expS 2n2p2
t

t2
D D ~8!

and to a thermally conducting substrate–thermostat interf
In this case, the two curves coincide entirely. On a time sc
of order t2 /p2, the functionTs(t)2T0 is the sum of two
functions corresponding to~1! the establishment of a tem
perature differenceDT2 over the substrate thickness as t
heat flux reaches the substrate–thermostat boundary an~2!
a rise in the average substrate temperature. The first func
saturates, while the second increases linearly with sl
]T/]t5Pj /(Cs1Cf). The duration of the linear segment
determined by the thermal conductivity of the substrat
thermostat boundary, which, in turn, determines the ti
scalet3 for the system to reach a steady state. When
thermal resistance of the substrate–thermostat interfac
much greater than that of the substrate~always possible in an
experiment! and the temperature gradient in the substrate
be neglected compared to the difference between the ave
substrate temperature and the thermostat temperature
the thermal flux is attained~i.e., heating of the structure i
being considered!, the time constantt35Rst(Cs1Cf), while
the amplitude of the temperature difference at the substr
thermostat interface isDT35Pj Pst . The corresponding
function

Tf~ t !2T05DT3~12exp~ t/t3!! ~9!

is plotted on a linear scale in Fig. 6c. For a time scale on
order of t3, it is entirely the same asTf(t)2T0 calculated
using Eqs.~1! and ~2!. This happens because for the giv
YBCO/LaAlO3 structure, as for many others, the rigid i
equalities t1!t2!t3 and DT1!DT2!DT3 are satisfied,
while for the accuracy of the figure with its linear axes ca
not resolveDT2 at the level ofDT3. Data onDT1 and t1

calculated for YBCO-film structures on certain widely us
substrates are listed in Table I.
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If t3 greatly exceeds the transverse and longitudi
thermal relaxation times in the substrate, then the form
DT35PjRst can be used for normalizing the Joule heati
power. Here we are speaking of normalizingPj5aPmw with
respect to equivalent heating of the film structure in
amountDT3 by a dc current, taking into account the he
release at the current contacts,Pj5I 2(R1Rc), whereR and
Rc are the electrical resistances of the film and the curr
contacts.

Here we note some features of using rectangular pu
of durationt0 with a period of 2t0. In this case, the film is
periodically heated and cooled and, by varying the durati
it is possible to study any portion of theTf(t) curve. How-
ever, there will be no direct correspondence with the cur
obtained by turning on the power once. If the pulse durat
is chosen to be equal to 5t1, then, as noted above, over th
time interval the film will heat up to within about 0.6% of it
peak temperature, adequate for ordinary experimental m
surements, provided the substrate is an ideal thermo
Over the time the pulse is off, the film will cool to the sub
strate temperature with the same accuracy in accordance
DT1 exp(2t0 /t1). Since a real substrate has a finite heat
pacity, the amplitude of the change in the film temperat
will be somewhat greater, but the same as when the pow
turned on once. The minimum film temperature against
background of which a periodic change takes place will d
fer from the thermostat temperature and will be greater by
amount (DT21DT3)/2. The factor 1/2 appears because
the renormalization of the time averaged power taking
pulse duty cycle into account. Naturally, it is assumed t
the variable component of the temperature is recorded a
the pulsed power has been acting the film for long enou
(t@t3).

In a similar fashion, by choosing a pulse durationt0

equal to 5t2, we obtain a time-dependent regime which
convenient for recording the change in the film temperat
caused by setting up a temperature difference across the
strate thickness. Here the amplitude of the periodic chang
the film temperature will be the same as in the case of sin
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heating pulse, but the minimum temperature will beT0

1DT3/2.

3. ANALYSIS OF THE EXPERIMENTAL CURVES

The points in Fig. 3b represent the time dependence
the electrical resistance of the film for a thermostat tempe
ture T0585 K recorded for a single pulse of microwav
power at timet50. The smooth curve in this figure corre
sponds to the formula

R~ t,T0!5R~0,T0!1~]R/]T!DT3~12exp~2t/t3!!,
~10!

whereR(0,T0)55.15V, ]R/]T59.81V/K, DT350.376 K,
and t354.6 s. The value of]R/]T was obtained by taking
the simplest linear approximation of the corresponding s
ment of theR(T) curve. Taking a Joule heating power du
ing microwave irradiation, normalized to the current dissip
tion Pj5I 2(R1Rc), equal to 1.0931023 W, we obtain a
value for the thermal resistance of the substrate–thermo
interface ofRst5DT3 /Pj5338 K/W and a total heat capac
ity of the film and substrate ofCf1Cs5t3 /Rst51.36
31022 J/K. Note that hereR is the resistance of the entir
film and not just the part between the contacts.

The bolometric portion of the resistive response in F
3a ~see Fig. 7! is approximated by the sum of a linear fun
tion with slope]R/]t50.19V/s and a function which goe
to saturation that corresponds to Eq.~8!, DT2* ]R/]T
50.9V, with t2513.6 ms. Taking]R/]T52.68V/K for
T0584.1 K, we find: ]T/]t57.0831022 K/s and DT2

53.3731024 K. Note that the time scale for the saturatin

FIG. 7. The approximation~1! for the experimentalR(t) curve ~points! as
the sum of three functions: constant —2, saturating —3 and linear —4.
3 — corresponds to calculating the saturating part ofR(t)5Tf(t)]R/]T,
with Tf(t) given by the third term in Eq.~8! with the following parameters:
t2513.6 ms,]R/]T52.68V/K, andDT2(]R/]T)52.7 mV.
of
a-

-

-

tat

.

function in Eq.~8! is determined byt2 /p2 and it is, in fact,
of the order of magnitude of the power pulse duration, wh
the minimum film temperature forT0584.1 K is Tf5T0

1DT3/2584.29 K. Normalizing the Joule heating power
T0584.1 K (Pj50.9631023 W!, we obtain:Rs53DT2 /Pj

51.06 K/W andCs5Pj /(]T/]t)51.3431022 J/K. This im-
plies that the thermal conductivity and specific heat of
substrate arels517.47 W/m K andcs5152.2 J/kgK, respec-
tively. They are in good order-of-magnitude agreement w
the data of Ref. 13.

The time dependences corresponding to the estab
ment of thermal equilibrium throughout the thickness of t
substrate and in the system as a whole are, therefore, e
recorded using standard experimental equipment and ca
reliably identified. Note that, since only two experimen
parameters are being determined here from a large numb
experimental points~a curve!, thorough optimization of the
detector channel to eliminate noise is actually not require

Faster equipment is required to measure the therma
sistance at the film–substrate interface by the method
posed here. This applies to the detection system, which m
record data on a time scale of the order of 1028 s, and to the
microwave generator, which must provide a pulse risetime
1029 s as the power is manipulated. A study ofRf s using a
pulsed optical technique has been published.18

The method developed here, together with a compu
data analysis program, is suitable for making rapid meas
ments and may be useful for the systematic analysis of
structures. On the whole, this method can be used to sep
the contribution of direct thermal effects during studies
electrodynamic effects in semiconductor and metal films,
well as of vortex dynamics phenomena in superconduc
films.
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Free electronic states of UO 2: analysis of x-ray absorption by total multiple scattering
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The experimentally observed x-ray absorption spectrum of oxygen in UO2 is analyzed
theoretically. The experimental absorption spectrum of oxygen is shown to agree well with details
of the density of freep states of oxygen in the conduction band. It is found that a minimum
cluster of atoms surrounding an absorbing oxygen ion required to reproduce all the details of the
fine structure of the density of states at the bottom of the conduction band is of the order of
40 atoms. An analysis of the densities of the electronic states reveals the existence of hybridization
of free p states of oxygen withs states of uranium in the conduction band of UO2, as well
as the exclusion ofp states of oxygen byd states of uranium beyond the confines of the energy
interval where they are localized. ©1999 American Institute of Physics.
@S1063-7834~99!00708-X#
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The subtle details of the electronic structure of stron
correlated electronic systems and, in particular, of UO2 are
still a matter of discussion.1 Most of the unique properties o
these compounds are determined by the interaction of thf
states of uranium among themselves and with other e
tronic states of the compound. The effects of the localizat
and delocalization of the 5f electronic states of uranium
have very recently been studied experimentally2 and
theoretically.3 X-ray absorption spectroscopy at theL2,3,
M2,3 andM4,5 edges of uranium has been invoked in stud
of the electronic subsystem of UO2.4–6 Without a theoretical
interpretation of the experimental x-ray spectra, it is imp
sible to determine the electronic structure of a given ma
rial. However, because the photoelectrons are excited f
highly localized regions when the above x-ray spectra
formed, theoretical interpretation of the experimentally o
served spectra is extremely difficult. It should also be no
that not only the 5f state of uranium, but also the other stat
with which the 5f states interact, must be studied in order
clarify the behavior of the electronic system of the uraniu
oxides. Thus, x-ray absorption has been measured in th
gion of the characteristic absorption jump of the ligand
oms ~the oxygenK edge!.7 The theoretical analysis of thes
data, however, was not very successful. In this paper
present a theoretical analysis of the experimentally abs
tion spectrum of oxygen7 by the complete-multiple-
scattering method, which yields new information on the d
tails of the electronic structure in the conduction band
UO2.

1. COMPUTATIONAL METHOD

The algorithm for the complete-multiple-scatterin
method used in the present calculations has been describ
detail elsewhere.8 In the calculations, a fluorite unit cell with
a lattice constant ofa55.47 Å was employed.9 The cluster
formed by nearest-neighbor atoms of a central oxygen a
1261063-7834/99/41(8)/3/$15.00
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is divided into spheres as shown in Table I. A crys
muffin–tin ~MT! potential with adjoining MT spheres wa
derived for calculating the phase shifts. The MT radii a
MT constants which we obtained by this procedure for co
structing the MT potential8 are listed in Table II. In calculat-
ing the crystal potential we used a Mattheis approximat
with Slater exchange. The atomic charge densities were
tained by a self-consistent field method taking relativis
effects into account with the Dirac equations. The calcu
tions included phase shifts with orbital angular momenta
to four for all the atomic species. The only remaining para
eter is the set of MT radii.

Various methods have been proposed before for cho
ing the MT radii. Some authors recommend using M
spheres which are tangent at the point where the poten
intersect along directions joining nearest atoms or wh
minimize the potential jump in the case of polyatomic co
pounds. In other cases, the best results have been obta
using values averaged between the ionic and atomic~cova-
lent! radii. Another criterion using tangent MT spheres min
mizes the total electronic charge contained in the intersph
region. There is also the Normal criterion, which is no
widely used. In the present group of programs, the averag
the discrepancies of the potentials, averaged in the reg
between an MT sphere and a Wigner–Seitz sphere, are m
mized. ~A Wigner–Seitz sphere is taken to be a sphe
whose volume equals that of a Wigner–Seitz cell.! Usually it
is possible to find a set of tangent or almost tangent M
spheres, but in some special cases~for example, to reproduce
a covalent bond, as some authors recommend! MT spheres
that overlap to 10-20% can be used. This choice of M
spheres is done automatically using the algorithm for m
mizing the function. The Fermi distribution function was in
cluded for comparing the theoretical spectrum, obtain
from the partial density of states and the dipole matrix e
ment of the transition, with the experimental spectrum.
8 © 1999 American Institute of Physics
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The theoretical spectra in all the figures are given in
normalized form~i.e., the absorption coefficient relative t
the atomic coefficient at high energies!. In order to obtain
absolute units for the absorption coefficient these normali
values are multiplied by the corresponding value of
atomic absorption coefficient.

2. RESULTS AND DISCUSSION

The first stage of a theoretical analysis of the x-ray
sorption spectrum of oxygen in UO2 is to choose the mini-
mum cluster size surrounding an atomic oxygen abso
which describes all the details of the absorption spectr
Figure 1 compares the theoretically calculatedK-absorption
edge of oxygen in UO2 for different cluster sizes. The part
tion of the cluster of atoms into spheres is listed in Table
An analysis of the data shown in Fig. 1 shows that the th
major structural details of the absorption spectrum (A, B,
andC) show up only when at least four spheres are includ
in the surroundings of the absorber atom. This indicates
the x-ray absorption spectrum of the oxygen in UO2 is the
result of multiple scattering of photoelectron waves in lar
atomic clusters~at least 35 atoms!. The need to include a
large number of surrounding atoms is typical for materi
with a high degree of crystal lattice symmetry.10

The data shown in Fig. 1 were obtained for the groun
state potential of the electronic subsystem of UO2. During
absorption of x rays, a photoelectron moves in the field of
absorbing oxygen atom with a vacancy in the inner 1s level,
on which external electrons relax. Thus, for comparison w
the experimental spectrum we have done the calculation
the relaxation potential in theZ1-st approximation.11 Figures
2a and 2b show a comparison of the theoretical and exp
mental spectra. The spectra are in good agreement in te
of the energies of the major details in the spectrum. So
differences in the shape of the spectra occur because, in
culating the theoretical spectrum, we have neglected s

TABLE I. Structure of clusters of atoms surrounding a central absorb
oxygen atom in a UO2 crystal.

Number
Sphere of atoms Radius of
number Atom in sphere sphere~Å!

1 U 4 2.367
2 O 6 2.734
3 O 12 3.866
4 U 12 4.534
5 O 8 4.735

TABLE II. Muffin-tin radii Rmt and muffin-tin constantsV0 ~the zero
in energy is at the vacuum level!.

Atom Rmt ~Å! V0 ~eV!

O 0.77 222.24
U 1.40 221.62
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factors leading to broadening of the spectrum, specifica
the finite ‘‘hole’’ lifetime, the photoelectron mean free pat
and the experimental resolution.

In the dipole approximation the x-ray absorption coef
cient a(E) for the K edge absorption of oxygen is propo
tional to the product of the square of the dipole transiti
probability matrix element and the density of freep states of
the oxygen,11 i.e.,

a~E!;umL~E!u2Np
0~E!.

Here Np
0(E) is the partial density of the freep states of

oxygen and

mL~E!5

E dr F1~r ,E!D~r !Cc~r !

F E dr F1
2~r ,E!G1/2

is the normalized dipole transition matrix element, whe
F1(r ,E) is the solution of the radial Schro¨dinger equation
for the energyE for the MT potential (l 51 for theK edge!,
D(r ) is the electron- photon interaction operator, andCc(r )
is the wave function of the coreK level.

Figure 2c shows the transition probability matrix el
ment as a function of the energy of the x-ray photon.
weak dependence on the photon energy shows that the
perimental absorption spectrum should agree fairly well w
the density of the freep states of oxygen as a function o
energy in the conduction band of UO2. Therefore, this analy-
sis of the absorption coefficient of oxygen as a function
the atomic cluster size~Fig. 1! indicates that such a specifi
characteristic of the electronic subsystem of a solid as
free-electron density of states in the conduction band of U2

also acquires its major details in a cluster of similar size~of
the order of 40 atoms!.

FIG. 1. Transition probability in the region of the x-ray absorptionK edge
of oxygen in UO2 calculated for clusters of different sizes.

g
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The observed agreement between the theoretical and
perimental spectra evidences adequacy of the scheme us
construct the crystal potential for describing the electro
structure of UO2. The same potential was used to calcula
the s and d states of uranium. A combined analysis of t
shapes of the calculated densities of electronic state
shown in Fig. 3. Is can be seen that states below the Fe
level ~the top of the valence band! mainly have thep sym-
metry of oxygen while, in the lower part of the conductio
band, the states have a mixed character. In regionsA andB,
the oxygenp states are hybridized with uranium states, a
in regionC, a unique resonant interaction of the localizedd
states of uranium with delocalizedp states of oxygen ands
states of uranium is observed, specifically, uraniumd states
squeeze the oxygenp and uraniums states out of this region
In the region of the free states, we have observed this ef
before in studies of the x-ray absorption spectra of LaFeO3

12

and the orthoferrites.13 An analogous effect has been o
served for the region of filled electron states in a whole se
of compounds14 and is referred to as ans(p)2d resonance.

These results yield the following conclusions.
~1! The fine structure of the x-rayK absorption edge o

oxygen is extremely sensitive to the distribution of the el
tron density of the free states in the conduction band of U2.
Thus, the method described here is exceedingly promis
for studying the electronic structure of oxygen-containi
compounds of the actinides.

~2! The electron density of the free states in the cond
tion band of UO2 can be described by complete multip

FIG. 2. Comparison of an experimental x-ray absorption spectrum in
neighborhood of the oxygenK edge7 ~a! with a theoretical calculation by the
total multiple scattering method for a cluster of five spheres~b! ~see Table
I!. ~c! The square of the transition probability matrix element as a func
of x-ray photon energy. All the spectra are in relative units.
x-
d to
c
e

is
mi

d

ct

s

-

g

-

scattering of a photoelectron wave within a large atom
cluster~in this case on the order of 40 atoms!.

~3! Freep states of oxygen are hybridized withs states
of uranium at the bottom of the conduction band of UO2,
while the d states of uranium interact with thep states of
oxygen in a particular way, such that the localizedd states
exclude delocalizedp states of oxygen beyond the energ
interval in which they are located.

* !E-mail: soldatov@phys.rnd.runnet.ru
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Selective laser spectroscopy of localized excitons in GaSe–GaTe solid solutions
in a magnetic field
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The Zeeman effect in the emission spectra of localized excitons in semiconductor solid solutions
has been studied by selective laser spectroscopy. It was shown that the fine structure
appearing in the emission spectra of GaSe12xTex crystals under resonant monochromatic excitation
in a magnetic field originates from spin relaxation of the light-induced localized excitons
between their Zeeman sublevels. The localized-excitong factor and its dependence on the energy
of localized-exciton formation and solid-solution composition has been measured. ©1999
American Institute of Physics.@S1063-7834~99!00808-4#
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Many features in the electron energy spectrum of se
conductor solid solutions can be described successfull
terms of band theory in the effective, or virtual ideal-crys
approximation.1,2 In contrast to an ideal crystal, howeve
fluctuations in the solid-solution composition generate a fl
tuating electronic potential, which is responsible for the e
istence of mobility edges for electrons and holes and for
formation of tails in the density of localized states.3 Coulomb
interaction of localized electrons~or holes! with carriers of
opposite sign gives rise to formation of stable two-parti
states, i.e., localized excitons.4–6 Emission and absorption o
light by localized excitons~LE! at low temperatures accoun
to a considerable extent for the near-band-edge feature
the optical spectra of semiconductor solid solutions.

Depending on the angular momentum states of the e
tron and the hole in the exciton, the excitonic states are c
acterized by different magnitude and orientation of the to
angular momentum~total spin! of the exciton. Studies of the
Zeeman effect at excitons may provide important inform
tion on the spin structure and properties of excitonic sta
The Zeeman splitting of the exciton ground state is usu
about ;0.1 meV/T, and therefore the possibility of suc
studies is restricted to a large extent by the width of
exciton emission~absorption! lines. The energy levels of lo
calized excitons form a quasicontinuum, so that optical tr
sitions involving LEs manifest themselves in optical em
sion and absorption spectra as broad bands even at he
temperatures, which precludes application of efficient hi
resolution spectroscopy to the investigation of the LE ene
structure. A similar situation existing in molecular spectro
copy suggested the use of laser-induced narrowing of
inhomogeneously broadened molecular emission ba
which is based on selective population by monochrom
~laser! light of excited molecular states in a very narro
energy interval within the broad band of their resona
emission.7 This method permitted one to perform first-tim
1271063-7834/99/41(8)/4/$15.00
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studies of complex molecules in disordered media.8

This paper reports a direct observation of the Zeem
effect on localized excitons in semiconductor solid solutio
made under selective laser excitation. This permitted us
determine for the first time in an optical experiment the
fective LE g factor and to study its dependence on the ex
ton localization energy and the solid-solution compositio
GaSe–GaTe solid solutions were chosen as model ob
for the investigation.

1. EXPERIMENTAL

Gallium selenide and telluride crystals belong to t
group III–VI layered crystals. The GaSe12xTex solid solu-
tions (x50.15 and 0.22! were grown by the Bridgman
method and were not doped deliberately. The samples for
study were cleaved from ingots along the crystal-layer pla
perpendicular to the crystal optic axisc. The luminescence in
the solid solutions was excited by a tunable dye la
pumped by an argon laser. The excitation power was ab
50 mW. The pump beam impinged on the sample surfac
a small angle to the normal and the radiation was measu
along the normal. The samples were placed in a transpa
cryostat cooled with liquid helium. The magnetic fields we
generated by a superconducting solenoid. The spectra w
measured with a diffraction spectrometer.

2. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

Figure 1 presents an LE luminescence spectrum
GaSe0.78Te0.22 excited by light with photon energy in exces
of the energy of formation of direct free excitons,En51

'1.985 eV in the mixed crystal. The spectrum represents
asymmetric band of widthD(hn)523 meV located in the
energy regionhn<En51 . The band shape reflects the L
distribution in states with different localization energies,9,10

the position of the short-wavelength edge corresponding
the LE formation energy at the mobility edgeEm ~Ref. 9!.
1 © 1999 American Institute of Physics
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The luminescence intensity decreases rapidly with increa
crystal temperature. The shape of the luminescence ban
spectral position, and the temperature dependence are ty
of localized excitons.

Exciting the solid solution with photonshnexc,Em ~with
the pump frequency swept within the LE emission ban!
changes the band shape. This change in shape is due t
fact that, out of the LE spectrum presented in Fig. 1, only
states with the formation energyELE5hnexc are populated
~resonantly! in these conditions. At low temperatures, t
photogenerated LEs can tunnel subsequently only to st
having lower energies,ELE,hnexc, whereas states with
ELE.hnexc ~which correspond to the part of the emissi
band in Fig. 1 lying short of the pump line! cannot be popu-
lated.

2.1. Magneto-optic effect

Application of an external magnetic fieldBic, Bik light

~Faraday geometry! in the conditions of resonant LE excita
tion by monochromatic laser light produces a striking effe
namely, starting from fieldsB>3 T, a narrow emission line
S, about 0.2 meV wide, appears at top of the broad emiss
band on the long-wavelength side of the pump line~Fig. 2!.
~TheS line is seen most clearly when detecting the radiat
in the polarization orthogonal to that of the pump light.! As
the energy of the exciting photons approaches the mob
edge in the exciton system (hnexc˜Em), the line drops
steeply in intensity. TheS line shifts toward longer wave
lengths with increasing magnetic field~but at a fixedhnexc)
~Fig. 3!, with the energy distanceDE5hnexc2hnS between
the pump line and theS line varying proportional toB:

FIG. 1. Luminescence spectrum of a GaSe0.78Te0.22 solid solution under
interband excitation.T56 K, B50.
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DE5gmBB , ~1!

where mB is the Bohr magneton, and coefficientg53.4
60.2. The LE luminescence spectra obtained fro
GaSe0.85Te0.15 mixed crystals exhibit a similar magneto-opt
effect under selective laser excitation~Fig. 4!, but for
GaSe0.85Te0.15 g is different:g53.860.2.

2.2. Analysis of the results

Let us analyze the specific features in resonant LE e
tation by monochromatic light. Forx<0.35, GaSe12xTex

direct-gap solid solutions retain the symmetry of the Ga
crystals (D3h

1 ), which, by analogy with the GaSe12xSx solid
solutions,2 suggests a similarity between the band structu
of GaSe and GaSe12xTex within the above compositiona
range. In GaSe crystals, the ground state of the direct
exciton, with the exchange interaction taken into accou
splits into two states, a singlet and a triplet~the splittingD1

between these states is 2 meV!.11 The total spin of the elec-
tron and the hole in the singlet exciton is zero. The state
singlet excitons in a magnetic field should exhibit only
weak diamagnetic shift.11 Singlet excitons are optically ac
tive only in the Eic polarization and are not seen in ou
experimental conditions.

Triplet excitons are characterized by a total spinS51
and spin projections on thec axis Sz50,61. Transitions to
the Sz561 states are allowed in theE'c polarization, and

FIG. 2. Fragments of emission spectra of a GaSe0.78Te0.22 solid solution
excited by light of different wavelengthslexc in a magnetic field
B57.5 T. Faraday geometry.T56 K. The spectra relate to the radiatio
component polarized orthogonally to the pump polarization.
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the Sz50 state is optically inactive. Because the crystal
anisotropic, theSz50 state is split from theSz561 states
by an amountD!D1 . Longitudinal magnetic fieldBic splits
the exciton states withSz561 into two states withSz5
11 and Sz521, with the corresponding radiations righ
and left-hand polarized. The splitting

DE5gimBB , ~2!

where gi is the longitudinal component of the excitong
factor.11

Consider now a system of localized excitons in an ex
nal magnetic field. Unlike free excitons, the LE spin stru
ture in a solid solution feels, generally speaking, a pertur
tion from the fluctuation potential, whose parameters
different for different LEs. However if the external magne
field is strong enough, so that the perturbation of the LE s
states induced by the magnetic field is considerably in exc
of that due to the fluctuation potential, the levels of all LEs
the solid solution will exhibit the same Zeeman splitting p
tern.

Under these conditions, linearly polarized monoch
matic laser light will select out of the whole LE ensemble
the chosen geometry only two groups of centers, each
them being resonantly excited by light to one of its Zeem
sublevels. The condition for the center excitation can
written

hnexc5E(1)20.5gi
(1)mBB5E(2)10.5gi

(2)mBB , ~3!

FIG. 3. Emission spectra of a GaSe0.78Te0.22 solid solution obtained unde
selective excitation vs magnetic field.lexc5628.0 nm. Faraday geometry
T56 K. B(T): 1 — 0, 2 — 5, 3 — 7.5.
s

r-
-
-

e

in
ss

-

-

of
n
e

whereE(1) andE(2) are the energies of LE formation in th
above groups in the absence of magnetic field~and neglect-
ing the effect of the fluctuation potential on the LE sp
structure!, andgi

(1,2) are the longitudinal components of theg
factors of LEs with the formation energiesE(1,2), respec-
tively. Note that even forhnexc5 const, magnetic field varia
tion gives rise to successive excitation of various groups
LEs differing in theE( i ,k) set. In accordance with the pro
posed scheme, pump light with a photon energyhnexc popu-
lates the lower Zeeman sublevel~with Sz511) in the first
LE group, and simultaneously the upper Zeeman suble
~with Sz521) in the second group of LEs. Rather tha
dwelling on the radiative and nonradiative processes cha
teristic of all LEs, we note that photocreated LEs of the fi
group can undergo energy relaxation only by tunneling
lower-lying states of other LEs, while the LEs of the seco
group can make also intracenter transitions to lower-ly
spin sublevels withSz50 and Sz511 with energiesE0

(2)

5E(2) and E11
(2)5E(2)20.5gi

(2) mBB, respectively. If the
probability of these intracenter transitions associated wit
change in the exciton spin state exceeds that of LE tunne
from the upper Zeeman sublevel to any state in the c
tinuum of LE states with energies in the vicinity of theE0

(2)

andE11
(2) sublevels, the population of the LE states with e

ergiesE0
(2) andE11

(2) will exhibit relative maxima. This will

FIG. 4. Fragments of emission spectra of a GaSe0.85Te0.15 solid solution
excited by light of different wavelengthslexc in a magnetic field
B57.5 T. Faraday geometry.T56 K. The spectra relate to the radiatio
component polarized orthogonally to the pump polarization.
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1274 Phys. Solid State 41 (8), August 1999 Starukhin et al.
be reflected in the LE radiation spectrum in the appeara
in a magnetic field of an additional emission peak at
frequency

hnS5E11
(2)5hnexc2gi

(2)mBB ~4!

~we may recall that theSz50 state is optically inactive!. This
peak should shift toward longer wavelengths with increas
field. It is this situation that is observed in the experime
An analysis shows that the quantitygi

(2) practically does not
depend, within the accuracy of its determination (;5%), on
the position of the pump line, i.e., theg factor in the solid
solution under consideration is the same for all LEs exhi
ing the Zeeman effect~Figs. 2 and 4! ~therefore the uppe
index in thegi

( i ) notation can be dropped,gi
( i )[gi). On the

other hand, the LEg factor depends clearly on the solid
solution composition. A comparison of the experimen
relationship ~1! with ~4! yields gi53.460.2 for the
GaSe0.78Te0.22 solid solution and gi53.860.2 for
GaSe0.85Te0.15.

It is of interest to compare the values ofgi obtained for
the solid solutions with the excitonicg factor in pure GaSe
The longitudinal component of theg factor of direct free
excitons in GaSe isgi52.7,11 which is substantially smalle
than the LEg factors in the solid solutions studied here. O
the other hand, the values of the LEg factors found are close
to those of the effectiveg factors of excitons bound to ion
ized centers or isoelectronic impurities in GaSe:gi53.3
23.6 ~Refs. 12 and 13!. A possible reason for the differenc
between theg factors of bound and free excitons in GaSe
the contribution of electronic states of the indire
conduction-band minimum to the wave functions of bou
excitons~the direct and indirect minima are close in energ!;
note also that the magnetic-field-induced splitting of the l
els of excitons bound to the above defects and of thos
direct free excitons has the same nature. It may be con
tured that a similar situation is valid for LEs in GaSe12xTex

direct-gap solid solutions withx<0.35. There are grounds t
assume that the difference between the energies of the
rect and direct conduction-band minima in GaSe12xTex in-
creases with increasing tellurium content.1! This is what may
account for the decrease in the LEg factor observed to occu
as one goes from thex50.15 composition tox50.22. Be-
sides, an increase in the concentration of tellurium, an
ment with a higher atomic number than that of seleniu
should amplify the effects associated with spin-orbit inter
tion. The wave function of triplet excitons in GaSe conta
ce
e

g
.

-

l

-
of
c-

di-

e-
,
-

s

a small fraction of the singlet state, whose admixture to
triplet-exciton wave function is due to the spin-orbit intera
tion of valence electrons in the crystal.11 In this case an
increase of tellurium content in the solid solution should
sult in an increase of the admixture of the singlet state to
triplet-exciton wave function and, as a consequence, i
decrease of the effectiveg factor of these states.

We note in conclusion that the width of theS line per-
mits one to estimate the lifetimetLE of the localized-exciton
states exhibiting the Zeeman effect. The width of theS line is
dE'0.2 meV~this value corresponds to the limiting resol
tion of the measuring system, so that the true linewid
dE<0.2 meV). The uncertainty relation yieldstLE>\/dE
5300 ps.

Support of the Russian Fund for Fundamental Resea
~Grant 97-02-18139! is gratefully acknowledged.

1!Replacement of sulfur in GaSe12xSx by the heavier selenium results in
decrease of the gap width, which at zone center is substantially larger
that at the edge corresponding in position to the indirect conduction-b
minimum.2 This relationship possibly holds for the GaSe12xTex system
with tellurium substituted for selenium.

1S.-H. Wei, L. G. Ferreira, J. E. Bernard, and A. Zunger, Phys. Rev. B42,
9622 ~1990!.
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EXAFS spectroscopy is used to study the local environment of lead and selenium atoms in
PbTe12xSex solid solutions. In addition to a bimodal distribution of the bond lengths in the first-
coordination sphere, an unusually large value of the Debye–Waller factors for the Pb–Pb
interatomic distances~second-coordination sphere! and a substantial deviation of this value from
Vegard’s law are observed. Monte Carlo calculations show that these observations are
related to the complicated structure of the distribution function for Pb–Pb distances. It is found
that the number of Se–Se pairs in the second-coordination sphere exceeds the statistical
value, which indicates that chemical factors play an important role in the structure of the solid
solutions. The contribution of chemical factors to the enthalpy of mixing of the solid
solution is estimated ('0.5 kcal/mole! and this value is shown to be comparable to the
deformation contribution. ©1999 American Institute of Physics.@S1063-7834~99!00908-9#
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Knowledge of the true structure of solid solutions, i.
the local displacements of atoms from their ideal lattice s
and the deviations in the distributions of the atoms fro
statistical distributions, is needed to understand the phys
properties of these crystals. EXAFS spectroscopy is n
widely used for studying the structure of solid solutions.

EXAFS studies of solid solutions of III-V and II-VI
semiconductors having the sphalerite structure1–6 have re-
vealed a bimodal distribution of the bond lengths in the fir
coordination sphere. This implied that the local structure
the solid solutions should, most likely, be described in
approximation of fixed chemical bond lengths proposed
Bragg and Pauling, rather than in the approximation o
virtual crystal. Up to now, solid solutions of IV-VI semicon
ductors having the rock salt~NaCl! structure have been stud
ied by EXAFS only to examine the locations of the nonce
tral impurities;7–10 no systematic investigations of the loc
structure have been made for these solid solutions that
tain no noncentral impurities.

In this paper we present results from a study of the lo
structure of PbTe12xSex solid solutions by EXAFS spectros
copy. These solid solutions are of great interest in connec
with their use for creating IR optoelectronic devices based
heterostructures with matching crystal-lattice parame
PbTe and PbSe form a continuous series of solid solut
over the entire range of compositions. The periods of
crystal lattices in the initial binary compounds are 6.460 a
6.126 Å at 300 K, i.e., this solid solution is characterized
a rather large relative difference~slightly larger than 5%! in
the interatomic distances. In addition, this solid solution w
of interest to us because, in it, forx'0.25, the lattice was
found to be ‘‘softest’’ with respect to the appearance o
ferroelectric phase when tin atoms are introduced.11
1271063-7834/99/41(8)/8/$15.00
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1. EXPERIMENTAL TECHNIQUE

Samples of PbTe12xSex solid solution withx50.1, 0.25,
0.5, and 0.75 were obtained by melting stoichiometric co
positions of the binary compounds PbTe and PbSe toge
in evacuated quartz vials with subsequent homogenizing
nealing at 720 °C for 170 h. According to x-ray measu
ments, the samples were single-phase. Immediately be
the EXAFS measurements, the alloys were ground to a p
der, sifted through a mesh, and deposited on a scotch t
An optimum thickness of the absorbing layer for taking sp
tra was obtained by multiple layering~usually 8 layers! of
the type.

The EXAFS spectra were studied at station 7.1 of
synchrotron radiation source at the Daresbury Laborat
~Great Britain! with an electron energy of 2 GeV and a max
mum beam current of 230 mA. Measurements were mad
theK absorption edge of Se~12658 eV! and theL absorption
edge of Pb~13055 eV! at 80 K in transmission geometry. Th
synchrotron radiation was monochromatized by a two- cr
tal Si~111! monochromator. The intensities of the radiatio
incident on (I 0) and transmitted through (I t) the sample
were recorded by ionization chambers filled with He1 Ar
mixtures with compositions such that 20 and 80% of the
radiation, respectively, was absorbed. Contamination of
radiation output from the monochromator by higher harmo
ics could be neglected for the energy range employed
these experiments.

The resulting spectra were analyzed in the usual wa12

After subtraction of the background absorption of the rad
tion by other atoms, the monotonic partmx0(E) of the ab-
5 © 1999 American Institute of Physics
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1276 Phys. Solid State 41 (8), August 1999 Lebedev et al.
sorption was separated from the transmission curvesmx(E)
5 ln(I0 /It) ~hereE is the energy of the radiation! by curve
fitting and the EXAFS functionx5(mx2mx0)/mx0 was
calculated as a function of the photoelectron wave vectok
5@2m(E2E0)/\2#1/2. The origin for the photoelectron en
ergy E0 was taken to be the energy corresponding to
inflection point in the absorption edge. The jumpmx at the
absorption edge varied over 0.08–1.4. At least two spe
were taken for each sample.

When multiple scattering effects are neglected, inform
tion on the local environment of the central atom, i.e.,
distancesRj , coordination numbersNj , and Debye-Waller
factors s j

2 , for each jth coordination sphere enters th
EXAFS function as follows:12

x~k!5
1

k (
j

NjS0
2

Rj
2

f ~k!exp@22Rj /l~k!

22k2s j
2#sin@2kRj1c~k!#.

Besides the structural parameters characterizing the loca
vironment, this equation includes the amplitudef (k), the
sum of the backscatter phase and the phase of the ce
atom c(k), the photoelectron mean-free-pathl(k), and a
parameterS0

2, which accounts for many-electron and inela
tic effects in the central and scattering atoms. The functi
f (k), c(k), and l(k) were calculated using the FEFF
program.13

The information of interest to us for the firs
coordination spheres was extracted from the experime
x(k) curves with the aid of the forward and inverse Four
transforms using Hemming windows. Quantitative values

FIG. 1. kx(k) for samples of PbTe12xSex at theK absorption edge of Se.x:
1 — 0.1, 2 — 0.25, 3 — 0.5, 4 — 0.75, 5 — 1. The arrow denotes the
location of the glitches.
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the parametersRj , Nj , and s j
2 were found by minimizing

the root- mean-square deviation between the experime
and calculatedkx(k) curves using a modified Levenberg
Marquardt algorithm. Besides these parameters, the shi
the zero on the energy scaledE0 was varied simultaneously
The number of varied parameters~8–9! was usually half the
number of independent parameters in the data (2DkDR/p
512–20, whereDk andDR are the regions for discrimina
tion of the data under Fourier filtration ink andR space12!.
The accuracy with which the parameters was determined
established from the covariant matrix. The errors repor
here correspond to the standard deviation. In order to
hance the accuracy, it was assumed that the correction
ergy dE0 is the same for all the coordination spheres, wh
the coordination numbers correspond to the known coord
tion numbers in an fcc lattice.

2. EXPERIMENTAL RESULTS

Figure 1 shows typical experimentalkx(k) curves ob-
tained at theK absorption edge of Se for samples
PbTe12xSex and PbSe. The range of wave numbers for th
data is bounded above byk'9.7 Å21 because of the close
ness of theL III absorption edge of lead. Figure 2 shows plo
of kx(k) for samples of PbTe12xSex , PbTe, and PbSe at th
L III absorption edge of Pb. The sharp jumps in the cur
indicated by arrows in Figs. 1 (k'8.7 Å! and 2 (k'6.2 and
12.7 Å!, the so-called glitches, are not related to properties
the samples, but to those of the monochromator. After
glitches were removed, the data were analyzed by
method described in the previous section.

FIG. 2. kx(k) for samples of PbTe12xSex at theL III absorption edge of Pb
x: 1 — 0, 2 — 0.1, 3 — 0.25, 4 — 0.5, 5 — 0.75, 6 — 1. The arrows
indicate the locations of glitches.
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In processing the data, we have restricted ourselve
finding the parameters for the first two coordination sphe
In analyzing the data at the absorption edge of Pb, it w
noted that the lead atoms in the first-coordination sphere
surrounded by six atoms of two kinds~Se and Te!. Here each
pair ~Pb–Te, Pb–Se! is described by its own set of structur
parameters (Rj , Nj , s j

2!. The second-coordination sphe
consists of 12 lead atoms which, we have assumed lie a
same distance.a! In order to reduce the number of variab
parameters, the relative contributions of the Pb–Te
Pb–Se pairs in thex(k) curves were calculated using th
known chemical compositions of the samples and the r
tive contributions of the first- and second-coordinati
spheres, in accordance with their coordination numbers.
complete set of parameters characterizing the nearest n
bors of the lead atoms was characterized by 8 paramete

In analyzing the data taken at the Se absorption edge
assumed that the first-coordination sphere of the selen
always consists of 6 lead atoms, while the seco
coordination sphere can contain either Se or Te atoms. H
the number of Se and Te atoms in the second-coordina
sphere can differ from the statistical number because
short-range order in the solid solution. Thus, the analysis
done both in the approximation of a statistical distribution
chalcogenide atoms in the lattice and taking the possibility
short-range order into account.

In the case of a statistical distribution of chalcogen
atoms, the problem was limited to finding a set of 8 para
eters characterizing the short-range order of the Se atom
the solid solution.b!

In order to account for the possible deviation from
statistical distribution of the chalcogenide atoms in t
second-coordination sphere of Se, yet another variationa
rameter was introduced,NSe2Se, the number of Se atoms i
the second-coordination sphere of an Se atom. Here it
assumed that the total number of atoms in the seco
coordination sphere was always equal to 12.

Taking the possibility of short-range order into accou
when processing the data ensured a considerably b
agreement between the experimental and theoreticalkx(k)
curves than for a random distribution of atoms in the latti
The values ofNSe2Se which we obtained~see Table I! indi-
cate a distinct short-range order, specifically, Se atoms b
surrounded in the second-coordination sphere by atom
the same type. This is consistent with a study of the therm
dynamic properties of the PbTe–PbSe system.14

Figures 3 and 4 contain plots the interatomic distan
and Debye-Waller factors as functions of the compositiox
for Pb–Te and Pb–Se bonds obtained by analyzing d
from both absorption edges.c! Despite the rather large error
in determining the Pb–Se distances in samples with a
selenium content, the distances obtained at both absorp

TABLE I. Experimentally determined local concentrations of Se atoms s
rounding Se.

x 0.1 0.25 0.5 0.75 1.0

NSe2Se/12 0.3460.04 0.4560.03 0.6060.02 0.7860.01 0.9660.02
to
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edges are in agreement. As Fig. 3 implies, the distribution
the interatomic bond lengths in PbTe12xSex solid solutions
has a distinct bimodal character. The Debye-Waller fac
depends onx differently for the Pb–Te and Pb–Se bon
~Fig. 4!: while sPb2Te

2 is essentially independent of the com
position,sPb2Se

2 has a maximum nearx50.5. Nevertheless
s2 is less than 0.01 Å2 for both bonds.

Figures 5 and 6 contain plots of the interatomic distan
and Debye–Waller factors as functions of the composit
parameter for Pb–Pb atom pairs located in the seco
coordination sphere with respect to one another, and Fig
and 8, similar curves for Se–chalcogen atom pairs assum
short-range order. These figures imply that the experime
dependence of the Pb–Pb distance deviates significa
from a Vegard law, while the Se–chalcogen pairs follo
Vegard’s law much better.

The dependences of the Debye–Waller factors
Pb–Pb and Se–chalcogen atom pairs onx are qualitatively
analogous, although they differ quantitatively. In these da
it is

r-

FIG. 3. Average interatomic Pb–Se~1! and Pb–Te~2! distances as func-
tions of the compositionx of PbTe12xSex solid solutions. The points indi-
cate the bond lengths of:3 — Pb–Te,4 — Pb–Se,5 — Se–Pb. The smooth
curves are from a Monte Carlo model calculation and the dashed curve i
average interatomic distance~half the lattice parameter!.

FIG. 4. The Debye–Waller factors for Pb–Te~1! and Pb–Se~2! bonds as
functions of the compositionx of PbTe12xSex solid solutions. The points
denote data for the bonds:3 — Pb–Te,4 — Se–Pb,5 — Pb–Se. The
smooth curve is the static contribution to the Debye–Waller factor ca
lated by a Monte Carlo method.~The curves for both bonds essential
overlap.!
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noteworthy that the Debye–Waller factors for Pb–Pb pa
reach a maximum nearx'0.25, while these values are un
expectedly large~up to 0.05 Å2) and significantly exceed
those for the Se–chalcogen pairs.

In order to explain the anomalously large Debye–Wa
factors for Pb–Pb pairs, we initially assumed that the so
solutions can undergo a transition to a microcoherent st
for example, due to mechanical effects when the powd
were ground or because the solid solution decomposes w
the alloys are not cooled fast enough after annealing. In o
to verify this proposition, a second series of samples w
prepared with compositions identical to those in the first
ries. The alloys in this series were ground before annea
and all the annealed powders were quenched from 720 °
water. Data from these samples taken at theL III absorption
edge of Pb did not reveal any changes in the behavior of
Debye–Waller factor for the Pb–Pb pairs as a function ox
compared to the first series of samples. Moreover, additio
low-temperature annealing at 100–400 °C was done o

FIG. 5. The Pb–Pb interatomic distance as a function of the compositix
of PbTe12xSex solid solutions. The points are experimental data. T
smooth curve was calculated by a Monte Carlo method, the dashed cu
the average interatomic distance, and the dotted curve is the result
analysis for the modelx(k) curves.

FIG. 6. The Debye–Waller factor for Pb–Pb atom pairs as a function of
compositionx of PbTe12xSex solid solutions. The points are experiment
data. The smooth curve was calculated by a Monte Carlo method and
dotted curve is the result of an analysis for the modelx(k) curves.
s
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te,
rs
en
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number of samples from the second series withx50.25 in
order to observe any changes caused by possible deco
sition of the solid solution. No significant changes were o
served in the Debye–Waller factor for the Pb–Pb pairs.

In order to understand the reason for the unusual beh
ior of the interatomic distances and Debye–Waller factor
functions of composition for the Pb–Pb pairs~Figs. 5 and 6!,
we decided to model the static distortions in the PbTe12xSex

solid solutions by a Monte Carlo method. This method h
been used previously3,15 to model distortions in semiconduc
tor solid solutions with a sphalerite structure.

3. MONTE CARLO MODEL

The static distortions in PbTe12xSex solid solutions were
modelled in the approximation of elastically deforme
bonds. For a given random distribution of Se and Te ato
in one of the fcc sublattices, a set of atomic coordinates$r i%

is
an

e

he

FIG. 7. The Se–Se~1! and Se–Te~2! interatomic distances as functions o
the compositionx of PbTe12xSex solid solutions. The points are experimen
tal data. The smooth curves were calculated by a Monte Carlo method
the dashed curve is the average interatomic distance calculated from
lattice parameter.

FIG. 8. The Debye–Waller factors for Se–Se and Se–Te atom pair
functions of the compositionx of PbTe12xSex solid solutions. The points are
experimental data. The smooth curve was calculated by a Monte C
method.
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was found for which the total strain energy from the chan
in the bond lengths and deviation of the angles between t
from 90°,

U5
1

2 (
i

F (
j 51

6

As( i , j )S ur i2r j u2ds( i , j )

ds( i , j )
D 2

1B (
( j ,k)51

12 S ~r i2r j !~r i2r k!

ur i2r j ur i2r ku
D 2G ,

was minimized. In the first term the sum is taken over the
nearest neighbors for each of the lattice sites. The ind
s( i , j )51, 2 correspond to Pb–Se and Pb–Te atom pair
sitesi andj, As is the stiffness coefficient for the correspon
ing bond, andds is its equilibrium length in the binary com
pound (d153.050,d253.217 Å at 80 K!. In the second term
the sum is taken over all 12 different angles between b
pairs for each of the lattice sites. The stiffness constants w
respect to lengthening of the Pb–Se (A1) and Pb–Te (A2)
bonds were calculated from published16 values of the elastic
moduli for PbSe and PbTe according to the relationA
5(C1112C12)/4, and the stiffness constants with respect
bending, according toB5C44/32, whereC44 is the average
of the corresponding moduli for PbSe and PbTe.

The model calculations were done onm3m3m lattices
with m510230 nodes and periodic boundary conditions
several random distributions of the Se and Te atoms in
chalcogenide sublattice. Starting at a position among
nodes of an ideal fcc lattice, each of the atoms could unde
a shift in a direction for which the strain energy of the latti
decreased for a fixed position of the remaining atoms. T
step size for a single displacement was adaptively redu
from 0.01 to 0.0002 Å. After roughly 1000 iteration steps p
atom, the strain energyU ceased to vary and the resultin
configuration of displacements was assumed to be in equ
rium. The set of coordinates for all the pairs of atoms loca
in the first- and second-coordination spheres found in
way was used to calculate the distribution function for t
interatomic distances. Since the periodic boundary con
tions required that the lattice parameter be fixed, the ca
lations were done for an entire set of these lattice parame
In the following, we shall take the lattice parameter to be
value for which a minimum energyU was obtained.

Model calculations on lattices of different sizes show
that the excess energy owing to the finite lattice size va
roughly asm23 and that form.16, finite lattice effects can
be neglected.

The Monte Carlo calculations of the average Pb–Se
Pb–Te bond lengths and their dispersions~static Debye–
Waller factors! as functions ofx are plotted as the smoot
curves in Figs. 3 and 4. As is to be expected, the distribu
of the distances in the first-coordination sphere has a dis
bimodal character. We shall define the relaxation param
«8 for the A2C bond as the change in the bond length
the extreme compositions of the solid solutionAB12xCx

relative to the change in the average interatomic distanc

«85
RAc

0 2RAc@AB#
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0 2RAC
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whereRAB
0 andRAC

0 are the bond lengths in the binary com
poundsAB andAC, andRAC@AB# is the length of theA–C
bond for impurityC in compoundAB ~in the limit of infinite
dilution!. For the Pb–Te and Pb–Se bonds, this quantity w
0.35 and 0.21, respectively. The difference between the
values of«8 is a consequence of the substantial differen
between the stiffness coefficientsA1 andA2 ~roughly a factor
of 1.5!. The value of«8 calculated for the Pb–Te bond is i
fair agreement with experiment («8'0.36). A comparison
for the Pb–Se bond is difficult because of the large exp
mental errors. It is interesting that the calculations of t
average interatomic distance as a function of composi
~the dashed curve in Fig. 3! deviate significantly~by roughly
0.009 Å! and negatively from Vegard’s law.

Figures 5–8 contain plots of the average interatomic d
tances and their dispersions for Pb–Pb, Se–Se, and Se
atom pairs in the second-coordination sphere with respec
one another. The substantially larger static Debye–Wa
factors for the second-coordination sphere compared to
first mean that the lattice adapts to the existence of differ
chemical bond lengths through local rotation. The model
sults for Se–chalcogen atom pairs are in fairly good agr
ment with experimental data, while the results for Pb–
pairs are in poor agreement with experiment. The reasons
this discrepancy will be discussed in detail in the next s
tion.

According to our model calculations, the average Se–
distance in the solid solution is 0.01–0.02 Å shorter than
Se–Te distance~Fig. 7! and their Debye–Waller factors ar
roughly equal (sSe2Se

2 'sSe2Te
2 ). This justifies treating the

chalcogenide atoms as a single second-coordination sp
during the analysis of the surroundings of the selenium
oms.

Therefore, Monte Carlo modelling of the distortions
PbTe12xSex solid solutions has made it possible to establ
the inevitability of strong static distortions in the Pb–Pb d
tance and to demonstrate qualitative agreement between
calculations and experiment for the first-coordination sph
and for the Se–chalcogenide atom pairs. The model calc
tions, however, have not provided an explanation for
discrepancy between the experimentally determined and
culated Pb–Pb distances, which may be related to an
inadequacy of the one-dimensional approximation emplo
to analyze the experimental data for the Pb–Pb distance

4. DISCUSSION

We now discuss the validity of a single-mode appro
mation for the interatomic distances in the secon
coordination sphere of PbTe12xSex solid solutions.

It has been proposed1,17 that the number of ‘‘modes’’ in
the distribution of theA–A distances in anAB12xCx solid
solution is determined by the number of different combin
tions through which a pair ofA atoms are bound, i.e., th
distribution must be bimodal for lattices having a sphaler
structure and trimodal for NaCl-type lattices.

Thus, in processing our experimental data, we have
gun with an attempt to find a set of parameters with wh
the distribution of the Pb–Pb distances could be represe
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in the form of a sum of several Gaussians. Unfortunate
because of the large Debye–Waller factor for Pb–Pb pa
the range of data ink space within which the EXAFS oscil
lations were observed was limited and did not allow us
determine the parameters for a trimodal model~the solution
was unstable!. In the bimodal approximation, physically rea
sonable values of the distances could be obtained only
compositions close to the binary compounds; nearx50.5 the
distance to one of the components of the coordination sp
became unphysically large (;4.7 Å!. Since neither the tri-
modal nor the bimodal description could be used for proce
ing the data from all the samples, we were forced to limit
analysis to the single-mode approximation.

Let us consider the distribution functionsg(R) for
Se–Se, Se–Te and Pb–Pb atom pairs calculated by a M
Carlo method~Figs. 9 and 10!. It is clear that forx'0 and
x'1, the distribution functions have a fine structure, wh
is smeared out asx˜0.5. The difference between the distr
bution functions for Se–chalcogenide and Pb–Pb atom p
is the following: for the surroundings of selenium~Fig. 9!,
the average Se–Se and Se–Te interatomic distances are

FIG. 9. Distributions of the Se–Se~1, 3! and Se–Te~2, 4! interatomic dis-
tances for PbTe12xSex samples withx50.5 ~1, 2! andx50.05~3, 4!, calcu-
lated by a Monte Carlo method.

FIG. 10. Distributions of the Pb–Pb interatomic distances for PbTe12xSex

samples with different compositions calculated by a Monte-Carlo methox:
1 — 0.05,2 — 0.25,3 — 0.5, 4 — 0.75,5 — 0.95.
,
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and the fine structure components are relatively close to
another, at distances of the order of the amplitude of
thermal vibrations at 80 K. For the surroundings of lead~Fig.
10!, on the other hand, a rather sharply expressed structu
typical, with distances between the components that gre
exceed the amplitude of the thermal vibrations. These res
confirm the general phenomenon1,6 that the distribution of
the distances between the atoms which undergo substitu
in the solid solutionAB12xCx can be regarded as having
single mode, while for atom pairsA–A, it is more compli-
cated.

Figure 10 implies that the distribution function for ato
pairsA–A in our solid solution with an NaCl structure cann
be described in the trimodal approximation. Neverthele
the fine structure components can be divided arbitrarily i
two groups whose centers of gravity differ significantl
Therefore, it appears that, when the smearing of the curve
not too great, it is possible to approximate the distributi
function by a sum of two Gaussians.

In order to check how well the Monte Carlo calculatio
of the distribution functions agree with the experimen
data, we have used the functionsg(R) found here to com-
putex(k) according to

x~k!5
S0

2

k
f ~k!E g~R!

R2
exp@22R/l~k!#sin@2kR

1c~k!#dR.

Then the synthesized curves were processed by the s
method employed for the experimental data~one distance in
the second-coordination sphere!. The interatomic distance
and static Debye–Waller factors found in this way are pl
ted as dotted curves in Figs. 5 and 6. The resulting curves
in good agreement with the experimental data, i.e.,
Monte Carlo calculations of the distribution function provid
a qualitatively accurate description of the actual structure
the solid solution.

Our results, therefore, show that the distortions in
second-coordination sphere of atoms in the chalcogen
sublattice in PbTe12xSex solid solutions~where substitution
takes place! can be described with sufficient accuracy in
single-mode approximation while, for the atoms in the le
sublattice~not subject to substitution!, it is difficult to find a
good working approximation and the best way out is to u
distribution functions calculated by a Monte Carlo metho

The experimentally measured Debye–Waller factors
known to consist of static and dynamic terms which cor
spond to static distortions of the structure and thermal lat
vibrations. A Monte Carlo calculation only gives the sta
part of the Debye–Waller factor. Thus, the observed discr
ancy between the experimental and calculated Deb
Waller factors can be attributed to thermal vibrations. In t
first coordination sphere~Fig. 4!, the dynamic contribution to
the Debye–Waller factor is an order of magnitude grea
than the static contribution, even at 80 K. The difference
the factors for Pb–Te and Pb–Se bonds appears to be re
to the substantial mass difference between tellurium and
lenium atoms. A more detailed analysis of these data
comes difficult because the phonon spectrum in PbTe12xSex
is
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bimodal.18 The contribution of thermal vibrations to th
Debye–Waller factor for Se–chalcogenide atom pairs~Fig.
8! turns out to be slightly greater for the atoms in the fir
coordination sphere~the movements of the atoms in th
second-coordination sphere are more weakly correlated! and
the measurements are independent ofx to within the mea-
surement error. However, as Fig. 6 implies, for Pb–Pb a
pairs, the thermal contribution depends onx. The maximum
amplitude of the thermal vibrations is observed atx'0.25.
This results is qualitatively consistent with our earlier data11

and this implies that the lattice of the PbTe12xSex solid so-
lution with x'0.25 is ‘‘softer,’’ so that a phase transition ca
be observed when part of the lead atoms are replaced by

We now consider the features of the local structure
PbTe12xSex solid solutions. As shown above, the parame
«8 was '0.36 for this solid solution, i.e., it is intermediat
between the values observed previously in III-V and II-
semiconductors with a sphalerite structure5 ~0.05–0.24! and
in alkali halide crystals with an NaCl structure17 ('0.5).

It is obvious that one of the main factors leading
changes in the bond length around an impurity atom is
appearance of elastic deformations caused by the differe
in size of the substituted atomsB and C. As simple argu-
ments show,19 «8 is determined by the crystal structure~mu-
tual position of the atoms in the lattice!, so that it is only
meaningful to compare data obtained for identical structu
Neglecting bond bending and displacement of atoms in
second- and further-coordination spheres with the same s
ness forA–B and A–C bonds,«850.25 was found for a
sphalerite structure and«850.5 for an NaCl structure. The
more realistic Monte Carlo calculation done here, which to
the influence of all the factors listed above into accou
yielded «850.35 and 0.21 for the two bonds in
PbTe12xSex solid solution with an NaCl structure, which i
in fair agreement with experiment.

However, the strain contribution, alone, appears to
insufficient to explain all the experimental data. An attemp17

to calculate«8 by a Monte Carlo method for the alkali halid
RbBr12xIx and K12xRbxBr crystals with an NaCl structure
yielded values close to those found for PbTe12xSex , but dif-
fering substantially from experiment. A large difference b
tween experimental values of«8 for III-V and II-VI semi-
conductors with a sphalerite structure and those predicte
the deformation model has also been noticed.5 We believe
that these discrepancies are associated with another gro
factors which can affect the local structure, namely, the
called chemical factors, which take into account the in
vidual properties of the interacting atoms~their valence,
electronegativity! and chemical bond type.

These factors also show up in the thermodynamic pr
erties; thus, the enthalpy of mixing a solid solution,DHm , is
known to consist of two components, strain and chemi
The total deformation energyU calculated by a Monte Carlo
method is just the strain contribution toDHm . In III-V and
II-VI semiconductors with a sphalerite structure, the str
energy is in good agreement with the experimentally de
mined enthalpy of mixing.20 Unfortunately, the available
published data on the enthalpy of mixing of PbTe12xSex

solid solutions (DHm&0.2 kcal / mole! are not very exact.
-
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And, although this quantity is positive, which is indicative
potential tendency for the solid solution to decompose,
difference between the calculated strain te
(U50.38 kcal / mole! and the measuredDHm may be evi-
dence of the presence of chemical factors.

Individual members of this group of factors may eith
increase or reduce«8 ~the chemical bond length!. Let us
assume that in the solid solution under study here, their
fects are compensated and the agreement between the c
lated and experimental«8 is good.

The local concentrations of Se–Se~short-term order!
found in our experiments can be used to estimate the co
bution of chemical factors to the enthalpy of mixing. W
shall take the temperatureTf at which the diffusion of the
chalcogenide atoms freezes out to be the temperatur
which two nearest chalcogenide atoms undergo exchang
one second, which corresponds to a diffusion coefficien
D52•10215 cm2/s. The known21 temperature variations o
the diffusion coefficients yield an estimate ofTf'540 K and,
in the approximation of a pairwise interatomic interactio
we have calculated how much greater the energy of
Se–Te pair is than the average energy of the Se–Se
Te–Te pairs:DE'0.5 kcal / mole ~0.02 eV! for a sample
with x50.5. This value gives an idea of the magnitude of t
chemical contribution to the enthalpy of mixing, since atom
in the second-coordination sphere do not interact thro
deformations, so there is no strain contribution to this qu
tity. A comparison of the values ofDE andU obtained here
shows that in the PbTe12x Sex solid solutions the strain and
chemical contributions to the enthalpy of mixing are of t
same order of magnitude.

The use of a pairwise interatomic-interaction approxim
tion is not, however, entirely correct, since the atoms in
second-coordination sphere do not interact directly~either
chemically or deformationally!. The development of short
range order is apparently associated with some sort of m
complicated interactions involving three or more atoms.
our experiments, the largest deviations from a statistical
tribution of the chalcogenide atoms were observed at low
concentrations and showed up as an elevated numbe
Se–Pb–Se configurations with 90° Pb–Se bonds. This s
gests that there is a significant difference in the energie
the configurations in which atoms of given species lie in
same and in differentp orbitals. These configurations can b
represented schematically in the following way:

It is not impossible that this behavior originates in pec
liarities of the chemical bond in IV-VI semiconductors, sp
cifically its unsaturated character.

Using the strain approximation for calculating the bo
lengths and pairwise distribution functions in the first- a
second-coordination spheres, therefore, provides a qua
tively accurate description of the distortion in the structure
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1282 Phys. Solid State 41 (8), August 1999 Lebedev et al.
PbTe12xSex solid solutions. However, this model cannot e
plain the differences in the experimentally observed«8 in
systems for which the model predicts close values of t
parameter as well as the development of short-range or
This indicates that chemical factors must be taken into
count, along with the deformation interaction, when desc
ing the properties of solid solutions.

This work was supported by the Russian Fund for F
damental Research~Grant No. 95-02-04644!.

a!Studies of solid solutions with a sphalerite structure1–3 have shown that the
atoms in the second-coordination sphere can also be at different dista
Our assumption will be justified below.

b!To determine the parameters more accurately the additional assump
RSe2Te5RSe2Se and sSe2Te

2 5sSe2Se
2 were introduced, and the Te and S

atoms were treated as a single-coordination sphere. These restriction
justified by earlier studies of solid solutions which revealed a single-m
distribution of the bond lengths in the solid solution sublattice, with
which isoelectronic substitution takes place,1,6 and by our Monte Carlo
modelling of the structure of the PbTe12xSex solid solution.~See the next
section.!

c!In analyzing the data we have included the systematic errors in calcula
the theoretical scattering amplitudes and phases using the FEFF pro
The distances obtained at the Pb edge were corrected by 0.025 Å,10 and in
analyzing the data obtained at the Se edge, a statistical correction of 0.
was added to the scattering phase. These corrections ensured good
ment between the distances obtained by processing the EXAFS spectr
from x-ray data for standard PbTe and PbSe compounds.
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Using the 57mFe31 Mössbauer probe to determine the EFG tensor parameters
at CuO cation sites
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Mössbauer emission spectroscopy of the57Co(57mFe) isotope has shown that the impurity iron
atoms appearing at the CuO-lattice cation sites after the decay of57Co21 are donors and
can become stabilized in two charge states,57mFe31 and57mFe21, and that the population ratio of
these states depends on the Fermi level, whose position is governed by native CuO-lattice
defects. A satisfactory agreement between the calculated and experimental values of the
quadrupole splitting in Mo¨ssbauer spectra has been obtained for the57mFe31 centers. This
permits one to consider the results obtained in the57Co(57mFe) Mössbauer emission spectroscopy
study of cuprates as reliable experimental data on the crystal-field EFG tensor parameters at
copper sites. ©1999 American Institute of Physics.@S1063-7834~99!01008-4#
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Mössbauer spectroscopy is widely employed in stud
of cuprate HTSCs.1 Because copper does not have Mo¨ss-
bauer isotopes, Mo¨ssbauer spectroscopy of57Fe impurity at-
oms is extensively used in investigations of the cop
sublattices;2 it is assumed that the57Fe probe stabilizes at th
copper sites of the HTSC sublattices, so that, by compa
the measured with calculated quadrupole splittings in Mo¨ss-
bauer spectra, one can draw conclusions on the nature o
local copper-atom environment.

The quadrupole splitting can be calculated reliably o
for the Fe31 probe having a spherically symmetric 3d5 outer
electronic shell, where the electric-field gradient~EFG! at the
iron nuclei is generated primarily by lattice ions~the crystal-
field EFG!. However stabilization of Fe31 at the sites of
divalent copper Cu21 ~which is the most probable coppe
state in most HTSCs! should give rise to the formation o
centers compensating the difference in charge between
substituting and replaced atoms. The compensating cen
can be located near the impurity probe and in this way af
the EFG in a non-obvious way. The validity of the abo
considerations was buttressed by our study of the stat
57Fe impurity atoms in CuO made by Mo¨ssbauer absorption
spectroscopy;3 the Fe31 impurity atoms were found to sub
stitute for Cu21 ions in the CuO lattice to form association
of the type Fe31–V– Fe31 (V is the cation vacancy!, and
calculation of the EFG tensor parameters at57Fe nuclei in
such associations turns out to be a difficult problem beca
of the creation of additional sources of EFG which chan
appreciably the total EFG.

As will be shown later, however, these problems can
eliminated by using the emission version of Mo¨ssbauer spec
troscopy. We have carried out a comparison of experime
and theoretical quadrupole splittings in57Co(57mFe) Möss-
bauer emission spectra of57mFe31 impurity ions at copper
sites in the CuO lattice. While data on CuO:57Co Mössbauer
1281063-7834/99/41(8)/3/$15.00
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emission spectra are available in the literature,4–6 an analysis
of all these data from a common standpoint is lacking.

1. EXPERIMENTAL TECHNIQUE AND RESULTS

Copper oxide was obtained by precipitating copper h
droxide from a CuSO4 water solution with an alkali, with
subsequent annealing of the sediment in an oxygen amb
Cobalt in the form of57CoSO4 was added to a water solutio
of blue vitriol, with the cobalt concentration in CuO not e
ceeding 1017cm23.

The Mössbauer spectra were measured on a CM-2
spectrometer at temperatures varied from 295 to 5 K. T
absorber was K4Fe~CN!6•3H2O with a 57Fe surface density
of 0.1 mg/cm2.

If the copper hydroxide was annealed within th
830– 920 °C interval~the anneal time was 2 h!, the Möss-
bauer spectra of CuO:57Co samples taken at 295 K were
superposition of two quadrupole doublets~Fig. 1! with iso-
mer shifts corresponding to the ions57mFe31 ~spectrum1!
and 57mFe21 ~spectrum2!, with the fraction of the57mFe31

ions being 0.79~0.02! for the anneal temperature of 920 °C
and 0.19~0.02! for 830 °C. The parameters of spectra1 and
2 are listed in Table I. A decrease of the spectrum meas
ment temperature below the Ne´el point is accompanied by a
broadening of the spectra, with a gradual onset of the
lowed hyperfine structure~spectrum3 in Fig. 2!. It is signifi-
cant that, even for a sample containing Fe31 and Fe21 in a
ratio ;1:1, the spectrum taken at 5 K was a magnetic sexte
corresponding to one iron-atom state only~Fig. 2!. The char-
acteristics of this spectrum are given in Table I. The mag
tude of the isomer shift and magnetic field at the nucleus
typical of divalent iron.

2. DISCUSSION OF RESULTS

The presence of a correlation between the transition
CuO to the antiferromagnetic state and the creation of m
3 © 1999 American Institute of Physics
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netic fields at the57mFe nuclei permits a conclusion that th
impurity cobalt atoms enter copper sites in the CuO latti
and that the daughter57mFe iron atoms produced in the coba
radioactive decay may reside in different charge states
least at room temperature.

The chemical properties of cobalt and the conditions
sample preparation used suggest that cobalt impurity at
should form Co21 isovalent substitutional centers in the Cu
lattice, so that the57mFe daughter atoms should occupy su
stitutional sites.

It should be pointed out that electron capture in57Co is
accompanied by Auger-electron emission leaving the dau
ter atom in a multiply ionized state57mFen1 (n;7). Such an
ion is an effective trapping center for Auger electrons, a
the 57mFen1 ion becomes neutralized to one of its valenc

FIG. 1. Mössbauer emission spectra of CuO:57Co measured at 295 K
samples annealed at~a! 920 °C and~b! 860 °C. The experimental spectr
are unfolded into quadrupole doublets~dashed lines!, and the positions of
these doublets corresponding to~1! 57mFe31 and ~2! 57mFe21 centers are
shown.
,

at

f
s

-

h-

d
-

stable states in a time;10212s. The final stabilized state o
the daughter atom (57mFe21 or 57mFe31) depends, however
both on the nature of the electrical activity of the iron cen
and on the nature and concentration of electrically act
native defects in the CuO lattice.

The cupric oxide CuO is a semiconductor with a ba
gap of 1.35 eV.7 EPR data8 show undoped CuO samples
be oxygen deficient, this deficiency being the larger,
higher is the anneal temperature. Oxygen deficiency can
reduced by annealing in an oxygen ambient.8 Thus it could
be expected that spectrum 1 is due to single57mFe31 impurity
ions produced by radioactive decay of57Co21 in the CuO
copper sites. In other words, one of the Auger electron

FIG. 2. Mössbauer emission spectra of CuO:57Co measured at~a! 295 K and
~b! 5 K for a sample annealed at 870 °C~the ratio of the areas bounded b
spectra 1 and 2 at 295 K;0.4:0.6!. The 295 K spectrum is deconvolved int
two quadrupole doublets~dashed lines!, and the positions of these double
corresponding to~1! 57mFe31 and ~2! 57mFe21 centers are shown.~3! The
position of the components of the Zeeman sextet corresponding to
57mFe21 centers at 5 K.
e

TABLE I. Parameters of the Mo¨ssbauer emission spectra of57mFe impurity atoms in CuO.

Type of spectrum T, K Ion D, mm/s I.S., mm/s G, mm/s B, T

1 295 Fe31 2.50~2! 20.25~1! 0.40~2!
2 295 Fe21 1.52~2! 20.80~1! 0.42~2!
3 5 Fe21 1.30~4! 20.81~2! 0.45~3! 25.5~2!

Note. D—Quadrupole splitting, I.S.—isomer shift,G—spectral linewidth, B—magnetic-field induction at th
Fe31 nuclei.
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1285Phys. Solid State 41 (8), August 1999 Masterov et al.
captured during the57mFen1 neutralization by a native lattice
defect.

We calculated the crystal-field EFG tensor for the cat
site in the CuO lattice in the point-charge approximation~the
lattice was presented in the Cu21O22 form!. The unit cell
parameters were taken from Ref. 9. The crystal-field E
tensor was off-diagonal in the crystallographic axes, and
diagonalization yieldsVzz50.738e/Å 3 andh50.29, where
h5(Vyy2Vxx)/Vzz is the asymmetry parameter of th
crystal-field EFG tensor, andVxx ,Vyy , andVzz are compo-
nents of the crystal-field EFG tensor, withuVzzu.uVyyu
.uVxxu.

The quadrupole splitting of a57mFe31 Mössbauer spec
trum was calculated from Dc5(1/2)eQVzz(12g)(1
1h2/3)1/2, whereg is the Sternheimer coefficient@for the
Fe31 ion, g52(7.9729.14), Refs. 10 and 11#, and the ex-
pected value ofDc lies from 2.14 to 2.42 mm/s.

Thus one observes a satisfactory agreement betwee
experimentalD and calculatedDc quadrupole splittings of
Mössbauer spectrum1, if we assume it to originate from
single 57mFe31 ions occupying copper sites in the CuO la
tice.

The nature of the57mFe21 state presented by spectrum2
can be understood if one takes into account the experime
observation that the only state left in the emission spe
taken below the Ne¨el temperature of samples containin
comparable amounts of57mFe21 and57mFe31 is 57mFe21. Ob-
viously enough, the transition of57mFe31 to 57mFe21 entails
electronic processes. In other words, the57mFe21 ion should
be considered as a neutral donor center, whereas57mFe31 is a
singly ionized state of this center. The fine structure o
Mössbauer emission spectrum depends on the relative le
of the time required for a thermodynamic equilibrium to s
in between the neutral and ionized iron centers,t, and the
lifetime t0 of the 57Fe Mössbauer level,12 namely, if
t!t0 , the experimental spectrum will reflect an averag
state of iron atoms produced in a fast electron exchange
tween the57mFe21 and 57mFe31 centers, while ift!t0 , the
experimental spectrum will be a superposition of the57mFe21

and 57mFe31 spectra, and the57mFe31 contribution to the
spectrum will correspond to the fraction of the57Co atoms
having electron trapping centers within the mean free p
l0 of the Auger electrons.

Taking into account the presence of both iron states
room-temperature spectra of CuO:57Co samples, one shoul
conclude that the emission spectra of CuO:57Co reflect a
nonequilibrium situation (t@t0) arising in the course o
neutralization of highly-charged57mFen1 states in the CuO
lattice, and that the fraction of57mFe31 ions contributing to
the spectra corresponds to that of the57Co21 atoms having
electron trapping centers within their close environm
~within l0).

Decreasing the temperature of spectral measurem
from 295 to 5 K brings about stabilization of all daughte
iron atoms in the57mFe21 neutral state only. To interpret thi
observation, one should recall that undoped cupric ox
CuO is oxygen deficient andn type. The isovalent57Co21
n
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impurity in the CuO lattice is electrically inactive, and i
presence does not affect the Fermi level position. The c
centration of electrically active57mFe iron centers in CuO is
so low that the presence of iron likewise does not influen
the Fermi level. Thus the position of the Fermi level is co
trolled only by native defects in the CuO structure. At lo
temperatures, the Fermi level lies close to the conducti
band bottom, and all native-defect levels are occupied
electrons. Therefore the Auger electrons formed in
course of radioactive transformation of the parent57Co21

atoms become trapped by the daughter iron atoms, so tha
iron atoms end up by being stabilized in the57mFe21 state
~with no free-electron-capture centers present within a d
tance ofl!. An increase of temperature shifts, as a rule,
Fermi level towards the midgap and, therefore, part of
native-defect levels turn out to be free and can act as Au
electron trapping centers. As a result, iron atoms stabilize
the form of both57mFe21 and 57mFe31, with the concentra-
tion ratio of these forms depending on both the spectr
measurement temperature~the higher the temperature, th
larger is the fraction of the57mFe31 canters! and the concen-
tration of native defects~other conditions being equal, th
native-defect concentration is the higher, the higher is
anneal temperature and, hence, the higher is the57mFe31 cen-
ter concentration!. Prolonged storage of samples at roo
temperature results in a decrease of native-defect conce
tion and an increase of the57mFe21 contribution to the emis-
sion spectra. It is this phenomenon that was observed
Refs. 4 and 6.
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The formalism developed in molecular theory for calculation of local electronic-structure
characteristics in a nonorthogonal atomic basis is generalized to systems with translational
symmetry. Expressions have been derived to describe the bond orders, covalency, and
valence in a crystal for restricted and unrestricted Hartree–Fock methods. Nonempirical electronic-
structure calculations and an analysis of chemical bonding in the TiO2, Ti2O3, and TiO
titanium oxide crystals have been performed. ©1999 American Institute of Physics.
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The band theory of solids is usually employed to co
sider characteristics of the electronic structure of a cry
which are associated with the potential periodicity and
corresponding electronic-state delocalization over the c
tal, namely, the electronic energy bands, effective mas
etc. At the same time crystals, like molecules, are made u
atoms interacting with one another, which gives rise to el
tronic density localization along bonds~covalent crystals!,
around atomic nuclei~ionic crystals!, or to the more complex
and most widespread pattern of electronic density distri
tion.

In the recent decade, the Hartree–Fock~HF! method in
the LCAO approximation, which had been already succe
fully employed for a long time in molecular theory, ha
gained wide acceptance in calculations of the electro
structure of crystals.1 The HF method compares well in ac
curacy with other approaches while being, at the same ti
the best starting approximation to take into account e
tronic correlations.2 This method enables nonempirical ca
culations of both band and local characteristics of the e
tronic structure of a crystal and can be extend readily
cover systems with lower-order periodicity~polymers and
crystal surfaces in the plate model!.1!

The density matrix obtained in the calculation perm
one to derive the characteristics employed usually when
scribing chemical bonding in molecules or crystals~the elec-
tronic configuration of an atom, atomic chargesQA , atomic-
bond ordersWAB and covalencyCA , and the total and free
atomic valencesVA!.

In molecular theory, the local electronic-structure ch
acteristics were defined for the orthogonalized atomic b
used in approximate calculations, with subsequent gene
zation to the case of a nonorthogonal basis employed in
calculations.3,4

The first attempts at a theoretical determination of lo
electronic-structure characteristics of crystals have b
made only quite recently, and then only for the orthogo
basis5–7 used in semiempirical versions of the HF method

Note that determination of local characteristics by tra
tional methods of band theory for solids, which make use
a rule, of the plane-wave basis~OPW, APW, density func-
1281063-7834/99/41(8)/5/$15.00
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tional!, involves additional approximations to calcula
electronic-density-matrix elements in an atomic basis.8

The present work generalizes the existing methods
determination of local electronic-structure characteristics
crystalline systems, which are calculated in terms of the b
model in the LCAO approximation using a nonorthogon
atomic basis. An analysis is made of the one-determin
approximation for a multi-electron wave function of a crys
within the restricted~RHF! and unrestricted~UHF! HF ap-
proaches.

Section 1 considers the electronic-density operator
matrix in the atomic-orbital basis and derives an express
which relates the density-matrix elements in the atomic ba
and the Bloch basis taking into account the translatio
symmetry of a crystal.

Section 2 introduces definitions of local electroni
structure characteristics in a nonorthogonal atomic basis
different versions of the HF method.

Section 3 discusses the results of nonempirical HF c
culations of the local electronic-structure characteristics
crystalline titanium oxides for various degrees of oxidatio

1. CRYSTAL ELECTRONIC-DENSITY OPERATOR AND
MATRIX IN THE LCAO APPROXIMATION

Consider the most widespread version of the HF meth
where, for the multi-electron wave function of a molecule
crystal, one takes a determinant constructed from sin
electron wave functions, i.e., spin orbitalsc i

s(r ), where
s5a,b are spin functions.

The single-electron functions are calculated by solv
the HF equations2

S 2
1

2
D1V~r !1E r rr 8

ur2r 8u
d3r 8Dc i

s~r !

2
1

2 E r rr 8
ur2r 8u

c i
s~r 8!d3r 85Ei

sc i
s~r !. ~1!

The two-electron part of the Fock operator depends
the density matrix, which for a one-determinant wave fun
tion can be expressed through spin orbitals
6 © 1999 American Institute of Physics
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r rr 85r rr 8
a

1r rr 8
b

5(
s

(
i

occ

c i
s~r !c i

s* ~r 8!. ~2!

The summation in Eq.~2! is carried out over the spin orbital
corresponding to occupied single-electron states.

Closed-shell systems are analyzed using the R
method, which requires coincidence of the spatial orbit
corresponding to spinsa andb @c i

a(r )5c i
b(r )#. In the RHF

method, the spinless density operatorr̂52( i
occuc i&^c i u sat-

isfies the conditions of duodempotency

r̂252(
i

occ

uc i&^c i u2(
j

occ

uc j&^c j u

54(
i j

occ

uc i&d i j ^c j u52r̂. ~3!

In the UHF method, the orbitals for spinsa and b are
considered independently, i.e., one takes into account
polarization for electrons with opposite spins. The dens
operatorsr̂a andr̂b for electrons with spinsa andb and the
total-density operatorr̂ satisfy the relations

r̂5 r̂a1 r̂b ; r̂a
25 r̂a ;

r̂b
25 r̂b ; r̂25~ r̂a1 r̂b!252r̂2 r̂s

2, ~4!

wherer̂s5 r̂a2 r̂b is the spin-density operator.
The single-electron functionsc i

s used in the LCAO ap-
proximation for molecules are presented in the form o
linear combination of basis atomic otbitals

c i
s5(

l
Cil

s wl . ~5!

By applying the density operatorr̂s to the atomic orbitalwm

one obtains

r̂suwm&5(
i

occ

uc i
s&^c i

suwm&5(
i

occ

(
n

(
l

Cin
s* Cil

s Slmwn

5(
n

~PsS!nmwn , ~6!

whereSmn5*wm* (r )wn(r )dr are elements of the overlap ma
trix S, andPnl

s 5( i
occCin

s* Cil
s . Equation~6! means that the

density operatorr̂s in the LCAO basis is presented by th
(PsS) matrix.4

The operator relations~3! and ~4! can be used to derive
matrix relations

~PS!252~PS!, ~7!

~PS!252~PS!2~PsS!2, ~8!

for the RHF and UHF methods, respectively, withP5Pa

1Pb andPs5Pa2Pb.
The crystal orbitalsC i

s(k,r ) for systems with transla
tional symmetry are presented in the LCAO approximat
in the form of a linear combination of Bloch sums of th
F i(k,r ) atomic functions

C i
s~k,r !5(

m
Cim

s ~k!Fm~k,r !, ~9!
F
ls

in
y

a

n

Fm~k,r !5(
n

exp~ ikRn!wm~r2RA2Rn!. ~10!

The wm
An(r )5wm(r2RA2Rn) atomic orbital is centered on

atom A in the unit cell with a translation vectorRn . The
density operator for the crystal can be written

r̂s5
2

VBZ
E

BZ
(

i

occ

uC i
s~k,r !&^C i

s~k,r !udk. ~11!

Integration in Eq.~11! is performed over the vectorsk in the
first Brillouin zone.

Taking into account Eq.~9!, we obtain

r̂swm
A0~r !5(

ln
~PsS!lm

Bn,A0wl
Bn~r !, ~12!

where

~PsS!lm
Bn,A05

1

VBZ
E

BZ
~Ps~k!S~k!!lm exp~ ikRn!dk.

~13!

The matrix elementsSmn(k) and Pmn
s (k) in the basis of

Bloch sumsFm(k,r ) are calculated by the expressions

Smn~k!5(
n

exp~2 ikRn!

3E wm* ~r2RA!wn~r2RB2Rn!dr , ~14!

Pmn
s ~k!5(

i

occ

Cim
s* ~k!Cin

s ~k!. ~15!

The expansion coefficientsCim
s (k) are calculated by solving

matrix equations of the CO LCAO method for the crystal

Fs~k!Cs~k!5S~k!Cs~k!Es~k!, ~16!

whereFs(k) is the Fock operator matrix, andEs(k) is the
single-electron energy vector. Self-consistent solution
Eqs.~16! involves calculation of theFs(k) andS(k) matri-
ces over a finite special-point set in the Brillouin zone, a
integration over the zone required to calculate the eleme
of theFs(k) matrix is replaced by summation over the poi
set.9

2. LOCAL CHARACTERISTICS OF THE CRYSTAL
ELECTRONIC STRUCTURE

Because of the normalization of the multi-electron wa
function, Sp(r̂)5Ntot (Ntot is the total number of electrons i
the system,r̂5 r̂a1 r̂b). In view of the translational symme
try of the crystal, one can introduce density normalizati
per unit cell. Denoting byN the number of electrons per cel
we write in the matrix form

Sp~PS!5
1

VBZ
E

BZ
(
m

~PS!mm~k!dk

5(
m

~PS!m,m
A0,A05N. ~17!
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This relation permits one to use the diagonal elements
matrix (PS) to describe the electronic-density distributio
among the atoms in the system. In accordance with the d
nition of Mulliken,10 the electronic population of an atom
a sum of the elements of matrix (PS) over the basis orbitals
of this atom

NAn5NA05 (
mPA

~PS!mm
A0,A0

5 (
mPA

S (
n

(
l

Pml
A0,BnSlm

Bn,A0D
5 (

mPA
Pmm

A0,A01 (
BÞA

RA0,B01 (
nÞ0

(
B

RA0,Bn , ~18!

where the quantities

RA0,Bn5 (
mPA

(
lPB

Pml
A0,BnSlm

Bn,A0 ~19!

are called overlap populations. The charge on the atom
given by

QA05ZA02NA0 , ~20!

whereZA0 is the nuclear charge for an all-electron calcu
tion or the core charge if the pseudopotential approxima
is used. The absolute valueuQA0u is called also the electro
valence of an atom.

Recalling relation~8!, the expression for atomic popula
tions within the unresticted HF method can be recast in
form

NA05
1

2 (
mPA

~~~PS!2!mm
A0,A01~~PsS!2!mm

A0,A0!

5
1

2 (
mPA

S (
n

(
l

~PS!ml
A0,Bn~PS!lm

Bn,A0

1~PsS!ml
A0,Bn~PsS!lm

Bn,A0D
5

1

2 S BA0,A01 (
BÞA

BA0,B01 (
nÞ0

(
B

BA0,BnD , ~21!

where the quantities

BA0,Bn5 (
mPA

(
lPB

~~PS!ml
A0,Bn~PS!lm

Bn,A0

1~PsS!ml
A0,Bn~PsS!lm

Bn,A0! ~22!

are actually a generalization to crystals of the definition
bond order in a nonorthogonal atomic basis introduced4 ear-
lier for molecules.

When using an orthonormalized set of basis functio
the overlap matrixS is an identity matrix, which simplifies
considerably Eqs.~20!–~22!. The method most widely use
to obtain an orthonormalized basis is symmetric orthogon
ization of atomic basis functions by Lo¨wdin.11 The density
matrix P̃ in the Löwdin basis can be obtained from theP
matrix using the relationP̃5S1/2PS1/2. In this case, Eqs.~20!
of

fi-

is

-
n

e

f

,

l-

and ~22! are actually a definition of charge when analyzi
populations by Lo¨wdin11 or of the bond order by Wiberg.12

It appears natural to define the covalencyCA0 of atomA
in a crystal as a sum of the orders of all bonds of this at

CA05 (
BÞA

BA0,B01 (
nÞ0

(
B

BA0,Bn . ~23!

Using Eq. ~21!, one can readily express the covalen
only through the elements of matrix (PS) in the basis of
orbitals of atomsA:

CA052NA2BA0,A052 (
mPA0

~PS!mm
A0,A0

2 (
mPA0

(
m8PA0

~PS!mm8
A0,A0

~PS!m8m
A0,A0

2 (
mPA0

(
m8PA0

~PsS!mm8
A0,A0

~PsS!m8m
A0,A0 . ~24!

The restricted HF method may be considered as a
ticular case of the unrestricted one, for which the spin d
sity Ps in Eqs.~22! and ~24! is zero.

An expression for the total valence of an atom taki
into account both the ionic and covalent components
chemical bonding was proposed13

VA05
1

2
~CA01ACA0

2 14QA0
2 !. ~25!

An analysis of a large number of compounds with ion
covalent bonding showed that this relation permits obtain
reasonable values of the valence.5 The validity of the defini-
tion introduced was buttressed, however, by semiempir
calculations made on an orthogonalized atomic basis. T
work is a first systematic investigation of the validity of th
relation for nonempirical calculations on a nonorthogon
atomic basis made with the use of Eqs.~20! and ~24! for
atomic charges and covalencies.

3. ELECTRONIC STRUCTURE AND CHEMICAL BONDING IN
CRYSTALLINE TITANIUM OXIDES

The above formalism for calculation of local electroni
structure characteristics of crystals was applied by us t
number of titanium oxides with the metal atom oxidized
various degrees. Although the quadrivalent state of the t
nium atom is the most stable, the existence of oxygen co

TABLE I. Crystal structure of titanium oxides: space group, number
formula units per cellZ, and nearest interatomic distances.

Structural
characteristics TiO~hex! Ti2O3 TiO2~r! TiO2~a! TiO2~b!

Group P6̄m2 R3̄c P42 /mnm I41 /amd Pbca

Z 2 2 2 2 8
RTi2Ti, Å 3.03 2.58 3.00 3.10 2.95

3.24 2.99 3.55 3.76 3.06
RTi2O, Å 2.38 2.02 1.95 1.94 1.86

3.86 2.07 1.97 1.99 1.92
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TABLE II. Local electronic-structure characteristics of titanium oxides in the Hartree–Fock method.

Crystal Mulliken Löwdin

Pd QTi VTi VO Pd QTi VTi VO

TiO~hex! 2.38 1.62 2.14 2.04 2.70 1.27 2.30 2.15
Ti2O3 1.82 2.26 3.61 2.05 2.50 1.43 3.98 2.30
TiO2~r! 1.46 2.66 3.94 2.08 2.18 1.73 4.18 2.36
TiO2~a! 1.47 2.65 3.98 2.08 2.19 1.72 4.23 2.36
TiO2~b! 1.49 2.63 3.97 2.09 2.21 1.70 4.23 2.38
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pounds of titanium in formal oxidation states of III and II, a
well as of a series of nonstoichiometric compounds was
tablished.

Table I presents the space-group symbol, the numbe
formula units in the cell, and the shortest Ti–Ti and Ti–
distances for TiO,14 Ti2O3,

15 and TiO2 in the rutile (r ), ana-
tase (a), and brookite (b) modifications.

For the TiO2 and Ti2O3 crystals, band structure calcula
tions were carried out earlier both in the Hartree–Fock16,17

and local exchange18 approximations. We are not aware
the existence of any electronic structure calculations for T
The available publications focus attention primarily on d
scription of the band structure of titanium oxides and rest
the discussion of the nature of chemical bonding in th
compounds to an analysis of atomic charges.

We have used in this work both the restricted and unr
ricted HF treatments implemented in the CRYSTAL-
program.19 The core states were described in the calculati
by the pseudopotentials and on the atomic bases propos
Ref. 16. A self-consistent electronic-density calculation w
done over a grid of 216 BZ points. Self-consistent solutio
obtained with different starting density matrices were cons
ered for each compound by the scheme proposed in Ref
Tables II and III list the values corresponding to insula
solutions with the lowest total crystal energy.

Table II presents local electronic-structure characte
tics of the titanium oxides obtained by the RHF metho
namely, the Tid-orbital populationsPd and atom charges
QTi , as well as the atomic valencesVA . Also given are the

TABLE III. Local properties of chemicla bonding in titanium oxide crysta
in the restricted and unrestricted HF methods: titaniumd-orbital populations
Pd , atomic chargesQA , covalenciesCA , atomic valencesVA , and bond
ordersBAB for nearest-neighbor atoms.

Local
electronic-structure TiO~hex! Ti2O3 TiO2~r!

RHF UHF RHF UHF RHF
Pd 2.38 2.34 1.82 1.77 1.46
QTi 1.63 1.67 2.26 2.32 2.66
CTi 0.90 0.69 2.19 1.23 2.15
VTi 2.14 2.05 3.61 3.01 3.94
QO 21.63 21.67 21.51 21.55 21.33
CO 0.74 0.66 0.94 0.88 1.24
VO 2.04 2.03 2.05 2.05 2.08
BTi2Ti 0.03 0.01 0.89 0.03 0.01

0.00 0.00 0.00 0.01 0.01
BTi2O 0.11 0.10 0.20 0.19 0.36

0.00 0.00 0.21 0.19 0.30

Note. For the TiO2 crystal, the RHF and UHF results coincide.
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local characteristics calculated using Eqs.~20!–~22! in a
nonorthogonal atomic basis and a basis orthogonalized
cording to Löwdin. As follows from a comparison of the
results obtained from population analyses by Mulliken a
Löwdin, the Löwdin analysis shows the chemical bonding
the crystals under study to be largely covalent, with the to
valences of the titanium and oxygen atoms differing subst
tially from the expected stoichiometric values. It wa
shown21 that the calculations made using a valence atom
basis~without polarizing functions! in the Löwdin popula-
tion analysis agree better with the expected values.
population analysis by Mulliken made in a nonorthogon
basis was found to be less sensitive to the inclusion of
larizing functions into the calculation.

As seen from Table III, the results obtained with th
restricted and unrestricted HF methods for TiO2 ~with a for-
mal titanium configurationd0! do not differ practically from
one another. The results of a calculation of the local prop
ties of the TiO2 modifications shows them to be only weak
sensitive to structural changes.

The largest difference between the calculations mad
the RHF and UHF approximations was found for Ti2O3 with
a formal titanium atom configurationd1, where one can ex-
pect substantial spin polarization effects.

As seen from Table III, the RHF method predicts a hi
bond order between titanium atoms, which, in its turn, resu
in an overestimated titanium valence. This pattern of che
cal bonding is not borne out by experiments.

As follows from Table III, an increase in the degree
Ti oxidation from II to IV gives rise to an increase in th
charge on the titanium atom, but the relative ionicity and
absolute value of the charge on the oxygen atom decre
UHF calculations show that, in all the above insulator ox
gen compounds of titanium, there is no strong covalent
teraction among the metal atoms.

The valences of titanium and oxygen calculated w
Eqs. ~20!–~25! practically coincide with the expected sto
ichiometric values. This gives one grounds to hope that
above relations will prove to be applicable to an analysis
the valence states of atoms in nonstoichiometric titani
compounds.

Thus our study of titanium oxides shows that the sche
proposed here for the analysis of chemical bonding perm
description of the local electronic-structure characteristics
accordance with the common chemical concepts. The ab
consideration suggests that, when used in describing
electronic structure of poorly studied compounds, the lo
characteristics of chemical bonding may be treated as a
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tional quantities, whose analysis may provide an evalua
of the validity of the approach employed.

An appreciable role in transition-metal compounds
played by electron-correlation effects, which may be cons
ered within the framework of multi-configurational metho
employing the cluster model of the crystal. In this case, lo
characteristics can be calculated using the approach de
oped in Ref. 22.

Support of the Russian Fund for Fundamental Resea
~Grant 96-03-33796a! is gratefully acknowledged.

1!In the literature dealing with the theory of solids, the LCAO approximat
for crystal-field orbitals is sometimes erroneously identified with the tig
binding method, which is conventionally used as an interpolation sch
in calculations made with more rigorous methods.
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Specific structural features and thermal resistance of shungite carbon to graphitization
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A Raman scattering study is reported of the structural changes in natural glassy carbon in
shungite I induced by a thermal treatment within the 500–2700 °C range in an inert atmosphere.
It has been found that thermal treatment results in an insignificant increase of the graphite
phase content in the bulk of the samples, whereas in the near-surface regions graphitization of the
shungite glassy carbon can be more pronounced. The observed resistance of the shungite to
graphitization can be explained within a structural model in which the shungite glassy carbon
consists of closely packed nanostructures representing hollow multi-layered globules
enveloped in random-network carbon. ©1999 American Institute of Physics.
@S1063-7834~99!01208-3#
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The shungites represent silicate formations contain
natural glassy carbon in amounts from a few per cent
99.6% in some samples. These disordered structures ex
diverse compositions and, besides carbon, contain qu
mica, metal oxides, alumosilicates, etc. All these compone
are mixed in a remarkably uniform way.1–3

X-ray structural data show the regions of coherent x-
scattering to be microcrystallites containing three to six d
torted and heavily defected graphite-like atomic layers w
an order-of-magnitude larger number of aromatic rings
layer. Electron diffraction measurements1 and Raman
spectra4 yield practically the same size for the graphite-li
carbon microcrystallites in shungite-I~with the highest car-
bon content of up to 98%!, ;25 Å.

A distinctive feature of the natural glassy carbon in t
shungites is its resistance to graphitization up to temp
tures of about 3000 °C. In shungites of different types
process of partial graphitization terminates at different te
peratures ranging from 2200 to 2800 °C,2 but one cannot
conduct it to completion. Some authors2 attribute this to the
presence of chain carbon characterized by stable –C[C–
and5C5C5 bonds, which present the main obstacle to
graphitization of shungites. Other authors5 believe the pres-
ence of heteroatoms in the shungite material to be the m
reason for the resistance to graphitization.

This paper reports a Raman scattering~RS! study of the
structural changes in the shungite carbon induced by a t
mal treatment.

1. EXPERIMENTAL TECHNIQUE

The samples of shungite-I taken from one lot were ty
cally a few mm in size and had a specific weight of 1.
g/cm3. The measurements were carried out in the ba
scattering geometry. The spectra were excited by the 514
1291063-7834/99/41(8)/4/$15.00
g
o
ibit
tz,
ts

y
-
h
r

a-
e
-

e

in

r-

-

-
-Å

line of an Ar1 laser at incident power levels of 5 to 30 mW
The size of the excitation region varied from 20 to 50mm. A
micrometer attachment with a step of;50mm was used for
scanning the surface. One measured both the star
samples and the samples thermally treated at 500, 1
2000, and 2700 °C. To prevent the samples from oxidati
the treatment was performed in an argon ambient in a spe
microwave furnace. After heating the furnace to the desi
temperature, the sample was maintained at it for 5–10 m
then the furnace was turned off, and the sample was slo
cooled without removal to room temperature, at which t
measurements were made. The microcrystallite size was
culated by comparing the integrated scattered intensitie
the corresponding bands,6 which were isolated using a spe
cial computer code.

2. EXPERIMENTAL RESULTS

Figure 1 presents RS spectra of the starting sam
~curve1! and of the samples subjected to a thermal treatm
~curves2–5!. The spectra of the shungite samples are sim
to those typical of most disordered carbon structures. T
two strongest bands peak at 1355 and 1580–1590 cm21 and
correspond to theA1g andE2g2 vibrational modes of crystal-
line graphite, respectively. The first band is forbidden
selection rules and appears only in the amorphous phas
carbon. The position, halfwidths, and intensity ratio of the
bands obtained from curve1 practically coincide both with
the data of Ref. 4 and with the similar RS features char
teristic of the so-called onion-like carbon modification.7

Thermal treatment of the samples gives rise to cert
changes in the spectra, the most characteristic of them b
a change in the intensity ratio of the main scattering ban
As the annealing temperature is increased, this ratio chan
1 © 1999 American Institute of Physics
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slightly in favor of the higher-frequency band~curves2 and
3!, to make the bands about equal in amplitude at 2000
~curve4!. The strongest changes are observed in the sam
heated to 2700 °C~curve5!; indeed, the high-frequency ban
exceeds now considerably in intensity the low-frequen
one, which indicates the carbon to have acquired a slig
more ordered structure, i.e. its partial graphitization.

To check whether this effect relates to the bulk of t
sample or only to its near-surface region, additional meas
ments were carried out on cleaved surfaces. It was found
up to 2000 °C inclusive, Raman spectra taken from the s
face and from the bulk practically do not differ. At 2700 °C
the degree of graphitization of the surface~curve1 in Fig. 2!
is substantially larger than that of the bulk~curves2 and3!.
In connection with this, Fig. 1 shows also a bulk Ram
spectrum~curve5!.

3. DISCUSSION OF RESULTS

Graphitization in carbon materials proceeds usually
the following scheme. At temperatures;1000–2000 °C the
diameter of the layersLa increases through merging o
neighboring frameworks and attachment of disordered
bon atoms. The interplanar distancesd practically do not
change. Above 2000 °C, the framework growth slows dow
and d decreases noticeably, which is accompanied by
muthal ordering of layers with respect to one another. Af
this, the hexagonal frameworks become packed to form
allel layers with packets of different thickness.8

Figure 3 shows graphically the dependence of the mic
crystallite sizeLa on annealing temperature based on
data of Fig. 1. One readily sees a monotonic growth, a
while in the starting sampleLa;24 Å, after the thermal
treatmentLa increases more than twofold. For the samp
corresponding to curve1 in Fig. 2, La;162 Å. The inter-
layer separationd in shungites decreases only slightly, and
2800 °C it may become, for instance,d53.436 Å, to be com-

FIG. 1. RS spectra of shungite-I after annealing in an inert atmosphe
various temperatures,T~°C!: 1 — 20, 2 — 500,3 — 1000,4 — 2000,5 —
2700. For convenience, the curves are shifted along the vertical scale.
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pared with the starting valued53.497 Å.2 The latter figure is
close to the mean value for the shungites. We may recall
for crystalline graphited53.355 Å.

The above experimental data do indeed show t
graphitization in high-carbon shungites subjected to a hi
temperature treatment comes to an end neither in the
nor on the surface, otherwise the band at 1355 cm21 would
have disappeared completely. The reasons for this shoul
sought in the specific features of the shungite structure
composition.

The shungites have a complex mineralogical compo
tion. Even the high-carbon shungites-I may contain a vari
of impurities in amounts as high as a few per cent. In o
opinion, however, impurity atoms not only cannot interfe
with graphitization in shungites but should rather favor
The point is that a number of metals, as well as silicon,
known9 to act as catalysts in the graphitization of carb
materials. The process is intensified through the formation
carbides and of eutectic alloys of the type of Me–MeC
MeC–C ~where Me is a metal or silicon atom!, where alter-
nating events of carbide synthesis-decomposition lead to
formation of graphite. The impurities which are not involve
in the carbide formation, i.e., which do not act as catalys
do not exert any noticeable influence on the process.8,9 By
far the majority of non-carbon components in the shung
exhibit catalytic action.

FIG. 2. RS spectra of shungite-I after annealing at 2700 °C in an in
atmosphere.1 — from the near-surface region,2 and 3 — from different
points on the cleaved surface in the bulk of the sample.

at

FIG. 3. Dependence of the size of shungite-I microcrystallites on sam
annealing temperature.



e
th
a
e

at
o
o

n
th
s
ne
d
ti

ng
li
io
ny
di
s
s
l-
id

.4
5

-
th

ng
ep
su

d
n
u

o
n

te
er
s

th
a
e

is

on
e

er
ub
-
n
ar
h
o

ith
f the
the
les

of
the
of

the

za-
nsid-
he
ely
al

ace
e in
ger
ex-
di-
lat-
on

es a
e-
or-

its

he
on
on
in-

phi-
our
le

tly
g-

ike
uc-
in-
the

rch

1293Phys. Solid State 41 (8), August 1999 Kholodkevich et al.
As for the chain carbon, it can exist both in basal plan
and provide strong bonding between them. It is believed
for each five-six atoms in a layer in the shungites-I there m
be one to two carbon atoms bound strongly to the adjac
plane.1,2 For such a high concentration of chain-carbon
oms, their presence in the shungite structure could be, in
opinion, detected by such direct methods as, e.g., IR abs
tion or RS in the 2100–2300 cm21 region, which is charac-
teristic of linear carbon chains.10 No such features have bee
observed thus far, however, in the shungites. On the o
hand, if we take into account that adjacent carbon layer
both the transverse and longitudinal directions can be joi
through structural defects, for instance, screw and edge
locations, there appears no need for invoking the assump
of the presence of linear carbon molecules.8

Judged from the standpoint of its disordering, the shu
ite occupies probably one of the extreme places in the so
carbon series, because the absence of three-dimens
(hkl)-type reflections in its diffractograms does not give a
grounds for presenting the shungite carbon as finely
persed or poorly crystallized graphite. The shungite
should differ substantially in structure from synthetic glas
carbon as well~which is characterized by rigid crossing mu
tiple carbon bonds, graphite-diamond-type bonds, and br
ing oxygen9!, because, for approximately equalLa , carbon
content, and porosity, the specific weight of the latter is 1
1.5 g/cm3, whereas that of the former is typically 1.79–1.8
g/cm3 ~Ref. 1!, which is at the level of high-quality single
crystal industrial graphites and is in excess of that of
other known forms of natural amorphous carbon.

Electron microscopy shows the fundamental buildi
block in the shungite structure to be the globule, which r
resents supposedly a hollow, close to spherical, particle
rounded by a multi-layer shell and;100 Å in size.11 The
regions of x-ray coherent scattering are the most exten
plane walls of the globule, i.e., regions of similar carbo
layer arrangement. The carbon located between the glob
provides their bonding to one another.12 It is apparently the
least organized form and represents the random-framew
carbon. This structure is similar to the onion-like carbo
which forms at;1000 °C in a structural diamond-graphi
phase transition on the surface of 40-Å diamond clust
which are obtained in the course of detonation synthe
from the carbon of explosive substances.7 Here the globule is
not hollow but contains a diamond nanocluster. As for
shungites, thermal treatment reduces the layer curvature
result of globule coalescence and formation of comparativ
larger hollow particles.12 An increase in ellipticity may also
account for the observed growth of microcrystallites in v
ible size.

It is known that the structure of nongraphitizing carb
materials remains imperfect even after prolonged treatm
at very high temperatures and, if there are globules th
they do not change their morphology up to the carbon s
limation temperatures.13 If the graphitization process is con
sidered as a transformation of a two- to three-dimensio
structure, one can say that, while the microcrystallites
seen to become larger, their mutual orientation remains c
otic. It is appropriate to point out here that the efficiency
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graphitization, for instance, of industrial soot, decreases w
decreasing size of the spherical soot particles because o
influence of the increasing curvature of their surface and
most finely dispersed, channel-type soots, with partic
100–400 Å in size, do not graphitize at all.14 Thus the shung-
ite microcrystallites merged in globules are not capable
complete coalescence as a result of their small size and
absence of mutual orientation. In other words, the lack
tendency to graphitization is inherent in the structure of
shungite substance itself.

The above reasoning makes it clear why the graphiti
tion process on the surface of a sample proceeds to a co
erably greater extent. In the bulk, by far the majority of t
globules remain intact as a result of their being clos
packed, and microcrystallites have no possibility of mutu
alignment. By contrast, on the surface, the additional surf
energy can facilitate breaking the bonds which are stabl
the bulk of the sample, and the globules, being no lon
closed, can break into microcrystalline fragments more
tensively than in the bulk, thus producing favorable con
tions for the carbon layers to pack into a regular crystal
tice. However graphitization does not come to completion
the surface as well, because the original structure plac
constraint on the growth of microcrystallites and globule d
struction, i.e., the shungite itself represents a highly dis
dered material even after thermal treatment.

An analysis of the results obtained in this work perm
the following conclusions.

Within the 500–2700 °C temperature range, t
graphite-like microcrystallites of the shungite glassy carb
in the bulk increase in size by a factor of two to three, and
the surface of a sample, these structural elements can
crease by nearly an order of magnitude. No complete gra
tization is reached in either case, which is connected, in
opinion, neither with impurity atoms nor with a possib
presence of chain-carbon atoms.

Only complete destruction of globules can apparen
provide favorable conditions for transformation of the shun
ite glassy carbon to ultradisperse graphite.

The shape of the RS spectra obtained from onion-l
carbon is affected more by the size of globular nanostr
tures than by the degree and character of filling of their
ternal space. Therefore the assumption of the globules in
shungites being hollow requires additional confirmation.
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Moscow, 1979!.
14V. B. Fenelonov,Porous Carbon@in Russian# ~Institute of Catalysis,

Novosibirsk, 1995!.

Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 8 AUGUST 1999
DEFECTS. DISLOCATIONS. PHYSICS OF STRENGTH

Instability of an elastically compressed silicon surface under etching
Yu. G. Shreter, D. V. Tarkhin, S. A. Khorev, and Yu. T. Rebane

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted July 17, 1998; resubmitted November 30, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1416–1418~August 1999!

An unusual relief in the form of linear defects resembling quasicracks or grooves was observed
on a compressionally stressed surface of a bent silicon surface subjected to chemical
etching. The average distance between the forming defects was determined by the magnitude of
the surface mechanical strain. The reason for this is assumed to be an Asaro–Tiller–Srolovitz
instability in the compressed-surface–etching-agent system. A simple technique is proposed for
producing considerable mechanical strains, up to 0.5%, in a silicon surface at room
temperature. ©1999 American Institute of Physics.@S1063-7834~99!01308-8#
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More than two decades ago, Asaro and Tiller predic
the onset of thermodynamic instability in a flat, compressi
ally stressed surface of a solid, and pointed out its poss
relation to the formation and growth of microcracks on t
surface of mechanically stressed solids.1 These ideas were
further developed theoretically by Grinfel’d2 and Srolovitz.3

This instability was recently observed to set in in stres
He4 crystals4 and polymer films.5

The instability of a stressed surface consists essent
in that, if atoms on the surface of a solid can diffuse freely
transfer to a melt, this surface will undergo rearrangem
~corrugation! under mechanical loading and tend to a mi
mum of elastic and surface energy.3

Unusual patterns in the distribution of cracklike defe
were observed recently around scratches on Si samples
lowing their etching.6,7 The nature of these defects and th
distribution over the sample surface remained unclear
cause of the complexity of the phenomena occurring o
scratched surface, such as residual mechanical strain,8 cre-
ation and healing of microcracks and dislocations,9–11 and
formation on the Si surface of an amorphous12 or metallic13

phase.
This work investigates the effect of the magnitude a

sign of mechanical strains on the distribution pattern of
defects observed to appear under etching of elastic
stressed Si single crystals. The experiments were carried
on samples of dislocation-free Si bent elastically at ro
temperature. This permitted one to avoid creation of dislo
tions, cracks, or any phase transformations, as well a
study the effect of compression and tension on defect for
tion when atoms on the sample surface are activated b
chemical etching agent.

The results obtained are explained in terms of
Asaro–Tiller–Grinfel’d~ATG! theory.1–3

1. EXPERIMENTAL

The samples were cut from a~111!-orientedp-Si single-
crystal wafer (r510V•cm) grown by the Chochralski tech
1291063-7834/99/41(8)/3/$15.00
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nique. Dislocation-free silicon whose surface was thoroug
polished chemically was chosen to reduce the influence
sample defects. The samples were given a special shape~Fig.
1! that measured 183330.3 mm. The central~thin! part of
the samples,d250.120.175 mm thick andl 252 mm long,
was etched with an HNO3:CH3COOH:HF~5:3:3! agent. The
left-hand, thick part of the sample was fixed in a spec
teflon holder. A calibrated screw~3! applied a load from
below ~Fig. 1!. Thus the upper surface of the sample w
subjected to compression, and the lower one, to tension.
loading could be varied with the screw. Such a geometry
the sample, its fixing, and the point of load application p
mitted one to obtain a linear variation of the stress over
length in the thin section of the sample, with the maximu
of mechanical stress at the fixing point. The maximum str
obtained by us in this arrangement was;0.5% at 300 K.

The structure was fabricated of teflon and could be i
mersed directly with the sample into the etch. A Secco
lective etch14 was used to study corrosive phenomena occ
ring on the stressed surface of silicon. The etch time w
15 s, and the temperature, 300 K.

2. RESULTS AND DISCUSSION

The unusual surface relief was observed on the co
pressed side of the sample after the etching. The lower,
tended side remained specular. Figure 2 presents typ
SEM images. In these images obtained at different distan
from the fixing point the strain increases froma to c. One

FIG. 1. Arrangement for sample straining and geometry of the sample.1 —
Sample,2 — teflon holder,3 — screw for loading the sample.
5 © 1999 American Institute of Physics
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readily sees that the average distance between the
grooves increases as one moves away from the fixing p
and as the strain decreases.

Uniaxial surface strainuxx is related to the distancex
from the sample edge@~1! in Fig. 1# through

uxx5
h~a2x!

2bd2~x!
, ~1!

where

a5 l 11 l 21 l 3 ~2!

and

FIG. 2. SEM image of the etched silicon surface for various loads/dista
from the fixing point. The distance from the fixing point increases~the load
decreases! from ~a! to ~c!.
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l 2l 3
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3 D . ~3!

This relation holds only for a thin sample, whered1! l 1 ,
d2! l 2 , and d3! l 3 . For our samples,d15d3 . As evident
from Eq. ~3!, the strain in the thick part of the sample
substantially smaller than that in its thin part. Therefo
when describing the strain in the thin part of the sample, o
may neglect, in a first approximation, the bending of t
thick part~provided the lengthsl 1 andl 3 are not much larger
thanl 2). Thus settingl 15 l 350, we obtain an expression fo
the thin part of the sample:

uxx5
3dh

l 2 S 12
x

l D , ~4!

whered5d2 , l 5 l 2 .
For the parameters of our samplesl 51.7 mm, d

50.1 mm, andh50.1 mm, Eq.~4! permits estimation of the
maximum strainuxx

max;0.5%. As seen from Eqs.~1! and~3!,
the strain decreases linearly with decreasingx in the thin part
of the sample, to vanish at the load application point.

Figure 3 displays the reciprocal square root of the av
age distance between the observed grooves plotted vsx. The
average distance between deep groovesl was determined by
dividing the microscope field of view of 30mm by the num-
ber of grooves in the latter. This relation is seen to be cl
to linear in the thin part of the sample. This means thal
;1/uxx

2 , which permits one to relate the phenomenon o
served to an instability of the compressed surface. The m
driving force of this instability is the tendency of the syste
toward a minimum of total energy, which includes the elas
and surface tension energies. This gives rise to developm

es

FIG. 3. Plot ofl21/2 as a function of distance from the fixing point. Poin
— experimental data, line — theory.
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of surface corrugation under uniaxial compression. The ch
acteristic wavelength of this surface modulationl is given
by the expression3,5

l~x!5pg~12s2!/E uxx~x!2, ~5!

where E, uxx(x), s, and g are Young’s modulus, uniaxia
stress, the Poisson ratio, and surface tension, respective

Figure 3 plots the experimental and theoretical dep
dencesl21/2(x) against distance from the fixing point. Th
theoretical curve was obtained from Eqs.~1!–~5! using the
following parameters: l 150.1 mm, l 251.6 mm, l 3

50.1 mm, d150.225 mm, d250.125 mm, d350.225 mm,
h50.1 mm, E51.62931011 N•m22 ~Ref. 15!, s50.223
~Ref. 15!, andg was taken equal to 1 eV•Å 22.

The satisfactory agreement between the theoretical c
and experimental data gives us grounds to assign tentat
the observed phenomenon to a manifestation of the Asa
Tiller–Grinfel’d instability under corrosion-induced crackin
of material. In this case, surface rearrangement occurs
chemical removal of atoms rather than through surface
fusion or evaporation–condensation processes.16 However
the absence of instability on the extended Si surface rem
unclear within this model.
r-
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Quantum chemical modelling of the structure and properties of hypervalent
defects in vitreous SiO 2 and GeO2
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S. A. Dembovski * )
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A cluster approximation using a semiempirical MNDO-PM3 scheme is used to study the
structure and properties of the defect structures which develop in vitreous SiO2 and GeO2 during
the interaction of the previously discovered most probable defects~two-member cycles,
fragments with double bonds O5A,(A5Si, Ge) and open chains! with valence-saturated
segments of a fracture surface. During the interaction of open chains with such a surface, defects
with a large dipole moment~up to 15–20 D! are formed, which may create anisotropic
highly polarized regions in the glass. The bonds around hypervalent centers are weakened, and
the characteristics of the newly formed and already existing bonds approach one another;
that is, in a grouping of this sort, other decay paths may exist that change the direction of fracture.
In structures formed by the interaction of O5A, defects and two-member cycles with the
surface, hypervalent bonds are easily broken; that is, the hypervalent configuration is transformed
into an ordinary one. In a number of cases, the potential surface contains two or three
minima with similar energies, separated by low or moderate potential barriers. ©1999 American
Institute of Physics.@S1063-7834~99!01408-2#
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In some earlier papers1,2 we have used quantum
chemical-cluster calculations based on an MNDO-P
scheme to study the properties of the cyclical fragments
which form a continuous disordered lattice in vitreous Si2

and GeO2. It turned out that the resistance to fracture in lin
of various sizes can differ by a factor of 2–3, despite th
similar relative stabilities and the similarity of the structur
characteristics of the polyhedra which form them. Fo
member rings are the ‘‘weakest’’ in these glasses, si
when they are destroyed the bonds may be shifted to f
two-member cycles. This implies that the breakup of
continuous disordered lattice during softening should be
along surfaces having a maximum concentration of th
‘‘weak’’ links. Since they are not sufficiently numerous
form a continuous surface, even the more durable struct
units which exist in the fracture zone will break up. On t
granule surfaces, which come apart and stick together c
tinuously as the glass softens,1,2 the most probable defect
should include two-member cycles, as well as fragme
with double O5A, bonds and open chains with broke
bonds. These defects interact with one another without a
rier or with low barriers and this leads to recovery of t
cells of the initial continuous disordered lattice. In this pap
we examine other possibilities which arise during the int
action of defects with valence-saturated fragments of
fracture surface of continuous disordered lattice, in which
coordination number of the A atoms is 4 and that of t
oxygen atoms is 2. In such cases, hypervalent configurat
should develop in the initial stage. These configurations3 are
1291063-7834/99/41(8)/5/$15.00
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specific microscopic centers that correspond to the ‘‘s
atomic configurations’’ in the Klinger–Karpov model.4–6

The purpose of this paper is to study the structure and p
erties of these configurations and the possibility of their f
ther transformation.

1. COMPUTATIONAL TECHNIQUE

As in Refs. 1 and 2, the defect regions of the continuo
disordered lattice are modelled by clusters in which the
tive region is surrounded by at least two layers of A–
bonds, the boundary of the cluster passes through A ato
which are fixed more rigidly than oxygen atoms in the co
tinuous disordered lattice, and broken bonds at the clu
boundary are closed by H atoms. As an initial element
modelling the valence-saturated fragments of the fract
surface of the continuous disordered lattice, we have use
six-member C6 cycle, since it is the most stable structu
element of the AO2 glasses on a medium order sca
length1,2 and has the highest concentration.7 It should be
noted that because of the similarity of the electronic a
structural characteristics of the continuous disordered lat
fragments, on a near ordering scale replacing a C6 cycle
its nearest neighbors~C5 or C7! should not lead to signifi-
cant changes in the results.

In the C6 cycle shown in Fig. 1, the inner A atoms for
a crown structure in which one triplet of A atoms lies abo
the plane of the figure and another, below it. Here
‘‘outer’’ A–O–A bridges are positioned so that three
them are directed below this plane and another three
8 © 1999 American Institute of Physics
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above the plane, while the remaining six do not deviate s
nificantly from lines parallel to the plane of the figure.
modelling a fragment of the fracture surface, the part of
continuous disordered lattice lying above the plane is ‘‘cu
Here the broken bonds which appear above a C6 and in
nearest surroundings are closed on one another to form m
energetically stable defects, C2 cycles, around the C6.
result is a C6S cluster~see the figure! which contains no
broken bonds; all of its atoms have conventional coordi
tion numbers: 4 for A and 2 for O. To construct it, th
boundary A atoms are fixed at the same positions as in
initial defect-free cluster, while the positions of the rema
ing atoms are optimized with respect to a minimum to
energy.

There is a substantial number of atoms (;50260) in the
clusters which model the interaction of the most proba
defects, C2, D2, and D7~see the Fig. 1!, with a surface
fragment of this sort and the calculations for these syste
can be carried out only through semiempirical methods.
cording to Ref. 2, for SiO2 and GeO2 entirely satisfactory
results are obtained with the MNDO-PM3 approximation,8 at
least for structures with ‘‘normal’’ valances. In order
verify the feasibility of this approximation for hypervalen
configurations, we have done some nonempirical calc
tions of C2C2 systems~see the figure! formed by the inter-
action of two C2 cycles and those examined in Ref. 2 w
PM3. In these calculations, clusters with only one layer

FIG. 1. Schematic representation of part of a fracture surface, initial def
and fragments of hypervalent configurations in glassy SiO2 and GeO2.
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A–O bonds surrounding the active region were used,
with complete optimization of the geometric paramete
‘‘Agglomeration’’ of C2 cycles leads to a drop in the tota
energy, which is more significant for SiO2. In the C2C2 con-
figuration, the bonds formed by atoms with elevated coor
nation numbers are weakest; they are longest and have
lowest orders.~See Table I.! In the PM3 approximation, this
kind of complex is a local minimum of the potential surfa
and can be transformed into a four-member C4 cycle afte
low (;10 kcal/mol! barrier is overcome. Here the hyperva
ent 2–3 and 5–6 bonds break, while 2–5 and 3–6
strengthened. In order to verify these results, we have
formed nonempirical calculations of similar systems us
the GAMESS code9 at an SCF level using an SBK
pseudopotential10 with a corresponding two-exponent bas
supplemented by polarizingd AO at the atoms of the active
region ~in the following, SCF/SBKp!. The energy DE re-
quired to break the complex into two C2 cycles was a
determined more accurately by taking the correlation of
electrons into account in a second order Meller-Ples
~MP2! scheme. Despite a quantitative difference~up to
0.07–0.1 Å for the interatomic distances!, the qualitative re-
lationships between the lengths and orders of the bond
the PM3 and nonempirical approaches are the same~see
Table I!. DE is more sensitive to the level of approximatio
A correct estimate of this quantity requires both a more fl
ible basis and taking the electron correlations into accou
The values of DE for SiO2 and GeO2 do equilibrate, but for
GeO2 it is somewhat higher; that is, for SiO2, PM3 overes-
timates and for GeO2, it underestimates the stability of th
hypervalent structures. It should be noted that in nonemp
cal calculations neglecting the polarizing AO, the C2C2 co
figuration is not a local minimum and when the geomet
parameters are optimized, it transforms to C4. Evidently
the nonempirical approach the barrier in the way of t
C2C2– C4 transition is still lower than in PM3. Thus, th
semiempirical PM3 approximation correctly implies the po
sible existence of and the features of the geometric struc
and electronic structure for the hypervalent configurations
SiO2 and GeO2, but it distorts the relationship of their energ
stabilities.

ts,

TABLE I. Bond lengths and orders@R( i , j ) Å, Q( i , j )] in a hypervalent
C2C2 complex and the energy DE~kcal/mole! required to break it up into to
isolated two-member cycles.

PM3 i , j 1, 3 1, 4 2, 3 2, 4 2, 5 3, 6 DE

SiO2 R( i , j ) 1.70 1.66 1.81 1.73 1.73 1.74 48
Q( i , j ) 0.77 0.94 0.50 0.72 0.64 0.62

GeO2 R( i , j ) 1.81 1.77 1.89 1.82 1.87 1.86 29
Q( i , j ) 0.77 0.98 0.54 0.77 0.54 0.54

SCF / SBKp SCF MP2

SiO2 R( i , j ) 1.70 1.62 1.79 1.75 1.84 1.84 15 31
Q( i , j ) 0.85 1.22 0.66 0.95 0.71 0.71

GeO2 R( i , j ) 1.78 1.70 1.87 1.83 1.92 1.93 24 38
Q( i , j ) 0.75 1.14 0.61 0.83 0.58 0.58
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2. RESULTS AND DISCUSSION

In a model C6S cluster after optimization of the coor
nates of its interior atoms, the cycle of six A atoms becom
almost flat; the oxygen atoms are slightly raised above
Here the lengths and orders of the A–O bonds remain alm
the same as in the original C6 cycle: 1.63–1.66 Å, 0.8
0.90 for SiO2 and 1.77–1.78 Å, 0.88–0.92 for GeO2. The
interaction of the defects with the two-member cycles of
cluster modelling the fracture surface was not conside
since they have already been studied in Refs. 1 and 2. O
those configurations which can develop when defects
with fragments of the relatively weakly stressed six-mem
cycle and here two possibilities were considered: the c
figuration is formed with the participation of an A atom fro
the weakly distorted tetrahedron~variant a) or of an atom
from a two-member cycle, where the AO4 tetrahedron is
more significantly distorted~variantb).

Interactions of this sort lead to formation of metasta
structures with elevated coordination numbers for atoms
the contact region. The bonds in which such atoms par
pate are substantially weakened; they are 0.10–0.12
shorter and their orders are 20–30% shorter than the bo
in the initial structure. The characteristics of the bonds in
nearest surroundings change little. For these configurati
further transformation is possible, with their conversion in
structures with ordinary coordination numbers.

For an open D7 chain~see Fig. 1!, the ground state1,2 is
a triplet corresponding to two broken A–O bonds@the un-
paired electrons are localized at the incompletely coordina
atoms A~13! and O~14!#. The singlet lies 30–40 kcal/mo
higher and is characterized by a strong alternation of b
lengths and order and a high polarity.~The dipole moment is
as high as 15–20D.! When they interact with the surface, th
relationship of the stabilities of the single and triple chan
the singlet state becomes the ground state and the triple
30–50 kcal/mol higher. The reduction in the energy wh
the C6S cluster used to model the surface joins with a
chain in the singlet state is;130 kcal/mol for SiO2 and
50–55 kcal/mol for GeO2, but given the results described
the section on method, it should be expected that, in the
case, this values is significantly overestimated and, in
second, underestimated. The alternation of bonds with
chain is lessened, but an analogous alternation shows u
the fragments of the C6 cycle with which the D7 fragme
interact. ~Variant a corresponds to formation of 6–14 an
9–13 bonds and variantb, to 5–14 and 8–13; see Fig. 1!.
Here the bonds around the hypervalent centers 6, 9 or
are weakened; the characteristics of the newly formed
already existing bonds become almost the same~see Tables
II and III!. This means that the other breakup variants in t
grouping, which change the direction of fracture, require
sentially the same energy expenditures as the recovery o
initial state. The high polarity of the defect when D7 a
C6S merge is retained; in the configurations considered
the dipole moment is 17–18D, i.e., interactions of this s
are capable of creating anisotropic, highly polarized regi
in glass.

Type D2 and C2 fragments are also capable of ‘‘stic
s
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ing’’ to a valence-saturated fragment of a C6S surface
form the C6SD2a, C6SD2b, C6SC2a, and C6SC2b hype
lent regions shown in the figure. The corresponding ene
drop for a D2 fragment is substantial: 59 and 71 kcal/m
~for variantsa and b) in SiO2 and 35 and 43 kcal/mol in
GeO2, respectively. When C2 and C6S interact, there is l
stabilization: 43 and 53 kcal/mol for SiO2 and 0 and 9 kcal/
mol for GeO2. Given the results in the section on methods
should be expected that these values are high for SiO2 and
low for GeO2, and, in terms of a more accurate approach,
energy reduction on forming these structures in GeO2 may
be larger than in SiO2.

Qualitatively, the following behavior is easily identifie
during the formation of the hypervalent structures: the
ergy reduction is larger, when the defect contained m
valence-unsaturated atoms. For identical defects, those
figurations in which an A atom contained in a two-memb
cycle acts as a hypervalent center are more stable; this
consequence of the greater distortion of the AO4 tetrahedron
in the initial structure. Evidently, in the valence-saturat
portions of the fracture surface, centers of this sort must p

TABLE II. Bond lengths and orders@R( i , j ), Å, Q( i , j )] in open chains
interacting with a fragment of a valence-saturated surface.

i , j 13,9 13,16 16,18 18,17 17,15 15,14 14,

a R( i , j ) 1.75 1.62 1.66 1.63 1.68 1.64 1.73
SiO2 Q( i , j ) 0.64 0.94 0.75 0.97 0.73 1.01 0.62
a R( i , j ) 1.86 1.74 1.79 1.75 1.80 1.76 1.84
GeO2 Q( i , j ) 0.70 1.01 0.76 1.02 0.75 1.07 0.62

i , j 13,8 13,16 16,18 18,17 17,15 15,14 14,

b R( i , j ) 1.75 1.62 1.66 1.63 1.68 1.62 1.69
SiO2 Q( i , j ) 0.63 0.93 0.77 0.94 0.76 1.04 0.67
b R( i , j ) 1.86 1.76 1.80 1.76 1.80 1.75 1.81
GeO2 Q( i , j ) 0.68 1.01 0.80 1.00 0.76 1.06 0.67

TABLE III. Bond lengths and orders@R( i , j ), Å, Q( i , j )] in cyclic surface
fragments interacting with an open chain.

i , j 1,12 1,7 2,7 2,8 3,8 3,9

a R( i , j ) 1.64 1.66 1.64 1.65 1.61 1.73
SiO2 Q( i , j ) 0.95 0.80 0.92 0.77 0.96 0.66
a R( i , j ) 1.75 1.78 1.76 1.78 1.75 1.86
GeO2 Q( i , j ) 1.05 0.84 0.95 0.81 0.92 0.68
b R( i , j ) 1.63 1.64 1.61 1.73 1.73 1.60
SiO2 Q( i , j ) 0.99 0.79 0.92 0.65 0.63 1.02
b R( i , j ) 1.76 1.77 1.76 1.86 1.85 1.74
GeO2 Q( i , j ) 0.85 0.75 0.94 0.68 0.65 1.09

i , j 4,9 4,10 5,10 5,11 6,11 6,12

a R( i , j ) 1.75 1.61 1.68 1.62 1.70 1.69
SiO2 Q( i , j ) 0.62 0.97 0.73 1.01 0.69 0.70
a R( i , j ) 1.88 1.75 1.80 1.74 1.82 1.82
GeO2 Q( i , j ) 0.62 1.02 0.76 1.08 0.69 0.71
b R( i , j ) 1.67 1.61 1.69 1.69 1.61 1.67
SiO2 Q( i , j ) 0.71 1.02 0.67 0.70 1.02 0.75
b R( i , j ) 1.80 1.74 1.81 1.81 1.75 1.80
GeO2 Q( i , j ) 0.72 1.07 0.69 0.73 1.03 0.77
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TABLE IV. Potential curves for regroupings of the hypervalent C6SD2a, C6SD2b, C6SC2a, and C6
configurations into ordinary configurations.Er is the relative energy~kcal/mol!, R( i ; j ) ~Å! is the variable
distance.

R( i ; j ) 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.6 2.8 3.0 3.2

SiO2, i ; j Er

C6SD2a 4;10 0.0 – 4.5 – 8.0 8.3 8.1 7.5 8.0 – –
C6SD2b 5;10 0.0 – 2.3 3.8 4.2 3.5 – 0.6 0.3 0.9 –
C6SC2a 13;14 – 0.0 – 6.1 8.0 7.9 – 6.5 5.7 5.7 –
C6SC2a* 4;10 – – 11.4 – 16.3 – 16.4 15.5 15.3 15.1 14.
C6SC2b 13;14 0.0 – 7.3 – 13.0 – 13.9 13.3 13.5 – –
C6SC2b* 5;10 – – 19.2 – 24.4 – 24.3 21.7 21.1 20.9 21.

R( i ; j ) 1.9 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 3.2

GeO2, i ; j Er

C6SD2a 4;10 0.0 – 2.7 3.4 3.2 2.9 3.5 – – – –
C6SD2b 5;10 0.2 0.0 1.1 1.5 1.0 20.4 20.5 0.4 – – –
C6SC2a 13;14 0.0 – 7.0 – 12.1 – 15.8 18.0 20.3 19.7 –
C6SC2a* 4;10 18.1 19.1 – 22.6 – 22.3 – 21.0 – 23.8 –
C6SC2b 13;14 0.0 – 7.6 – 13.0 – 16.1 18.1 18.5 17.0 17

Note: In the configurations indicated with an asterisk,R~13;14! corresponds to the second minimum (;3 Å!.
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a more active role in the process of transforming the conti
ous disordered lattice of the AO2 oxide glasses.

The interaction of a type D2 defect with an ordina
A–O bond, when the geometric parameters of the sys
have been fully optimized, leads to a barrierless entry of
defect into a bond and the transformation of the hyperva
configuration into an ordinary one, both in the nonempiri
approach and in the PM3 approximation. In the hyperval
C6SD2a and C6SD2b defects, the rigid surroundings inh
their spontaneous transformation into structures with o
nary coordination numbers for the A and O atoms. In or
to examine the possibility of such a transition, in the mo
clusters the potential surface was scanned with respec
stretching the hypervalent bonds. It was found that incre
ing the length of a hypervalent bond leads to a monoto
reduction in its order. For example, the order of t
‘‘double’’ 13–14 bond is reduced and its length is increas
while for bonds adjacent to a hypervalent defect, the cha
teristics change in the opposite way; that is, the hyperva
structure transforms into an ordinary one. On the poten
surface there are two minima which are close in energy
separated by a low~less than 10 kcal/mol! potential barrier
~see Table IV!; that is, a structure of this type is nonrigid an
has a two-well potential. The characteristics of the poten
surfaces of these defects correspond to the properties o
‘‘soft atomic configurations’’ postulated by Klinger an
Karpov4–6 for explaining many features of vitreous system
It is entirely possible that such structures of one of the p
sible prototypes for these hypothetical objects, as sugge
in Ref. 3. Strongly stretched~almost to complete breaking!
tricentered Si–O–Si bridges have similar properties,11 but
the concentration of this kind of defect should be very lo

For the C6SC2a and C6SC2b defects constructed
the participation of a two-member cycle, the picture is mo
complicated. The stretching of the 4–10 or 5–10 bond~see
the figure! leads to a monotonic energy increase, i.e.,
-
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second minimum does not develop. As the length of bo
13–14 increases, a very shallow local minimum appe
which lies above the initial structure for both SiO2 and GeO2

~see Table IV!. The resulting configuration has a hypervale
bond; thus, it can under go further transformation. Stretch
this bond leads to the appearance of an additional minim
still less favorable than the previous one, except for C6SC
~GeO2, where it does not develop. It should be noted that
GeO2 the relative stability of the hypervalent configuratio
compared to the ordinary configuration, is greater than
SiO2. As in the case of the C6SD2a and C6SD2b configu
tions, destruction of the hypervalent interactions makes
characteristics of the bonds in the nearest surround
equilibrate and become almost the same as those for the
dinary bonds in defect-free structures; that is, the hyperva
configurations transform into ordinary ones. The energy d
ference between them reaches 15–20 kcal/mol, so that
though the potential surfaces of these structures have tw
three local minima, it is hardly legitimate to compare the
with the ‘‘soft atomic configurations’’ of Klinger-Karpov.
The most like role for these defects is bond switching dur
transformation of the continuous disordered lattice. In str
tures of the type C6SC2, the transition from hypervalent
ordinary configurations makes it possible for the clus
boundaries to shift by distances equal to three-four O
bond lengths through straightening of the 10–13–15–14
or 5–14–15– 13–10 loops~see Fig. 1! without great expen-
diture of energy and makes the transformation of the c
tinuous disordered lattice easier in this region.

It should be noted that the relative stabilities of the h
pervalent and ordinary configurations in C6SD2 and C6S
type structures should vary significantly, depending on
position of the boundary atoms in the cluster: stretching
C6S cycle, which leads to an increase in the 4–5 distan
will facilitate stabilization of the ordinary configuration, an
compression, that of the hypervalent configuration. Since
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structure of a glass is irregular and is determined to a s
stantial extent by random factors, these defects should ha
rather broad energy spectrum, in one part of which a hyp
valent configuration may be primary, and in another part,
ordinary configuration. This, however, does not change
main result, namely that, for the defects considered in
section, when hypervalent configurations are involved, b
switching can take place easily and causes substa
changes in the local structure of the continuous disorde
lattice without a large energy expenditure.

These results indicate that the hypervalent structu
having a higher packing density considered here can dev
from ordinary structures, if, for some reason, part of t
bonds in the continuous disordered lattice have been
stroyed so that isolated segments of it become mobile.
extremely probable that the rate for a mechanism of this
in structural transformations increases in glass under UV
radiation, which causes an increase in its refractive inde12

Since the relative stability of the hypervalent structures
higher when Ge is involved, doping quartz glass with germ
nium should enhance this effect.

In sum, when the most probable defects resulting fr
fracture of vitreous SiO2 and GeO2 interact with valence-
saturated fragments of a fracture surface, metastable hy
valent structures may develop which are capable of par
pating in further transformation of the continuous disorde
lattice. In individual cases, the transformation of hyperval
into ordinary configurations involves overcoming a low~less
than 10 kcal/mol! barrier; that is, a nonrigid system develo
with a two-well potential of the type in the Klinger–Karpo
b-
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‘‘soft atomic configuration.’’ For the defects formed from
open chains, the singlet electronic state, which has a la
dipole moment~up to 15-20D!, stabilizes. When a hyperva
lent configuration develops the high polarity of the defect
retained, and this may create anisotropic high polarity
gions in the glass.
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EPR of a non-Kramers iron ion in KTaO 3
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The EPR spectrum of the non-Kramers iron ion Fe41 (S52) in a KTaO3:Fe crystal appearing
after illumination of the sample in the visible has been detected and studied. Because of
the large initial splitting (uDu54.15 cm21), only transitions within theu61& and u62& doublets
are seen experimentally. Superhyperfine structure in the spectrum of a non-Kramers ion in
perovskites has been detected for the first time. A structure is proposed for the center responsible
for the new EPR spectrum, which represents a complex of a Fe41 ion substituting for Ta
with an oxygen vacancy at the nearest anion site. ©1999 American Institute of Physics.
@S1063-7834~99!01508-7#
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EPR is widely used in studies of photoinduced cha
transfer between defect centers and the lattice. The am
of information this method can provide increases subs
tially if one can measure the EPR spectrum of a variab
charge center not in one but in both of its charge states,
in states with both a half-integer and an integer spin.

This work reports a study of the EPR spectrum of a n
tetragonal iron center with the spinS52 in the cubic crystal
of a KTaO3 incipient ferroelectric~a brief communication
about this center was given in Ref. 1!. The center is photo-
sensitive, and an analysis of its presence or absence b
and after illumination of samples with different Fermi lev
positions has permitted us to draw a conclusion regarding
microscopic structure.

Our interest in these centers stems, among other thi
from the discovery of their alignment under illuminatio
with polarized light, a phenomenon which is the subject o
separate paper.2

1. EPR SPECTRUM OF A NON-KRAMERS IRON ION

We studied KTaO3:Fe single crystals grown at the Phy
ics Department, Osnabru¨ck University ~Germany!, with a
batch iron content of 2000–10000 ppm. The crystals w
grown in air on a seed with an excess of K2O. Rectangular
samples measuring typically 1.53234 mm were cut from a
single-crystal boule and studied primarily in the as-gro
state. Several samples were annealed in an oxidizing
reducing atmosphere.

The EPR spectra were measured on a standard Radi
SE/X 2544 3-cm range spectrometer.

The EPR spectra of the samples obtained at nitro
temperature consist of a large number of lines, the stron
of them corresponding to the known iron centers in KTaO3,
namely, a rhombic, Fe31 ~Ref. 3!, and two tetragonal
FeK

31 – Oi ,4 and the so-called Fe-4/2~Ref. 5! ~the explanation
of the notation and a discussion are presented below!. Illu-
1301063-7834/99/41(8)/4/$15.00
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mination of as-grown samples atT578 K by visible light
gives rise to a new spectrum, which is much weaker than
three above-mentioned ones and has a clearly resolved s
rhyperfine~ligand hyperfine! structure~Fig. 1!.

1.1. Angular dependence of the fine-structure lines

The angular dependences of the fine-structure line p
tions ~Fig. 2! attest to a tetragonal symmetry of the cen
and have a shape characteristic of a center with spinS52
and a large initial splittinguDu@gbH.6 It is the large mag-
nitude of uDu that accounts for the presence in the spectr
only of the lines corresponding toDM -forbidden transitions
u11&↔u21& and u12&↔u22&. The spin Hamiltonian
~written without inclusion of the superhyperfine structure!7

H5gbHS1DFSz
22

1

3
S~S11!G1

1

48
a~S1

4 1S2
4 ! ~1!

with the parameters found by us

S52;

g51.98260.005;

uDu5~4.1560.02!cm21;

a5~0.14760.002!cm21 ~2!

allows a fairly accurate description of the angular dep
dences of the resonant fields for all the spectral lines~Fig. 2!.
The calculations were performed using a program8 devel-
oped by Grachev.

All main measurements were carried out atT578 K.
The strongest line in the spectrum~the u11&↔u21& transi-
tion, u590°) is seen clearly at room temperature as well
which its width~about 30 Oe! determined by superhyperfin
interaction does not increase.

Note that a recent ODMR study9 of KTaO3 revealed the
presence of a tetragonal iron center withS52 andg52.02,
3 © 1999 American Institute of Physics
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FIG. 1. Typical EPR spectrum of a KTaO3:Fe sample~10,000 ppm! illuminated by blue light.T578 K. 9.34 GHz.H oriented close to the@110# direction
(u543°).
c
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ruc-

on,
which was assigned to FeK
41 –Oi . One observed only the

u12&↔u22& transition within the angular rangeu50
264°, which did not permit determination of the other spe
tral parameters~only the upper bounds onD and a were
estimated,D,25 anda,0.1 cm21). Although the differ-

FIG. 2. Angular dependences of the EPR lines~without shf structure! ob-
tained in the~100! plane for anS52 tetragonal iron center in KTaO3:Fe.
u — angle between thê100& direction and the magnetic field,n59.29
GHz, T578 K. Points — experiment, curves — calculation.
-

ence between theg factors found in Ref. 9 and this work i
quite substantial, the same initial~oxidized! state of the
samples and a similar method of center generation use
both studies argue for these centers being identical. Ne
theless, we propose another interpretation for the center
served by us~see below!.

1.2. Superhyperfine structure

All the lines of the spectrum under consideration exhi
a clearly resolved superhyperfine~shf! structure, in which
one reliably resolves more than 30 components~Fig. 3b!.
Such a large number of components indicates that this st

FIG. 3. Superhyperfine structure in the spectrum of tetragonal ir
u11&↔u21& transition.T578 K. u: ~a! 44°, ~b! 23.5°.
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ture is due most likely to nuclei not of potassium~eight K
nuclei would have yielded only 25 components! but rather of
tantalum~100%,I 57/2).

The shf splitting at u50° is A5(3.060.1)31024

cm21. The magnitude ofA increases strongly for the
u12&↔u22& line asH approaches the perpendicular orie
tation ~Fig. 4!. The angular dependence ofA for the
u11&↔u21& transition is substantially smoother. Note th
the experimental angular dependencesA(u) for the lines of
both transitions are well fitted by the theoretical curves
tained using parameters~2! under the assumption of isotrop
superhyperfine interaction~Fig. 4!.

1.3. Specific observational features of EPR in an incipient
ferroelectric

Note that the considerable difference in the intensity
the two groups of lines corresponding to theX andY centers
~see Fig. 3a! might seem strange at first glance~if one takes
into account the insignificant deviation ofH from the @110#
direction, at which both groups merge!. This phenomenon is
accounted for by the noticeable distortion of the microwa
field in the resonator7 appearing as one places into the lat
a KTaO3 sample, for which the static dielectric constant« is
about 800 atT578 K. Obviously enough, the KTaO3 sample
acts here as a second resonator, because its dimension
considerably in excess of one half of the microwave wa
length in this material~which is about 0.5 mm!.

This gives rise to a set of microwave modes, each be
a linear combination of two coupled modes, namely, of
spectrometer resonator mode and of the sample reson
mode. The microwave field vectorH1 for such a mixed mode
deviates to a certain extent from the initial~vertical! orienta-
tion, which results in a partial lifting of forbiddenness6 from
the DM562,64 electronic transitions measured expe
mentally. Obviously, the extent to which the forbiddennes

FIG. 4. Angular dependence of the superhyperfine splitting.$100% plane.
T578 K. Points — experiment, curves — calculation.
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lifted may be different for theX and Y centers, and this is
what results in different intensities of the corresponding l
groups~Fig. 3a!. The above reasoning is buttressed convin
ingly by the appreciable variation of theX to Y amplitude
ratio observed when one tunes the spectrometer to diffe
vibrational modes in the resonator~the dips in the klystron
generation zone curve!.

The same factors make determination of the abso
concentrations of the observed centers impossible.

2. STRUCTURE OF THE S52 IRON CENTER

The problem of the microscopic structure of theS52
tetragonal iron center under study here is fairly compl
First, theS52 spin corresponds to two charge states of
iron ion, Fe21 (d6) and Fe41 (d4) @Ref. 6#. Second, it is
known that the iron ion can occupy the sites of both Ta~Fe

Ta) and K (FeK). Finally, there are a number of factors whic
account for this center being tetragonal, namely, the prese
near the Fe ion of a compensating defect~an oxygen vacancy
VO in the case of FeTa or an interstitial oxygen Oi for FeK),
Jahn–Teller distortion of the FeO6 complex, and off-central
displacement of the iron ion from the site.

Note that the most typical defects in the KTaO3 lattice
are those associated with the oxygen sublattice, namely
oxygen vacancy and an interstitial oxygen ion. It is know
also that these defects act as local charge compensator
the iron impurity by forming complexes of tetragonal sym
metry, FeK–Oi and FeTa–VO. Their EPR spectra correspond
ing to Fe in the13 state are well known.4,10 Both complexes
are photochromic.11 At the same time there is no reliabl
identification of other charge states of these centers. T
other spectra of the tetragonal iron, the so-called ‘‘Fe-4/
and a new spectrum presented in this work, have been
tained. It appears reasonable to attempt their assignme
terms of the two reliably established complexes, FeK–Oi and
FeTa–VO.

2.1. On a possible structure of the Fe-4/2 center

This spectrum, named after the valuesg'
eff'4 andgi

eff

'2, was assigned5 to either FeK
1 or FeTa

51 . Based on a com-
parison of the superhyperfine splittings, we were inclined
the FeTa

51 assignment.12 Because this is essential for unde
standing the structure of theS52 center as well, we feel it
appropriate to present here two more arguments for the la
interpretation, which are based on the presence or absen
the spectra under consideration in the samples subjecte
annealing in a reducing or oxidizing atmosphere.

By keeping a sample in the dark at a sufficiently hi
temperature~300 K in our case! and cooling it subsequently
to 78 K, one can reach thermodynamically equilibrium pop
lations of defects in different charge states. Obviou
enough, they may turn out not to be the same in crys
having differing Fermi level positions. However, in eac
given sample, a given defect can exist either in one or t
adjacent charge states. Because the FeK–Oi complexes in an
oxidized sample reside in two charge states, FeK

31 –Oi and
FeK

21 –Oi ,11 no FeK
51 –Oi or FeK

1 –Oi complexes can be
present there. Hence the Fe-4/2 spectrum observed in
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same sample cannot be assigned to FeK–Oi . After the reduc-
tion of the sample in hydrogen the Fe-4/2 spectrum dis
pears, to be replaced by the spectrum of the FeTa

31 –VO center.
These results provide supportive evidence for the Fe

spectrum belonging to the FeTa
51 –VO complex.

2.2. Structure of the S52 iron center

We start consideration of the possible structures of
S52 center under study with the potassium site. The
served spectrum can originate from light-induced recharg
of the FeK

31 –Oi centers present in as-grown samples in
form of either FeK

21 –Oi or FeK
41 –Oi . In this case it should

appear also in the reduced sample after illumination w
visible light, which produces11 a noticeable concentration o
the FeK

31 –Oi centers. Part of these newly created cent
should, in their turn, undergo recharging to theS52 state
under consideration in exactly the way this occurs in
grown samples. This is, however, at odds with the result o
special, carefully performed experiment, which showed t
the spectrum of theS52 center is observed in reduce
samples neither in the equilibrium state nor following illum
nation.

As for the tantalum site, the FeTa
51 –VO center presen

originally in oxidized and as-grown samples~see Sect. 2.1!
can capture an electron liberated in the light-induced ion
tion of other defects. TheS52 FeTa

41 –VO center thus created
is, in our opinion, the most likely source for the new EP
spectrum.

Obviously enough, the above reasoning does not give
grounds to assume the model of the observedS52 iron cen-
ter proposed here to be the only possible one. This mode
received, however, a number of weighty arguments from
detailed study of the alignment of these tetragonal iron c
ters, which takes place under sample illumination with p
larized light in the course of both creation and annihilation
-
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f

such centers. These arguments will be discussed at leng
another paper.2

Thus the totality of the experimental data obtained
date permits one to consider the FeTa

41 –VO complex as the
most probable source of the new EPR spectrum of ir
doped potassium tantalate crystals reported in this work.
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12V. É. Bursian, V. S. Vikhnin, and L. S. Sochava, Fiz. Tverd. Te
~St. Petersburg! 39, 626 ~1997! @Phys. Solid State39, 547 ~1997!#.

Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 8 AUGUST 1999
MAGNETISM AND FERROELECTRICITY

State of iron atoms in SiO 2–xFe2O3 gels

V. S. Rusakov

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia

V. M. Cherepanov

Russian Scientific Center Kurchatov Institute, 123182 Moscow, Russia

A. M. Bychkov

V. I. Vernadskii GEOKhI Institute, Russian Academy of Sciences, 117975 Moscow, Russia
~Submitted November 30, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1428–1431~August 1999!

Mössbauer studies are made of57Fe nuclei in dry SiO2•xFe2O3 gels at low temperatures in
external magnetic fields. It is shown that the state of the iron atoms in the gels depends
significantly on their concentration. In dry gels with an iron content exceeding 0.01Fe2O3,
the Fe atoms belong to finely dispersed particles of the oxide with maximum sizes of;80 Å in
a superparamagnetic state. For lower iron contents, the Fe atoms are in the form of a
highly diluted paramagnetic impurity of trivalent ions in a diamagnetic matrix. It is assumed that
clusters develop from a small number of iron and oxygen ions dispersed in the gel matrix.
Here spin-lattice relaxation of the magnetic moments of the iron atoms is observed. ©1999
American Institute of Physics.@S1063-7834~99!01608-1#
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We have recently carried out Mo¨ssbauer studies of th
crystallization of quartz and cristobalite under low
temperature hydrothermal conditions in the presence of
purity oxides of trivalent iron oxide for the first time.1,2 The
initial material for synthesis of polymorphic silica was
dried SiO2•0.00157Fe2O3 gel. These studies were done
order to determine the structural, charge, and spin state
the iron atoms during the crystallization process. It was
tablished that under alkaline hydrothermal conditions
stable quartz1aegirine association is formed, while crysta
lization of cristobalite under neutral conditions takes place
two stages. The structural, charge, and spin states of the
atoms were determined in all stages of synthesis. At the s
time, at room temperature in the initial material, we observ
relaxation behavior characteristic of the magnetic mome
of iron atoms, of which57Fe is one.

In this paper we conduct Mo¨ssbauer studies on57Fe nu-
clei at low temperatures in external magnetic fields in or
to clarify the character of this relaxation of the magne
moments and determine the states of the iron atoms in
SiO2•xFe2O3 gels.

1. EXPERIMENTAL TECHNIQUE

SiO2•xFe2O3 gels were prepared from mixtures o
equivalent amounts of a saturated solution of trivalent i
nitrate 57Fe~NO3)3 and silicon-ethyl ether Si~OC2H5)4 with
added ethyl alcohol. These mixtures were evaporated fro
water bath with continuous mixing and pulverization unti
1301063-7834/99/41(8)/4/$15.00
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ry
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dry state was reached. Then the gels were annealed in a
dum crucibles at 500 °C and carefully ground in a jasp
mortar.1,2

Mössbauer measurements were made at room temp
ture on an MS1101E spectrometer manufactured
MOSTÉK ~Russia! in an absorption geometry with consta
acceleration. Theg-ray source was the isotope57Co in an Rh
matrix. The Mössbauer spectra were processed and analy
using the MSTools code.3,4

2. RESULTS AND DISCUSSION

A Mössbauer spectrum of an SiO2•0.00157Fe2O3 gel
measured at room temperature~Fig. 1! in the residual mag-
netic field of ;1 Oe of the electromagnetic vibrator of th
Mössbauer spectrometer consisted of a very broad reson
line in the center of the range of Doppler velocitiesv. This is
typical of the relaxation of the magnetic moment of iro
atoms, of which57Fe is one. In order to clarify the nature o
this relaxation we made some additional measurements a
boiling point of liquid nitrogen,TN ~Fig. 1!. This yielded a
hyperfine magnetic structure in the spectrum, which c
sisted of visible portions of three partial spectra—an asy
metric sextet, triplet, and quadrupole doublet. The intens
of the sextet was twice that of the triplet.

The hyperfine parameters of the quadrupole doublet~the
shift d50.36(2) and quadrupole displacement«50.53(4),
as well as the widthG51.1(3) of the components! indicate
that this partial spectrum belongs to iron atoms, which
gether with oxygen atoms form particles with sizes up
7 © 1999 American Institute of Physics
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;80 Å and are in a superparamagnetic state5–7 ~as occurs for
the gels we have used to crystallize ferrisilicate feldspars
acmite8,9!. These iron atoms were;16%. As for the remain-
ing two partial spectra, their interpretation~especially of the
triplet, which does not usually appear in Mo¨ssbauer spectra
of 57Fe) requires a more detailed examination of the beha
of the isolated paramagnetic ion Fe31 during resonant ab
sorption~emission, scattering! of g-rays by57Fe nuclei in the
solid state.

For the isolated paramagnetic ion10,11the magnetic struc-
ture of the Mössbauer spectrum is determined by the hyp
fine interaction of the nucleus with the electron shell and
Zeeman interaction of the magnetic moment of the elect
shell with the magnetic fieldH. We shall consider only weak
magnetic fields (H!;100 kOe), for which the direct inter
action of the nucleus with the fieldH can be neglected. In th
case of Fe31 ions, the ground state6S5/2 term is split into
three doubly degenerate Stark levels~Kramers doublets!. If
the energy of the ground state Stark splitting is high co
pared to the hyperfine interaction energy, then for each le

FIG. 1. Mössbauer spectra of57Fe nuclei in an SiO2•0.00157Fe2O3 gel at
room Tr and liquid nitrogenTN temperatures without an external magne
field and in longitudinalHl and transverseHt fields.
d

r

r-
e
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( i ), separately, one can introduce its own hyperfine inter
tion tensorÂ( i ) and theg-tensor proportional to it,ĝ( i ), and
the spin Hamiltonian can be written in the form10,11

H ( i )5Hh f
( i )1HZ5I Â( i )1mBHĝ( i )S8. ~1!

HereHh f
( i ) andHZ are the Hamiltonians for the hyperfine an

Zeeman interactions, respectively,I is the nuclear spin,S8
51/2 is the effective spin of the electron shell, whose va
is determined by the degree of degeneracy of the levels,i is
the number of the Kramers doublet,mB is the Bohr magne-
ton, andH is the resultant magnetic field at the ion, whic
equals the sum of the weak random magnetic fieldHr (;1
210 Oe) and the external fieldH0 .

Equation~1! implies that the location of the energy lev
els of the electronic-nuclear system of the Fe31 ion is deter-
mined, not only by the magnitude and direction of the fie
H, but also by the magnitudes of the components of
anisotropic, generally speaking, tensorsÂ( i ) and ĝ( i ). This
means that the locations of the hyperfine structure com
nents of the partial spectra for different Kramers doubl
will react differently to a change in the magnitude and o
entation ofH.

In the absence of an external magnetic field, the we
random intracrystalline magnetic fieldsHr , which originate
in the magnetic moments of neighboring nuclei and io
will act on a paramagnetic ion. In this case, if for a giv
Kramers doublet the energy of the Zeeman interaction of
magnetic moment of the electron shell with the magne
field is significantly less than the energy of the hyperfi
interaction of the ions with the electron shell,gmBH!A,
then the energy levels will be determined by the total m
netic moment of the system,F5I 1S, and the projections
mF of this moment in the direction of the fieldH.10 As the
electronic-nuclear level schemes and the associated allo
Mössbauer transitions (DmF50,61) of Fig. 2 show, for this
Kramers doublet the partial spectrum will consist of a set
three broadened resonance lines.

If, however, the external field is sufficiently high for th
Zeeman energy of the electron shell to be much greater
the hyperfine interaction of the nucleus with the electr
shell, gmBH@A, then the coupling betweenI andS is bro-
ken and the energy levels will be determined by the proj
tions of the spinsI Z andSZ in the field directionH. In this
case, as the scheme of Fig. 2 shows, in the spectrum take
an external fieldH0 , for this Kramers doublet the partia
spectrum will consist of a Zeeman sextet~a set of six reso-
nance lines!. The so-called ‘‘stabilization of the hyperfin
structure’’ in a low external magnetic field will be observe

If we consider a rhombic crystal field for the Fe31 ion,
as has been done12,13 for impurity Fe31 ions in aluminum
nitrate Al~NO3)39H2O : 57Fe31, then it turns out that the hy
perfine interaction tensorÂ and theg tensorĝ for one of the
Kramers doublet (i 52) are symmetric, while for the othe
two doublets (i 51,3) they are strongly anisotropic with th
same components~with different notation for the axes!:
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FIG. 2. Level scheme and Mo¨ssbauer
transitions, together with line diagrams o
Mössbauer spectra, for the electron-nucle
57Fe31 system.
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The existence of strongly anisotropic tensorsÂ andĝ for
a Kramers doublet stabilizes10 the hyperfine structure of th
corresponding partial structure in the weak random magn
field Hr , even in a polycrystalline sample. For a doub
with isotropic Â and ĝ tensors, an additional external ma
netic field H0;1002200 Oe is required to stabilize th
hyperfine magnetic structure.10

Now it can be understood that the triplet observed in
experimental spectrum~Fig. 1! corresponds to a Kramer
doublet with isotropicÂ and ĝ tensors, while the intens
sextet, to two doublets with highly anisotropic componen
Here some asymmetry in the intense components of the
tet may be explained both by a local inhomogeneity~the
ic
t

e

.
x-

sample material is a dried x-ray amorphous gel! and by some
departure in the local symmetry of the surroundings of
Fe31 ion from rhombic. An applied external magnetic fie
@both along (Hl5200 Oe) and perpendicular to (Ht

5100 Oe) the direction of theg-rays# actually stabilized the
corresponding partial spectrum, converting it from a trip
into a Zeeman sextet~see Fig. 1!, finally confirming the pro-
posed interpretation.

A significant broadening~up to 12 mm/s! of the reso-
nance lines in the spectrum can be attributed both to a lo
inhomogeneity for the iron atoms in the gel matrix and to t
‘‘residual’’ effect of spin-lattice relaxation.

Therefore, the iron atoms in the initial gel exist in th
form of a highly dilute paramagnetic impurity of trivalen
ions in the diamagnetic matrix of the gel. Clusters proba
develop from a very small number of iron and oxygen ato
dispersed in the gel matrix.

The observed state of the Fe atoms is not typical of g
with more than 0.1Fe2O3 iron content.8,9 For comparison,
Fig. 3 shows Mo¨ssbauer spectra of57Fe nuclei in an
SiO2•0.1Fe2O3 gel at room and liquid-nitrogen temperatur
without an external magnetic field and in longitudinal a
transverse fields. The spectra are a superposition of two
tial spectra: a Zeeman sextet corresponding to rather la
particles of a magnetically ordereda-Fe2O3 phase and a
quadrupole doublet corresponding to finely dispersed ox
particles with dimensions no large than;80 Å.5–7 Evi-
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dently, on going from room to liquid-nitrogen temperatu
the hyperfine structure of the spectrum does not change
nificantly. Only a slight increase in the ‘‘hyperfine’’ mag
netic field Hn is observed, along with an increase in t
relative intensity of the Zeeman sextet, which confirms
supermagnetic behavior of the small iron oxide particles. A
plying low (;1002200 Oe) magnetic fields did not caus
any significant changes in the spectrum.

Studies on57Fe nuclei in SiO2•0.1Fe2O3 gels showed

FIG. 3. Mössbauer spectra of57Fe nuclei in an SiO2•0.1Fe2O3 gel at room
Tr and liquid-nitrogenTN temperatures without an external magnetic fie
and in longitudinalHl and transverseHt fields.
,
ig-

e
-

that the Mössbauer spectra at room temperature, as for
SiO2•0.1Fe2O3 gels, consist of a paramagnetic line and,
liquid nitrogen temperature, manifest signs of spin-lattice
laxation of the magnetic moments of the impurity parama
netic iron atoms.

Therefore, the Fe atoms in dried gels containing iron
amounts exceeding 0.01Fe2O3 belong to finely dispersed ox
ide particles with maximum sizes of;80 Å which are in a
superparamagnetic state.

These studies have shown that the state of the iron at
in dry SiO2•xFe2O3 gels depends significantly on their con
centration. Thus, in SiO2•0.001Fe2O3 gels, the Fe atoms ex
ist in the form of a highly diluted paramagnetic impurity o
trivalent ions in a diamagnetic matrix. Clusters probably d
velop from a very small number of iron and oxygen atom
which are dispersed in the gel matrix. Here spin-lattice
laxation of the magnetic moments of the iron atoms is o
served. In dried gels with iron contents exceedi
0.01Fe2O3, the Fe atoms belong to finely dispersed oxi
particles with maximum sizes of;80 Å which are in a su-
perparamagnetic state.

1A. M. Bychkov, V. S. Rusakov, and G. A. Sukhadol’ski�, Geokhimiya,
No. 10, 1019~1996!.

2V. S. Rusakov, A. M. Bychkov, and G. A. Sukhadol’ski�, Vestn. LGU. Ser
3, Fiz. Astron., No. 5, 66~1996!.

3V. S. Rusakov, N. I. Chistyakova, and D. A. Khramov, inThe Third
International Symposium on the Industrial Applications of the Mo¨ssbauer
Effect. ISIAME’92, Otsu, Japan~1992!.

4V. S. Rusakov and N. I. Chistyakova, inLatin American Conference on
Applications of the Mo¨ssbauer Effect. LACAME’92, Buenos Aires, Argen-
tina ~1992!, N 7–3.

5W. Künding, H. Bemmel, D. Konstabaris, and R. H. Lindquist, inThe
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The properties of the stochastic magnetic structure of ultradispersed ferromagnetic materials are
studied. The correlation coefficients of the magnetization of a magnetic material are
calculated for various types of chaos in the anisotropy field. The effects of different types of
disorder on the parameters of a stochastic magnetic structure are compared. Numerical simulations
by various methods confirm the theoretical results. ©1999 American Institute of Physics.
@S1063-7834~99!01708-6#
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The motifs of the intense research on ultradisper
magnetic materials and multilayer structures have gen
physical and practical aspects. In particular, these mate
open up wide prospects for the creation of high-capacity
formation carriers. There are a variety of methods for th
retical study of magnetic materials with inhomogeneities
the anisotropy field: micromagnetism methods, spec
analysis, spin-wave theory, etc. Each of these approache
its advantages and disadvantages. For example, the m
magnetism method is problematical for studies of the
namic properties of magnetic materials, significant diffic
ties arise in examining nonsteady-state processes by spe
analysis, and the spin-wave theory often leads to comp
tional problems. The choice of one or another method as
instrument by researchers is dictated by the specifics of
problems to be solved. In addition, for some problems
preference is given to the approaches natural for a gi
class of tasks, as they say, on the basis of the ‘‘first p
ciples’’ of the phenomenon being studied. In particular, m
cromagnetism techniques1–4 and spectral analysis methods5,6

are fruitful for examining the properties of a stochastic ma
netic structure. Numerical simulation is often used to ver
analytic results.1,2 In this paper we propose a study of th
properties of a stochastic magnetic structure from the sta
point of the correlation theory of random processes.

1. CORRELATION PROPERTIES OF MAGNETIZATION

Let us consider a one dimensional layered model o
ferromagnetic material~Fig. 1!. The magnetic properties o
the layers are the same and characterized by the aniso
constantK and the exchange constantA. In the approxima-
tion of large exchange~compared to the energy of the cry
tallographic anisotropy!, a system of nonlinear equations h
been obtained2 for the equilibrium position of the magnet
zation of a multilayer sample of finite size:

q22q1

x22x1
5

1

2d0
2 ~x22x1!sin~q21q122a1!,
1311063-7834/99/41(8)/4/$15.00
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q32q2

x32x2
2

q22q1

x22x1
5

1

4d0
2 ~x32x2!sin~q31q222a2!

1
1

4d0
2 ~x22x1!sin~q21q122a1!,

qn112qn

xn112xn
2

qn2qn21

xn2xn21
5

1

4d0
2 ~xn112xn!sin~qn111qn

22an!1
1

4d0
2 ~xn2xn21!sin~qn

1qn2122an21!,

2
qN112qN

xN112xN
5

1

2d0
2 ~xN112xN!sin~qN111qN22aN!, ~1!

whereN is the number of layers in the sample,xn are the
coordinates of the interlayer boundaries,qn are the polar
angles of the magnetization at the layer boundaries,an are
the polar angles of the direction of the local anisotropy a
~see Fig. 1!, andd05AA/K is the characteristic correlatio
radius of action of the exchange forces.

A detailed study of the stochastic magnetic structure
magnetic materials of this type7 has shown that the magne
tization has a block structure, i.e., breaks up into wea
interacting regions of quasiuniform magnetization. The
fective parameters of the blocks, such as their width, eff
tive anisotropy constants, directions of the effective anis
ropy axes, etc., have been studied in detail in our ear
papers. In addition, it should be emphasized that the prev
analysis of nonuniform models of this sort was conduc
under the assumption that the magnetization turning p
cesses are stationary and ergodic. In fact, as will be sh
below, the random process of aligning the magnetization
der the influence of an inhomogeneity in the anisotropy fi
can, in general, also be spatially nonstationary.

In analyzing the correlation properties of the stochas
magnetic structure of the multilayer magnetic material be
examined here, it is convenient to use a representation
1 © 1999 American Institute of Physics
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Eqs. ~1! in the form of a stochastic differential equation.
fact, the system of Eqs.~1! is nothing other than a differenc
form of the equation

d2q~x!

dx2
5

1

2d0
2

sin„2q~x!22a~x!…. ~2!

In the casê a&!d0, where^a& is the average layer width
the correlation between the direction of the local anisotro
axis and the magnetization can be neglected. The distribu
of the magnetization is described by a smooth functionq(x):
at large distances compared to the layer width it var
slowly. Given the above remarks, Eq.~2! can be simplified
and rewritten in the following form:

d2q~x!

dx2
52

1

2d0
2

sin„2a~x!…. ~3!

FIG. 1. Model of a layered magnetic material.q anda are the polar angles
of the magnetization and of the local anisotropy axis, respectively.
y
on

s

The general solution of the Cauchy problem for Eq.~3! with
zero initial conditions is the function

q~x!5
1

2d0
2E0

x

t sin„2a~ t !…dt2
1

2d0
2

xE
0

x

sin„2a~ t !…dt.

~4!

Since Eq.~3! describes a nonsteady-state random proce8

the correlation function, often used in spectral analysis,9 is
not an adequate characteristic of the coupling of the mag
tization in different parts of a magnetic material. In our ca
it is convenient to use the correlation coefficient given by

r ~x,j!5
^q~x!q~x1j!&

A^~x!2^q~x1j!2&
. ~5!

The correlation coefficient~5! is easily calculated10 if the
inhomogeneity correlation function

c~x,x1j!5^sin„2a~x!…sin„2a~x1j!…& ~6!

is specified. Table I lists the inhomogeneity correlation fun
tions for models of layered magnetic materials with differe
kinds of chaos in the anisotropy field. The first row lists t
results for a layered magnetic material with a fixed lay
thickness and a random symmetric distribution of the po
angles of the local anisotropy axes about a given direct
The second row lists the results for a layered magnetic
terial with alternating directions of the local anisotropy ax
in neighboring layers (6a0) and with random layer widths
with a binomial distribution. Finally, the third row lists th
parameters of a layered magnetic material with random
rections of the local anisotropy axis and random layer thi
nesses.

The function c characterizes stationary ergod
processes,12 so the inhomogeneity correlation function d
pends only on the differencej in the coordinates, but not on
x. Althoughc(j) differs significantly for the different types
of disorder, a numerical simulation showed that the fun
tional dependences of the magnetization correlation func
n
TABLE I. Inhomogeneity correlation functionsc(j) and magnetization structure functionsQ(j) of magnetic materials with different types of disorder in a
anisotropy field.

Type of chaos in the anisotropy field Statistical characteristicsc(j), Q(j) for j.0

1. Magnetic material with orientational chaos in
an anisotropy field~no spatial disorder!. c~j!5^sin2~2a!&F12

j

aG
for j,a andc(j)50 for j.a,

Q(j)5
a

4d0
4 ^sin2(2a)&@xj21

1
3j

3#

2. Magnetic material with alternating directions
of the local anisotropy axis with alternating
directions of the local anisotropy axes of neighboring
layers and spatial disorder in an anisotropy field.

c~j!5sin2~2a0!expS2 j

^a&/2D ,

Q~j!5
^a&

2d0
4

sin2~2a0!@xj21
1
3j

3#

3. Magnetic material with orientational
and spatial disorder in the anisotropy field. c~j!5^sin2~2a!&expS2 j

^a&D
Q(j)5

^a&

4d0
4 ^sin2(2a)&@xj21

1
3j

3#
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for the three models are indistinguishable~with differences
only in the numerical coefficients!.11 In fact, even for non-
static aligning of the magnetization, in all three cases
correlation coefficient~5! takes the same form

r ~x,j!5
11~3/2!~j/x!

@11~j/x!#3/2
, ~7!

for x andj containing more than one layer.
In the case of a nonstatic alignment of the magnetiza

under the influence of the inhomogeneity of the anisotro
field, the question arises of defining a block as a region
magnetization which behaves independently of sim
neighboring regions during magnetic reversal by a rotat
field.1 In fact, a numerical simulation of a nonsteady-sta
process~see below! showed that blocks, in this sense, are n
observed. Even in this case, however, there is a characte
correlation length for the quasiuniformity,ds , which should
correspond to the earlier estimates under the assumptio
steady-state processes.1,2 We determine the dependence ofds

on ^a& from the equation

Q~x,j!5 f ~m!. ~8!

Here f (m) is a function which depends on the degree
texturing of the magnetic material,m5^cos(2a)&, and
Q(x,j)5^„q(x1j)2q(x)…2& is a magnetization structur
function, which is listed in the table for the cases conside
here~calculated simply by substituting the solution~4! in Q).
In order to estimate the quasiuniform magnetization width
is logical to setf (m) equal to the dispersion in the direction
of the local anisotropy axes. In other words, we choos
distancej over which the dispersion of the turning in th
magnetization is comparable to the dispersion in the fluc
tions in the polar angles of the local anisotropy axis. On
other hand, the distanceds should equal the characterist
decay length of the correlation coefficient to within a n
merical factor.

As an example let us consider the first case in the ta
Here Eq.~8! transforms to

^a&

4d0
4 Fxds

21
1

3
ds

3G5
^a2&

^sin2~2a!&
. ~9!

The undetermined parameterx in Eq. ~9! is nothing other
than the shift in the asymptotes of the power law depende
of Q on j.

For estimates, we can setx50, i.e., consider the turn in
the magnetization from the sample surface. Then, from
~9! we have

ds'A3 @2p2d 0
4/^a&. ~10!

A similar calculation was carried out for the second and th
models.

It should be emphasized separately that the functio
dependence ofds on ^a& determined by Eq.~9! is indepen-
dent of the degree of texturing of the magnetic mater
Despite the presence of texture in the distribution of the lo
asymmetry axes,1 the magnetization, nevertheless, has
e

n
y
f
r
g
e
t
tic

of

f

d

it

a

a-
e

e.

ce

q.

d

al

l.
l

e

characteristic decay length of the correlation coefficie
which has a power law dependence on^a& with an exponent
of 21/3.

The resultingds coincides, to within a numerical coeffi
cient, with estimates by other methods in Ref. 2.

The calculated block widths can be used to rewrite E
~7! for the correlation coefficient~7! as

r ~ds ,j!5
11~3/2!~j/ds!

@11~j/ds!#
3/2

. ~11!

The form of r for the three models studied here will diffe
only in the rate of decay of the correlation coupling, whi
corresponds to the characteristic correlation length~10!.

Note the remarkable catastrophic change in the fu
tional dependence ofr on j on going from a nonstationary to
a stationary random process. In fact, it is evident11 that for
largej, r falls off asymptotically as3

2Ads /j, and not expo-
nentially at all.9,11 What is involved in the physics of the
change from nonsteady- to steady-state behavior will be
cussed later.

2. COMPUTER SIMULATION

A stochastic magnetic material was modelled by sy
chronous dynamics, which reduces in our case to num
cally solving a system of nonlinear equations~1! by simple
iteration. The stability of the resulting distributions of th
magnetization was tested by a method described in de
elsewhere.13 Figure 2 shows a typical distribution of th
magnetization obtained for uniform initial seeding:q1

(0)

5q2
(0)5 . . . 5qn

(0)5 . . . 5qN11
(0) . It is already obvious

from visual observation that the processq(x) is stationary
and ergodic. In fact, the values of the dispersion of the m
netization, correlation functions, and other statistical char
teristics, calculated by ensemble averaging the resulting
alizations and by averaging over the coordinatex were the
same.

In addition, Eq.~1! was solved numerically as a Cauch
problem, i.e., a rigorous solution of the nonlinear equatio
with subsequent verification that the last equation in the s
tem was satisfied. Typical distributions of the magnetizat
obtained by this method are shown in Fig. 3. It is importa
to note that this method can be used to obtain nonstea

FIG. 2. Typical distribution of the magnetization obtained by simple ite
tion from uniform seeding.
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state solutions. The existence of a characteristic quasiun
mity length and of a nonexponential asymptotic depende
for the correlation coefficient in the nonsteady-state proc
was confirmed by simulating a magnetic material by just t
method.~See Fig. 4.!

The results of the two methods considered here, sim
iteration ~‘‘descent along the field’’1! and the Cauchy prob
lem, are realized in actual magnetic materials. Both
proaches are based on real physical processes. The so
of the nonlinear system of Eqs.~1! by iteration or by ‘‘de-
scent along the field’’ models the actual magnetization o
magnetic material prior to saturation with subsequent shu
of the external field and free decay of the magnetization
the equilibrium state. Numerical solution of Eqs.~1! as a
Cauchy problem resembles the aligning of the magnetiza
under the influence of nonuniformities in the anisotropy d
ing sequential deposition of layers~during fabrication of
films without an external magnetic field!. Evidently, magne-

FIG. 3. Typical distributions of the magnetization obtained by the shoo
method.

FIG. 4. Functional dependence of the correlation function on the numbe
layers. Curve1 — Eq. ~11!, curve 2 — exponential dependencer 5exp
(2j/ds), curve3 — Gaussian dependencer 5exp(2j 2/d s

2). The individual
points represent the numerical simulations ofr (j).
r-
e

ss
s

le

-
tion

a
ff
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n
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tization aligning under the influence of an inhomogeneity
the anisotropy field changes from a nonsteady-state in
steady-state process if the magnetic material was in a st
external magnetic field after it was prepared. Here the co
lation properties of the stochastic magnetic structure of
multilayer sample have changed fundamentally. In parti
lar, the functional dependence of the correlation coeffici
on position has changed. The dispersion in the magnetiza
turning for x˜` approached a definite final value~as op-
posed to a nonstationary process!. Blocks developed which
undergo magnetic reversal independent of one another,
so on.

A one-dimensional layered model of a ferromagne
material, therefore, yields the following results:

~1! It has been shown analytically that the function
dependence of the correlation coefficient of the stocha
magnetic structure of ferromagnetic materials is the same
different types of chaos in the anisotropy field~spatial or
orientational!.

~2! The characteristic correlation radius of the stochas
magnetic structure has been calculated for a nonsteady-
process of aligning the magnetization under the influence
the nonuniformity in the anisotropy field.

~3! A computer simulation has illustrated the possibili
of realizing both steady-state and nonsteady-state proce
for the alignment of the magnetization under the influence
an inhomogeneity in the anisotropy field. In addition,
physical interpretation of the change from a one to the ot
process has been provided in terms of magnetization
cesses that actually take place.
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Nonlinear magnetic susceptibility and microwave spin dynamics of R 2CuO4

quasi-2D antiferromagnets „R5Eu, Pr, Gd …
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An experimental study of nonlinear ac magnetic susceptibility and microwave spin dynamics of
R2CuO4 quasi-2D Heisenberg antiferromagnets~R5Eu, Pr, Gd! has been carried out. The
data obtained can be accounted for if one assumes the existence of a random-field~RF! state in
the Eu2CuO4 and Pr2CuO4 tetragonal crystals within the 77<T<350 K range covered. If
this is so, 3D antiferromagnetic order persists only within limited regions, while in CuO2 layers
there are 2D Heisenberg antiferromagnetic spin fluctuations with large correlation lengths.
In the Gd2CuO4 crystal there exists, besides uniform 3D antiferromagnetic long-range order with
weak ferromagnetism, an admixture of an RF-type state.
© 1999 American Institute of Physics.@S1063-7834~99!01808-0#
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Crystals of the R2CuO4 family, where R5Pr, Nd, Gd,
Sm, and Eu, belong to the class of quasi-2D Heisenb
antiferromagnets. All crystals of the family, exce
Gd2CuO4, possess tetragonal symmetryT8 (I4/mmm).1 At
T;660 K, Gd2CuO4 undergoes a structural phase transiti
from the high-temperature tetragonal,T8, to a low-
temperature orthorhombic phase with space groupAcam.2

The R2CuO4 crystals have recently been studied i
tensely, primarily as model objects for HTSC compoun
which, like R2CuO4, are constructed of square lattices
Cu21 ions with spinS51/2 in CuO2 layers. Besides, thes
crystals may serve as an illustration of low-dimensio
magnets with a fairly simple lattice and a ratio of the e
change integrals within the CuO2 planes and between them
of ;1025.

A series of studies of magnetic, as well as of dielect
and structural properties of Eu2CuO4, were reported in a
number of publications.3–8 It was shown that Eu2CuO4 un-
dergoes a phase transition atT.1502160 K involving a
change in both magnetic and structural properties.3,4,8 At T
.150 K, one observed a jump in static magnetic suscept
ity in the (ab) plane perpendicular to the tetragonal axisc.3

Local orthorhombic distortions were found to occur at te
peraturesT<1502160 K in the CuO2 layers.8 As the tem-
perature increases, a low-frequency dispersion in dielec
susceptibility and an anomalous microwave dynamic m
netic susceptibility set in starting fromT.120 K.4,5 The lat-
ter features were observed to persist up toT;450 K, the
highest temperatures studied.

We analyzed the experimental data on dielectric prop
ties in terms of the 2D Ising orbital-glass model.4 As for the
anomalous microwave spin dynamics, it was induced by
presence of 2D uniform~with q50), well-defined~with a
damping much weaker than the natural frequency,g!v0)
spin-wave excitations of the type of spin waves.5

In accordance with neutron diffraction data of th
R2CuO4 quasi-2D Heisenberg antiferromagnets~R5Nd, Pr,
1311063-7834/99/41(8)/7/$15.00
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,
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Gd, Sm, and Eu!, their Néel temperature is usuallyTN

.2502300 K. It is assumed that belowTN , 3D uniform
long-range magnetic order persists in the Cu subsystem

Neutron studies of Bragg scattering attest to the per
tence of 3D antiferromagnetic ordering in Eu2CuO4 up to
T.270 K.9 If one assumes the existence of a uniform 3
long-range antiferromagnetic order in the Eu2CuO4 crystal at
temperaturesT<TN.270 K, then 2D uniform, well-defined
spin-wave excitations could set in only forT>TN.270 K.
At the same time, experiment reveals their existence star
at a temperatureT.120 K, which is substantially lower than
TN .

In an attempt to explain all available experimental da
on the Eu2CuO4 crystal, one assumed6 the existence in it of
a quasi-2D antiferromagnetic state of the random-field~RF!
type similar to that considered in Ref. 10. It was also
sumed that 3D antiferromagnetic order persists only wit
regions of a limited spatial extent, and that there are also
Heisenberg antiferromagnetic fluctuations with large corre
tion lengthsj@a.

The purpose of this work was a continuation of the e
perimental investigation of Eu2CuO4 crystals, as well as
studying Pr2CuO4 and Gd2CuO4, by nonlinear ac magnetic
susceptibility and microwave dynamic magnetic and diel
tric susceptibility techniques within a temperature range
77–300 K. We were interested primarily in the extent
which the physical situation observed in Eu2CuO4 is com-
mon for the whole class of R2CuO4 compounds.

The paper is organized as follows. First, one consid
and analyzes the experimental data available on the non
ear ac magnetic susceptibility for all the three above crys
and, second, one presents data on the microwave mag
and dielectric susceptibilities together with their analysis
the same crystals, and, finally, a possible scheme of
phase states of the crystals based on the totality of data
lected is considered.
5 © 1999 American Institute of Physics
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1. NONLINEAR MAGNETIC SUSCEPTIBILITY

1.1. Formulation of the problem

As already mentioned, an RF state is assumed to exi
the crystals under study here. This state is nonlinear, and
investigated by studying nonlinear ac magnetic suscept
ity. Studies of the nonlinear susceptibility in the critical r
gion near second-order phase transitions showed this me
to be efficient.11–14

In nonlinear magnetic-susceptibility experiments o
usually studies the response at multiple frequenciesnv (n
>1) to an ac magnetic field applied to a sample at a
quencyv @h5h0sin(vt)#.

The magnetic moment of a nonlinear system can be
sented as a sum of moments12

M5M01M11M21M31•••

5M01x1h01x2h0
21x3h0

31•••, ~1!

where the quantitiesxn are nth-order susceptibilities, and
M0 is spontaneous magnetization. ForM050, expansion~1!
contains only odd terms.

In the case where the contribution due to higher-or
moments falls off rapidly enough, one can limit oneself
retaining only a few low-order terms in~1!, after which the
expansion can be recast in a harmonic form. The coefficie
of this expansion are experimentally measured harmonic
plitudesAn , which permit calculation of the correspondin
nonlinear susceptibilities. For instance, leaving terms up
the seventh order inclusive in Eq.~1!, we obtain

A35~1/4!x3h0
31~5/16!x5h0

51~21/64!x7h0
7 . ~2!

The first harmonic characterizes primarily the linear susc
tibility due to pair correlations, which are always domina
The A3,5, . . . harmonics originate from higher-order correl
tions. The presence of spontaneous~or induced by a dc field
H0Þ0) magnetization gives rise to even harmonics as w

When studying low-frequency susceptibility~at frequen-
cies considerably lower than those of spin-wave excitatio!,
one is interested in the quasistatic response of a uniformq
50) magnetic moment of the crystal to an applied ac m
netic field. It is known that static susceptibilities of ferr
magnets exceed by far those of antiferromagnets. Howe
the static susceptibilities of weakly ferromagnetic antifer
magnets approach in magnitude those of ferromagnets
this connection, one may expect that, in weakly ferrom
netic antiferromagnets residing in a nonlinear state, the n
linear harmonics should likewise be close in amplitude
those of ferromagnets.

It is known that, in order for a weak ferromagnetism
exist in antiferromagnets, the crystal symmetry should all
the presence of the Dzyaloshinsky–Moriya interaction.15 For
a weak ferromagnetism to appear in R2CuO4 quasi-2D anti-
ferromagnets, the tetragonalT8 structure should be rhomb
ically distorted.

Antiferromagnets with a weak ferromagnetic mome
are characterized by two order parameters: a ferromagn
~with q50) and an antiferromagnetic@with q5Q(p/a),
whereQ(p/a) is the antiferromagnetic vector# one. The fer-
in
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romagnetic order parameter has singularities nearTN at q
50, and the antiferromagnetic one becomes critical in
vicinity of TN for q.Q(p/a). Thus the presence of a wea
ferromagnetism in antiferromagnets permits observation
low-frequency nonlinear harmonics in the critical region.

For temperaturesT!TN , weak ferromagnets can exhib
also a nonlinearity due either to a domain structure or to
existence of a cooperative but disordered state~random field,
or spin glass!.

1.2. Experimental results

This study dealt with the behavior of the second (A2)
and third (A3) harmonics for the R2CuO4 crystals~R5Eu,
Pr, Gd!. The technique of the measurements was simila
that used by us earlier in studies16 of nonlinear dielectric
susceptibility. In contrast to the case of dielectric measu
ments, one naturally had to place here the sample in an
magnetic field. The induction method used is based on m
suring the emf induced by a sample at the double or tri
frequency with respect to that of the applied field. One m
sured the temperature dependencesA2(T) andA3(T) within
the range of 77–350 K. The measurements were carried
at a number of exciting magnetic-field frequenciesv in the
1–30 kHz interval. The magnetic-field amplitudeh0 was var-
ied from 0.5 to 5 Oe. TheA2(h0

2) andA3(h0
3) relationships

were found to be close to linear within the aboveh0 limits.
Measurements were also performed under a dc external m
netic field H0<1 kOe. As in Ref. 16, the sensitivity of th
setup was determined by the amplitude of the parasitic h
monics, which was of the order of 1026 of that of the excit-
ing field h0. In these conditions, the ratio of the parasitic
useful signal amplitudes forA3,max was 102321024.

Temperature dependences of the nonlinear-harmo
amplitudes were recorded each time by heating the sam
which was preliminarily cooled from room temperature
T;77 K both in the zero-field cooling~ZFC! regime (H0

50) and with a dc magnetic field applied~the FC regime!.
When FC cooled, theH0 field was turned off at a low tem
perature, and the measurements were carried out during h
ing at H050.

(a) Gd2CuO4. The A3(T) relations measured on
Gd2CuO4 crystals are plotted in Fig. 1. Similar dependenc
were observed also for the second harmonic, but theA2 am-
plitude was 30–50 times smaller thanA3. As seen from Fig.
1, Gd2CuO4 exhibitsA3Þ0 harmonics both in the ZFC an
FC regimes. One notices also a strong peak in theA3 ampli-
tude nearT.290 K .TN and substantially weaker signals
temperatures belowTN .

When a H0Þ0 field was again applied, the low
temperatureA2 signals measured under heating first i
creased substantially in amplitude, after which, as the fi
was increased still more (H0.200 Oe!, both theA3 andA2

signals were suppressed.
(b) Eu2CuO4. Figure 2 presents amplitudes of theA3

harmonics for Eu2CuO4 crystals. Note that in Eu2CuO4, un-
like Gd2CuO4, one did not observeA2 andA3 signals in the
ZFC regime throughout the temperature range cove
However, when working in the FC regime with the dc fie
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FIG. 1. Temperature dependence of the third-harmonic amplitude in Gd2CuO4. 1 — ZFC regime,2 — FC regime,3 — temperature dependence ofA3 for the
critical region~the ZFC and FC regimes practically coincide!. Inset: Curve3 shown on a larger vertical but a finer temperature scale.
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turned off at the lowest temperature, a third harmonic sig
was seen to appear, and it was likewise considerably in
cess of the second-harmonic signal, as in the case
Gd2CuO4. As evident from Figs. 1 and 2, theA3 amplitude
for Eu2CuO4 is comparable in magnitude with that fo
Gd2CuO4 measured at low temperatures. In contrast
Gd2CuO4, the Eu2CuO4 crystal does not exhibit a maximum
in the temperature dependenceA3(T) nearT.TN . Besides,
A3Þ0 only below 150–160 K.

If an external dc magnetic fieldH0.20 Oe was again
applied during measurements under a warmup, theA3 signal
was completely suppressed~but reversibly, i.e. the signal re
covered if the field was switched off!.

(c) Pr2CuO4. The A2 andA3 harmonics did not appea
in Pr2CuO4 crystals under any of the above conditions.
al
x-
of

o

It should be pointed out that in all the above cases theA2

andA3 signals were observed in the three crystals only wh
the vectors of the ac fieldh and of the dc fieldH0 were in the
(ab) crystal plane. No nonlinear effects were observed w
the fields oriented along the (c) axis.

1.3. Analysis of experimental data

(a) Gd2CuO4. Crystals of Gd2CuO4 are known to ex-
hibit rhombic distortions of theT8 structure belowT,660 K
and a weak ferromagnetic moment in theab plane for T
,TN .2 It appears only natural to relate the strong peak of
A3 amplitude observed at 290 K~Fig. 1! to the critical region
aroundTN . As evident from Fig. 1, however, Gd2CuO4 pro-
duces also weaker, but distinct signals due to the nonlin
d-
FIG. 2. Temperature dependence of the thir
harmonic amplitude in Eu2CuO4. Measurement
frequency 3v~kHz!: 1 — 6, 2 — 30.
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A3 harmonics at lower temperatures, outside the critical
gion. As already mentioned, this low-temperature nonline
ity may originate from either a domain structure, if a unifor
3D long-range magnetic order prevails in the crystal, or
admixture of a disordered phase to the uniform magn
state.

(b) Eu2CuO4. The above method of formation of theA3

signal in Eu2CuO4 for T<1502160 K indicates the exis
tence in theab plane of the crystal of a residual, nonequ
librium magnetic moment induced by the external dc m
netic field.

We believe that the crystal may contain local-scale we
ferromagnetic moments in theab plane ~the RF state! for
T<1502160 K.

The temperature dependenceA3(T) in theT<160 K re-
gion ~see Fig. 2! is close to the temperature dependence
the magnetic order parameter, although it exhibits some
tures near 120 and 150 K. On the other hand, the tempera
dependence of the intensity of the superstructure reflect
revealed8 at T<1502160 K in Eu2CuO4, behaves in a simi-
lar way. This reflection vanishes at the same temperatur
theA3 signal~see Fig. 5 in Ref. 8!. Thus the structural phas
transition atT.1502160 K is accompanied by a change
the magnetic properties as well.

According to Ref. 8, one observes in Eu2CuO4 nearT
.1502160 K local-scale rhombic distortions at the stru
tural phase transition caused by oxygen ion displacem
around Cu21 ions in the CuO2 layers. The existence of suc
distortions within limited regions at temperaturesT<150
2160 K accounts for the possibility of occurrence on t
same local scales of weak ferromagnetic moments@oriented
in the (ab) planes# producingA3Þ0 signals. ForT>160 K,
rhombic distortions vanish. This is accompanied by vani
ing of the weak ferromagnetic moments and, accordingly
the third harmonic signals as well.

One may thus maintain that there exists a quasi-
antiferromagnetic state with a weak ferromagnetic mom
on a local scale and nonlinear properties in Eu2CuO4 at low
temperatures (T<1502160 K!, in other words, there exist
an RF state in the crystal at low temperatures, as foT
>1502160 K ~see Ref. 6!.

(c) Pr2CuO4. As already mentioned, noA3 ,A2Þ0 sig-
nals were observed in Pr2CuO4 in the conditions in which
such signals are produced in Eu2CuO4 and Gd2CuO4. This
implies that this crystal does not support weakly ferrom
netic states throughout the temperature range studied,
on a local scale. It may be conjectured that the local str
tural distortions observed to exist in the Pr2CuO4 crystals do
not break its tetragonal symmetry.

2. MICROWAVE DYNAMIC MAGNETIC AND DIELECTRIC
SUSCEPTIBILITIES

This Section will deal with the results obtained in
study of microwave dynamic magnetic and dielectric susc
tibilities in Pr2CuO4 and Gd2CuO4 and compare them with
earlier data5 for Eu2CuO4. The methods of measurement a
calculation of the susceptibilities were similar to those e
ployed in Ref. 5.
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2.1. Formulation of the problem. Eu 2CuO4 crystal

The Eu2CuO4 crystal revealed5 uniform ~with q50),
well-defined~with dampingg!v0) spin-wave excitations of
the type of spin waves in CuO2 layers. These excitation
were found to exist starting fromT.120 K up toT.450 K,
the temperature up to which the measurements were ca
out. Thus spin-wave excitations set in forT!TN and per-
sisted up toT@TN without changing with increasing tem
perature and without any features appearing atT.TN . This
implies a 2D nature of the observed spin-wave excitation

We also observed the existence of the above spin-w
excitations by microwave dynamic magnetic susceptibili
The following features were found:

~1! The dynamic magnetic susceptibility considerab
exceeded of the static one;

~2! The real part of the dynamic magnetic susceptibil
exceeded by far the imaginary one~i.e. one had here low-
damping excitations!;

~3! When the ac magnetic field was oriented along thc
axis of the crystal, the real part of the dynamic magne
susceptibility became negative atT.120 K. In our case of a
dielectric crystal, the latter may be caused by dispersion
the real part of the magnetic susceptibility near resonant
sorption, if the frequency of the measurements is sligh
exceeds of the resonant frequency and weak losses are
into account~see Ref. 5!.

Thus one observed in Eu2CuO4 a gap in the spectrum o
2D spin-wave excitations within a broad temperature ran
in addition toT,TN, also temperatures both below and su
stantially in excess ofTN . The gap was found to bev0

;0.1 meV.5

An analysis was made of the conditions favoring t
existence of uniform, well-defined spin-wave excitations
2D Heisenberg antiferromagnets.5 In such antiferromagnets
spin-wave excitations with a wave vectorq considered in an
exchange approximation are well defined if the correlat
length of the 2D Heisenberg antiferromagnetic spin fluct
tions j@a, and the conditionqj@1 are upheld. The natura
frequencyv0 and dampingg of such excitations can be
written17

v05cq, g5ck. ~3!

Here c is the spin-wave velocity, andk51/j. Clearly
enough, uniform (q50) spin-wave excitations considered
the exchange approximation can be only damped.

The situation changes if one takes into account a str
anisotropy with a spin-nonconserving symmetry, for i
stance, uniaxial. In this case, besides the correlation lengt
2D Heisenberg antiferromagnetic spin fluctuationsj
5a exp(2prs/kBT),17 there appears also a spin correlati
scale in the layers because of the anisotropy,ja

5a exp(2prs/kBTa), where Ta is the effective temperature
characterizing the anisotropy energy. It was shown5 that for a
strong enough uniaxial anisotropy and if the conditionsj
@a andqaj@1 are upheld, whereqa51/ja , the frequency
and damping of spin excitations with wave vectors 0<q
!qa can be written

v05cqa , g5ck. ~4!
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Such spin-wave excitations, including uniform ones, are w
defined.

It was shown that the strong uniaxial anisotropy nec
sary for the scalesqa@k to form in Eu2CuO4 crystals origi-
nates from the Ising random molecular field of 2D orbi
glass.4,5

Thus the existence of 2D uniform, well-defined spi
wave excitations indicates the existence in Eu2CuO4, within
the temperature range where such excitations are obse
of 2D Heisenberg antiferromagnetic spin fluctuations w
large correlation lengthsj@a, and of a strong uniaxial an
isotropy, such thatqaj@1. Note that, if an RF state i
present in a crystal for temperaturesT,TN , then 2D uni-
form, well-defined spin-wave excitations can exist forT
,TN as well. In our experiments such spin-wave excitatio
set in forT>120 K. The data on the nonlinear ac suscep
bility in Eu2CuO4 presented in Sec. 1 argue for the pers
tence of the RF state in the crystal forT,120 K ~down to
the lowest measurement limit of 77 K! as well.

Summing up the results obtained on microwave spin
namics and the nonlinear susceptibility, we come to a c
clusion that Eu2CuO4 supports an RF-type quasi-2D sta
throughout the temperature range covered. There are
phase transitions, atT;1502160 and;2502270 K. Near
T;1502160 K, the Eu2CuO4 crystal changes its structura
state and the character of magnetic anisotropy. ForT<150
K, CuO2 layers exhibit rhombic distortions on a local sca
and a weak ferromagnetism in the (ab) plane on the same
local scale. ForT>150 K, the crystal symmetry is tetragon
~the local rhombic distortions generating a weak in-pla
ferromagnetism vanish!, but there appear the orbital-glas
state and uniform, well-defined spin-wave excitations in
CuO2 layers.

Neutron diffraction measurements suggest thatT;250
2270 K is the Ne´el temperature for the Eu2CuO4 crystal. In
our microwave spin-dynamics experiments the frequency
uniform spin-wave excitations becomes equal atT;250
2270 K to their damping (v0.g). As a result, the spin-
wave regime persisting at lower temperatures transfer
damping spin excitations forT.2502270 K. The phase
transition is, however, strongly diffuse because of the pr
ence of the RF state.

If the state of the CuO2 layers, as well as the anisotrop
mechanisms are common for R2CuO4 crystals with different
RE ions, one may expect observation of uniform, we
defined spin-wave excitations in crystals with other RE io
as well. In this connection we performed a study of R2CuO4

crystals~R 5 Pr, Gd!. As in the case of Eu2CuO4, in order to
obtain information on the structural state of the crystal
measured also the temperature dependences of the m
wave dielectric susceptibility.

2.2. Microwave magnetic and dielectric susceptibilities of
R2CuO4 crystals „R 5 Pr, Gd … and their analysis

(a) Pr2CuO4. Figure 3 presents data obtained on t
dynamic magnetic susceptibility of Pr2CuO4 crystals. Figure
4 compares the data for the real parts of the dynamic m
netic susceptibility of Pr2CuO4 and Eu2CuO4. As seen from
ll

-

l

ed,

s
-
-

-
-

o

e

e

f

to

s-

-
s

e
ro-

g-

Fig. 3, Pr2CuO4 exhibits the same features in the dynam
magnetic susceptibility as the ones discussed above
Eu2CuO4 ~Ref. 5!. The only difference consists in the mag
nitude of the susceptibilities and a shift of the characteris
temperature at which Re(xc) reverses its sign to lower tem
peratures~see Figs. 3 and 4!. Thus Pr2CuO4 also exhibits
within a broad temperature region, fromT;902100 K up to
the maximum point of measurements (T;350 K!, 2D uni-
form, well-defined spin-wave excitations similar to tho
observed5 in Eu2CuO4. This suggests that Pr2CuO4 also sup-
ports in the above temperature region 2D Heisenberg ant
romagnetic spin fluctuations with large correlation leng
~in other words, a quasi-2D RF state exists in the cryst!.
Note also that the uniaxial anisotropy is close in magnitu
to the anisotropy in Eu2CuO4.

The experimental data on microwave spin dynamics p
mit estimation of the characteristic magnitude of the wa
vectorsqa and of the effective uniaxial-anisotropy temper
tures for both crystals. Using Eq.~4!, the spin-wave velocity

FIG. 3. Temperature dependence of dynamic magnetic susceptibility
Pr2CuO4. 1 — real part of susceptibility along thec axis, Rexc , 2 —
imaginary part of this susceptibility, Imxc . Frequency — 36 GHz. The
dynamic magnetic susceptibility is given in the Gaussian system.

FIG. 4. Temperature dependences of the real parts of the dynamic mag
susceptibility of~1,2! Eu2CuO4 and~3,4! Pr2CuO4 measured~1,3! along the
c axis and~2,4! along thea axis. Frequency — 36 GHz.



1320 Phys. Solid State 41 (8), August 1999 E.I. Golovenchits and V. A. Sanina
FIG. 5. Temperature dependences of the dielectric susceptibility of Pr2CuO4. 1 — real part of the susceptibility in the (ab) plane, Rexa
e , 2 — imaginary part

of this susceptibility, Imxa
e . Frequency — 33 GHz. The inset shows a similar plot for Eu2CuO4 from Ref. 5.
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derived from inelastic neutron scattering measurements
La2CuO4 (c50.43106 cm/s!,18 and the valuev0;30 GHz
measured by us~the natural frequenciesv0 for Pr2CuO4 and
Eu2CuO4 are close in magnitude!, we obtainqa.53105

cm21. For T5200 K and, taking into account thata.
431028 cm, we come tok.53104 cm21, i.e., the condi-
tion qa@k is indeed upheld. The value ofja51/qa yields
Ta;250 K. Note that the valueTa;250 K obtained for
Eu2CuO4 coincides with the temperature of the maximu
density of states for orbital glass.4–6

The reversal in sign of the real part of the dynamic ma
netic susceptibility along thec axis, observed to occur in th
Pr2CuO4 and Eu2CuO4 crystals atT.90 and.120 K, re-
spectively, implies a change in the frequencyv0 with respect
to the fixed operating frequency at these temperatures
deed, in order for Re(xc) to be positive, the operating fre
quency should be somewhat lower thanv0.5 Re(xc) be-
comes negative in the reverse case, where the opera
frequency is slightly in excess ofv0. As follows from Eq.
~4!, the change in the magnitude ofv0 may be due to a
change in the magnetic anisotropy.

Figure 5 displays data on the real and imaginary part
the dielectric susceptibility for Pr2CuO4 crystals when the ac
electric field lies in the (ab) plane. Similar to Eu2CuO4,
features in the temperature dependences of dielectric sus
tibility are observed here only in this orientation. As evide
from Fig. 5, there is a region of anomalous variation of t
real and imaginary parts of dielectric susceptibilityxa

e ,
which is extended in temperature and is characteristic of
fuse structural phase transitions. A comparison with sim
dependences for Eu2CuO4 ~see the inset to Fig. 5! shows that
the structural phase transition in Pr2CuO4 occurs at approxi-
mately the same temperatures, but is still more diffuse.

Summing up the experimental data on the nonlinear
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magnetic susceptibility and microwave dynamics, we belie
that Pr2CuO4 undergoes a structural phase transition acco
panied by a change in the magnetic anisotropy of the crys
The transition is similar to that observed in Eu2CuO4 at T
.1502160 K. In Pr2CuO4, however, this transition take
place at a lower temperature and is still more diffuse. Lo
structural distortions in Pr2CuO4 do not break the tetragona
symmetry and no weak ferromagnetism appears.

(b) Gd2CuO4. Figure 6 presents data on the dynam
magnetic susceptibility of Gd2CuO4 crystals. The pattern
here is seen to be somewhat different than that for Pr2CuO4

and Eu2CuO4. The dynamic magnetic susceptibility is aga
considerably the static one and, therefore exceeds unifo
well-defined modes do exist in this crystal as well. Howev
the values of Re(xc) and Im(xc) are practically equal within

FIG. 6. Temperature dependence of the dynamic magnetic susceptibili
Gd2CuO4. 1 — real part of the susceptibility along thec axis, Rexc , 2 —
imaginary part of this susceptibility, Imxc . Frequency — 36 GHz.
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a broad temperature range, which implies that the spin-w
excitations are not of the same quality as those in Pr2CuO4

and Eu2CuO4. Also, Re(xc) becomes negative only close
T.2902300 K, i.e., the change of the magnetic anisotro
in Gd2CuO4 occurs at a substantially higher temperature th
it does in Pr2CuO4 and Eu2CuO4 ~practically in the critical
region aroundTN).

Figure 7 plots the real and imaginary parts of dielect
susceptibility for the Gd2CuO4 crystal obtained with an ac
electric field in the (ab) plane. The features seen in th
temperature dependences of dielectric susceptibility
Gd2CuO4 are observed also only in this orientation, whi
likewise conforms to the results of direct studies2 of the na-
ture of structural distortions. Gd2CuO4 crystals are also see
to undergo a diffuse structural phase transition, althoug
somewhat higher temperatures than is the case with Pr2CuO4

and Eu2CuO4 crystals, and have a more pronounced ma
mum in the imaginary part of dielectric susceptibility
T.1802190 K.

A combined analysis of data on microwave spin dyna
ics and nonlinear susceptibility permits a conclusion that
Gd2CuO4 crystal exhibits, besides uniform 3D antiferroma
netic long-range order and a weak ferromagnetism in
(ab) plane, an admixture of the RF phase forT,TN as well.
Indeed, only in this case are 2D antiferromagnetic spin fl
tuations with large correlation lengths, providing a possib
ity for the existence of 2D uniform well-defined spin-wav
excitations, capable of persisting at temperaturesT,TN

.290 K. These spin-wave excitations possess higher da
ing constants than those in the Pr2CuO4 and Eu2CuO4 crys-
tals, which may be due to the larger nonuniformity of t
crystal state.

Thus all the three crystals studied exhibit an RF-ty
nonuniform magnetic and structural state forT,TN. In
Gd2CuO4, this nonuniform state is admixed to the main 3
uniform state with long-range magnetic order. Possi
reasons for the onset of an RF state in R2CuO4 crystals are
discussed in Ref. 19. Note that the assumption of
existence in the crystals studied by us of an RF-type s
and the proposed physical explanation do not contradict

FIG. 7. Same as in Fig. 5 but for Gd2CuO4.
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available experimental data, and in some cases permit in
pretation of these data. Among them are, for instance,
presence of a small jump in the Bragg neutron-scatter
peak for Eu2CuO4 at T.150 K followed by its practically
linear falloff in intensity with increasing temperature,9 the
repulsion of the acoustic-phonon branch by a spin-wa
mode possessing a temperature-independent gap
Pr~Nd!2CuO4,20 and an EPR observation21 of a glass-like
state in Eu2CuO4.
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Éksp. Teor. Fiz.107, 1641~1995! @JETP80, 915 ~1995!#.

6E. I. Golovenchits, V. A. Sanina, and A. V. Babinski�, Zh. Éksp. Teor.
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Evolution of the optical properties of single-crystal La 12xSrxMnO3
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An ellipsometric method is used to study the dispersion of the real«1(v) and imaginary«2(v)
parts of the complex dielectric permittivity of single-crystal La12xSrxMnO3 (x50.1, 0.2,
and 0.3! for energies from 100 meV to 5 eV at room temperature. It is found that, when lanthanum
is replaced by strontium, the optical spectrum changes fundamentally. A shift in the main
features of the spectrum of initial LaMnO3 at 1.9 and 4.7 eV to lower energies takes place, as well
as a partial redistribution of the optical-conductivity spectral weight in the band gap region
E,1.7 eV. For compositions withx50.2 and 0.3, a fine structure of the interband absorption is
observed against a background of non-Drude optical conductivity at low energies. ©1999
American Institute of Physics.@S1063-7834~99!01908-5#
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When the rare earth element is replaced by a diva
metal in the family of oxides with a perovskite structu
Re12xAxMnO3 ~Re5La, Nd and A5Ca, Sr, Ba!, extremely
large changes in the physical parameters result: a me
insulator transition, an antiferromagnetic–ferromagne
transition, a paramagnetic–ferromagnetic transition with
usual transport properties, giant negative magnetostrict
and structural phase transitions. For 0.2<x<0.5, materials
that are ferromagnetic at low temperatures transform w
increasing temperature to a paramagnetic state that has a
rie temperatureTC52002350 K.1

Unusual changes in the electronic structure with vary
temperature have been observed by spectroscopic~including
optical! methods. In single-crystal La12xSrxMnO3

(x50.175, TC5273 K! near the metal–insulator boundar2

and in polycrystalline film Nd0.7Sr0.3MnO3 (TC5180 K!,3 a
redistribution in the spectral weight of the optical conduct
ity over a wide range of the spectrum 023 eV has been
observed during transitions into the metallic state. A gap-l
feature has been observed in the optical-conductivity sp
trum for T.TC . As the temperature is reduced forT,TC or
the magnetic field is increased, the gap region is filled a
the intensity of the low energy absorption rises. As oppo
to the ferromagnetic metals~Fe, Co, Ni!, the charge carriers
in these compounds turned out to be fully spin polariz
below TC . This absorption has been interpreted2 in terms of
transitions with charge transfer between occupied Mn31eg

levels and unoccupied Mn41eg levels split by Jahn–Telle
distortions.

The optical properties of these manganite compositi
have been studied only with varying temperature,2,3 and not
at all with varying composition of the divalent metal. At th
same time, it is known that, for example, when the rare ea
element is replaced or there is an oxygen nonstoichiom
in high temperature superconductors~copper oxide com-
pounds!, the optical properties and, therefore, the electro
structure change fundamentally.4,5 In addition, spectroscopic
methods for studying the readjustment of the electronic sp
1321063-7834/99/41(8)/5/$15.00
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trum during the metal–insulator transition with changing s
ichiometry in highly correlated systems, such as the man
nites, are of independent interest. This is so, first of
because it is still not clear which factors cause the met
insulator transition as the concentration is varied.6 In addi-
tion, difficulties arise in choosing an approximation for ca
culating the electronic structure of the perovskites in
framework of one- electron band calculations.7

In order to better understand the readjustment of
electronic spectrum when lanthanum is replaced by str
tium in the antiferromagnetic insulator LaMnO3, in this pa-
per we conduct an ellipsometric study of the optical prop
ties of single crystal La12xSrxMnO3.

1. SAMPLES, TECHNIQUE

The single crystal samples of lanthanum mangan
La12xSrxMnO3 (x50.1, 0.2 and 0.3! were grown by
crucible-less zone melting with radiation heating of the zo
The preparations for obtaining the single crystals were m
of a mixture of powdered Mn2O3, SrCO3, and La2O3 in ac-
cordance with standard ceramic technology. The tempera
dependences of the electrical resistance of these sample
given elsewhere.8 The temperatures of the transition to th
magnetically ordered state,TC , were 160 (x50.1), 320 (x
50.2), and 353 K (x50.3).9 The samples for the optica
measurements had dimensions of 53232 mm3. Mirror sur-
faces were prepared by mechanical polishing with diamo
powder of grain sized,0.5mm.

The refractive indexn and absorption constantk were
measured by the Beatty method on an automatic ellipsom
mounted on a KSVU-12 base with angles of incidence
the light of 67° and 71° over the spectral interval fro
100 meV to 5 eV at room temperature with errors of 2–4
The values ofn and k were used to calculate the re
«15n22k2 and imaginary«252nk parts of the complex
dielectric permittivity and the optical conductivit
s5nkv/2p (v is the angular frequency of the light wave!.
2 © 1999 American Institute of Physics
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FIG. 1. Optical conductivity spectrums(v)
of single crystal La12xSrxMnO3 (x50.1,
0.2, and 0.3!. The spectrums(v) of poly-
crystalline LaMnO3 is taken from Ref. 10.
The inset shows the low-energy part o
s(v). The arrows denote the positions o
the peaks ins(v). The1 signs on the axis
indicate the static conductivities forx50.2
and 0.3.
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2. RESULTS AND DISCUSSION

Figure 1 shows the optical conductivity spectras(v) of
single crystals of La12xSrxMnO3 with strontium contents
x50.1, 0.2, and 0.3. Also shown there is a plot ofs(v) for
a polycrystalline sample of LaMnO3.10 Plots of the real
«1(v) and imaginary«2(v) parts of the complex dielectric
permittivity are shown in Figs. 2a and 2b, respectively.

It can be seen that the change in the optical absorp
spectrum as lanthanum is replaced by strontium is com
cated. Thes(v) curve for the crystal with a minimum stron
tium content (x50.1) contains two distinct broad absorptio
bands: a steplike band centered at 1.7 eV and an intense
at 4.6 eV. Compared to pure LaMnO3, the two absorption
bands were shifted to lower energies. Peaks can be se
1.9 and 4.7 eV in the pure compound. Thes(v) spectrum of
LaMnO3 has a gap-like feature atE;1.1 eV. As the impurity
strontium is increased further (x50.2 and 0.3!, the band with
a peak at 4.6 eV continues to shift toward lower energies
0.3–0.4 eV, while the first band at 1.7 eV is veiled by t
appearance of a contribution from free-charge carriers. T
is unambiguously and more clearly indicated by the beha
of the functions«1(v) and«2(v) ~Fig. 2!. The spectrum of
«2(v) for x50.1 illustrates the smearing out of the low e
ergy wing of the first band. The sharp rise in«2(v) and the
simultaneous fall in the absolute magnitude of«1(v) for
crystals withx50.2 and 0.3 are caused by the onset of
free-carrier contribution. The passage through zero of«1(v)
for x50.3 is an indication of a dominant contribution fro
free carriers, beginning at 0.2 eV. It is known that the ne
tive contribution to«1(v) originates in the mechanism o
n
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intraband ~Drude! carrier acceleration, while the positiv
contribution is associated with interband quantu
mechanical transitions.

In addition, against the background of the non-Dru
behavior ofs(v) for energies below 1 eV, absorption pea
are observed at 0.22 eV for a sample withx50.2 and at 0.37
eV for one withx50.3. The broad band with a maximum
0.37 eV has a fine structure~inset in Fig. 2a!, which shows
up better in «1(v). Therefore, introducing strontium~as
does2 reducing the temperatureT,TC for fixed x) causes
additional absorption at energiesE,1.1 eV.

Another feature of the optical conduction o
La12xSrxMnO3, which is most noticeable forx50.2, is a
redistribution of the spectral weight from high energies
lower energies.

The redistribution of the spectral weight with varyin
strontium concentration shows up most clearly on calculat
the spectral density function of the electrons according to

Ne f f5
2m

pe2 E0

`

s~v8!dv8, ~1!

wherem ande are the mass and charge of the electron.Ne f f

is proportional to the number of electrons involved in optic
transitions up to energy\v ~in our case up to 5 eV!, regard-
less of the mechanism by which they are excited. The val
of Ne f f calculated froms(v) ~Fig. 1! are shown in Fig. 3.
For x50.1, Ne f f becomes significant near the absorpti
edge~see the inset to Fig. 1!, beginning at 0.5 eV. The plots
of Ne f f for samples withx50.1 and 0.2 have two characte
istics energies,E51.7 and 5.0 eV, whereNe f f is independent
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FIG. 2. The real«1 ~a! and imaginary«2 ~b! parts of the complex dielectric permittivity of single crystal La12xSrxMnO3 (x50.1, 0.2 and 0.3!. The inset
shows the low-energy part of«1(v). The arrows denote the location of the peaks.
tal

0–

has
sig-

the

ral
as
-
nd

e
i-

out

the

n-e
FIG. 3. Spectral electron densityNe f f , determined from the sum rule for th
conductivitys(v) for single crystal La12xSrxMnO3 (x50.1, 0.2 and 0.3!.
of x. The first value lies near the peak of the fundamen
absorption band. The crystal withx50.2 shows a distinct
redistribution of the electron density from energies of 2.
5.0 eV into the regionE,1.7 eV. Forx50.3, Ne f f increases
smoothly over the entire spectral range. Similar behavior
been observed in the copper HTSC oxides, although one
nificant difference should be noted. In La22xSrxCuO4, for
example, introducing Sr did not reduce the energy of
fundamental gap formed by transitions Cu(3d)˜O(2p)
with charge transport. Only a redistribution of the spect
weight from high energies into the gap region w
observed.11 In La12xSrxMnO3 we observed, not only a redis
tribution of the spectral weight, but also a shift in the ba
peak from 1.9 in LaMnO3 to 1.7 eV in La0.9Sr0.1MnO3. Thus,
doping LaMnO3 with strontium led to a more radical chang
in the electronic structure than in HTSC or ordinary sem
conductors, where impurity states develop in the gap with
changing its energy.

Similar behavior has been observed in a study of
electronic structure of La12xSrxMnO3 by photoemission and
x-ray spectroscopy.12 When La was inserted into SrMnO3,
absorption (eg↑ symmetry! appeared belowEF by 122 eV
with an intensity that rose with increasing lanthanum co
centration, while the intensity of absorption (eg↑ symmetry!
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aboveEF decreased, indicating transfer of spectral weig
from unoccupied to occupiedeg↑ states withn doping. This
sort of change in the spectrum was inconsistent with
behavior of a rigid-band model.

A schematic arrangement of the bands in the ini
LaMnO3 proposed10 on the basis of analyzing optical, pho
toemission, and x-ray data, as well as data from theore
band calculations,7,13,14 imply that the electronic band struc
ture of this compound is very complicated. Figure 4 is
schematic illustration of the energies of the bands in the b
structure of LaMnO3 for spins directed along and opposite
the magnetization. The splitting of the Mn(3d) bands in
LaMnO3 is caused by the combined effect of the cryst
field, exchange, and Jahn–Teller distortions. The
(3d)t2g↑ andeg↑ bands~with spin direction along the mag
netization! are filled, while thet2g↓ andeg↓ bands~with spin
directed opposite to the magnetization! are not filled. The
half filled eg↑ band is split owing to Jahn–Teller distortion
of the MnO6 octahedron intoeg

1↑ andeg
2↑ bands. This split-

ting may be responsible for opening the band gap and
insulating behavior of LaMnO3. The Mn(3d)↑ bands over-
lap the O(2p) band and are strongly hybridized in the inte
val 0–7 eV below the Fermi levelEF , while the
Mn(3d)↓ bands are separated from the O(2p) bands. The
5d band of lanthanum lies 2–4 eV above the Fermi lev
Replacing the lanthanum with a divalent metal leads to
existence of Mn31 and Mn41 ions.

The absorption band in thes(v) band of the original
LaMnO3 at 1.9 eV has been interpreted10 as formed by tran-
sitions from occupied O(2p)-eg

1↑ states into freeeg
2↑ states,

and the Jahn–Teller splitting was estimated to be;0.5 eV.
The second band at 4.6 eV was attributed to transitions f
O(2p) to freeeg

2↑ states.
Given the above remarks, the experimentally obser

evolution of the optical spectrum of LaMnO3, as lanthanum

FIG. 4. Density of statesD ~schematic! of LaMnO3 for spin along (↑) ~a!
and opposite to (↓) ~b! the magnetization.
t
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is replaced by strontium, can be understood as follows.
high densities of states of the O(2p)↓ band belowEF and
the Mn(3d)t2g↓ band aboveEF in LaMnO3 indicate that the
main contribution tos(v) for E.2 eV is from dipole
p2d-transitions in the band system, as opposed to the m
netization. The energy of the edge of the band with a pea
1.9 eV in LaMnO3 is then related to the onset of transition
from O(2p) to Mn(3d)t2g↓, while the edge of the intens
band with a peak at 4.6 eV is related to O(2p)˜La(5d)
transitions. The shift in the band from 1.9 to 1.7 eV wi
minimal strontium (x50.1) may have several causes: first
reduction in the Jahn–Teller splitting of theeg↑ band, sec-
ond, a shift of the O(2p) band closer to the Fermi level, and
third, a shift of the Mn(3d)t2g↓ band. The second and thir
causes can also explain the monotonic shift in the lo
energy wing of the band at 4.6 eV as the strontium conten
increased further. Undoubtedly, transitions between
3d-electronic states of Mn31 and Mn41 make a contribution
to the broad band at 1.7 eV.

Because of the reduction inEF and the shifts of the
O(2p) and Mn(3d)t2g↓ bands, even for minimal Sr concen
trations (x50.1), a low-energy absorption shows up in t
gap region of the initial LaMnO3, which leads to a visible
shift in the band peak to 1.7 eV and extends its low-ene
wing. The optical absorption for the composition wi
x50.1 atE,0.6 eV has been attributed9 to the interaction of
the light with low mobility charge carriers~polarons!. As the
Sr concentration is raised further, the low energy absorp
against a non-Drude background contains a fine struc
with peaks at 0.22 (x50.2)and 0.37 eV (x50.3), which is
associated with interband transitions between electro
states within theeg

1 band of manganese hybridized with th
O(2p) band. It should be emphasized that the intensity of
low-energy absorption increases asTC rises in the samples
from 160 (x50.1) to 353 K (x50.3).

The results from a study of the optical properties of t
manganites La12xSrxMnO3 presented here indicate that the
electronic structure varies substantially. As the Sr concen
tion is raised, the spectral features of the optical conductiv
shift toward lower energies. In the band gap of the init
insulating LaMnO3, a fine structure is observed in the inte
band absorption against a non-Drude optical conductiv
whose intensity depends onTC . For x50.2, a partial redis-
tribution of the optical-conductivity spectral weight from
higher energies into the region of the band gap of LaMn3

occurs; this has been observed in other oxides during me
insulator transitions. It is clear that further systematic stud
are required both to distinguish the contributions tos(v),
and to determine the electronic structure parameters res
sible for the compositional metal-insulator transition
La12xSrxMnO3.
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Magnetic and transport properties of CuCr 12xVxS2 compounds

R. F. Al’mukhametov, R. A. Yakshibaev, and É. V. Gabitov

Bashkir State University, 450074 Ufa, Russia
~Submitted December 28, 1998!
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A comparison of experimental and calculated effective magnetic moments shows that the sulfur
in CuCr12xVxS2 compounds has two different oxidation states, S12 and S22, while the
vanadium has a higher degree of oxidation (V31) than the chromium (Cr21). A model is proposed
to explain the reduction in the activation energy for defect formation in the Cu-sublattice
and the rise in the Cu1-cation conductivity when chromium is replaced by vanadium. ©1999
American Institute of Physics.@S1063-7834~99!02008-0#
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The chromium dichalcogenidesMCrX2 (M5Ag, Cu;
X5S, Se! have mixed ionic-electronic conductivity and b
long to the hexagonal system. The structure of these c
pounds consists of alternatingX2Cr2X triple-atomic layers
perpendicular to the hexagonalc axis, between which the
copper and silver atoms lie.1–3 The atoms inside the triple
layers of CrX2 are bound to one another by strong ion
covalent bonds, while the neighboring triple layers are bou
to one another by weak van-der-Waals forces. However,
nature of fast ion transport in these systems has not b
studied adequately as a function of the nature of the ato
bonds. In this paper we report some data from a study of
magnetic susceptibility and discuss the influence of
bonds among the atoms in CuCr12xVxS2 on the Cu1-cation
conductivity.

Samples were synthesized by solid-phase reaction f
the original elements at 700 °C. Structural studies were c
ducted with a DRON-3 diffractometer with a high
temperature UVD-2000 attachment using CoKa-radiation at
temperatures ranging from room temperature to 600 °C.
magnetic susceptibility was studied over 202400 °C by the
Faraday method.

X-ray phase studies of compositions havingx50, 0.05,
0.1, and 0.15 showed that the samples were a single p
while the x-ray diffraction patterns of compositions withx
50.2, 0.25, and 0.3 contained weak lines belonging
Cu3VS4. The amount of this compound in the test samp
did not change over 202600 °C as the V content wa
changed.

The temperature dependences of the unit-cell parame
a andc are linear. Around 400 °C these curves have a br
with a discontinuous change in the coefficient of therm
expansion. Our structural studies show that this is relate
a redistribution of the mobile Cu atoms among the differ
crystallographic sites.a andc barely change with the vana
dium content, which is explained by the similarity of th
atomic numbers and atomic sizes of Cr and V (RV51.34,
RCr51.27 Å).4 Given the linear dependence of the unit-c
parameters on the composition and an analysis of the i
grated intensities of the lines, we found that the substitut
of chromium by vanadium in CuCr12xVxS2 is isomorphic.
1321063-7834/99/41(8)/2/$15.00
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The reciprocal susceptibility 1/x(T) has a linear tem-
perature dependence and obeys the Curie-Weiss law.
compositions withx50, 0.15, 0.2, and 0.25, the Curie tem
perature is negative, which indicates the existence of anti
romagnetic interactions in these compounds. Forx50.1 and
0.3 the Curie temperature takes small positive values, wh
points to the existence of a weak ferromagnetic interacti
Our results for CuCrS2 are consistent with the data of Ref
1–3.

The calculated and experimental effective magnetic m
ments are plotted in Fig. 1 as functions of the compositi
In the calculations it was assumed that the orbital angu
momentum is completely ‘‘frozen’’ by the crystal field
which is true for the atoms in CuCr12xVxS2.5 Calculations
were made for different models. The best agreement w
experiment is observed when the chromium atoms in
CuCr12xVxS2 are bound to sulfur atoms with a double bon
and the vanadium atoms, with a triple bond. This is cons
tent with the higher electronegativity of vanadium. The C
atoms are bound to S atoms by a single bond.

The sizes of the S in the compounds CuCrS2 ~1.74 Å!,
AgCrS2 ~1.748 Å!, and NaCrS2 ~1.774 Å! are closer to the
size of the S22 ion ~1.82 Å! than to that of the S atom
~1.04 Å!.1 The sizes of the Cr in CuCrS2 ~0.64 and 0.705 Å!
and in AgCrS2 ~0.612 and 0.652 Å! are closer to those o
Cr31 ~0.64 Å! and Cr21 ~0.83 Å!, than to that of the Cr atom
~1.27 Å!. Thus, we assume that the bonds of the atoms
CuCr12xVxS2 are predominantly ionic.

These results make it possible to explain qualitativ
the rise in the Cu1-cation conductivity as the V content i
increased in the samples studied here~Fig. 2!. To do this, let
us consider a fragment of the CuCrS2 structure1,2 ~Fig. 3!.
The coordination of the Cr atoms within the triple layers
octahedral. The chalcogen atoms of the neighboring tr
layers are densely packed and form two nonequivalent te
hedral sites (a andb). For CuCrS2 at room temperature, the
Cu atoms occupya sites with a probability of 0.95 andb
sites with a probability of 0.05.6 It is assumed that Cu1 ion
transport in structure of this type occurs in the basal pla
through successive jumps betweena and b sites.7 As our
studies of the magnetic susceptibility show, the sulfur ato
7 © 1999 American Institute of Physics
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in the triple layers are nonequivalent: S atoms lying abo
the van-der-Waals gap have an effective charge of2e,
while those lying below it have a charge of22e. (e is the
unit charge.! When Cr is replaced by vanadium, the effecti
charge of the sulfur atoms lying above the van-der-Wa
gap increases to22e. An elementary calculation including
only the Coulomb interaction of the Cu1 ions with their
nearest neighbors shows that replacing Cr by vanadium le
to a reduction in the energy of defect formation in the C
sublattice and to increased ionic conductivity.

Therefore, we have shown that, in the CuCr12xVxS2 sys-
tem, isomorphic substitution of chromium by vanadiu
takes place. The bonds between the atoms are predomin
ionic. Depending on the composition, a ferromagnetic or

FIG. 1. Effective magnetic moment of CuCr12xVxS2 compounds as a func
tion of the V content.~Points are experimental data, the curve is calculate!

FIG. 2. The Cu1-cation conductivity as a function of the V content o
CuCr12xVxS2 at different temperaturesT (°C): 1 — 415, 2 — 375, 3 —
360,4 — 345.
e

ls

ds
-

tly
-

tiferromagnetic interaction is observed. Replacing the ch
mium leads to a growth in the Cu1-cation conductivity. A
model has been proposed for explaining this phenomeno
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FIG. 3. A fragment of the CuCrS2 structure.1 — S, 2 — Cr, 3, 4 — Cu in
a andb sites, respectively.
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Spin-wave resonances in a nonuniform bilayer iron-garnet film
N. K. Dan’shin,* ) V. S. Dellalov, A. I. Linnik, and V. F. Shkar’

Donetsk Physicotechnical Institute, Ukrainian Academy of Sciences, 340114 Donetsk, Ukraine
~Submitted September 18, 1998; resubmitted February 1, 1999!
Fiz. Tverd. Tela~St. Petersburg! 41, 1452–1455~August 1999!

Magnetic resonances are investigated in bilayer Bi-substituted iron garnet films, one layer of
which possesses easy-axis and the other easy-plane anisotropy. The behavior of resonances as a
function of film thickness, temperature, and annealing is studied. It is shown experimentally
that the resonance absorption lines observed in such a nonuniform structure in an external magnetic
field oriented perpendicular to the film plane correspond to ferromagnetic~FMR! and spin-
wave~SWR! resonances. In addition, the SWR series is excited in the most nonuniform part of the
film. A qualitative model explaining the experimental data and making it possible to obtain
experimentally the profile of the effective-magnetic-anisotropy field throughout the thickness of the
film is proposed. ©1999 American Institute of Physics.@S1063-7834~99!02108-5#
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Investigations of FMR spectra in layered iron-garn
film structures yield important information about the exci
tion, propagation, and interaction of various types of m
netic waves. There is a series of works devoted to
subject.1–5 It is shown in these works, for example, tha
aside from uniform FMR, nonuniform SWR or a uniqu
resonance, called an FMR doublet,4 can be observed in bi
layer films. The interpretation of the results obtained in Re
1 and 2 was facilitated by the fact that the correspond
films actually were or were considered to be close to mo
films. It was kept in mind that in such structures two film
with uniform magnetic properties but with substantially d
ferent parameters are separated by a relatively thin boun
layer where these parameters undergo a sharp jump. H
ever, the uniformity of the parameters of the layers and of
interface depend on the composition of the material and
film growth conditions. For this reason, an interesting pro
lem, in our view, is to establish a definite relation betwe
the FMR and SWR spectra and the magnitude and natur
the nonuniformity of the material throughout the thickne
To this end it was suggested that the materials presente
Ref. 3 be investigated in a different experimental geome
frequency, temperature, and so on.

A bilayer film, grown by liquid-phase epitaxy, using
double-crucible technology,6 on a gallium-gadolinium garne
substrate with the normal to the substrate plane orien
along the@111# axis, was chosen as the object of investig
tion. The first layer deposited on the film was a 0.1-mm-thick
layer with the composition (YGdLa)3(FeGa)5O12. This
layer was characterized by an easy-magnetization plane.
second layer, grown on top of the first one, had the com
sition (YBiLu)3(FeGa)5O12 and was characterized by a
easy-magnetization axis~normal to the film plane!. Together
with the nonuniform boundary layer, it was abo
2.0 mm thick. All other parameters of the layers, determin
by standard methods,7 are presented in Table I.

The measurements were performed on a reflec
direct-amplification radiospectrometer with magnetic-fie
modulation. The magnetic field derivative of the imagina
1321063-7834/99/41(8)/4/$15.00
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part of the magnetic susceptibility was recorded in the
periments. A strip line, on whose plane 6-mm-in-diame
disk-shaped samples were glued face down, served as
measuring cell.

Traces of the absorption lines, associated with magn
oscillations in such a structure for a normally magnetiz
film measured at 295 K, are shown in Fig. 1. Here and
low, an absorption line is actually the magnetic field deriv
tive of the imaginary part of the magnetic susceptibility. T
numbers at the end of each trace are the total thickness o
magnetic layers, inmm. Oscillation No.1 corresponds to
uniform FMR in the first layer, oscillation No.6 corresponds
to uniform FMR in the second layer, and the lines2, 3, 4,
and 5 are ordinarily identified as SWR in the first laye
Spectra of this kind are studied in Ref. 2, where it is show
specifically, that excitation of SWR between two unifor
FMR lines from different layers of the film is explained b
the skin effect~similarly to the rotation plane of a spin
wave8! at the interface. This means that, if the second laye
removed~for example, by successive etching!, then the pin-
ning of the spins at the interface, which in such an expla
tion is a necessary condition for the excitation of SWR, w
vanish. In addition, if the second layer is completely etch
off, all SWR modes of the first layer should vanis
simultaneously.1 This fundamental property of SWR was n
observed in our experiments on the above-indicated fi
structures. As is evident from Fig. 1a, as the second laye
etched off, the lines6, 5, 4, 3, and2 vanish in succession
This means that the observed spectrum of oscillations ca
be explained on the basis of pinning of spins on a sh
interface between films.

To verify that we are indeed dealing with SWR and n
uniform FMR from individual layers of a multilayer struc
ture ~Bi-containing films can indeed by multilayered, if sp
cial measures in growing such films are not taken7!, the
sample was subjected to 10-h high-temperature~1320 K! an-
neal. It is known that such treatment changes the parame
9 © 1999 American Institute of Physics
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of the film material, including decreasing the uniaxial ma
netic anisotropy induced during growth.7 Annealing did in-
deed decrease the effective uniaxial anistropy of the film.
expected,7 the lines6 and 1 ~Figs. 2a and 2b! of uniform
FMR in each layer shifted to high fields. At the same tim
the lines2, 3, 4, and5 shifted to low fields. In addition, the
resonance field of line 5 became less than the resonance
of line 6 ~FMR of the second layer!, so that in accordance
with Ref. 2 this SWR mode is not excited.

The series of absorption peaks appearing in the anne
sample near line6 on the low-field side is apparently due
the fact that the effective anisotropy in the surface layer
came greater than in the interior layers~as a result of the
direct contact with air during annealing!. This could lead to
pinning of spins in this layer and excitation of a series
new SWRs in the uniform part of the second layer. As o
can see from Fig. 3a, the indicated series of resonances
vanishes when this near-surface layer is etched off.

Therefore it can be regarded as established that the
2, 3, 4, and5 are SWRs and not FMRs from different laye
of a multilayer structure. However, their unusual behavior
etching of the sample — successive vanishing as film th
ness decreases — suggests that a nonuniform region

TABLE I. The parameters of the film layers.

Layer No. 4pM A, 1027 ergs/cm g•1027 Oe•s DH, Oe H0* , Oe

1 400 2.6 1.69 10 2330
2 171 2.6 1.5 20 1470

Note. 4pM — Saturation magnetization;A — exchange interaction con
stant; g — gyromagnetic ratio; DH — FMR linewidth; H0* 5
2K/M24pM — effective anistropy field of uniform layers of the initia
film ~K —uniaxial anisotropy constant!.

FIG. 1. Resonance absorption line in the initial sample when the sec
layer of the film is etched off to the thickness indicated on each trace~in
mm! in a magnetic field perpendicular~a! and parallel~b! to the film plane
at frequencyn54.07 GHz and temperatureT5295 K. Absorption lines:
1 — FMR in the first layer;2, 3, 4, 5 — SWRs withn51, 2,3,4;6 — FMR
from the uniform part of the second layer.
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which a spin wave can penetrate exists between the virtu
uniform first and second layers of the initial film. We sha
model the physical picture of the appearance of the serie
SWRs for such a layer. For this, we employ the followin
expression5 for the resonance field of then-th SWR:

Hn5v/g12H0* 22A~pn/h!2/M , ~1!

whereg1 is the gyromagnetic ratio for layer 1,v52pn is the
angular frequency of oscillations of the magnetization vec
M, h is the thickness of the layer where the SWR series
resolved, andH0* is the effective anisotropy field in layer1.
As is well known,1 in a two-layer film, a series of the SWR
can be excited in either layer depending on the direction
the external magnetic field. In addition, the field positions
the series of SWR lines is always bounded by the unifo
FMR film of the neighboring layer, where the spin wav
does not propagate — the wave decays over the depth o
skin layer; this corresponds formally to the casek2,0
~wherek is the wave number!. If the films were uniform over
the thickness and possessed a sharp interface between la
then, in the first place, the experimentally observed serie
the SWRs would be described by the expression~1! for Hn ,
i.e., the quadratic law~1! would be satisfied. In the secon
place, the entire series of SWR lines would be preser
upon successive etching until the interface between the i
cated layers vanishes. In our case neither situation occ
Moreover, the resonant fields of uniform FMR in the seco
layer with an in-plane external field start to decrease as
layer is etched~Fig. 1b!. An especially sharp decrease of th
resonant field starts at thickness'0.6 mm and continues
down to'0.1mm. This means that the second layer conta
an approximately 0.5-mm-thick transitional region where th
effective anisotropy field decreases smoothly as the thickn
of this layer decreases.

Let us assume that the position of the absorption line1,
2, 3, 4, and5 is described by the expression~1! for a series of

nd

FIG. 2. Traces of resonance absorption lines in a magnetic field perpen
lar to the film plane for the initial~a!, annealed~b!, and initial at 305 K~c!
samples at frequencyn54.99 GHz. Absorption lines:1 — FMR in the first
layer; 2, 3, 4, 5, — SWRs withn51,2,3;6 — FMR from the uniform part
of the second layer.
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1331Phys. Solid State 41 (8), August 1999 Dan’shin et al.
oscillations with the numbersn50,1,2,3,4. In addition, the
n50 mode corresponds to excitation of nearly unifo
FMR. Then all other absorption lines can be attributed
nonuniform oscillations arising as a result of the reflection
a spin wave from the plane of rotation~wherek50). As the
external magnetic field decreases, this plane of rotat
which starts at the interface between the first and sec
layers, advances into the transitional region of the sec
layer. As soon as the plane of rotation reaches a thickn
into which then51 mode can fit, the first SWR peak arise
and as the spin wave penetrates further into the transiti
region, SWR modes with increasingly higher numbers w
be observed until this region terminates. If a uniform part
the film exists beyond the transitional region, then unifo
FMR is observed in it. As is well known, the wave numbek
for uniform FMR is likewise zero. Therefore the resona
fields in which the corresponding SWR lines are obser
have the same intensities as the fieldsHFMR of uniform FMR
in the plane of rotation. ThereforeHn5HFMR

n , and
HFMR

n 5v/g22Hn* , whereg2 is the gyromagnetic ratio fo
layer2 andHn* is the effective anisotropy field of the film in
the plane of rotation of the spin wave for then-th SWR
mode. We note that the indicated plane of rotation of a s

FIG. 3. Resonance absorption lines in an annealed sample with the se
layer of the film etched off to the thickness indicated on each trace~in mm!
in a magnetic field perpendicular~a! and parallel~b! to the film plane at
frequencyn54.99 GHz and temperatureT5295 K. Absorption lines:1 —
FMR in the first layer;2, 3, 4 — SWRs withn51,2,3; 6 — FMR from the
uniform part of the second layer.
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wave in the transitional layer corresponds only functiona
to a classic plane of pinning of spins, for example, on a sh
interface between two uniform films. In reality, it is virtua
and the corresponding thicknessh, which varies with the
field, is nothing more than an adjustable parameter satisfy
expression~1!.

Thus, the thickness corresponding to the excitation
the corresponding spin-wave mode can be calculated f
the magnitude of the SWR field, and the effective anisotro
field of the film8 at a given thickness can be determined fro
the uniform FMR field~which, as we can see, is exactly th
value of the SWR field of this mode!. This makes it possible
to construct the thickness dependence of the anisotropy
of the film. It should be kept in mind that the calculatio
based on Eq.~1! should be performed taking account of th
changes in the film parameters, when the spin wave star
advance into the nonuniform layer. Figure 4 shows the
pendences of the anisotropy fields for the initial and annea
samples, and the film thicknesses at which the correspon
SWR modes vanish~during layer-by-layer etching! are also
shown. It is evident that the points corresponding to the co
puted value ofH* and the thickness at which the corr
sponding SWR modes vanish fall quite well on the gene
curves. This figure also shows, as an argument confirm
the correctness of the adopted model, the thickness de
dence of the anisotropy in the initial~unannealed! film,
heated to 305 K. It was calculated according to the abso
tion traces and is presented in Fig. 2c. As is well known,7 the
uniaxial-anisotropy constant of a film decreases quite rap
with increasing temperature, so that such a tempera
variation of the anisotropy profile is not surprising. It ca
also be concluded from Fig. 4 that the thickness of the tr
sitional region of the film decreased after annealing. This
be explained by an increase in the uniformity of the layers
the film, which is consistent with existing ideas about pr
cesses occurring during annealing.

It is now understandable why the quadratic law~1! of the
SWR mode distribution is not satisfied and why these mo
vanish not all at once but in succession. The reason is
existence of a nonuniform transitional region between

nd

FIG. 4. Effective anisotropy field measured atT5295 K versus the thick-
ness for the initial~1!, annealed~2!, and initial heated-to-T5305-K ~3!
samples;4, 5 — points at which the SWR peaks vanish on etching of t
annealed and initial samples, respectively.
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1332 Phys. Solid State 41 (8), August 1999 Dan’shin et al.
uniform layers of the film. The penetration depth of sp
waves into this region depends on the intensity of the ex
nal magnetic field. This means that the film thickness
quired for excitation of SWR can be fixed by the fiel
Standing spin waves~SWRs! with different values ofn,
which are seen on the traces of the absorption presente
Figs. 1–3, arise precisely at this thickness. As soon as
only the uniform but also the transitional~nonuniform! part
of the second layer of the film is removed by success
etching, the conditions for the appearance of planes of r
tion of the spin waves and, therefore, excitation of the c
responding SWR modes, vanish immediately. The finale
this evolution, as one can see from Figs. 1 and 3, occ
when the film is etched to thicknessh.0.1 mm, at which
point only the FMR line from the first uniform layer remain
in the absorption traces.

In summary, our investigations show that, in the tw
layer film structure studied~and in general, apparently, i
any other structure!, the unusual properties of the FMR spe
tra are due to the existsnce of, together with layers which
uniform with respect to anisotropy, a transitional regi
where the effective anisotropy varies monotonically. An e
ternal indicator of the fact that SWR has a classical natur
the satisfaction of the quadratic dispersion law~1! in the
arrangement of the absorption peaks of SWRs with respe
the field. It is supposed that the observed SWR is due
interference of spin waves in an anisotropy-uniform film a
companying the pinning of spins at the sharp boundarie
the film. In the general case, however, when a nonunifo
transitional layer whose anisotropy varies according to
arbitrary law~which can depend on the film composition a
the technology used to produce the film! is present, there are
r-
-

in
ot

e
a-
-
f

rs

-

re

-
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to
to
-
of

n

no grounds for expecting Eq.~1! to hold. When this law does
not hold, an alternative explanation of experimental data,
explanation being presented in the present paper, mus
ways be sought. The main assertion is that the conditions
excitation of SWRs can be realized not only in the unifo
but also in the nonuniform part of a film structure. The pe
etration depth of a spin wave in the nonuniform region of t
film ~position of the plane of rotation of the wave! depends
on the external magnetic field — the penetration depth of
wave increases as the field decreases.
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Dielectric properties of Sn 2P2S6 crystals as a function of their growth conditions
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The behavior of the permittivity near a phase transition in Sn2P2S6 crystals of different
technological quality is studied. It is established that, in high-resistance crystals, where an internal
electric field is formed by the screening of spontaneous polarization in the polar phase, long-
time relaxation of« is observed in a temperature range;2 K aboveTmax. This relaxation
and change in the form of the maximum of«8(T) at a phase transition are attributed to an internal
electric field induced by the volume space charge formed in regions near the surface. It is
established that the existing differences in the properties of Sn2P2S6 crystals are due to deviations
from stoichiometry, arising during growth and synthesis of the crystals. ©1999 American
Institute of Physics.@S1063-7834~99!02208-X#
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Crystals of the ferroelectric–semiconductor Sn2P2S6

possess high pyroelectric1 and piezoelectric2 parameters,
making them interesting objects for practical applicatio
However, variations in the dielectric and electrophysical
rameters from one crystal to another seriously limits ap
cations of these crystals. Thus elevated values of the ele
conductivity and dielectric losses, due to both through c
duction and volume-charge polarization, are very undesira
for pyro- and piezoelectric materials. For this reason, a v
pressing problem is to understand the nature of the unc
trollable variance of the parameters and mechanisms o
electric losses in this ferroelectric semiconductor and to le
how to control them. In addition, the nature of the long-tim
relaxation of« observed3 in a narrow temperature interva
aboveTmax is not completely understood.

1. EXPERIMENT

Sn2P2S6 crystals are grown by the gas-transport react
and Bridgman methods. However, the above-mentio
variations in the dielectric and electrophysical parameters
cur among crystals obtained by both methods. For this
son, for definiteness, crystals grown only by the Bridgm
method were investigated. Two types of crystals with ve
high values of tand ~tand 50.05 atT5290 K! ~type I! and
with very low values of tand ~tand50.002! ~type II! were
selected. Both types of crystals were obtained from ini
materials with identical quality. This enables us to supp
that the existing uncontrollable difference in the propertie
due to a deviation from stoichiometry that occurs during s
thesis of the crystals. To check this supposition crystals w
deviation from stoichiometry with respect to Sn and S w
grown and investigated. An experimental sample consis
of a 535~120.5! mm wafer with electrodes on the larg
faces. An indium–gallium amalgam, as well as bismuth a
gold, deposited by vacuum sputtering, were used as e
trodes. The temperature–frequency dependences of the
mittivity and the temperature dependences of ac and dc e
tric conductivity were measured. The dc electric conductiv
1331063-7834/99/41(8)/5/$15.00
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was measured with a U5-7 electrometric amplifier. The m
surements of the thermally stimulated depolarization curre
were performed with 1 K/min rate of temperature variatio
The low-frequency dielectric measurements~80 Hz–20 Hz!
were performed with an E8-2 bridge.

2. EXPERIMENTAL RESULTS

The temperature dependences of«8 near a phase transi
tion in both types of crystals for the polar direction@100# are
presented in Figs. 1 and 2. The measurements were
formed with cooling of the samples after a 1-h anneal
T53702380 K. This measurement regime makes it possi
to avoid the internal electric field, due to the screening of
spontaneous polarization, from influencing the temperat
behavior of«8. The existence of temperature hysteresis
the peak in«8(T) is due to the formation of an interna
electric field.4 It should be noted that this internal field an
in consequence, the temperature hysteresis of the maxim
of «8(T) are observed only in type-II crystals.

As follows from Figs. 1 and 2,«8(T) in the paraelectric
phase, with the exception of a narrow temperature range
joining Tmax ~;2 K!, follows the Curie–Weiss law with the
constantC 59.13104 and 4.53104 K21 for type-I and -II
crystals, respectively. The deviation of the function 1/(«8
2«08)(T) from linearity nearTmax for the type-I crystal is
very small. At the same time, for the type-II crystal the a
plitude of this deviation is much larger. It should be unde
scored that, as the frequency of the measuring field incre
~Fig. 2!, the relative amplitude of this effect increases. Mo
over, as one can see clearly from Figs. 1 and 2, there
correlation between the amplitude effect and the degree
smearing of the peak in«8(T): In type-II crystals, where the
peak in«8(T) is more diffuse, the amplitude of the deviatio
of 1/«8(T) from linearity is greater than in type-I crystals
where the peak in«8(T) is sharp.

A characteristic feature of type-I crystals is an increa
in dielectric losses at low frequencies with increasing te
3 © 1999 American Institute of Physics
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perature in the paraelectric phase, followed by an increas
the real part of« at T.350 K. This effect is more clearly
seen in the temperature dependences of«8 for the nonpolar
@010# cut. A negligible increase of«8 at low frequencies is
also noted in type-II crystals. The contribution to«8, respon-
sible for an increase in this quantity in the measured te
perature interval, is completely suppressed at measuring-
frequencies above 10 kHz.

Long-time relaxation of«8 ~Fig. 3! is observed in type-II
crystals at temperatures where the function 1/(«82«08)(T)
deviates from linearity~;2 K aboveTmax). The degree of
this relaxation increases as temperature approachesTmax

from above. Relaxation becomes more intense belowTmax.
Figure 4 shows the temperature dependences of«8 after

the sample was held at stable temperatures in a range w
relaxation of«8 occurs. It is clearly seen that the peak
«8(T) becomes smeared after relaxation. Moreover, after
sample is held atT very close toTmax, another anomaly in
the form of a shoulder appears atT'Tmax 11.5 K in the
temperature dependence of«8(T), in addition to the peak a

FIG. 1. Temperature dependences of«8 ~filled circles! and 1/(«82«08)
~open circles! for a type-I Sn2P2S6 crystal («08540). The solid line shows
the extrapolation of the linear section of the function 1/(«82«08)(T) to zero.

FIG. 2. Temperature dependences of«8 ~1, 2! and 1/(«82«08) ~3, 4! with
measuring field strength 0.2~1, 3! and 2 V/cm~2, 4! for a type-II Sn2P2S6

crystal (f 510 kHz!. Curve5 corresponds to the temperature dependence
1/(«82«08) with a 700 kHz measuring field (Em'1 V/cm!. The solid line
shows the extrapolation of the linear section of 1/(«82«08)(T) to zero.
in
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temperature corresponding to the peak in the anne
sample. After the sample remains in the ferroelectric ph
for a definite period of time, only one diffuse peak, shift
upwards in temperature, appears in the dependence«8(T)
~curves5 and6 in Fig. 4!.

Investigations of«8 as a function of the amplitude of th
measuring field showed that there is an appreciable diele
nonlinearity in the noted temperature interval aboveTmax.
The field-dependence of«8 increases smoothly at a transitio
into the ferroelectric phase~Fig. 5!. A remarkable feature of
the reverse dependences of«8 in type-II crystals is the pres
ence of hysteresis: The zero-field value of«8 after the
sample was exposed to a field is less than at the start o
cycle. This testifies that the crystal acquires the capability
being polarized in this temperature interval.

The thermally stimulated depolarization current of a p
polarized type-I crystal contains an intense peak atT'380 K
in the polar direction together with a peak in the pyroelect

f

FIG. 3. Time relaxation of«8 in type–II Sn2P2S6 crystals near a phase
transition: 1 — Tmax11.1 K; 2 — Tmax10.6 K; 3 — Tmax10.3 K; 4 —
Tmax20.3 K (Tmax5356.5 K!.

FIG. 4. Temperature dependence of«8 in type-II Sn2P2S6 after the sample
is held for 3 h at:1 — 336.9~heating!; 2 — cooling;3 — 336.2 K~heating!;
4 — 336.3 K ~heating and cooling!; 5 — 335.6 K ~heating!; 6 — 328.1 K
~heating! (Tmax5336.5 K!; 7 — cooling after annealing of a sample a
T5370 K for 1 h.
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current atTc . Near this peak the current is comparable
magnitude to the pyroelectric current near a phase transi
It should be underscored that the observed depolariza
current at temperatures aboveTc is clearly not of pyroelec-
tric nature. The charge freed in the relaxation process
much greater than the charge that can be stored in a geo
ric capacitance. A charge of the same order of magnitud
freed during polarization of~010!-cut samples. These fact
testify that the observed relaxation current is not related
the change in the charge state within the interior volume,
rather it is due to a change in the space charge in reg
near the electrodes. For type–II crystals, lines of therm
stimulated depolarization current were not observed in
temperature range.

3. DISCUSSION

It is well known5 that the existence of near-electrod
layers, which can greatly influence the dielectric and fer
electric properties, is characteristic for ferroelect
semiconductors.5 In Sn2P2S6 crystals, an effect due to sur
face layers was observed in the dependence of the perm
ity of a sample near a phase transition on the sam
thickness6 as well as in pyroelectric measurements.7 The
strong thickness dependence of«8 occurs even for thick-
nesses of the order of several millimeters. Therefore, the
that the temperature corresponding to extrapolation
1/«8(T) to zero is different from the temperature of the pe
in «8(T) ~Figs. 1 and 2! cannot be explained except by th
influence of the near-electrode layers. We note that in in
vidual samples«8 at the peak reaches values of (702100)
3103. The difference betweenTmax andT0 is minimal.

The essence of the influence of the near-electrode la
on «8 is as follows. A space charge is formed in the ne
electrode region at the metal–ferroelectric-semicondu
boundary as a result of the difference of the work functio
This space charge induces a strong electric field in a
near-electrode region. This field decreases the permittivit
the near-surface layer. However, because of the small th
ness, the capacitance of the near-surface layers can r

FIG. 5. Permittivity versus the amplitude of the measuring field in a type
Sn2P2S6 crystal near the peak.T, K: 1 — 338.5 K;2 — 336.6 K;3 — 336.4
K; 4 — 336.2 K;5 — 335.7 K.
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high values. Consequently, the ‘‘surface capacitances’’
tached to the volume of the sample greatly renormalize
total capacitance of the sample only near the peak, where
capacitance of the sample becomes comparable to the ca
tances of the near-surface layers.

The existence of a low-frequency dielectric dispersi
~at f ,10 kHz!, extending over a wide frequency range, a
an increase in the low-frequency permittivity with decreas
temperature, observed in both the polar and nonpolar~010!
cuts in the paraelectric phase, can be explained by a su
position of effects due to the impedance of the near-surf
layers and the presence of a series resistance associated
the electrodes.

The deviation from the Curie–Weiss law in the tempe
ture dependence of«8, specifically, the presence of a contr
bution on top of the contribution following the dependen
1/(«2«08(T)), observed nearTmax in the paraelectric phas
in type-II crystals, could be due to two factors. The first o
is fluctuations of the order parameter, whose contribution
«8 in uniaxial ferroelectrics is expected to be very sm
because of suppression of the fluctuations by long-ra
Coulomb forces.8 The other reason for the observed effe
could be the appearance of small polar regions in the reg
of localization of defects at temperatures even higher t
Tc . The dynamics of these defect-induced clusters could
responsible for the observed additional contribution to«8.
The fact that this effect occurs in crystals where grea
smearing of the peak in«8(T) is natural, supports the latte
supposition. Moreover, the strong dependence of«8 on the
amplitude of the measuring field~Fig. 5! and the character o
the reverse«8 curves indicate that high-polarizability pola
regions are present in this temperature range. The pres
of a piezoelectric resonance of the dispersion of the perm
tivity in annealed samples in this temperature range and
sharp increase in the dielectric losses, starting atT'Tmax

13 K, likewise support to this supposition.
The behavior of both the real and imaginary parts of«8

near Tc , as a function of the amplitude of the measuri
field, is qualitatively similar to ferroelectrics having a diffus
phase transition:9 the peaks in«8(T) and«9(T) increase and
shift to lower temperatures~Fig. 2!. Modern concepts of re-
laxational phase transitions are based on the idea that a
sition to a macroscopically polar state occurs via a st
which is characterized by the presence of microscopic p
regions. The dielectric response of such a system is simila
the response of a polydomain ferroelectric, and its charac
istics features are a wide spectrum of relaxation times
strong nonlinearity. The microscopic nature of polar m
croregions existing in Sn2P2S6 at T.Tmax is such that ap-
parently such regions can be induced by charged defect

The long-time relaxation of«8 observed in the ferroelec
tric phaser in type-II crystals results from suppression of
domain dielectric contribution under the influence of an
ternal electric field due to screening of the spontaneous
larization. The mechanism leading to the formation of
internal electric field in a ferroelectric semiconductor is
follows. The depolarization field due to the existence o

I
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spontaneous polarization leads to a spatial redistribution
the charge carriers in deep centers. The establishment
steady-state density of charge carriers throughout the vol
of the ferroelectric semiconductor is determined by two p
cesses: the change in density as a result of breakdown o
generation–recombination equilibrium and the motion
charge carriers in coordinate space, i.e., as a result of d
sion and drift in an electric field.10

The thermal or photoelectric charge carriers exci
from deep centers are carried off by the depolarizing field
the direction of the field, and there is not enough time
them to be retrapped. The generation process becomes d
nant. For one end of the sample the depolarization field
be depleting for majority carriers. The carrier distribution
deep centers will continue until the internal electric depol
ization field is compensated. Since diffusion–drift equili
rium is established rapidly, the formation time of the char
compensating spontaneous polarization will be determi
by the rate of change of the density of ionized centers.

The following question arises: Why is there no intern
field ~no volume-nonuniform distribution of charge carrie
on deep centers! in type-I crystals~i.e., in lower-resistance
crystals!? One reason is that, as a result of the higher cha
carrier density, the depolarizing field is screened by charg
surface traps. This is supported by the fact that the t
depolarization charge near a phase transition in type-I c
tals is much larger than the charge associated with spont
ous polarization. This testifies that, together with pyroelec
current, leakage of near-electrode space charge contribut
the depolarization current.

Figure 6 shows on a semilogarithmic scale the time
pendence ofD«85«82« t8 at various temperatures. As on
can see, the relaxation of«8 can be described by the expo
nential functionD«8;e2t/t with one characteristic timet.
Closer to the peak in«8(T) ~curve 1 in Fig. 6b!, another
exponential section with a much shorter characteristic re
ation time appears in the temperature dependence of«8 just
as for a polar phase~curves2 Figs. 6b and 6c!. Thus it clear
from the results results presented that the character of
relaxation in the polar phase is generally the same
T,Tmax andT.Tmax. Such a time relaxation of«8 has re-
cently been observed near a second-order phase transiti
TGS crystals.11 This effect was attributed to the evolution o
domain structure. Thus, it follows from the experimen
facts presented above that the long-time relaxation in a
row temperature range aboveTmax ~Fig. 4! followed by the
appearance of an additional shoulder in«8(T) ~curve 4 in
Fig. 5! occurs only in crystals where an internal electric fie
arises from screening of the spontaneous polarization. Th
fore it is logical to conclude that the effects noted above
the time relaxation of«8 at temperatures aboveTmax @simi-
larly to relaxation of«8 in the polar phase~Fig. 6!# and the
appearance of an additional shoulder in«8(T) in type-II
crystals — are also due to the influence of an internal elec
field on the sample.

However, the absence of a macroscopic ferroelectric
larization at temperatures aboveTmax, evidently rules out the
mechanism leading to the formation of an internal elec
field due to the screening of spontaneous polarization.
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exception is the case where microscopic polar regions e
even for T.Tmax as a result of the nonuniformity of th
sample.

However, it should be noted that in ferroelectrics
semiconductors, besides an internal electric field which is
a volume character~when a substantial field exists in th
volume of the sample!, fields exist near the surface.5 These
fields can influence greatly the distribution of the polariz
tion over the sample~i.e., the domain structure! as well as
repolarization processes. The fact that even after a long
neal of a prepolarized sample at high temperatures (T.370
K!, when the internal electric field in the volume of th
sample~associated with screening of spontaneous polar
tion! vanishes, the degree of polarizability~or relative frac-
tion of single–domain material!, determined according to th
total paraelectric charge, remains at 70–80% attests to

FIG. 6. Time dependence ofD«85«82« t8 , where« t8 is the parameter used
to fit the function « t85«b81«08e

2t/t to the experimental curves1 —
Tmax11.1 K; 2 — Tmax10.6 K ~a!; 1 — Tmax10.3 K; 2 — Tmax20.3 K ~b!.
The dashed lines in the figures correspond to fitting the function indica
above to the experimental results. Adjustable parameters: curve1 — «08
515876 andt51632 s; curve2 — «08514611 andt54945 s~a!; curve1 —
«08513033 andt511850 s; curve2 — «0857410 andt59360 s~b!; c —
curves ofD«8 versus time, obtained by subtracting from the experimen
curves the fitting functions extrapolated to short times~shown in Fig. 6b!.
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presence of such near-electrode regions in type-2 Sn2P2S6

crystals. Therefore this near-electrode field greatly influen
the distribution of the spontaneous polarization when
sample is cooled to the ferroelectric phase.

The nature of this field is due to the charge in the surf
levels. However, unfortunately, the penetration depth of t
field cannot be estimated because the required paramete
unknown for Sn2P2S6 crystals.

In summary, the observed relaxation of the permittiv
at temperatures aboveTmax, evidently, can be attributed t
the polarizing action of the near-surface electric fields: Th
fields induce a polar state near the surface. As is w
known,5 this same mechanism is the basis for the format
of oppositely oriented domains.

The additional maximum in«8(T), after a sample is held
for a definite time nearTc aboveTmax, is probably due to the
behavior of«8 in the near-surface regions of a sample wh
are subjected to an internal electric field.

The answer to the question of why these effects are
sent in type-I crystals is that, as a result of the higher den
of free charge carriers~the conductivity in these crystals i
much higher than in type-II crystals!, the penetration depth
of the near-surface field is much smaller.

Crystals were grown from Sn1.9P2S5.9 and Sn2.1P2S6.1

charges to establish the technological reason for the dif
ences in the properties of Sn2P2S6 crystals. It was deter-
mined that the properties of the former crystals are to th
of type-I crystals and the properties of the latter crystals
similar to those of type-II crystals. The high values of t
electric conductivity in type-I crystals are most likely due
s
e

e
is
are

e
ll
n

b-
ty

r-

e
e

sulfur vacancies, since a deviation from stoichiometry
crystals grown from a Sn1.9P2S5.9 charge will correspond to
a deficiency of sulfur.

I thank M. I. Gurzan for kindly providing the sample
for these studies.
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Program INCO/COPERNICUS~ERBIC 15CT970712!.
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Ultrafast vibronic phase transitions induced in semiconductors by femtosecond
laser pulses

V. I. Emel’yanov and D. V. Babak

International Laser Center, M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
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Fiz. Tverd. Tela~St. Petersburg! 41, 1462–1466~August 1999!

The intermode anharmonic interaction in the theory of ultrafast (t;10213s) vibronic phase
transitions induced on semiconductor surfaces~Si, GaAs! by femtosecond laser pulses is
calculated. The conditions for plasma-induced transitions either to a state of chaotic
disorder in the positions of the atoms~‘‘cold liquid’’ ! or into a state with crystal symmetry
different from the initial symmetry~a new crystalline phase! are determined. It is shown that a
NaCl-type structure is realized in GaAs for a transition of the second type, the transition
being due to the instability of the longitudinal optical phonon branch. The corresponding numerical
estimates are made for Si and GaAs. ©1999 American Institute of Physics.
@S1063-7834~99!02308-4#
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Since the 1980s various groups have been studying
ultrafast~times of the order of 10213 s, shorter than the en
ergy transfer timeste2ph from the electronic subsystem t
the lattice! change in symmetry of semiconductor crystal s
faces by femtosecond laser pulses, generating a d
electron–hole~e–h! plasma. Such ultrafast laser-induce
phase transitions~LIPTs! have been studied experimental
by the structure-sensitive method of detecting the reflec
first and second harmonics~SHs! in Si,1–3 in GaAs,4–10 and
in InSb.7 Recent experiments9 in GaAs testify to ultrafast
collapse of the band gap and a transition into a meta
phase; in the process, the SH signal vanishes at times o
order of hundreds of femtoseconds, attesting to a transi
of GaAs into a centrosymmetric state.10

There exist two basic points of view concerning t
mechanism of ultrafast structural LIPTs. In the cold-liqu
~CL! model the ultrafast change in symmetry of a crystal
a near-surface layer is attributed to the appearance of d
der in atomic positions,1–3 which can be attributed to a
instability of the phonon-mode continuum. In the ne
crystal-phase~NCP! model the experimental results of Ref.
on femtosecond LIPTs in GaAs are interpreted from
standpoint of plasma-induced instability of a single phon
mode, leading to a transition to a new crystal~centrosymmet-
ric! state.11–13

In theoretical works,14–17 an instability of transverse
acoustic phonon modes is considered as a mechanism o
trafast LIPTs in semiconductors. In the present paper it w
be shown that ultrafast structural LIPTs in semiconduct
could be due to an instability of optical phonon modes. T
is explained as follows.

Calculations of the free energy as a function of the
formation and the density of the e–h plasma18 have shown
that laser excitation is most likely to induce in GaAs a tra
1331063-7834/99/41(8)/5/$15.00
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sition to a centrosymmetric metallic NaCl-type structure,
the structure closest in energy to the initial zinc-blen
phase. A phase transition from the zinc-blende structure
GaAs to a NaCl-type structure occurs as a result of a shif
the Ga and As sublattices relative to one another along
vector t50.25s@111#b ~t is a vector directed along the d
agonal of the face-centered cubic cell,b is the length of the
diagonal,19 and s is a parameter!. A noncentrosymmetric
GaAs structure is obtained fors51 and a NaCl-type cen
trosymmetric structures fors52.

The relative displacements of the two sublattices of
atomic planes of Ga and As in the direction of the vectot
correspond to the branch of longitudinal optical (LO)
phonons withq50. Therefore the phase transition of GaA
to a NaCl-type structure should be attributed to a plasm
induced instability of a singleLO phonon mode with
q50, V055.331013s21, at the center of the Brillouin zone
A similar conclusion can also be drawn for Si.

In the present paper a theory of plasma-induced insta
ity of the LO branch is constructed. The intermode phono
phonon interaction, leading to ultrafast transformation of
crystal structure, described by the time evolution of the sp
tral function of the relative atomic displacements, is tak
into account. It is shown that, depending on the irradiat
conditions and the characteristics of the crystal, a transi
is possible either to the CL state or to an NCP state. T
conditions for each of these states to occur are determi
and an interpretation is given for experiments on the ind
tion of ultrafast structural LIPTs in Si1–3 and GaAs.4,8–10

In the absence of laser pumping, the results of t
theory agree with the results of equilibrium vibronic theo
of ferroelectricity.20
8 © 1999 American Institute of Physics
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1. CLOSED SYSTEM OF EQUATIONS OF THE VIBRONIC
MODEL OF A CRYSTAL IN A LASER FIELD

We shall use the vibronic model, proposed in the eq
librium theory of ferroelectricity20 and used in the theory o
laser-induced phase transitions,21 to study the plasma
induced instability ofLO modes in GaAs and Si.

In the simplest~‘‘molecular’’ ! model, a covalent crysta
is represented as a system of diatomic molecules in
cells.22 The electronic spectrum in such a model consists
two ~degenerate! levels with an upper levela, corresponding
to the conduction band, and a lower levelb, corresponding to
the valence band. The transition frequency between the
els isvab5Eg /\, whereEg is the band gap.

The equation for the Fourier amplitudeu0[uq50 of the
LO phonon mode is,21 taking account of the interaction wit
the electronic subsystem,

]2u0

]t2
1ṽ0

2u05
1

m
uuuDraa2

1

m
~uabrba1ubarab!, ~1!

where ṽ0 is the frequency of the limiting optical phono
neglecting the electron–phonon anharmonicity,m is the re-
duced mass of the cell,uab5uba are the off-diagonal matrix
elements of the optical deformation potential,uuu5uuaa

2ubbu, ubb.uaa.0, raa andrab are the diagonal and off
diagonal elements of the electron density matrix (rab

5rba), Draa5raa2raa
0 'raa is the laser-induced chang

in the diagonal element of the density matrix (raa
0 — equi-

librium value of the diagonal element!. It follows from Eq.
~1! that in equilibrium (]2u0 /]t250) with no laser pumping
(rab5rba50, Draa50) u050, which corresponds to th
initial, noncentrosymmetric, dielectric phase of GaAs.

The equation for the low-frequency off-diagonal eleme
of the electronic density matrixraa;exp(2iṽ0t) has the
form21

]rab

]t
1 ivabrab5

i uuuu0rab

\
1

iuabu0Dab

\
2

iCjLrab

\
. ~2!

HereDab5raa2rbb,0, C5Caa2Cbb , whereCaa andCbb

are matrix elements of the acoustic deformation poten
jL5“•uL is the laser-induced deformation of the mediu
and uL is the vector of laser-induced displacement of t
medium.

The equation for the conduction electron densityne has
the form

]ne

]t
52

ne

t
2gAne

31De

]2ne

]z2
1

acE2~12R!

2p\v
exp~2az!,

~3!

wherea (cm21) andR are, respectively, the optical absor
tion and reflection coefficients;v and E are the frequency
and amplitude of the laser field at the surfacez50, gA is the
Auger recombination constant,c is the speed of light in
vacuum,t is the linear recombination time, andDe is the
ambipolar diffusion coefficient of the carriers in a directio
normal to the surface.
i-

it
f

v-

t

l,
,

To obtaina as a function ofu0 we write the equation for
the high-frequency part of the off-diagonal density mat
elementrab

(v);exp(ivt)

]rab
v

]t
1 i S vab2

uuuu0

\
1

CjL

\ D rab
v 1gabrab

v

52
idabDab

\
EexpS 2

az

2 D , ~4!

wheredab is the off-diagonal dipole-moment matrix eleme
andgab is the relaxation constant of the off-diagonal eleme
of the density matrix. Taking account of the electron dens
matrix depends on the quasimomentum, an expression ca
obtained from Eq.~4! for the optical absorption coefficient o
a two-band semiconductor in the general form

a5a~\v2Eg02CjL1uuuu0!

'a01a8
uuuu0

\
1

1

2
a9S uu0

\ D 2

. ~5!

For a direct-gap semiconductor, considered here,

a05const•A\v2Eg, a85
]a

]v
, a95

]2a

]v2
. ~6!

The equations~1!–~3! and ~5! form a closed system o
vibronic equations for a crystal in a laser field.

2. LASER-INDUCED SOFTENING OF THE LONGITUDINAL
OPTICAL PHONON BRANCH AND A VIBRONIC
PHASE TRANSITION

It is evident from Eq.~5! that for a PT with the appear
ance of a static displacementu0.0, neglecting the laser
induced deformation,

Eg e f f5Eg02uuuu0 , ~7!

where in the nonstationary conventional regim
u0;exp(g0t) ~see Ref. 17!.

It follows from Eq. ~7! that u05Eg /uuu5b/4 corre-
sponds to a centrosymmetric metallic phase with NaCl str
ture (Eg e f f50).

Neglecting in Eq.~3! diffusion and linear combination
(gAne

2@tp
21), we obtain for the plasma density at the surfa

z50, taking account of Eq.~5!,

ne5A3 acE2~12R!

2p\vgA
'ne0F11

1

3

a8

a0

uuuu0

\
1S 1

6

a9

a0

2
2

9

~a8!2

~a0!2 D S uuuu0

\ D 2G , ~8!

where

ne05A3 a0cE2~12R!

2p\vgA
. ~9!

Using Eqs.~3!, ~8!, and~6!, we express the increment t
the diagonal density-matrix elementraa5ne /n in terms of
u0, and we obtainrab from Eq. ~2!. Substituting the expres
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sions obtained into Eq.~1!, we obtain a closed nonlinea
equation for the Fourier amplitude of the limiting optic
mode withq50

]2u0

]t2
1v0

2u052uGAuu0
2 . ~10!

Here the renormalized frequency of a softLO phonon is

v0
25ṽ0

2S 12
2uDabuuab

2

Eg0mṽ0
2

2k1jL2k2ne0D , ~11!

where

k15
2uab

2 CuDabu

Eg0
2 mṽ0

2
, k25

uuu2

6mnṽ0
2~\v2Eg0!

.

The electron–lattice anharmonicity constant is

GA52H 2uab
2 uuuuDabu

mEg0
2

1
7uuu3ne0

72mn~\v2Eg!2J .

In the absence of laser pumping (ne050, jL50) the
expression~11! is identical to the well-known formula ob
tained for the frequency of a soft optical phonon in the eq
librium vibronic theory of ferroelectricity.20 An equilibrium
phase transition to a crystal phase with a new symmetry
sults from the vanishing of the effective optical phonon f
quency at the critical temperatureTcr , determined by the
equation tanh(Eg0/2kBTcr)5Eg0mṽ0

2/2uab
2 , which follows

from Eq.~11! with v0
250 and is identical to the correspond

ing equation in Ref. 20. The two additional terms in Eq.~11!
take account of the effect of the densityne0 of the nonequi-
librium e–h plasma and the laser-induced deformationjL .
For the region where the deformation softens the pho
frequency (CjL.0), we have from Eq.~11! for the squared
frequency of the soft optical phonon

v0
25V0

2~12usjLu!S 12
ne0

ncr
D . ~12!

Here the squared frequency of the limiting optical phonon
the electronic ground state is, taking account of e–p an
monicity,

V0
25ṽ0

2S 12
2uab

2 uDabu

Eg0mṽ0
2 D , s5

2uab
2 CuDabu

Eg0
2 mV0

2
~13!

and the critical density of the e–h plasma at which the o
cal phonon frequency vanishes is

ncr5~12usjLu!ncr1 , ~14!

where the critical density of the e–h plasma in the absenc
deformation (jL50) is ncr156nmV0

2(\v2Eg0)uuu22.
The softening of the frequency of the limiting optic

phonon (v0˜0) results in softening of the entireLO pho-
non branch nearq50, where the phonon frequencieswq are
given by

vq5v0~12bq2!, ~15!
i-

e-
-

n

n
r-

i-

of

wherev0 is given by Eq.~12! andb.0 is a constant that can
be determined from the phonon dispersion curve forLO
phonons as

b52
1

2v0

]2vq

]q2
uq50 . ~16!

The expression~15! is obtained from a very simple lat
tice model in the form of a one-dimensional system of el
tically coupled atomic Au and Ga planes.

As follows from Eqs.~15! and ~12!, for ne0.ncr the
frequencies of optical phonons nearq50 become imaginary

vq56 igq , v056 ig0 , and gq5g02bg0q2, ~17!

wheregq andg0 are real quantities, and the phonon mod
convert into unstable modes of relative atomic displaceme
in the direction of the vectort.

We shall now find the spectral function of the atom
displacements.

3. KINETIC EQUATION FOR THE SPECTRAL FUNCTION OF
THE RELATIVE ATOMIC DISPLACEMENTS

The Hamiltonian of the system of phonons taking a
count of the anharmonic interaction of optical and acous
phonons is

H5H01Hunh5(
q

\vqS bq
1bq1

1

2D
1 (

q1q2

Vq1q2
~bq1

aq2
bq11q2

1 1b2q12q2
a2q2

1 b2q1

1 !.

~18!

Here

Vq1q2
5

1

6
A \3

8Mm2N3
N21/2

3

(
n1 ,n2

fn1n2
exp $ i ~q1•rn1

1q2•rn2
!%

Avq1
Vq2

v2q12q2

, ~19!

N is the number of atoms in the crystal,M is the cell mass,
Ve5qs is the acoustic phonon frequency,s is the sound
speed,aq , a2q

1 andbq , b2q
1 are, respectively, the annihila

tion and creation operators for acoustic and optic phono
and r k is the equilibrium radius vector of thek-th cell

fk,l ,m5F ]3F

]r k]r l]rm
G

Ui50

, i 5k,l ,m,

whereF is the interatomic interaction energy of the enti
crystal.

We shall now determine the spectral function of the re
tive atomic displacements as

S~q!5
\

mvq
nq , nq5^bq

1bq&. ~20!
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Using the Heisenberg equations, following from E
~18!, for the operators of stable acoustic and unstable opt
modes we obtain forn(q) the equation

]nq

]t
52gqnq2

i

\ (
q1

$Vq1 ,q2q1
^bq

1bq1
aq2q1

&

2V2q1 ,2q1q1
^bqbq1

1 aq2q1

1 &%. ~21!

From the equations forbq , bq
1 , and aq

1 , introducing
into the latter the decay constantdq of stable acoustic mode
and taking account of the fact that acoustic phonons
strongly damped (dq@Vq , gq), we obtain for the correlation
function ^bq

1bq1
aq2q1

& the expression

^bq
1bq1

aq2q1
&5

i

\ (
q1

V2q1 ,2q1q1

dq2q1

nq1Nq2q1
,

whereNq2q1
5(exp(\Vq2q1

/kBT)21)21 is the filling number
of the acoustic phonon modeq2q1. A similar expression is
also obtained for the correlation function^bqbq1

1 aq2q1

1 &.
Then, using the definition~20!, we have from Eq.~21!

the desired kinetic equation for the spectral function of
atomic displacements

]S~q!

]t
5~gq1gq1

!S~q!1
2

\2

3(
q1

V2

dq2q1

vq1

vq
Nq2qq

S~q1!. ~22!

The expression following from Eq.~19! for ne0.ncr for
the anharmonic interaction constantV2 is

V2[Vq1 ,q2q1
V2q1 ,2q1q1

52
1

288

\3

NMm2

u f 2u

Vq2q1
gq

2
,0, u f u2'g2S W

a3D 2

,

~23!

whereg.1 is the number of nearest neighbors andW is the
interatomic interaction energy per cell. The derivation of E
~23! employed the fact that forne0.ncr , taking account of
Eq. ~17!, (vq1

v2q1
vqv2q)21/2'2gq

22 .

4. DIFFUSION COLLAPSE OF THE SPECTRAL FUNCTION
OF THE RELATIVE ATOMIC DISPLACEMENTS

The decay constant of stable acoustic phonon mode
Eq. ~22! can be expressed by

dq2q1
5uq2q1ub, ~24!

where b5
2puCab

2 ne*

\gabMs

ne*

n
and ne* is the effective

conduction-electron density in a degenerate semicondu
that participate in phonon absorption.

Settinggq1
'gq in Eq. ~22!, switching from summation

to integration, and using Eqs.~23! and ~24! we obtain a
linear integral equation for the spectral function
.
al

re

e

.

in

or

]S~q!

]t
52gqS~q!2uAu E

2`

1`

dq1K~ uq2q1u!S~q1!, ~25!

where

uAu5
1

576p2

n

ne*

gab

g0
2

\2u f u2

m2uab
2

a, K~ uq2q1u!

5
Nq2q1

uq2q1u2
.

Making the substitution of variablesq15q2j and ex-
panding the functionS(q1) in the integrand in Eq.~25! in a
Taylor series inj, we obtain from Eq.~25! a diffusion equa-
tion for the spectral function of atomic displacements inq
space with a negative diffusion coefficientD

]S~q!

]t
52gqS~q!2uDu

]2S

]q2
, ~26!

where the modulus of the spectral diffusion coefficient is

uDu5
uAu
2 E

2`

1`

djK~ uju!j2[
A

2

2kT

\s E
xm

` dx

ex21
.

Here the lower limit of integration is determined by th
uncertainty ofuju5uq2q1u ~the vectorsq andq1 are directed
along @111#!: xm5(\s/kT)minuju5(\s/kT)2pa, where a is
the optical absorption coefficient.

Then the spectral diffusion coefficient is

uDu5
\

576p2

n

ne*

gab

V0
2

kBT

a5m2s
g2S W

Cab
D 2S ne0

ncr
21D 21

3 lnS 2pa\s

kT D . ~27!

We shall assume that initially~at t50) S(q,0)5S05
const. Then the solution of Eq.~26! for the nonequilibrium
spectral function of the relative atomic displacements is

S~q,t !5S0

exp~2g0t !

A128bg0uDut2
expS 2

q2

1

4bg0t
22uDutD . ~28!

We introduce the characteristic collapse time of t
spectrum as

tm5
1

A8uDubg0

. ~29!

As one can see from Eq.~28!, for times 0,t,tm the
spectral functionS(q,t) evolves from a uniform initial dis-
tribution to a Gaussian distribution with a maximum, whic
increases in time, at the centerq50 of the Brillouin zone
and a width which decreases in time. Att5tm the spectral
function of the optical atomic displacements collapses int
d function: S(q,tm);d(q).

For

tm,~2g0!21,tcr;tP , ~30!
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wheretcr is the time during which the plasma densityne0

exceeds the critical valuencr and over the timetP there is
enough time for the amplitudes of the modes to grow and
mode spectrum collapses into ad function atq50. Thus in
the case~30! the lattice passes in a timetP into a state with
completely correlated coherent relative displacement of
oms in all cells of the crystal, i.e., into an NCP phase.

On the other hand, for

~2g0!21!tm , ~2g0!21,tcr;tP ~31!

a wide mode spectrum builds up over the timetP , and on
account of the nonlinearity this spectrum stabilizes and
comes flat. Therefore in the case~31! a transition into the CL
state occurs.

We shall make some numerical estimates for LIPTs
GaAs and Si. From Eqs.~14! and ~13! for GaAs with
m56310223 g, V055.331013s21, v5331015s21, Eg0

51.44 eV, uuu;1023 erg/cm, n5231022cm23, uab52.1
31024 erg•cm21, and uCu520 eV ~Ref. 23! and the ap-
proximate valuejL50.25,24 we have for the critical plasma
density ncr5331021cm23. Under the experimental cond
tions of Ref. 4, E2543109 erg•cm23, R50.35, gA54
310228cm6 s21 ,23 taking account of the nonlinear increa
in the optical absorption coefficienta0;102ā054.3
3106 cm21, from Eq.~29! we estimate the plasma density
ne0;3.531021cm23.ncr .

From Eqs.~12! and~17! we findg051013s21. Using the
data from Ref. 23, we have taking account of Eq.~16!
bg0;1021 cm2 s21. Using in Eqs.~27! and ~29! W53.1
310211 erg, g54, T5300 K, s553105 cm/s, a53.6
31028 cm, n/ne* ;23102, gab;10•V0 , Cab;1 eV23 and
the values obtained above forne0 andncr , we estimate the
spectral diffusion coefficient in GaAs asuDu55
31026cm22s21 and the spectrum collapse time
tm548 fs,(2g0)21;50 fs,tcr;tP . Therefore the condi-
tions ~30! for a transition into an NCP state are satisfied.

We shall now make similar estimates for Si. For t
same values ofv, E2, and T and a0;102ā054.5
3105 cm21, R50.35, gA54310231cm6s21, Cab;1 eV
~Ref. 23! we obtain from Eq.~9! ne0;1.731022cm23. Sub-
stituting into Eqs.~27! and ~29! ncr5931021cm23 ~Ref.
16!, m52.4310223 g, W52.88310212 erg, g54, V051.1
31014s21, s5106 cm/s,a53.431028 cm, n/ne* ;23102,
gab;103V0 ,23 g05531013s21, and bg0;1021 cm2s21,
we estimate the spectral diffusion coefficient in Si
e

t-

-

n

uDu52.231024cm22s21 and the spectrum collapse time a
tm5756 fs@(2g0)21510 fs, tcr;tP@(2g0)21. Therefore,
for Si, the conditions~31! for a transition into the CL state
are satisfied with a large margin.

In summary, the analysis performed in the present pa
shows that, during LIPTs in GaAs a transition to an NC
state is most likely to occur in GaAs, while a transition to
CL state occurs in Si.

1C. V. Shank, R. Yen, and C. Hirlimann, Phys. Rev. Lett.50, 454 ~1983!.
2C. V. Shank, R. Yen, and C. Hirlimann, Phys. Rev. Lett.54, 2151~1985!.
3H. W. K. Tom, G. D. Aumiller, and C. H. Brito-Cruz, Phys. Rev. Lett.60,
1438 ~1988!.

4S. V. Govorkov, I. L. Shuma�, W. Rudolph, and J. Shro¨der, JETP Lett.52,
117 ~1990!.

5K. Sokolovski-Tinten, H. Schulz, J. Bialkowski, and D. von der Lind
Appl. Phys.53, 227 ~1991!.

6K. Sokolovski-Tinten, J. Bialkowski, and D. von der Linde, Phys. Rev.
51, 14 186~1995!.

7I. L. Shumay and V. Hofer, Phys. Rev. B53, 15 878~1996!.
8Y. Siegal, E. N. Glezer, and E. Mazur, Phys. Rev. B49, 16 403~1994!.
9E. N. Glezer, Y. Siegal, L. Huang, and E. Mazur, Phys. Rev. B51, 6959
~1995!.

10E. N. Glezer, Y. Siegal, L. Huang, and E. Mazur, Phys. Rev. B51, 9589
~1995!.

11S. V. Govorkov, V. I. Emel’yznov, N. I. Koroteev, and I. L. Shumay
J. Lumin.53, 153 ~1992!.

12S. V. Govorkov, V. I. Emel’yanov, I. L. Shuma�, W. Rudolph, and
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Sound propagation anomalies and phase diagram of chromium alloys
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Calculations of the complex elastic moduliĈ(T) in dilute Cr alloys are compared to
measurements of the velocity and damping of sound nearTN and at high temperaturesT.TN

(TN — Néel temperature!. The thermodynamic calculation is based on the covalent
bond model of 3d ions in a state with different numbersn of covalent electrons. The parameters
Ai j

(n) of indirect exchange between the ions of thei and j sublattices are expressed in terms
of the covalent bond energyG i j

(n) . The stability of the charge and spin density waves~CDWs and
SDWs! is found by a variational method and is determined by the dispersion ofG i j

(n) and by
the Coulomb parametersUn . For a small structural vectorQ the phase diagram contains a
superantiferromagnetic phase~SAFM! at temperaturesTN,T&2TN . The peak of the
defect uDE(T)u of the modulus and of the sound dampingDh(TN) near the first-order
SDW–SAFM transition is determined by the structure of the transitional domain. Measurements
of the anomalous growth ofE(T) at temperaturesT.TN make it possible to determine the
magnetostriction constantsl(T) of Ce alloys in the SAFM phase on the basis of the SAFM theory.
© 1999 American Institute of Physics.@S1063-7834~99!02408-9#
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1. NONUNIFORMITY OF THE SPIN STRUCTURE OF Cr AND
ITS ALLOYS

Metallic Cr is distinguished by its properties from meta
of the heavy half of the 3d group ~Mn, Fe, Co, Ni!. Its
brittleness, corrosion resistance, and so on could be d
mined by the variable valence of the Cr atom (3d54s1). The
discovery of spin density waves~SDWs! in Cr and of a com-
plicated domain structure of Cr~see Ref. 1! explained the
existence of special temperature pointsT5TSF.120 K and
TN.310 K in the phase diagram of Cr. Since there are t
spin-order parameters in the SDW state~the SDW amplitude
Sw (Sw.1/2) and the structure vectorQ (uqu;0.1)!, whose
directions along@100#-type axes are identical forT,TSF or
orthogonal for TN.T.TSF , the parameters of differen
types of domain walls~energy and thickness! differ in order
of magnitude.2 The additional of small concentrations of im
purities X (cx<1022) suppresses SDWs and transfers
alloy Cr–X to a commensurate~Néel! state on the line
cx(T1C). The Néel temperatureTN increases sharply~some-
times by a factor of 2! as a result of this concentration tra
sition ~see Ref. 3!. The type of transition also changes~in
pure Cr and its alloys with SDWs it is a first-order transiti
nearTN).

This suggested that the suppression of SDWs atT.TN

is accompanied by local ‘‘homogenization’’ of the spin de
sity, which forms clusters with antiferromagnetic~AFM!
Néel structure~see Refs. 2 and 4!. This nonuniform, super-
antiferromagnetic~SAFM! state exists at temperaturesTN

,T&2TN .
The most striking anomalies are a deep minimu

;1021 of the sound speed~elastic modulusC11(T)) and
growth of C11(T) in the regionTN,T&2TN as well as an
absorption peak nearTN ~just as near other transitions:TSF
1341063-7834/99/41(8)/6/$15.00
er-

o

e

andT1C
1,2!. We assume that these anomalies are due to

nonuniform spin structure, specifically, the transitional d
main structure and SAFM clusters.

The unusual~for typical metals! mechanical and othe
properties of Cr~with good metallic electric conductivity
though much lower~by a factor of 2 or 3 at 300 K! than in
Co or Fe! indicate that the metal bond~itinerant electrons!
plays a lesser role. The role of covalent bonds increases
respondingly. This decreases the likelihood that a sim
band model of SDWs will be applicable~Overhauser et al.;
see Ref. 1! to Cr alloys. Periodicity due to the nonuniformit
of the distribution of covalent 3d electrons seems mor
likely.

It is also necessary to discuss the use of a ‘‘Gru¨neisen
parameter’’ by Fawcett et al.5 to describe the magnetic sta
of Cr. Grüneisen’s initial theory6 for an ideal~Debye! pho-
non gas has been extended to a gas of ferromagnons.7 An
attempt in Ref. 5 to obtain a ‘‘Gru¨neisen rule’’ in the form of
a relation between the elastic moduli, the specific heat,
other ~sometimes arbitrarily chosen! characteristics led to
different ~even with respect to sign! ‘‘Grüeisen parameters’
for Cr at T!TN and T.TN . It is evident from the results
obtained in Refs. 6 and 7 that in order for a Gru¨neisen con-
stant to exist~elastic and magnetic! the model of a gas of
elementary elastic~phonons! or spin ~magnon! excitations
must be applicable. For Cr this condition6,7 does not hold, so
that there is no justification for introducing a ‘‘Gru¨neisen
parameter.’’ The use of such a parameter for interpreting
experimental data in Cr alloys leads to inconsistencies.

To construct the phase diagrams of metals, specifica
the magnetic details of the phase diagrams, the role of lo
ized ~magnetic and covalent! electrons must be taken int
account carefully. The zone electrons are manifested in t
3 © 1999 American Institute of Physics
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TABLE I. Values of the changes in Young’s modulus, (DE/E)TN
, and the sound damping, (Dh)TN

, in chro-
mium and its alloys~at T5TN).

No. Composition, wt. % TN , K f, 103 Hz E, GPa (DE/E)TN
(Dh)TN

, 1024

1 Cr–0.5 N 311 2.8 282.7 20.059 45
2 Cr–0.5 N–0.4 Zr 311 2.7 287 20.061 5.4
3 Cr–0.5 Nb 270 3.0 293 20.048 1.8
4 Cr–0.9 Fe 290 2.8 290 20.06 4
5 Cr–5 MgO 311 2.7 265 20.019 0.8
6 Cr, quenched 311 3.7 285.5 20.056 100

single crystal
7 Cr, annealed 311 3.7 284.6 20.057 99

single crystal
8 Cr, polycrystal 311 2.9 269 20.08 90
9 Cr, nonreduced La and Y 311 2.8 287 20.049 3.6

polycrystal
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interaction with local electrons~hybridization, scattering
and so on!.

The anomalies in the mechanical properties of AF
crystals, especially cubic crystals, are often greater than
magnetic susceptibility anomalies. For this reason, meas
ments of the sound velocity and absorption make it poss
to estimate more accurately the characteristics of the A
state and to find the boundaries of the magnetic phases

2. SAMPLES AND MEASUREMENT PROCEDURE

In the present work the temperature dependences o
modulus of normal elasticity onTN in Cr and its alloys are
measured up to 1000 K. Polycrystalline chromium conta
interstitial impurities: C~to 1022 wt. %), N ~to 431022 wt.
%), and O~to 1023 wt. %). The concentrations of thes
impurities in single-crystal Cr are an order of magnitu
lower.

The materials for the investigations were smelted in
copper water-cooled crucible in a purified-argon atmosph
of a laboratory-electric-arc furnace with a nonconsuma
tungsten electrode and then poured into a copper mo
Electrolytic chromium, refined by annealing in hydroge
served as the initial component. Yttrium or lanthanum~up to
0.1 wt.%! was introduced into the alloys as a reducing age
The chemical composition of the experimental samples
presented in Table I. This table also contains the peak v
of Young’s modulus anomaly (DE/E)TN

at the Néel point
and the sound damping anomaly (Dh)TN

.
Young’s modulusE(T) was measured by the resonan

method based on the relationship between the modulu
normal elasticity, the characteristic frequencyf of bending
oscillations of the sample, and the geometric dimensions
mass of the sample~see Ref. 8!. The relative change
(DE/E) in Young’s modulus as a function of temperatureT
was found from the changeD f in the resonance frequenc
~according to E; f 2), which was determined to within
0.05%. The changes were made in vacuum, and the temp
ture was regulated automatically to within62°. The
samples were first annealed for 2 h at 1400 K and then
cooled at a rate of 1°/s. Chromium single crystals were
ditionally quenched from 1400 K to the eutectic at 340 K
he
e-
le

he

s

a
re
e
ld.
,

t.
is
ue

of

nd

ra-

-

The typical measurement ofE(T); f 2(T) are presented
in Fig. 1. The same behavior off 2(T) has been observed i
Ref. 9. It is evident that in the temperature range fromTN to
1.6TN Young’s modulus increases with temperature, i.e.,
behavior ofE(T) differs from that in paramagnetic crysta
as well as in ferro- and antiferromagnets aboveTc or TN .2

At temperaturesT.2TN Young’s modulus, just as in a non
magnetic crystal~linear continuous asymptote!, decreases
linearly with increasing temperature. The nonmonotonic
havior of E(T) is attributed to short-range AFM order~see
Sec. 4!.

Spin density waves in Cr and its alloys have a lar
period ;10a ~the structure vectorQ<0.1), wherea is the
period of the bcc lattice. The thermal properties of Cr a
also unusual: The nonmonotonic dependence of the ela
C11(T) and other moduli aboveTN , and a small entropy
difference in the paramagnetic phase of SDW~see Ref. 1!.
The high Fermi energyEF;10 eV suppresses the influenc
of itinerant electrons on the thermal properties~and on the
details of the phase diagram!. Fluctuations of the chemica
~covalent! bonds should play a very large role.

FIG. 1. Temperature dependence of the frequencyf 2(T) ~elastic modulus
E5K f 2) in samples of chromium and its alloys annealed at 1400 K.1 — Cr
polycrystal ~No. 9!, 2 — the alloy Cr–0.9%Fe,3 — Cr–5%MgO, 4 —
Cr–0.4%Zr–0.5%N~indicated in wt.%!.
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3. DOMAIN STRUCTURE NEAR TN AND THE SAFM
PHASE ABOVE TN

3.1. Transitional domain structure

The first-order transition from the SDW to the SAF
phase in Cr and its dilute alloys is accompanied by a tra
tional domain structure.2 The transition from the SDW phas
~I! to the commensurate~Néel! C phase is similar. For a fixed
concentrationcx of the X component~X5Al, Os, Ru, . . .!
the transition temperatureTIC is determined by equality o
the energy of the commensurate phase~structure vectorQ
50) and that of the SDW phase.

The thermodynamic analysis is based on the varia
valence model of Cr. Chromium ions can have a differ
numbern of covalent electrons. For computational conv
nience we shall take account of the two possibilities,n51
and 3. We assume the exchange interaction between
spinsSn of different Cr atoms to be indirect. It is occurs v
the covalent electrons, whose polarizationsn j is different for
Cr ions in the sublatticesj 51 ~sites of the type~000!! and
j 52 ~sites of the type~1/2 1/2 1/2!. The chemical bondG12

(n)

between the nearest Cr neighbors determines the dom
intersublattice exchangeA12

(n) . The chemical bondGn(Q) in-
side the sublattices is favorable for SDWs. The spin par
the thermodynamic potential is binary in the vectorssn j and
the average spinsSn j(T) of the magnetic ions

F5(
n j

S 1

2
Unsn j

2 2Asn jSn j2Gn~Q!sn jsn j D
2(

n
G12

(n)sn1sn2 . ~1!

Here we have introduced the Coulomb parameter~Hubbard!
Un and the Hund exchangeA, in terms of which the ex-
change parametersÂ(n) of the spin lattice are expressed. F
example,

A12
(n)>G12

(n)~A/Un!2. ~2!

We vary the potential~1! with respect to the vector variable
sn j assumingQ!1. We use

Gn~Q!>G~0!2Gn8Q
2, G i j 5G i2G j . ~3!

Let

U135U12U31@G12
(1)~0!2G12

(3)~0!#. ~4!

For smallcx;1022 we expand the coefficients in the the
modynamic potential~1! in a power series incx

Gn8~cx!5Gn8~0!1Gcn8 cx , ~5!

A12~cx!5A12~0!1A128 cx , A12
(n)>A12. ~6!

The variation of the potential~1! using the results of Refs
10–15 gives an expression for the SDW vector

Q25@2G13~0!2U13#/2G138 .0 ~7!

and the critical concentrationcx for the I –C transition

cx5@A12~0!1G38~0!#/@Gc38 Q2~cx!2A128 #.0 ~8!
i-
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assuming that in theC phase the Cr ions are in then53 state
with spin S353/2.

The result~8! confirms that the spin~exchange! energy
A12 ~2! plays the decisive role in stabilizing SDWs. Th
SDW structure~the vectorQ) is determined by the electroni
~covalent in our model! energiesG i j

(n) . The first-order transi-
tions are shown in the phase diagram~Fig. 2! by two lines
~with hysteresis!. An ordinary line shows a second-orde
transition from a commensurate~Néel! C phase to the para
magnetic phase. The dashed line shows a diffuse trans
from the SAFM phase to the ordinary paramagnetic pha
The triple point where three first-order transitions cross
quires a more extensive analysis, which is not presen
here. The inequality~8! determines, specifically, the cond
tion for the existence of anI –C transition.

The domain structure for a SDW–SAFM transition h
been calculated in Ref. 2 neglecting the ‘‘attachment’’
AFM clusters to domain walls. We take account of impu
ties, according to Eqs.~5!–~8!, by studying explicitly the
dependence of the equations of motion of different types
walls j on the parameterscx . In matrix form, the equation of
motion of an individual wall is

mabẍ1gabẋb1kabxb5~ P̂^ Dû!a , P̂~ t !5 P̂;eivt,
~9!

where the mass tensorm̂ of a wall, the damping tensorĝ, the
quasielastic force tensork̂, and the differenceDû of the
spontaneous deformation tensors of neighboring domains
termine the displacement vectorx of a flat section of the wall
under the action of the external pressure tensorP̂(t). We
neglect the nonuniformity of the~acoustic! pressureP̂. The
uniform periodic solution is

x~ t !5x0eivt. ~10!

The vector amplitude

x05~m̂v21 ivĝ!21~ P̂; ^ Dû!, ~11!

generally speaking, depends on the position of the given
tion of the wall. The latter is caused, for example, by t
nonuniform impurity distributioncx(r ).

FIG. 2. Phase diagram of the alloy Cr–X (cX — concentration of the im-
purity X). Ordinary line — second-order transition, the two lines with t
arrows mark first-order transitions with hysteresis.
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Diagonal tensorsĝ and k̂ can be studied for a cubi
single crystal with symmetric domain walls, but an indexj
for different types of walls must be introduced.2 The variable
longitudinal deformation of the sample is

u~ t !5eivtH ~P; /C11!1(
j

uj J , uj5x0 jDuj , ~12!

whence, substituting Eq.~12!, the defect of the complex elas
tic modulusC11(T) is

C11>C11
(0)2(

j
C11~Duj !

2/~kj
21 ivg j !. ~13!

The maximum defect of the modulus nearTN ~the mini-
mum ofC11(TN); see Table I! equals the real part of Eq.~13!

DC11~TN!52( C11~Duj !
2kj /~kj

21g j
2v2!. ~14!

The maximum damping ((Dh)TN
in Table I! can be ex-

pressed in terms of the imaginary part of the expression~13!

Im C11~TN!5( C11~Duj !
2~vg j !/~kj

21v2g j
2!. ~15!

The dependences of the quantities~14! and~15! on the con-
centrationcX of the impurityX are determined bykj (cx) and
g j (cx). The values ofkj and g j should increase withcx ,
which explains the decrease in the damping~15! in the Cr
alloys. The different values of the quantity~14! for different
samples are explained by the difference of the characteri
Duj , kj , andg j of the walls.

3.2. Superantiferromagnetic „SAFM… phase above TN

The existence of an SAFM phase aboveTN of crystals in
Cr alloys with SDWs is due to strong intersublattice e
changeA12.4 Its characteristic properties have been cal
lated in Refs. 4 and 15. The most striking characteristic w
the glowing functionC11(T) for TN,T,2TN . The same
anomaly has recently been observed in helicoidal H16

which possesses a periodic spin structure at temperaturT
,TN 5132 K. The anomalous maximum of the temperatu
dependence of the longitudinal velocity of ultrasound in
is observed at temperaturesTN,T<200 K for f 5107 Hz.

We assume that in the absence of a magnetic fieldH the
antiferromagnetism vectorl(T) is the main characteristic o
the SAFM phase with clusters possessing Ne´el short-range
order. The energy of a cluster is the sum of the magn
anisotropy energyFA and the magnetoelastic energ
Fme(T)

FA52K~T!( a j
4 , Fme5l~T!uj j a j

21 . . . ,

a j5 l j /u l~T!u. ~16!

Only the term responsible for the defect ofC11(T) is written
out in the expression forFme. The partition function of a
system of same-size SAFM clusters is

Z05E da exp$$2b@FA1Fme~ û!#Ccl%,
cs

-
-
s

e

ic

F52
1

b
ln Z01Ci j uii uj j /2, ~17!

whereVcl is the volume of a cluster andb51/kBT.
We obtain the defect of the elastic modulus~Fig. 3! by

varying the expression~17! with respect toû,

DC11~T!52bl2~T!Z2 ,

Z25]2 ln Z0 /]B2, B5bKVcl . ~18!

The numerical calculation of the function~18! is performed
assuming a linear dependence

K~T!>K0~12T/pTN!, p53/2. ~19!

Comparison with experiment, takingVcl510220 cm3 and
K05105 J̇/m3, gives the function l(T)/l(TN), where
l(TN);1022C11.

4. COMPARISON OF THEORY WITH EXPERIMENT

We found the defect of Young’s modulus as the diffe
ence between the extrapolated linear dependencef 2(T)
~straight lines in Fig. 1! and the experimentally observe
dependence above the Ne´el point ~Fig. 1!. The defect of
Young’s modulus decreases with increasing temperaturT
~Figs. 4a and 5a!. The change in the magnetostriction co
stantl(T) with increasingT ~Figs. 4b and 5b! can be esti-
mated from equation4

DEexp5DC11
(0)@l~T!/l~TN!#2, ~20!

where DC11
(0)(T) is calculated using Eq.~18! for l(T)

5const~Fig. 3!.
The data obtained~Figs. 4 and 5! testify that the content

of interstitial impurities in the solid solution, substitution
impurities, and the presence of precipitates of a second p
in some samples, influence the temperature dependenc
DE and l. These differences could be due to a differe
volume Vcl of antiferromagnetic clusters in Eq.~18! and a
different magnetic anisotropy constantK(T) ~19!. The ex-
perimental curvesl(T) obtained are similar to those for th
magnetostriction constants of 3d-group magnets.17

FIG. 3. Computed defectDC11(T) of the elastic modulus of a cubic supe
antiferromagnet~SAFM! neglecting the dependence of the magnetostrict
constantl(T) on the temperatureT.
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Comparing the experimental data~Table I and Fig. 1!
nearTN in Cr alloys with the theoretical dependences~14!
and~15! shows that impurities affect strongly the distributio
of domains of the ordered phase. The possible nonunif

FIG. 4. Temperature dependences of the defect (DE/E)(T) of Young’s
modulus~a! and the magnetostriction constantl(T)/l(TN) ~b! in a Cr@110#
single crystal.1 — Quenched from 1400 K to the eutectic,2 — annealed for
2 h at 1400 K,3 — annealed Cr polycrystal~No. 9!, 4 — the alloy Cr–
5wt.%MgO.

FIG. 5. Same as Fig. 4 for Cr alloys.1 — Cr–0.5%N,2 — Cr–0.4%Zr–
0.5%N,3 — Cr–0.9%Fe,4 — Cr–0.5%Nb.
m

distribution of impurities~at the boundaries of crystallites i
polycrystals and on dislocations in single crystals! should
influence the parametersg j andkj characterizingj-type walls
of the transitional domain structure nearTN . The data ob-
tained show that the transitional domain structure nearTN

has the dominant effect on the singularity in sound propa
tion.

5. APPLICABILITY OF THE COVALENT MODEL OF
CHARGE AND SPIN DENSITY WAVES

The model of localized~covalent and magnetic! elec-
trons has an advantage over the band model of Overha
et al. ~see Ref. 1! for detailed description of the charge an
spin densities in transition metals with variable valence. T
linear relation between the parameters in the covalent
spin Hamiltonians gives the experimentally observed relat
between the periods of the charge and spin-density wa
The SDW period is two times smaller. The equation for t
SDW vector 2Q leads to the conditions for the existence
SDWs, a first-order transition from SDW into a commens
rate~Néel! phase. The phase diagram of Cr alloys contain
an SDW phase determines the stability of short-range N´el
order.

As soon as the inequality~17! ~the condition for the
stability of long-range Ne´el order (C phase! relative to the
formation of SDWs! breaks down, the breakdown of SDW
at temperaturesT.TN leads to short-range Ne´el AFM order.
The existence of AFM clusters is manifested as an SA
phase. The most striking characteristic of the SAFM phas
Cr-type cubic crystals is the anomalous growth of the ela
moduli (C11(T)) with increasingT aboveTN . A numerical
calculation of the defectDC11(T) of the modulus can be
checked experimentally. For a fixed volumeVcl of AFM
clusters and anisotropy constantK(T) of the AFM, the ad-
justable parameter is the relative magnetostriction cons
l(T)/l(TN). The measuredl(T) curves are typical for 3d
alloys, confirming the applicability of the covalent model
SDWs.

In conclusion, we can draw some specific conclusion
1! The quasichemical model of the covalent bond ofd

ions describes in detail the CDW and SDW state. It is ba
on the variable valence of 3d ions.

2! The CDW period is two times larger than the SD
period. The structure vectorQ is found from the equation
relating the dispersionGn(Q) of the covalent interaction and
the Coulomb integralsUn . When the dispersion of the ex
change integralsAi j

(n)(Q) is taken into account, a small pea
appears inQ(T) nearTN .

3! Antiferromagnetic exchange between different subl
tices $000% and $1/2 1/2 1/2% plays the dominant role. It de
terminesTN .

4! The existence of an SAFM phase at temperatu
TN,T,&2TN in Cr and its alloys, which possess SDWs
temperaturesT,TN , explains the anomalous growth of th
elastic modulusC11(T) with increasingT for T&500 K.

5! The measured anomalies in sound propagation in
and its alloys with Zn, N, Nb, MgO, Fe, . . . corroborate t
theory. The increase inC11(T) aboveTN is not correlated
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with the peak anomalies in the defect ofC11 and the damping
of sound nearTN .

6! The interpretation of the experimental data gives
temperature dependences of the magnetostriction cons
l(T). Their behavior forTN,T&2TN agrees with the mag
netostriction theory and the experimental data for 3d-group
magnets.

7! The parameters of the transitional domain struct
@quasielastic forcekj and dampingg j of domain walls of
type j ) are sensitive to impurities and structural defects~dis-
locations and boundaries of crystallites!#.

8! It can be concluded from the data presented in Ta
I that the anomalies in sound propagation nearTN are deter-
mined by the parameters of the transitional domain struc
of a first-order transition. Here:

a! The greatest damping in the transitional regi
(Dh)TN

is observed in pure Cr. According to Eq.~15!, it
corresponds to small values of the quasielastic forcekj of the
walls j. The latter also determine the largest values of
defectsuDE/EuTN

of Young’s modulus according to Eq.~14!.
b! The smallest damping in the transitional region is o

served in Cr alloys with additions of Nb and MgO. Accor
ing to Eqs.~14! and~15!, it correlates with the lowest value
of uDE/EuTN

and can be explained by impurity segregati
along domain walls, which increaseskj .

c! The large variance in the values of (Dh)TN
as com-

pared to the variance in the data for the defectuDE/EuTN
of

the modulus is explained, according to Eq.~15!, by the vari-
ance of the values ofg j in the limit g jv!kj .
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Theory of Raman light scattering by nanocrystal acoustic vibrations
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A theory of Raman scattering of light by acoustic phonons in spherical nanocrystals of zinc-
blende and wurtzite semiconductors has been developed with the inclusion of the complex
structure of the valence band. The deformation-potential approximation was used to
describe the exciton-phonon interaction. It is shown that this approximation allows only Raman
scattering processes involving spheroidal acoustic phonons with a total angular momentum
F50 or 2. The effect of phonon quantum confinement on linewidth in Raman scattering spectra
and scattered polarization is analyzed. An expression for the shape of the spectral line
corresponding to nonresonant scattering fromF50 phonons was obtained. ©1999 American
Institute of Physics.@S1063-7834~99!02508-3#
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Raman scattering, in which the frequencies of scatte
and incident light differ by a fixed amount corresponding
the characteristic vibrational frequency of the medium, is o
of the most informative optical methods to study excitatio
in solids. This method was used to advantage to investig
the spectra of optical phonons, magnons, etc.

A distinctive feature of light scattering by acoust
phonons in a heterogeneous crystalline medium, for insta
in a bulk semiconductor, is the strong dependence of
frequency difference between the incident and scattered
tons on the angle between their wave vectors. This dep
dence follows from the energy and momentum conserva
laws and the linear acoustic-phonon dispersion relation. N
that, because the photon momentum is small, the acou
phonon involved in a scattering event will have a vanish
wave vector and, hence, a vanishing energy as w
~Mandelshtam–Brillouin scattering!.

In the case of a spatially inhomogeneous medium, s
as a system of spherical semiconductor nanocrystals~quan-
tum dots! distributed randomly in a dielectric matrix, th
momentum conservation law for the scattering proc
breaks down, and one observes instead Raman scatterin
acoustic phonons. Raman spectra carry information on
nature of the vibrational modes of nanocrystals, whose st
is attracting presently considerable interest.1–9 Some
studies1–8 propose considering acoustic vibrations of a na
crystal as vibrational modes of an elastic sphere with a
surface.1! The scattering spectrum from such vibrations co
sists of narrow lines whose position is determined by
condition of vanishing of the forces applied from outside t
nanocrystal surface. Similar narrow lines, but with somew
different frequencies, should arise also in scattering
nanocrystals fixed in an absolutely rigid matrix.7,8 In this
case the acoustic vibrational modes are found by equatin
zero the atomic displacements on the nanocrystal surface
joining the nondeformable matrix.
1341063-7834/99/41(8)/10/$15.00
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In the conditions typical of the recent experiments8,9

both boundary conditions are far from being realizable. T
sound velocities in, and the density of the nanocrystals~CdS!
and of the silicate-glass matrix differ only insignificantly.
can be added that the acoustic vibrational modes of a na
crystal lie within the continuum of the matrix. Interactio
between the nanocrystal and matrix phonons should give
to a substantial broadening of the initially narrow scatter
lines from vibrational modes of a single quantum dot. In t
limit of equal densities and sound velocities in a nanocrys
and the matrix, sound waves are not reflected from the na
crystal interface, and there are no phonon-spectrum s
quantization effects. However, a feature in the Raman sp
trum at the frequency of acoustic phonons whose wavelen
is of the order of the quantum dot diameter appears in
case as well.9 This feature~phonon pseudoquantization! is
due to the fact that the scattering is dominated by proce
in which a virtual electron-hole pair with a characteris
wave vector of the order of the reciprocal quantum-dot
dius (R21) is excited in the nanocrystal. Such a pair emits
absorbs most effectively phonons having a wave vec
q;p/R. Thus the question of the significance of phon
size quantization in a theoretical description of Raman s
tering from nanocrystals still remains open.

The objective of this work was to calculate the lin
shape and polarization characteristics of Raman light sca
ing by nanocrystal acoustic vibrations with due inclusion
real boundary conditions and of the real structure of el
tronic levels in a quantum dot. As a zero approximation,
are going to consider the problem of light scattering from
spherical zinc-blende-lattice nanocrystal with a simple~dou-
bly degenerate in electron spin! conduction band and a com
plex ~consisting of light- and heavy-hole subbands! valence
band.

As a result of reflections from the nanocrystal interfac
the eigenstates of a size-quantized hole~or of the exciton as
9 © 1999 American Institute of Physics
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a whole! become superpositions of the states of light a
heavy holes~excitons!. Similarly, the acoustic eigenmodes
a nanocrystal are superpositions of longitudinal and tra
verse vibrations. Note that the exciton wave function is
fected substantially by the relative magnitude of t
quantum-dot radius and the exciton Bohr radius, and the
ordinate dependence of displacement in acoustic vibrati
by that of the sound velocities and densities of the nanoc
tal and of the matrix in which it is embedded. We shall fi
discuss the main results of a theoretical calculation of e
ton states and acoustic vibrational modes in a quantum
then we shall consider the matrix elements of optical a
exciton–phonon transitions, and only after that shall
present the results of the calculation of the line shape
polarization characteristics of Raman scattering by quant
dot acoustic vibrations.

1. GENERAL RELATIONS

To calculate the Raman scattering probability, we sh
use the well-known expression10

W~\v i ,\v f !5
2p

\ (
i , f

uM f i u2 d~\v i2\v f7\V! ,

~1!

where

M f i5(
n,m

^0uV̂* un&^n,N61uHex2phum,N&^muV̂u0&
~\v i2Eex,m2 i G/2!~\v i2Eex,n2 i G/27\V!

~2!

is the scattering matrix element calculated to third order
perturbation theory,̂muV̂u0& and ^0uV̂* un& are matrix ele-
ments of creation and recombination of the exciton in
quantum dot,̂ n,N61uHex2phum,N& is the matrix element of
exciton-phonon interaction,\v i and\V are the energies o
the incident photon and emitted~absorbed! phonon, respec-
tively, Eex and G/2 are the real and imaginary parts of th
intermediate-state energy of an electron-hole pair, andN
[N(\V)5@exp(\V/T)21#21 is the occupancy of the pho
non state with which the exciton interacts~T is the tempera-
ture in energy units!. Summation in Eq.~2! is done over all
intermediate states~exciton magnetic sublevels!, and in Eq.
~1!, over all initial and final states differing in the presen
~absence! of a phonon with energy equal to the Stokes~anti-
Stokes! shift.

The scattering matrix elements~2! for identical nanoc-
rystals located at different points in space differ only in t
phase advance of the light and acoustic waves. Nanocry
are usually distributed in a random manner, with their se
ration exceeding considerably both their size and the wa
length of the emitted or absorbed phonons. In this case t
is practically no coherence between photons scattered f
different quantum dots so that, when calculating the scat
ing probability for the total quantum-dot system, the squa
modulus of the scattering matrix element in Eq.~1! is equal
to the sum of the squared moduli of scattering matrix e
ments for individual dots.
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2. EXCITON QUANTIZATION IN SPHERICAL
NANOCRYSTALS

The wave function of the electron-hole pair in a nan
crystal depends substantially on the relative magnitude of
nanocrystal radius (R) and the exciton Bohr radius in a bul
semiconductor (aB). We shall limit ourselves in what fol-
lows to an analysis of the limiting casesR!aB and
R@aB .

In the first, strong quantization case, the wave funct
of the electron-hole pair is determined primarily by electr
and hole reflections from the dot walls, and their Coulom
interaction is a weak perturbation. Then in zero approxim
tion we shall have

c (ex)~re ,rh!'c (e)~re! c (h)~rh!, ~3!

where c (e)(re) and c (h)(rh) are the wave functions of an
electron and a hole localized in a quantum dot. The elect
wave function for a spherical quantum dot with infinite
high walls is well known11

cn,l ,m,h
(e) ~re!5

A2

R3/2
Yl ,m S re

r e
D j l~f l ,n

(e)r e /R!

j l 11~f l ,n
(e)!

uc,h& , ~4!

whereYl ,m are the normalized spherical functions,j l are the
Bessel spherical functions,l is the orbital momentum,m is
its projection on thez axis, f l ,n

(e) is the nth root of the j l

function, uc,h& are the Bloch functions at the conductio
band bottom, andh is the projection of the electron spin o
the z axis. The lowest energy is identified with the electr
state described by the usual spherical wave with an ang
momentum l 50, n51, and an arbitrarily oriented spin
s51/2. According to~4!, its wave function can be written

ch
(e)~re!5

1

A2pR

sin ~pr e /R!

r e
uc,h& , ~5!

and its energy

Ee5
\2p2

2meR
2

, ~6!

where me is the effective electron mass in the conducti
band.

Because of the strong spin-orbit interaction in the v
lence band~the hole spinJ53/2), the state of a quantum
confined hole is not characterized by a fixed orbital mom
tum l h . Neglecting the warping of constant-energy surfac
~spherical approximation!, the good quantum number is th
total hole momentum Fh5J1Ih .12 This state is
(2Fh11)-fold degenerate in the projection ofFh on the z
axis (M ). The ground state corresponds toFh53/2. Note
that its wave function13,14

cM
(h)~rh!5(

m
RmM~rh! uv,m&, ~7!

whereuv,m& are the Bloch functions at the valence-band t
~m563/2,61/2!,

R̂~r !5
1

A4pR3/2H f 0S r

RD2 f 2S r

RD F S Ĵ
r

r D 2

2
5

4G J ~8!
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is the envelope-function matrix,Ĵx ,Ĵy ,Ĵz are the 434 matri-
ces of the angular-momentum projections correspondin
J53/2, and thef l functions determine the radial dependen
of the envelopes and are linear combinations of the Be
spherical functions. In the case of infinitely high barriers
the quantum-dot boundary we have15

f l~x!5CF j l~f (h)x!2~21! l /2
j 0~f (h)!

j 0~Abf (h)!
j l~Abf (h)x!G ,

~9!

where b is the light- to heavy-hole-mass ratio,f (h) is the
first root of the equation

j 0~x! j 2~Abx!1 j 2~x! j 0~Abx!50,

and the constantC is found from the normalization conditio

E
0

1

~ f 0
2~x!1 f 2

2~x!!x2 dx51 .

For the energy of a quantum-confined hole one can write

Eh5
\2f (h)2

2mhhR
2

, ~10!

wheremhh is the heavy-hole effective mass, and the ene
of an electron-hole pair under strong quantization is a sum
the energies~6! and ~10!.

In the second limiting case,R@aB ~weak quantization!,
the exciton binding energy exceeds by far the si
quantization energy of the electron and the hole. In this c
the wave function of a size-quantized electron-hole pair
be presented in zero approximation by an expansion in e
ton wave functions at the center of the exciton Brillou
zone. Neglecting the exchange interaction between the e
tron and the hole, we can write the wave function of a fix
exciton in a form similar to Eq.~7!

cm,h~r !5F(
m

wmm~r !uv,m&G uc,h& , ~11!

wherer5re2rh is the position vector of the relative motio
of the electron and the hole, and the matrix of theŵ(r )
functions describes the relative position of the electron
the hole attracted to one another by the Coulomb field. Si
larly to matrix ~8!, it contains s( l 50)- and d( l 52)-like
terms. It can be added that the latter may be neglected
most direct-band semiconductors.16 Then wmm(r )
'ws(r )dmm , and

cm,h~r !'ws~r !uv,m&uc,h& . ~12!

In this approximation, the wave function of relative motio
of the electron and the hole for the exciton ground state
be written

ws~r !5
1

ApaB
3

exp~2r /aB!. ~13!

Taking into account Eq.~12!, the wave function of the exci
ton ground state for a quantum dot of large radiusR@aB can
be written conveniently in the form
to
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cM ,h~R,r !5(
m
RmM~R! cm,h~r !

5F(
m
RmM~R!uv,m&Gws~r !uc,h& , ~14!

where matrix R̂(R) is expressed, similarly to Eq.~8!,
through radial functions, which differ from functions~9!
only in the light- and heavy-hole masses being replaced
the masses of the light- and heavy-hole exciton. In the we
quantization conditions, the exciton energy is given by E
~10!, where the mass of the heavy hole should be replace
that of the heavy-hole exciton, minus the exciton bindi
energy in a bulk semiconductor.

3. ACOUSTIC PHONONS IN SPHERICAL NANOCRYSTALS
AND THE EXCITON–PHONON INTERACTION

The equation describing propagation of a monoch
matic elastic wave in an isotropic medium17 can be presented
in the form

@cl
2
“

21~ct
22cl

2!~ Î“ !2#u5
]2u

]t2
, ~15!

where cl and ct are the longitudinal and transverse sou
velocities, respectively,Î x , Î y , Î z are the 333 matrices of the
angular-momentum projections corresponding toI 51, andu
is the displacement vector. The bracketed operator on
left-hand side of Eq.~15! is similar to the Luttinger Hamil-
tonian in spherical approximation.18

Considered within the deformation potential approxim
tion, the interaction of carriers with phonons depends l
early on the strain they produce. It can be added that e
trons in a doubly spin-degenerate conduction band inte
only with longitudinal phonons. The Hamiltonian of this in
teraction can be written in the form

Ĥc,def52ac~“u! ~16!

and does not contain the electron spin operator.2!

At the same time holes in a complex valence band
capable of interacting with both longitudinal and transve
acoustic phonons. The operator of this interaction can
written in spherical approximation20

Ĥv,def52av ~“u!1
bv

2 (
a,b

S ĴaĴb2
5

4
dabD

3~¹aub1¹bua! . ~17!

The first term on the right of Eq.~17! describes interaction
only with longitudinal acoustic phonons, and the seco
with longitudinal and transverse ones. The presence of
second term opens a possibility for hole spin-flip transitio
~There is no such interaction for thes51/2 electron.!

3.1 Interaction of quantum-confined carriers with bulk
phonons

Sirenkoet al. calculated the Raman scattering of light
nanocrystals by acoustic vibrations of a homogeneous ela
medium, i.e., neglecting the difference between the ela
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constants of the nanocrystal and of the medium in which
embedded.9 The consideration was carried out for a simp
band structure, where the interaction with the acoustic vib
tion of both the electron and the hole is described by Ham
tonian ~16!. Such an approach allows scattering by longi
dinal acoustic phonons only. A comparison of Eqs.~17! and
~16! reveals that a complex valence-band structure opens
ditional Raman scattering channels associated with the
spin-flip. Such spin-flips should give rise to depolarization
light scattered from longitudinal acoustic phonons, as wel
to lifting of forbiddenness from transitions involving tran
verse acoustic phonons.

Indeed, for a plane acoustic wave corresponding to
displacement3!

u~r ,t !5n~k! exp ~ i ~kr 2Vt !!1c.c. , ~18!

wherek is the wave vector,V is the frequency, andn(k) is
the polarization vector of the acoustic wave~for a longitudi-
nal waven(k)ik), and calculation of the matrix elements
operator~17! using functions~7! yields

Ĥv,def~k,n~k!,t !5ĥ~k,n~k!! exp~2 iVt !

2ĥ~k,n* ~k!! exp~ iVt ! , ~19!

where

ĥ~k,n!5Av~kR! ~k n!1Bv~kR! ~k n!S ~kĴ!2

k2
2

5

4D
1Cv~kR!F ~kĴ!~n Ĵ!1~n Ĵ!~kĴ!22~k n!

~kĴ!2

k2 G .

~20!

The first two terms on the right-hand side of Eq.~20! de-
scribe interaction with the longitudinal wave, and the th
one that with the transverse one; the actual form of
ĥ(k,n) operator can be found only from symmetry consid
ations. The coefficientsAv(kR),Bv(kR), andCv(kR) having
the dimensionality of the deformation potential constantsav
andbv can be written

Av~kR!5 i E
0

1

dx x2$2av j 0~kRx! @ f 0
2~x!1 f 2

2~x!#

12 bv j 2~kRx! f 0~x! f 2~x!%, ~21!

Bv~kR!5 i E
0

1

dx x2H 22 av j 2~kRx! f 0~x! f 2~x!

1bv j 0~kRx! F f 0
2~x!2

3

5
f 2

2~x!G
2

4

7
bv j 2~kRx! f 2

2~x!

1
36

35
bv j 4~kRx! f 2

2~x!J , ~22!
s

-
l-
-

d-
le
f
s

e

e
-

Cv~kR!5 i E
0

1

dx x2H 1

2
bv j 0~kRx! F f 0

2~x!2
3

5
f 2

2~x!G
2

1

7
bv j 2~kRx! f 2

2~x!

2
12

35
bv j 4~kRx! f 2

2~x!J . ~23!

For k@R21, the integrals in Eqs.~21!–~23! decrease rapidly
with increasingk, and for k˜0, Ĥv,def@k,n(k),t# tends to
zero ask does. Taking into account the density of phon
states in a bulk semiconductor (}k2) and the normalization
of displacement (}1/Ak) obtained by the secondary quan
zation technique,21 we obtain that, fork˜0, the hole contri-
bution to the probability of Raman scattering from bu
phonons in a nanocrystalW(h)(\v i ,\v f)˜0 as k3. Thus
the hole interacts most strongly with the phonons who
wavelength is of the order of the quantum-dot diameter~pho-
non pseudoquantization!. Obviously enough, the electro
contribution has the same property.9

3.2 Selection rules

By expanding any solution of Eq.~15! in a Fourier inte-
gral, one can use Eq.~19! to obtain the operator for interac
tion of the acoustic phonon corresponding to this solut
with a quantum-confined hole. It would be convenient, ho
ever, to construct another basis of solutions which wo
reflect the symmetry properties of Eq.~15!. It was shown12

that the bracketed operator on the right of Eq.~15! commutes
with the operators of the total momentum,F̂5L̂1 Î and of its
projectionF̂z (L̂ is the phonon orbital-momentum operato!.
Therefore, it appears natural to choose for basis functions
following functions

uF,Fz

L ~r ,t !5A2

p
j L~qr !YF,Fz

L S r

r D exp~2 iVt !1c.c. ,

~24!

where YF,Fz

L (r /r ) are the spherical vectors introduced

Refs. 22 and 23, andL, by the momentum summation rule
can take on the valuesL5F,F61 for FÞ0 andL51 for
F50. The operator in brackets on the left side of Eq.~15!

commutes with operatorsF̂ and F̂z but does not commute
with the L̂ operator. Therefore it has a block-diagonal for
in the ~24! basis. Taking into account the commutation
this operator with the parity operator as well, it becom
clear that the dimension of the blocks is one or two.4! The
solutions diagonalizing this operator were constructed
Lamb26 more than a century ago~see also Refs. 1,2,6,7,2
and 28!. Because they are either purely longitudinal
purely transverse in form, they can be expressed through
scalar,wF,Fz

s , and vector,AF,Fz
, potentials

wF,Fz

s ~r ,t !5 j F~qlr ! YFFzS r

r D exp~2 iVt !1c.c. , ~25!

AF,Fz
~r ,t !5 j F~qtr ! YFFzS r

r D r exp~2 iVt !1c.c. , ~26!
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whereql5V/cl andqt5V/ct . The corresponding displace
ment functions are given in Appendix A in an explicit form

The matrix element for transition of a quantum-confin
hole from a state with a total angular-momentum project
M1 to another state with a total angular-momentum proj
tion M2 as a result of interaction with an acoustic vibrati
~24! is given by the expression

^M2uĤFFz

L ~q!uM1&5
1

~2p!3 E dk ^M2uĤv,def

3~k nF,Fz

L ~k!,t !uM1& , ~27!

where

nF,Fz

L ~k!5A2

p E j L~qr !YF,Fz

L S r

r Dexp~2 ikr ! dr

5~2 i !L ~2p!3/2
d~k2q!

k2
YF,Fz

L S k

kD . ~28!

Substituting~28! and ~19! in Eq. ~27! yields

^M2uĤFFz

L ~q!uM1&

5~21!3/21M2F S 3

2

3

2
F

M2 2M1 2Fz

D exp~2 iVt !

1~21!FzS 3

2

3

2
F

M2 2M1 Fz

D exp~ iVt !G iq

A2 p

3$22 Av~qR! dF01@2A2/5~Bv~qR!22 Cv~qR!!

12 A10Cv~qR!# dF2 dL112A3/5~Bv~qR!

22 Cv~qR!! dF2 dL3% . ~29!

The Wigner 3j symbols entering this equation describe t
law of total angular-momentum conservation in interact
with a phonon. The first 3j symbol corresponds to absorp
tion, and the second, to emission of a phonon with freque
V, total momentumF, and its projectionFz . The Kronecker-
d symbols in the braces determine the selection ru
namely, the matrix element~29! is nonzero only when light
is scattered by acoustic phonons with a total angular mom
tum F50,2 and an odd orbital momentumL.

Note that, as follows directly from the angular mome
tum and parity conservation laws, only vibrational mod
with F50,1,2,3 and an oddL can interact with a hole. The
forbiddenness of interaction with acoustic phonons havin
total momentumF51 and 3 is not so rigorous. It arise
within the deformation potential approximation and is due
time-reversal invariance~see Appendix B!.

3.3 Phonon size quantization

We have been considering the interaction of an elect
and a hole with acoustic vibrations in a nanocrystal negle
ing the difference between the elastic constants inside
outside the latter. It appears substantially more interes
n
-

y

s,

n-

-
s

a

n
t-
nd
g

~while more complex too! to take into account the differenc
between the parameters of acoustic phonons in the nano
tal and the matrix in which it is embedded which shou
result in a manifestation of quantum-confinement effects
the acoustic-vibration spectrum. The nanocrystal vibratio
modes lie in the continuum of acoustic-phonon states of
matrix. Therefore the levels corresponding to the acou
vibrational modes of a quantum dot should be broade
substantially. Nevertheless, as this will be shown later, qu
tum confinement of phonons affects noticeably the line sh
in Raman scattering spectra.

In a general case, phonon quantum confinement assu
imposing a boundary condition on the nanocrystal surfa
This results in two types of solutions. The first type rep
sents a linear combination of solutions of type~A1! and
~A3!. They were named1–6 spheroidal modes.5! The solutions
of the second type, toroidal1 or torsional2–6 modes, are re-
lated to displacements of type~A2!. Thus the selection rules
obtained by us indicate that the above model of excit
phonon interaction allows only Raman scattering from sp
roidal vibrations with momentumF50 or 2. Similarly to
observations of such processes, Tanakaet al.5 and Saviot
et al.7 interpreted their experimental data of Raman scat
ing by CdS and CdSe nanocrystals, respectively. The s
selection rules were obtained by assuming the polarizab
tensor to be symmetrical.29

We are going to consider the simplest case of an acou
vibration of a sphere withF50 ~a fully symmetric vibra-
tion!, which can be presented as a superposition of long
dinal plane waves only. Vectoru of a fully symmetric vibra-
tion is directed alongr , and inside a quantum dot (r ,R) can
be written in the form

uin~r !5A2

p
A~V,R! j 1~qinr ! Y0,0

1 S r

r D exp~2 iVt !1c.c.

52
A2

p
cos~Vt ! A~V,R! j 1~qinr !

r

r

52
A2

p
cos~Vt ! A~V,R! Fsin~qinr !

~qinr !2
2

cos~qinr !

qinr G r

r
,

~30!

whereqin5V/cl
( in) , andcl

( in) is the longitudinal sound ve
locity in the nanocrystal. Outside the quantum dot (r .R),
the same solution of Eq.~15! has the form

uout~r !52
A2

p
cos~Vt ! B~V! Fsin~qoutr 1a!

~qoutr !2

2
cos~qoutr 1a!

qoutr
G r

r
, ~31!

whereqout5V/cl
(out) , andcl

(out) is the longitudinal sound ve
locity in the glass matrix. By choosing for the boundary co
dition on the sphere’s surface the continuity of the displa
ment vector and of the stress tensor, one readily obtain
relation between the vibration amplitudes outside and ins
the quantum dot6!
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A~V,R!5S cl
(out)

cl
(in) D 2B~V! ~qinR!2

Y~qinR!
, ~32!

where

Y~x!5AS cl
(out)

cl
(in)x

D 2

@Z~x!1x2~x cosx2sin x!#21Z2~x! ,

Z~x!54S ct
(in)

cl
(in)D 2F r in

rout
2S ct

(out)

ct
(in) D 2G ~x cosx2sin x!

1
r in

rout
x2 sinx , ~33!

r in , rout, @ct
(in) , ct

(out)# is the density of the medium@trans-
verse sound velocity# inside and outside the nanocrystal, r
spectively.@For cl

(out)5cl
(in) , ct

(out)5ct
(in) , androut5r in , the

interface separating the nanocrystal from the surround
medium is absolutely transparent for acoustic waves, and
vibration amplitudes inside and outside the nanocrystal c
cide:A(V,R)5B(V)#.

The relation~32! connectingA(V,R) andB(V) remains
valid when one crosses over to a quantum-mechanical
scription. This transition reduces formally to presenting
amplitudes in the form of a product of the sum of the phon
creation and annihilation operators@ â1(V)1â(V)# by nor-
malization coefficients. Assuming the volume of a quant
dot to be negligible compared to that of the surround
matrix, we obtain the final expression for the Hermitian o
erator of the vibration amplitude inside the quantum dot:

Â~V,R!5S cl
(out)

cl
(in) D 2

~qinR!2

Y~qinR!
A \

2 routV
~ â1~V!

1â~V!!. ~34!

As a result, Eq.~31! is replaced by

uin~r !5A2

p
Â~V,R! j 1~qinr ! Y0,0

1 S r

r D . ~35!

In the approximation of an infinite potential barrier fo
the hole, only displacement inside the nanocrystal provide
contribution to the matrix element of the hole-phonon int
action operator. Then the matrix element of the operator
scribing interaction of a strongly quantized hole with a fu
symmetric phonon can be written@compare Eq.~29! for
F50#

^M2uĤh2ph~V!uM1&5
i q in

A2 p
Â~V,R! Av~qinR! dM1 ,M2

~36!

or, taking into account~21!,
g
he
-

e-
e
n

g
-

a
-
e-

^M2uĤh2ph~V!uM1&5Â~V,R!
qin

A2 p
dM1 ,M2H avE

0

1

@ f 0
2~x!

1 f 2
2~x!# j 0~qinRx!x2dx22 bv

3E
0

1

f 0~x! f 2~x! j 2~qinRx!x2dxJ .

~37!

In the case of Raman scattering, the matrix elemen
the exciton–phonon interaction operator is a sum of thos
the electron–phonon and hole–phonon interaction opera
Under strong quantization, the matrix element of t
electron–phonon interaction operator calculated using fu
tions ~5! has the form

^h2uĤe2ph~V!uh1&5Â~V,R!
qin

A2 p
dh1 ,h2

ac

3E
0

1

2 sin2 ~px! j 0~qinRx!dx .

~38!

As shown by direct calculations, the integral entering t
expression differs from the first integral in Eq.~37! by less
than 10%. Therefore, in the case of strong quantization,
can approximately describe the interaction of an electr
hole pair with a fully symmetric phonon by means of E
~37!, in which the hole component of the deformation pote
tial av is replaced by the sumac1av .

Under weak quantization, the calculations should also
carried out with Eq.~37!. However the parametersav andbv
in this expression will now describe the effect of deformati
potential on the exciton functions~14!.

Thus, under both strong and weak quantization,
electron-hole pair interaction with a fully symmetric phono
is described by the matrix elemen

^M2 ,h2uĤex2ph(V)uM1 ,h1&, which coincides to within con-
stantsav and bv with Eq. ~37! and does not change th
exciton spin state. Therefore the matrix element~2! of Ra-
man scattering by a fully symmetric vibration of a spheric
quantum dot can be presented in the form

M f i5^N61,f uĤex2ph~V!uN,i &

3(
n

^0uV̂* un&^nuV̂u0&
~\v i2Eex,n2 iG/2!~\v i2Eex,n2 iG/27\V!

.

~39!

4. MATRIX ELEMENTS OF OPTICAL TRANSITIONS AND
THE POLARIZATION CHARACTERISTICS OF RAMAN
SCATTERING

The matrix element of optical excitation of an electro
hole pair localized in a quantum dot in theun&[uM ,h& state
is given by the expression
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^M ,huV̂u0&5 i
2e\pcv

m0v i
E0 k ~21!

3
2 2h (

a
ea

3S 1

2
1

3

2

2ha 2M
D , ~40!

whereE0 ande are, respectively, the amplitude and unit ve
tor defining the electric field of the incident light wave,pcv

5^Su p̂xuX& is the momentum-operator interband matrix e
ment, and

k5A2E
0

1

f 0~x! sinpx xdx ~41!

for the case of strong quantization, and

k52S R

aB
D 3/2E

0

1

f 0~x! x2dx ~42!

for weak quantization. Whence one obtains

(
h; M

^0uV̂* uM ,h&^M ,huV̂u0&

5
4

3 S e\upcvu
m0

k D 2 E80* E0

v ivs
~e e8* ! ~43!

and, hence, for scattering from aF50 phonon we have

uM f iU25
16

9 S e\upcvu
m0

k D 4 uE08u
2uE 0u2

v i
2vs

2
u~e e8* !u2

3
u^N61, f uĤex2ph~V!uN,i &u2

u\v i2Eex2 iG/2u2u\v i2Eex2 iG/27\Vu2
.

~44!

Here e and e8 are, respectively, vectors characterizing t
incident and scattered light polarization,E08 is the electric-
field amplitude of the scattered wave, andvs[v i7V is the
secondary-radiation frequency. The exciton level is assum
lf-
el

s
ri
-

-

ed

eightfold degenerate. In this case, as seen from Eq.~44!, the
scattered light has the same polarization characteristics a
incident one. This coincidence is associated with the excit
level degeneracy.

Such nanocrystals as CdS have the wurtzite lattice.
lowering of the symmetry produced by taking into accou
the lattice hexagonality results in a splitting of the excit
ground level into two sublevels, withM563/2 and M
561/2, provided the quantization axis is aligned with t
C6 axis. This splitting is small compared to the separat
between the quantum-confinement levels and can be ta
into account in perturbation theory.15 The electron-hole ex-
change interaction produces an additional splitting of the
citon level.14 We are analyzing below the weak-quantizati
case, where the exchange splitting is small compared to
crystal-field one and, thus, may be neglected.

Introducing a unit vectorn along theC6 axis, we obtain
for the M561/2 exciton sublevel

(
h; M561/2

^0uV̂* uM ,h&^M ,huV̂u0&

5
1

3 S e\upcvu
m0

k D 2 E80* E0

v ivs
@~e e8* !13~e n!~e8* n!# ,

~45!

and for the exciton sublevel withM563/2

(
h; M563/2

^0uV̂* uM ,h&^M ,huV̂u0&

5S e\upcvu
m0

k D 2 E80* E0

v ivs
@~e e8* !2~e n!~e8* n!# . ~46!

Summation of Eqs.~45! and~46! yields Eq.~43!, which cor-
responds to the case of a degenerate level. If there is
degeneracy, the scattering matrix element~39! contains the
sum of expressions~45! and ~46! with different energy de-
nominators, which can be presented in the formJ6(ee8* )
1L6(en)(e8* n), where
J654S e\upcvu
m0

k D 2 E80* E0

v ivs

@\v i2«~R!2~ iG6\V!/2#22~\V/2!21D22@\v i2«~R!2~ iG6\V!/2# D

$@\v i2«~R!2 iG/2#22D2%$@\v i2«~R!2 iG/27\V#22D2%
,

L6512S e\upcvu
m0

k D 2 E80* E0

v ivs

@\v i2«~R!2~ iG6\V!/2# D

$@\v i2«~R!2 iG/2#22D2%$@\v i2«~R!2 iG/27\V#22D2%
, ~47!
«(R) and D are, respectively, the half-sum and ha
difference of the energies of the exciton sublev
with M561/2 and M563/2, and G is a parameter
characterizing their homogeneous broadening cau
by various relaxation processes. For resonant scatte
s

ed
ng

from the first pair of sublevels, 3J65L6 , and for that from
the second pair,J65L6 . Averaging the square of the

modulus of this expression in the direction of vectorn for

quantum dots of the same size and substituting it in Eq.~39!
yields



io
ly

ar

fro

e
e

th

a
m
f
an

on
e

ne
o
d
an

m
d
he
tu
e

en
ates
ra-
s in

um
on-

tors

d
ne.
the
dS
ees

the
rix,
on-
re-

1356 Phys. Solid State 41 (8), August 1999 S. V. Gupalov and I. A. Merkulov
uM f i u25
1

15S e\upcvu
m0

k D 4 uE08u
2uE 0u2

v i
2vs

2

3u^N61,f uĤex2ph~V!uN,i &u2$@15uJ6u2

15 ~J6L6* 1L6J6* !1uL6u2# u~e e8* !u2

1uL6u2@11u~e e8!u2#% . ~48!

We shall write out now the expressions for the polarizat
of backscattered radiation. If the incident light is linear
polarized, one can readily obtain from Eq.~48! for the scat-
tered linear polarization

rL5
15uJ6u215 ~J6L6* 1L6J6* !12 uL6u2

15uJ6u215 ~J6L6* 1L6J6* !14 uL6u2
. ~49!

In the case of circularly polarized incident light, the circul
polarization of the scattered radiation can be written

rC5
15uJ6u215 ~J6L6* 1L6J6* !

15uJ6u215 ~J6L6* 1L6J6* !14 uL6u2
. ~50!

One readily sees that, in the case of resonant scattering
the first or second pair of sublevels~with M561/2 or
M563/2, respectively!, the backscattered polarization is th
same (rL57/9, rC55/9). In the other limiting case wher
the energy difference between the scattered photon and
virtual electron-hole pair is considerably in excess of
splitting between theM561/2 and M563/2 sublevels,
uL6u!uJ6u,

rL'12
2 uL6u2

15uJ6u2
'12

2

15S D

\v i2«~R! D
2

, ~51!

rC'12
4 uL6u2

15uJ6u2
'12

4

15S D

\v i2«~R! D
2

, ~52!

and the scattered polarization is close to 100%.
It should be stressed that 100% polarization of second

radiation appears only under nonresonant scattering fro
fully symmetric F50 vibration. Emission or absorption o
anF52 phonon results in a change of the hole spin state
in depolarization of scattered light.

If one neglects the difference between the elastic c
stants of the nanocrystal and of the matrix, the dependenc
the scattered intensity on phonon energy will be determi
by pseudo-quantization only. And, due to the contribution
phonons with momentumF52 to scattering, the scattere
polarization under nonresonant excitation will be subst
tially less than 100%.

5. LINE SHAPE IN THE SPECTRUM OF NONRESONANT
RAMAN SCATTERING BY A FULLY SYMMETRIC PHONON

For the case of nonresonant scattering by a fully sy
metric phonon, the spectral line shape can be describe
means of Eq.~44!, neglecting in the energy denominators t
phonon energy compared to the large phonon-energy de
ing u\v i2Eexu@\V. Then the dependence of the scatter
intensity on\V will be determined only by the probability
n

m

the
e

ry
a

d

-
of
d
f

-

-
by

n-
d

of a virtual electron-hole pair emitting a phonon of the giv
energy. As discussed in Sec. 3, this dependence origin
from two effects, namely, size quantization of acoustic vib
tions of the nanocrystal and pseudoquantization, a proces
which the phonon wave vector is determined by quant
confinement of the phonon-emitting or absorbing electr
hole pair. According to Eqs.~1!, ~34!, ~37!, and~44!, the line
shape is given in this case by the product of several fac
corresponding to the contributions of:

~1! quantum confinement of electrons and holes

I 1~qinR!5~qinR!3H E
0

1

@ f 0
2~x!1 f 2

2~x!# j 0~qinRx!x2dx

22 bv /avE
0

1

f 0~x! f 2~x! j 2~qinRx!x2dxJ 2

,

~53!

~2! phonon confinement

I 2~qinR!5
~qinR!4

Y2~qinR!
, ~54!

~3! phonon-state filling factorN(\V)5@exp(\V/T)21#21

I~\V,R!}
k4

R3
I 1S V

cl
( in)

RD I 2S V

cl
( in)

RD
3S N~\V!1

161

2 D , ~55!

where the factorN(\V)11 corresponds to the Stokes, an
N(\V), to the anti-Stokes component of the scattering li
Figure 1 compares the line-shape contributions due to
phonon quantization and pseudoquantization effects for C
nanocrystals embedded in a glass matrix. One readily s
that, despite the relatively small difference between
sound velocities in the nanocrystal and the glass mat
quantum confinement of phonons provides a dominant c
tribution to the scattering line shape. Pseudoquantization

FIG. 1. I 1(qinR) ~dashed line!, I 2(qinR) ~dotted line!, and their product,
I 1(qinR)•I 2(qinR), calculated using the parameters30,31 describing a CdS
nanocrystal in a silicate-glass matrix:ct

(in)51.83105 cm/s, cl
(in)54.25

3105 cm/s, ct
(out)53.773105 cm/s, cl

(out)55.963105 cm/s, r in54.82
g/cm3, rout52.2 g/cm3, b50.23, andbv /av50.13.
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sults only in an insignificant additional line narrowing an
suppression of the peaks corresponding to phonon r
nances withqinR/p>2. Taking into account the dependen
of the filling factorsN(\V) on phonon energy~Fig. 2! sup-
presses still more these peaks in scattering spectra whil
fecting very weakly the line shape. The main effect of th
term reduces to a difference in the intensity of the proces
involving the emission and absorption of phonons, wh
account for the Stokes and anti-Stokes spectral line com
nents.

In order to describe quantitatively the experimentally o
served spectra of nonresonant Raman light scattering b
system consisting of a large number of quantum dots
should fold the expression for the scattering probability
one quantum dot with the radial distribution function of
nanocrystal.

Let us sum up the above analysis of spectral line sh
and polarization characteristics of Raman light scattering
acoustic phonons in a system of semiconductor-crystal qu
tum dots in a glass matrix. This scattering is dominated
spheroidal acoustic phonons with total momentaF50 and 2.

Scattering byF52 spheroidal phonons gives rise to d
polarization of the secondary radiation. The emission or
sorption of such a phonon can be accompanied by hole s
flip. Scattering with electron spin-flip is possible only
weak interaction with phonons whose total momentum
F51. This interaction would require going beyond the d
formation potential approximation, and it originates from t
mixing of the conduction-band-bottom with valence-ban
top wave functions.19

In the case of nonresonant scattering by a fully symm
ric vibration (F50) the polarization of backscattered lig
practically coincides with that of the incident radiation.

Even if the sound velocities in CdS nanocrystals and
glass matrix they are embedded in differ very little for qua
tum dots of the same radius, the scattering line shap
dominated by phonon size quantization. The role of the e
tron and hole quantum confinement and of the energy de
dence of phonon state filling reduces to suppression of

FIG. 2. Spectral line shape for nonresonant Raman light scattering
fully symmetric phonons in a nanocrystal of radiusR533 Å measured at
T5300 K.
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scattering involving absorption or emission of phonons w
wave vectors exceeding noticeablyp/R.
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APPENDIX A: BASIS DISPLACEMENT FUNCTIONS

Basis displacement functions, which are eigenvectors
the operator in the brackets on the right side of Eq.~15!,
represent one longitudinal (uF,Fz

s ) and two transverse (uF,Fz

v1

anduF,Fz

v2 ) solutions

uF,Fz

s ~r ,t !5“wF,Fz

s }FAF11 j F11~qlr ! YF,Fz

F11S r

r D
1AF j F21~qlr ! YF,Fz

F21S r

r D G
3exp~2 iVt !1c.c. , ~A1!

uF,Fz

v1 ~r ,t !5“3AF,Fz
} j F~qtr ! YF,Fz

F S r

r D
3exp~2 iVt !1c.c. , ~A2!

uF,Fz

v2 ~r ,t !5“3“3AF,Fz
}FAF j F11~qtr ! YF,Fz

F11S r

r D
2AF11 j F21~qtr ! YF,Fz

F21S r

r D G
3exp~2 iVt !1c.c. . ~A3!

APPENDIX B: SELECTION RULES ASSOCIATED WITH
TIME-REVERSAL INVARIANCE

Consider a vibration with a total angular momentu
F51 and an orbital momentumL51. The displacemen
vector of such vibrations can be presented in the form of
expansion u(r ,t)}(Fz561,0(C1

Fz Y1,Fz

1 (r /r ) exp(2iVt)

1c.c.). The spherical vectorsY1,Fz

1 (r /r ) are covariant com-

ponents of a first-rank irreducible tensor and transfo
through one another under rotation of the coordinate fra
by means of Wigner’sD function, DF

z8Fz

1
(a,b,g), where

a,b,g are Euler’s angles characterizing the rotation.23 The
C1

Fz coefficients are contravariant components of a first-ra
irreducible tensor and transform through one another un
rotation of the coordinate frame by means ofDF

z8Fz

1*
(a,b,g).

Because the displacement vector is real, one can co
niently operate in place of the cyclic components of fir
rank tensors with their Cartesian components and writeu(r )
as an expansionu(r )}(a5x,y,z(C1a Y1,a

1 (r /r ) exp(2iVt)

m
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1c.c.). The deformation potential approximation assum
that the hole interacts at each instant of time with a qu
static deformation field. The variation of this field in tim
enters the final expressions only through the phon
frequency determining the energy conservation law. The
fore the C1a coefficients are real and u(r ,t)
}2 cosVt(a5x,y,zC1a Y1,a

1 (r /r ).
The operator describing interaction of a quantu

confined ground-state hole with the vibration under study
proportional to the scalar, which is made up of theC1a

coefficients and Ĵa matrices and is linear inC1a :
(a5x,y,zC1aĴa . The time reversal operation does not chan
the displacement and, hence, theC1a coefficients, while the
Ĵa matrices reverse their sign. This accounts for the forb
denness of hole interaction with vibrations having a to
angular momentumF51. In a similar way one can prove th
impossibility of interaction of a ground-state hole with a
F53 vibration.7!

1!Determination2–5 of the vibrational modes of an elastic sphere with a fr
surface was made with an error corrected subsequently in Refs. 6–8

2!Terms containing the electron spin operator appear in the electron-ph
interaction Hamiltonian when the interaction between the valence and
duction bands is taken into account. Generally speaking, such terms r
in electron spin-flip.19

3!For the sake of simplicity, we use here the classical expression for
placement. The transition to quantum-mechanical description is effe
through secondary quantization.21

4!We have already pointed out the analogy between the bracketed ope
on the left in~15! and the Luttinger Hamiltonian in the spherical approx
mation. Formulation of the latter in a block-diagonal form in a basis si
lar to ~24! was used24,25 in constructing the wave function of a quantum
confined hole.

5!More rigorously, one calls spheroidal only the vibrations of a sphere of
type with the total momentumF52.27 Such vibrations deform the spher
into an ellipsoid of revolution, which may have an either prolate, or ob
shape, depending on the vibration phase.

6!The same boundary conditions are used to determine the phasea in Eq.
~31!.

7!Vibrations with a total angular momentumF53 cannot become involved
in Raman scattering processes also for the reason that only the ex
state with a total angular mimentumFex51 is optically active in the dipole
approximation. Therefore, according to the summation rule for ang
momenta, the exciton scattered by light into an intermediate state inte
only with vibrations havingF50, 1, and 2.
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materials: small-angle x-ray scattering
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An x-ray small-angle scattering study is reported of the structure of nanoporous carbon prepared
by chlorinating carbide compounds having different crystal structures~SiC, TiC, Mo2C).
The measurements were carried out both in reflection and transmission. The angular dependences
of the scattering intensity obtained are treated as a result of scattering from nanoparticles of
different size. By unfolding the experimental curves into components corresponding to particles
with different gyration radiiRg , scatterer distribution functions in gyration radiusm(Rg)
were found. It is shown that, irrespective of the type of the starting carbide, particles with
Rg;5 Å make up the largest fraction in porous carbon. Samples prepared from different
carbides differ in the degree of nanoparticle uniformity in size. The most uniform in size are
nanoparticles in the samples prepared from SiC, in which the average valueRg

av,6 Å.
Nanoparticles in the porous carbon produced from Mo2C are about twice larger. ©1999
American Institute of Physics.@S1063-7834~99!02608-8#
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Carbon prepared from polycrystalline carbides of silic
or metals by chemical removal of other than carbon ato
represents a highly porous system.1–3 A distinctive feature of
a carbon material of this type is the presence of a large n
ber of nanopores characterized by a narrow size distribut
New techniques permitting production of mechanica
strong products of a given shape from carbon with nano
rous structure by pretreatment of carbide materials were
veloped in recent years.4 This has opened up new prospec
for the use of nanoporous carbon in technology, for instan
as an efficient adsorbent in molecular filters or as electr
material for superhigh-capacitance electrolytic capacitors5,6

Until recently, investigation of bulk nanoporous carb
materials was limited to measuring the degree of poro
and pore size, as well as to studying the relations govern
the formation of the porous structure by physicochemi
methods. In particular, an experimental study of the adso
tion of nitrogen molecules showed that nanopores in the
bon prepared from polycrystalline SiC are typically 8
60.2 Å wide ~an estimate made in the crack-pore mod!
and fairly uniform in size, with the degree of sample poros
reaching as high as 70–75 vol.%. At the same time inform
tion on the structure of the carbon framework in materials
this kind is lacking. It may be expected that, if the starti
carbides differ in the type of the carbide-forming eleme
and, besides, possess different crystal structures, the ca
materials prepared from them would also differ in structu
from one another. This difference may become manifest
both a short-range scale and on length scales considerab
excess of interatomic distances. This should, in its turn,
tail differences in the physical and physicochemical prop
1351063-7834/99/41(8)/5/$15.00
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ties as well. In this connection it appears of interest to ca
out a comparative analysis of the nanostructure of car
materials prepared in chemical reaction of the same t
from polycrystalline materials of different types, such as S
~hexagonal or cubic sphalerite structure!, TiC ~NaCl-type
cubic!, or Mo2C ~hexagonal!.

The small-angle x-ray scattering method is known to
widely employed in studies of nm-scale structural nonunif
mities in disperse systems, including porous materials.7,8 In-
terpretation of small-angle scattering data within reasona
models offers a possibility of estimating the average size
the scattering fragments~clusters or pores!, as well as of
inferring in some cases their shape or size distribution,
this was done, for instance, in studies9,10 of porous coals or
aluminum oxide. This work presents the results of an exp
mental small-angle x-ray scattering study and character
tion of the nanostructure of bulk samples of nanoporous c
bon prepared from polycrystalline SiC~with hexagonal
structure!, TiC, and Mo2C.

1. SAMPLE PREPARATION AND EXPERIMENTAL
TECHNIQUES

The starting samples based on polycrystalline carb
materials were prepared of the corresponding carbide pow
with particle size below 40mm by molding it to desired size
using a temporal binder. After this, pyrocarbon was synt
sized in the pores of the stock thus produced in an amoun
7–8 vol.% to bind the carbide particles in a composite. T
intermediate product was treated with chlorine at a tempe
ture of 700– 100 °C until complete removal of the carbid
forming element. After completion of the reaction, th
9 © 1999 American Institute of Physics
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1360 Phys. Solid State 41 (8), August 1999 Kyutt et al.
sample was maintained in an argon flow to remove the c
rine excess. The samples of nanoporous carbon were sh
as 0.11-cm thick wafers with a diameter of about 2 cm.

The small-angle x-ray scattering measurements w
carried out on a two-crystal diffractometer with a perfe
Ge-crystal monochromator@the ~111! reflection#. This ar-
rangement provided an angular divergence of the incid
beam of 20 arcsec. The small-angle scattering was meas
in two sample geometries, namely, in reflection from t
sample surface~the reflectometry mode! and in transmission
of the beam through the sample. In the first case,u/2u scan-
ning was used, which yields intensity distribution in the sc
tering plane in the direction of the scattering vectors5k1

2k0 , which is parallel to the sample surface normal. He
k0 and k1 are wave vectors of the incident and scatte
wave, respectively, and 2u is the scattering angle. In th
second case, the sample was mounted at right angles t
incident beam, and the scattered intensity was measured
der rotation of the detector (2u scanning!. One obtains in
this way the distribution of scattered intensity in the pla
perpendicular to thek1 vector, i.e. also practically along th
s vector, but the latter lies here parallel to the sample surfa
The slits in front of the sample and of the detector were 0
and 0.5 mm wide, respectively, thus providing a resolut
of 0.16° in the scattering angle 2u.

Because of the low absorption of porous carbon~the
linear absorption coefficients measured on the sample u
study were 1.8– 2.4 cm21), the effective scattering volum
and, accordingly, the scattered intensity in the two meas
ment geometries were practically the same.

2. RESULTS AND DISCUSSION

Standard x-ray diffractograms measured on all samp
within a broad angular range did not exhibit reflections c
responding to the starting materials. In the vicinity of t
angles 2u526 and 44° one observed weak diffuse maxim
close in position to the~0002! and~110! graphite reflections.

Figure 1 shows on a semilog scale experimental sm
angle x-ray scattering curves, i.e. dependences of the s
tered intensityI on the modulus of the scattering vect
s54p sinu/l, which were obtained in the transmissio

FIG. 1. Experimental small-angle x-ray scattering curves obtained in tr
mission~1,2,3! and reflection~18,28,38! on samples of nanoporous carbon
different types. Starting material:1,18—SiC; 2,28—TiC; 3,38—Mo2C.
-
ped

re
t

nt
red

-

e
d

the
n-

e.
5
n

er

e-

s
-

ll-
at-

mode~curves1, 2, 3! and in the reflection mode~curves18,
28, 38! from porous-carbon samples prepared from polycr
talline SiC ~1,18!, TiC ~2,28!, and Mo2C ~3,38!. We readily
see that while theI (s) curves for the samples prepared fro
different carbides differ somewhat in pattern, their charac
is similar for all types of samples. One can isolate in
curves a section of steep decay inI (s) for small s (s
,0.02 Å21) and an extended portion of slow falloff fo
large s (s.0.06Å21), which bound a region with a rela
tively smooth transition from the fast to slow decline (0.0
,s,0.06 Å21). One should also point out that theI (s)
curves measured on the same sample in transmission
reflection are fairly close in shape. For SiC samples, theI (s)
curves obtained in transmission and reflection exhibit a
ticeable difference primarily in the region of comparative
slow decay, fors.0.04 Å21. For TiC samples, the differ-
ence between the two curves is less pronounced. While
difference between the data obtained for Mo2C samples in
transmission and reflection is weaker than that for S
samples, it also is seen predominantly for larges.

The close similarity between the data obtained in t
different experimental geometries indicates apparently
the conditions of beam interaction with the sample are si
lar in both cases. Note that for 2u angles close to zero
(0 – 0.2°) the unabsorbed part of the incident beam beco
superimposed on the scattered intensity measured in tr
mission. In reflection measurements performed at the sm
estu angles chosen the beam is almost parallel to the sam
surface, and the sample does not interrupt completely
incident beam~the sample is flown around, as it were, by t
latter!. However at these angles part of the beam cross
tion is obstructed by the end face of the sample and inter
with the layer near the sample surface. The radiation s
tered by this volume at the 2u angle is also detected by th
receiver, so that it can be assumed that when working in
reflectometry mode the scattering curveI (s) characterizes
practically the same scattering volume throughout
scattering-angle range measured. But then theI (s) curves in
both experimental configurations should be similar to with
the difference between the scattering volumes and the co
sponding beam attenuation due to absorption in differ
paths, exactly what is observed for all the samples inve
gated. This gives us grounds to consider the measured
as resulting from scattering associated with electron
density inhomogeneities in the bulk of porous carbon.

An important feature of allI (s) curves is the absence o
an interval ofs within which the well-known Porod’s law,
I (s)}s24, determining the asymptotic behavior of scatteri
from a smooth surface of particles with linear sizeR for
s@R21, would hold. The pattern of the experimentalI (s)
scattering curves suggests that the samples under study
tain scattering particles~of the material or pores! varying in
size, from small-scale ones contributing to scattering
large s to large-scale particles dominating scattering
small s. Note that interparticle interference effects are pra
tically not seen in scattering; indeed, there is essentially
structure in theI (s) curves for any sample. The weakly pro
nounced shoulder in theI (s) curves obtained for TiC and
Mo2C samples~curves2,28 and3,38! is related to the smal

s-
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shoulder in the distribution of the primary x-ray beam inte
sity in radial direction, which is normal to the beam dire
tion. For SiC samples~curves1, 18!, this true shape of the
primary-beam cross section turns out to be masked by
stronger scattering from these samples within the co
sponding angular region.

Because the shape of the scattering particles is
known in advance, we shall use in the analysis of sm
angle x-ray scattering the classical approach of Guini7

which characterizes the particle size by one universal par
eter, the gyration radiusRg . According to this approach, fo
smalls (sRg@1) the scattering intensity can be presented
the form

I ~s!5I ~0!exp@2~s Rg
2!/3#.

Having redrawn theI (s) curves in the form ln(s)5f(s2) and
obtained a straight-line section, one can determine from
slope the gyration radiusRg .

Figure 2 shows experimental small-angle x-ray scat
ing curves in the Guinier coordinates, ln(s)5f(s2), obtained
in the reflection and transmission modes, respectively. O
readily sees that none of theI (s) relationships can be fully
fitted by Guinier’s expression. In this connection, and tak
into account the above considerations, we shall assume
system to consist of particles with different gyration radii.
particular, if these particles are approximately homogene
in electronic density and have the same or similar shape,
simply means that the system is made up of particles
different dimensions. Based on this model, we shall look
an approximate particle-distribution function in gyration r
dii using the experimental small-angle x-ray scatter
curves in the Guinier coordinates~Fig. 2! and invoking a
simple idea put forward by Kita�gorodski�.8

We assume the system to contain a small numbe
species of independently scattering particles differing in s
Then theI (s) curve may be considered as a sum of com
nents I k(s) corresponding to speciesk. Next we choose a
straight-line section in the most remote part of the lnI(s)
5f(s2) curve~for the largests), or draw a tangent to this par
of the curve. The slope of this straight line will yield th
gyration radiusRg1 of the smallest particles which still pro
vide a measurable scattering contribution in our experim

FIG. 2. Experimental small-angle x-ray scattering curves of Fig. 1 redra
in Guinier’s coordinates. Same notation as in Fig. 1.
-

e
-

ot
l-
,

-

n

ts

r-

e

g
he

us
is
f
r

of
e.
-

nt

(Rg15Rg min). The intercept of this straight line on the ve
tical axis, I 1(0), gives the contribution of these particles
the scattered intensity, thus offering a possibility to det
mine their fraction. Now we subtract from the experimen
I (s) curve the partI 1(s) which is accounted for by the
smallest particles, i.e. which corresponds to the abo
mentioned straight line. We obtain a difference curveI (s)
2I 1(s), in which ~after redrawing it in the Guinier coordi
nates! we also isolate a rectilinear portion ins2 far from the
origin or draw a tangent corresponding to the smallest p
ticles providing a contribution to this difference curve. Th
slope of this line will likewise yield the gyration radius fo
these particles,Rg2 , and the intercept on the vertical axi
I 2(0), thefraction of such particles. After this, the next di
ference curve is constructed, and the procedure is contin
until successive subtractions yield a straight line from
origin of the curve in the lnI(s)5f(s2) coordinates~close to
s50). Its slope determines the maximum gyration rad
Rg max of the particles detected in the experiment, and
extrapolation tos250, the relative number of these large
particles. The fraction of the volume or of the mass~for
uniform density! of particles of a given size can be estimat
as

mk}I k~0!/Rgk
3 .

Figure 3 shows with points the values ofmk (Rgk) in
arbitrary units found by the above procedure of deconvo
ing the small-angle x-ray scattering curves for two expe
mental configurations in all the samples studied. The cur
drawn through these points are essentially the approxim
distribution functions of scattering particles as functions
gyration radii, m(Rg) we have been looking for. As see
from Fig. 3, the distribution functionsm(Rg) exhibit the
same feature for all samples of porous carbon, irrespectiv
the starting material, namely, the most probable size@the
maximum value ofm(Rg)] corresponds to the smallest sca
tering particles~with the gyration radiusRg min). For Rg

.Rg min , the distribution function falls off more or les
steeply, making the region of the maximum inm(Rg) fairly
narrow. In the case of porous carbon prepared from polyc

nFIG. 3. Distribution functions of scattering nanoparticles in gyration ra
derived from small-angle x-ray scattering data, which were obtained
transmission~1,2,3! and in reflection ~18,28,38! on nanoporous-carbon
samples of different types. Same notation as in Fig. 1.
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TABLE I. Parameters of the distribution function of scattering particles in gyration radii in nanoporous ca

Starting material SiC TiC Mo2C

Measurement mode Transmission Reflection Transmission Reflection Transmission Refle

Rg min , Å 4.8 4.3 4.9 5.2 4.7 5.1
DRg , Å 3.4 3.5 5.1 4.4 6.1 7.9
Rg

av , Å 5.8 5.2 8.1 6.6 11.4 12.8
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talline SiC, this result~curves1, 18 in Fig. 3! correlates well
with the already mentioned data on the high uniformity
nanopore sizes.

In our case, the degree of uniformity of scatterer siz
can be characterized conveniently by the dispersion in
distribution functionDRg[Rg2Rg min , where the value of
Rg satisfies the condition of decay of the distribution fun
tion to one half its maximum value:m(Rg)5m(Rg min)/2.
Small-angle x-ray scattering measurements made on a
sample in transmission and reflection permit one to estim
the dispersionDRg as;3.5 Å, with the most probable valu
Rg min54.8 and 4.3 Å, respectively. The estimates of the
rametersRg min andDRg of the distribution functionm(Rg)
for all the samples studied are listed in Table I, which co
tains also the average values of the gyration radiusRg

av of the
scatterers estimated by the expression

Rg
an5

(k Rgkmk

(k mk

As seen from Table I, while the scatterer distributi
functions in size have the same pattern, quantitatively
characteristics of this distribution differ noticeably fo
samples of different types. Indeed, although most of the v
ume of each sample is occupied by the smallest nano
ticles, the relative contribution of larger particles in samp
of different types is different. One readily sees that the fr
tion of large particles increases in the series of mater
prepared from SiC, TiC, and Mo2C, which makes the aver
age particle size increase too. Porous carbon prepared
SiC is characterized by the most narrow distribution in s
and by the smallest particles. By contrast, the average
ticle size in samples prepared from Mo2C is about twice that
for samples from SiC. The samples fabricated from TiC
cupy an intermediate position in particle size and size sca
and in this respect lie closer to those prepared from SiC

It should be noted that both the most probable~minimal!
and average gyration radius of particles found for samp
prepared from SiC from measurements in transmission
larger than the value determined from reflectometric stud
For samples from TiC and Mo2C, however, the reverse i
true for Rg min . At the same time the value ofRg

av for the
sample from TiC was estimated to be larger from transm
sion data, and for the Mo2C sample, from reflectometric
measurements. The slight difference between the small-a
x-ray scattering data obtained in different experimental
ometries evidences, in our opinion, the presence o
transverse-longitudinal macroanisotropy in the sample st
ture. Because, as already mentioned, the scattering vect
reflection has a single component directed along the sur
f
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normal, and in transmission measurements, only a com
nent parallel to the surface, it appears that the scatte
nanoparticles have a nonspherical~oblate or prolate! shape
and, on average, not equally probable spatial orientation
the sample. As follows from our data, nanoparticles in
samples prepared from SiC and TiC are oriented paralle
the surface, on the average, with a slightly higher probabi
than along its normal, whereas in the samples from Mo2C,
on the contrary, orientation along the normal is, on the av
age, more probable. The transverse-longitudinal anisotr
in samples obtained from macroscopically isotropic start
materials can be expected if one takes into account that
frontline of chemical reaction involved in the formation o
porous carbon propagates primarily from the surface al
the normal into the starting sample. The resulting differen
between the formation conditions of nanoparticles and n
opores in the longitudinal and transverse directions may
count to a considerable extent for the nonspherical shape
dominant orientation of the nanoparticles. The type of
starting material apparently determines the degree and c
acter of the observed longitudinal-transverse anisotropy. O
also cannot rule out the possibility that the conditions at
reaction frontline itself change as it moves into the start
sample. Besides, during the time the newly formed carb
material spends in the reactor it may undergo structural
arrangement. For these reasons the character of the po
nanostructure of a sample may vary with depth. In this c
the results of reflectometric measurements relating prima
to the near-surface region of a sample up to a few hund
mm in thickness may differ from those obtained in transm
sion, when the entire volume is studied. The transver
longitudinal structural anisotropy, if it indeed does exist
the porous-carbon samples under study, should be appa
in the physicomechanical properties of material. This pro
lem requires a dedicated investigation.

Thus small-angle x-ray scattering measurements m
on all nanoporous carbon samples studied indicate a h
uniformity of the scattering particles in size. The maximu
fraction of the volume is occupied by the smallest nanop
ticles, whose size (;2Rg) is ;10 Å and was found to be
approximately the same for samples prepared from star
composites differing in composition and in structure. As fo
lows from small-angle x-ray scattering data, the nanopor
carbon obtained from Mo2C contains, compared to sample
of other types, a substantially larger fraction of scatter
particles with sizes above 20–25 Å, so that on the aver
particles in the material of this type are about twice larg
than those in the SiC-based material. According to prelim
nary data on molecular adsorption, pores in Mo2-based
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samples are also approximately twice larger (;20 Å) than
those measured on samples prepared from SiC.
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6R. G. Avarbé, S. K. Gordeev, A. V. Vartanova,et al., RF Patent No.
2084036~1997!.

7D. I. Svergun and L. A. Fe�gin, Small-Angle X-Ray and Neutron Scatte
ing @in Russian# ~Nauka, Moscow–Leningrad 1986!.

8A. I. Kita�gorodski�, X-Ray Structural Analysis of Fine-Grained an
Amorphous Bodies@in Russian# ~GITTL, Moscow, 1952!.

9P. W. Schmidt, J. Appl. Crystallogr.15, 367 ~1982!.
10T. N. Vasilaevskaya and R. I. Zakharchenya, Inorg. Mater.31, No. 4, 1

~1995!.

Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 8 AUGUST 1999
Surface diffusion of Ni on Si „111… with coadsorption of Co
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The effect of the coadsorption of Co and Ni on an Si~111! surface structure and on the diffusion
of adsorbed atoms is investigated by low-energy electron diffraction and Auger electron
spectroscopy. It is established that surface structures similar to those formed with the adsorption
of Co alone are formed with the Ni and Co coadsorption on an Si~111! surface. It is found
that the contribution of surface diffusion to the transport of Ni atoms is sharply higher on an
Si~111! surface with submonolayer Co concentrations in the temperature range 500–750 °C
than for a pure surface, where the main mechanism of Ni transport along the surface is diffusion
of Ni atoms through the bulk of Si. ©1999 American Institute of Physics.
@S1063-7834~99!02708-2#
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Surface diffusion plays an important role in atomic pr
cesses on solid surfaces. It can depend on the surface o
tation and structure, atomic steps present on the surface
plied external fields, the chemical nature and concentra
of the adsorbed atoms, and other factors.1,2

Interest in the coadsorption of the atoms of two eleme
on crystal surfaces has been increasing in recent years
cause such studies open up new possibilities for produ
surfaces with the required properties. Coadsorption of
atoms of two elements can increase the stability of the
face phases induced by one of the elements,3 and result in the
formation of surface phases that are not formed when o
one element is adsorbed.4–7 The coadsorption of atom
should affect atomic processes occurring on the surface,
as the surface diffusion of adsorbed atoms. The interes
the coadsorption of transition-metal atoms on Si surfa
stems from, specifically, investigations of ternary transitio
metal silicides~see, for example, Refs. 8–11!.

Our objective in the present work is to study the effect
the coadsorption of Ni and Co atoms on the Si~111! surface
structure and to investigate the surface diffusion of atoms
one element in the presence of adsorbed atoms of the o
element.

1. EXPERIMENTAL PROCEDURE

Samples ofp-type silicon with Si~111! orientation, resis-
tivity 5–10 V•cm, and dimensions 223530.3 mm3 were
investigated. A clean surface was obtained by heating
temperature of about 1200 °C for 1–2 min by passing an
current through the sample at (122)31028 Pa pressures
After cleaning, Auger electron spectroscopy~AES! with a
signal/noise ratio.23103 for the Si LVV ~92 eV! peak of
silicon showed no impurities on the surface. The tempera
of the sample was monitored with an optical pyrometer.

Nickel and cobalt plates welded to a tantalum ribb
were used as the sources of Ni and Co atoms. The impu
concentration in Ni was less than 0.1% and it did not exc
1361063-7834/99/41(8)/5/$15.00
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0.02% in Co. The ribbon was heated by passing an elec
current along it. The atomic flux was calibrated before ea
experiment. The deposition rates of the metal atoms w
0.01–0.1 ML/min~ML — monolayer!. The Ni and Co con-
centrations were measured by AES using the Ni LMM~848
eV! and Co LMM ~775 eV! Auger peaks, respectively. Th
elemental sensitivity coefficients from the atlas of Aug
spectra12 were used to calculate the concentrations. Since
and Co form compounds with silicon, the AES method do
not permit measuring directly the thickness of the coatin
deposited. For this reason, the coating thicknesses were
termined using the relation between the measurements on
coatings with quartz balances and AES after deposition
Ni13 and Co14 on Si~111! at room temperature.

The spatial resolution of the Auger spectrometer~ASC-
2000, Riber! was 10mm. The surface structure was dete
mined by low-energy electron diffraction.

To investigate surface diffusion of the adsorbed atom
several-nm-thick metal strip having a sharp boundary w
deposited on the sample surface perpendicular to the
side of the sample. The strip served as a source of diffus
atoms. Each sample was annealed at a definite temperatT
for a time t and cooled to room temperature at a rate of
least 100 °C/s, after which the resulting concentration dis
butionsC(x) of the metal atoms along the surface were m
sured by AES~x — distance from the edge of the deposit
metal strip! and the diffusion coefficientsD were calculated
from these distributions. The anneal timet was chosen so
that the metal atoms diffused over a substantial dista
within the length of the sample.

2. EXPERIMENTAL RESULTS AND DISCUSSION

2.1. Surface phases on Si „111… with Ni and Co coadsorption

Ni and Co adsorption on silicon surfaces have been
vestigated by LEED and AES previously and described
Refs. 15 and 16.
4 © 1999 American Institute of Physics
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The Ni-induced surface structures formed
Si~111!after the sample is cooled from a temperature ab
900 °C at a rate exceeding 100 °C/s have been describe
Ref. 15, where the corresponding results obtained by o
authors are reviewed. As a supplement to this, in the pre
work a relation was established between the thickness of
Ni coating deposited at room temperature, the temperatur
subsequent annealing of the sample, and the surface stru
~Fig. 1a!. The formation of an Si~111!—A33A3 –Ni struc-
ture, which was first described in Ref. 17 but is not form
when samples heated above 900 °C are rapidly cooled,
observed in these experiments.

The results of our investigations of the influence of C
adsorption on the Si~111! surface structure16 are presented in
Fig. 1b.

Figures 2a and 2b show the dependences of the Si~111!
surface structure, formed with coadsorption of Ni and Co
Si~111!, on the thickness of the Ni coating, and the anneal
temperature of the sample for fixed values of the Co coat
equal to 0.3 and 0.7 ML, respectively. These coatings w
chosen because, as is evident from Fig. 1b, after such q
tities of Co are adsorbed on an initially clean Si~111! surface
and after the corresponding annealing, Si~111!—
A73A7 –Co, Si~111!—A133A13–Co, and Si~111!—
131 –Co structures are formed. To obtain these dep

FIG. 1. Relation between the Si~111! surface structure, the thickness of th
coating deposited at room temperature, and the annealing temperature
sample: a — Ni adsorption, b — Co adsorption.
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dences, which are presented in Fig. 2, a uniform Co coa
and a series of 20–30 0.5-mm-wide Ni strips with coatin
increased to 1.0 ML were deposited on the Si~111! surface at
room temperature. Then the sample was annealed for 20
with increasing temperatures at intervals of 50 °C in t
range 200–700 °C. The surface structure was studied at r
temperature by LEED. It is evident that the surface structu
formed in these experiments are similar to the structu
formed with Co adsorption on a clean Si~111! surface~Fig.
1b!. The A33A3 andA193A19 structures~Fig. 1a!, char-
acteristic for Ni adsorption on a clean Si~111! surface17,18,15

do not form with coadsorption of Ni and Co. The surfa
structures obtained were independent of the order of dep
tion of Ni and Co.

2.2. Surface diffusion of Ni and Co on Si „111… with Ni and
Co coadsorption

According to current ideas, the migration rates of ato
on a surface are higher and the activation energy of sur
diffusion is lower than the corresponding values in the in
rior of a solid. But, according to our previous investigation
surface diffusion does not always play the main role in
transport of adsorbed atoms on a surface. Previous AES
LEED investigations of Ni diffusion on clean Si surfaces15

have shown that the diffusion of Ni atoms through the in
rior bulk of silicon followed by segregation on the surface

the

FIG. 2. Relation between the Si~111! surface structure, the Ni and Co coa
ings deposited at room temperature, and the annealing temperatures
sample: a — Ni adsorption on a surface with adsorbed Co withQCo50.3
ML, b — Ni adsorption on a surface with adsorbed Co forQCo50.7 ML.
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a result of a decrease in the solubility of Ni in Si with d
creasing temperature making the main contribution to
transport along a surface.19

Our problem in the present work was to investigate
possible influence of adsorption of atoms of a second
ment on Co and Ni transport on an Si~111! surface. But, just
as for a clean surface,15 we were not able to detect by LEED
and AES the diffusion of Co at temperatures 600–1000
on a surface containing adsorbed Ni. At the same time,
did observe that the presence of adsorbed Co strongly in
ences the surface transport of Ni.

Ni diffusion was studied on clean Si~111! surfaces and
on surfaces with adsorbed Co.20 The influence of adsorbe
Co on the diffusion of Ni was investigated after Co w
predeposited at room temperature on a clean Si~111! surface
and the samples were annealed at the corresponding tem
tures. In this manner, surface phases could be formed on
surface in accordance with the diagram in Fig. 1b.

The temperature dependences of the Ni surface diffus
coefficients were measured on 737–Co (QCo50.4 and 0.8
ML, respectively!, 131–Co (QCo50.6 ML! and
A73A7 –Co (QCo50.2 ML! surfaces. The measurements
the diffusion coefficients on a Co surface showed poor
producibility and are not presented in this paper. We w
not able to measure the temperature dependences of th
diffusion coefficients on theA133A13–Co surface becaus
this surface exists only in a narrow temperature range.

We calculated the temperature dependence of the Ni
fusion coefficientsD(T) on a Si~111! surface using the con
centration distributionsCNi(x) that appeared after th
samples containing a deposited Ni strip were annealed.
amples of the concentration distributionsCNi(x) observed on
an Si~111! surface in our experiments are shown in Fig.
Just as the distributions obtained on clean surfaces, they
isfied the relation

C~x!5C0erfc~x/2ADt !. ~1!

Such distributions are characteristic for one-dimensio
diffusion from a constant-intensity source.

The temperature dependences obtained for the Ni di
sion coefficients on clean Si~111! surfaces and surfaces co

FIG. 3. Typical concentration distributionsCNi(x) on an Si~111! surface.
The solid line shows the dependence described by the expression~1!.
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taining adsorbed Co are presented in Fig. 4. The accurac
the calculation of the diffusion coefficients using the dist
butionsCNi(x) was 630%. The temperature dependence
the Ni diffusion coefficients on Si~111! surfaces with ad-
sorbed Co in the coordinates chosen in Fig. 4 contain
linear sections corresponding to diffusion with different a
tivation energies: at temperatures 500–750 °C and ab
750 °C. Compared with a clean surface, coadsorption of
substantially expanded the temperature range where Ni
fusion can be detected by LEED and AES.

At temperatures above 750 °C the Ni diffusion coef
cients agree with good accuracy with the coefficients m
sured on an initially clean Si~111!–737 surface. Hence it
can be concluded that at temperatures above 750 °C the s
mechanism makes the main contribution to Ni transport o
clean Si~111! surface and on a Si~111! surface with adsorbed
Co. It follows from out experiments that Ni transport alon
clean Si surfaces occurs by diffusion via the interior volum
followed by segregation on the surface as a result of a
crease of Ni solubility in silicon as the crystal cools. Th
result is based on the facts that there is no Ni Auger signa
the Auger spectra from the sample surface during Ni dif
sion and that an Ni Auger signal from a surface with an
strip and an Si Auger signal from the rest of the surface w
observed during annealing of the sample. The concentra
distributionsCNi(x) on a clean Si surface appeared only af
the sample was cooled. Ni transport on an initially cle
Si~111!—737 surface was observed only at temperatu
above 750 °C. At temperatures below 750 °C the amoun
nickel dissolved in the silicon decreased, and the sensiti

FIG. 4. Temperature dependences of the Ni diffusion coefficients on a c
Si~111! surface and an Si~111! surface containing adsorbed Co.



co
e
su
e
o

er
ta
f
,

th
th

el
ia

ns
.
N

nd
u
N
l
ol
u
io
c

0–

ld
ra

e
r

tio
m
c
o
n

io
re
en

t
he
fu

is
fa
ea
c
t

to
re

n of
ms
ith
e

.
oms
ce,
on

red.

the
the

ith
ce
ar

nted
i
n-
y

on-
eri-

0–

re.
fu-

ve

f

1367Phys. Solid State 41 (8), August 1999 Dolbak et al.
of the Auger spectrometer was inadequate to detect the
centration distributionsCNi(x). We were not able to observ
such distributions after 60-min anneal at 700 °C. The re
for Ni transport by diffusion via the interior agrees with th
absence of a dependence of the Ni diffusion coefficients
the surface orientation and structure,15 which one would ex-
pect if Ni diffusion proceeded along the surface. Moreov
the diffusion coefficients calculated from our experimen
data agree with the values obtained in Refs. 21 and 22
coefficients of Ni diffusion along interstices in silicon
102421025 cm2

•s21 at 1100 °C. But Ni surface diffusion
on a clean silicon surface still occurs. It is manifested in
formation of nickel-induced ordered structures and in
formation of epitaxial islands of nickel disilicide NiSi2.
However, the contribution of surface diffusion to nick
transport is negligibly small compared with the diffusion v
the interior volume of silicon.

Our conclusion concerning the mechanism of Ni tra
port on clean Si surfaces has been confirmed in Ref. 23

In experiments on Si surfaces with adsorbed Co the
Auger signal could be observed during diffusion of Ni, a
this means that the Ni atoms diffuse along the silicon s
face. At temperatures 500–750 °C the Auger signal from
measured at a certain point of the sample, is identica
magnitude to the signal measured after the sample is co
to room temperature. Therefore Co adsorption on silicon s
faces sharply increases the contribution of surface diffus
to the transport of Ni atoms, and the contribution of surfa
diffusion to Ni transport in the temperature range 50
750 °C is determining.

An Ni Auger signal on surfaces with adsorbed Co cou
also be observed in the process of Ni diffusion at tempe
tures above 750 °C, but we were not able to measure th
surface diffusion coefficients proper at these temperatu
because the measurement of the concentration distribu
CNi(x) under these conditions required a much longer ti
than the time in which the Ni atoms diffused over a distan
comparable to the length of the sample. This made it imp
sible to separate the contributions of surface diffusion a
diffusion through the interior to Ni transport.

The computed activation energy of the surface diffus
of Ni on an Si~111!—737–Co surface in the temperatu
range 500–750 °C is 1.3 eV, and the temperature depend
of the surface diffusion coefficients can be expressed
D513102exp(21.3/kT) cm2

•s21 ~Fig. 5!. The correspond-
ing expression at temperatures above 750 °C isD52.4
31023exp(20.32/kT) cm2

•s21 ~data from this work and
Ref. 15!.

Therefore, when Co coadsorption occurs, in addition
Ni transport on clean silicon surfaces by diffusion via t
interior volume, Ni atoms are transported by surface dif
sion.

To explain the mechanism of Ni surface diffusion it
necessary to take account of the properties of a Si sur
containing adsorbed Co. The adsorption of Co on a cl
silicon surface results in the formation of a variety of surfa
structures that depend on the cobalt concentration and
annealing temperature~Fig. 1b!.16 These structures are due
the presence of Co atoms uniformly arranged in an orde
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fashion on the surface and incorporated in the compositio
the unit cell of the surface structure. The excess Co ato
that have not been incorporated in the unit cell interact w
the silicon, as a result of which nuclei of the cobalt disilicid
CoSi2 phase in the form of epitaxial islands are formed16

During annealing at temperatures above 600 °C, cobalt at
diffuse to these islands from adjoining regions of the surfa
the concentration of the uniformly arranged Co atoms
these sections of the surface decreases, and the Si~111!—
737 structure characteristic of a clean surface is resto
The total surface area occupied by the CoSi2 islands is a
small fraction of the entire area, and the structure of
surface between the islands determines the form of
LEED patterns. Therefore the 737–Co surface contains
CoSi2 islands surrounded by sections of clean surface w
737 structure. Since Ni diffusion on a clean silicon surfa
is not detected by AES, it is logical that it should appe
accompanying Co adsorption with the epitaxial CoSi2 islands
which are formed.

The preexponential factorC0 in Eq. ~1! as a function of
the reciprocal of the temperature for a clean Si~111! surface
and the same surface containing adsorbed Co are prese
in Fig. 5. The coefficientC0 characterizes the amount of N
participating in diffusion. To explain the temperature depe
denceC0(T) at 500–750 °C, where Ni transport occurs b
means of surface diffusion, it is necessary to take into c
sideration the fact that the source of Ni atoms in the exp
ments was a strip of nickel disilicide NiSi2,24 which forms as
a result of the Ni–Si interaction at temperatures above 30
350 °C. The number of Ni atoms released from NiSi2 and
participating in surface diffusion increases with temperatu
At temperatures above 750 °C Ni transport occurs by dif
sion of Ni via the interior volume, and the increase inC0 is
due to the increase in the solubility of Ni in Si19 and there-
fore an increase in the total number of Ni atoms that ha

FIG. 5. The preexponential factorC0 from Eq.~1! measured as a function o
the reciprocal of the temperature for an Si~111!—737 surface with
QCo50.4 ML.
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diffused through the interior volume of silicon.
It follows from the dependence of the preexponen

factor C0 ~Eq. ~1!! on the Co coating measured after t
samples are annealed at 600 °C~Fig. 6! that the amount of Ni
which has diffused along the surface on the same sam
increases with the Co coating.

The following conclusions can be drawn from the resu
obtained.

Ni transport on a Si~111! surface containing adsorbe
cobalt can occur by two mechanisms: diffusion through
interior of Si followed by segregation on the surface, a
result of a decrease in Ni solubility in Si with decreasi
temperature, and surface diffusion.

The contribution of each mechanism to Ni transport o
silicon surface depends on the temperature. At temperat
above 750 °C diffusion through the interior makes the m
contribution while at temperatures in the range 500–750
surface diffusion makes the main contribution.

Surface diffusion of Ni is due to the presence of cob
disilicide islands.

When Ni and Co are coadsorbed on a Si~111! surface,
surface structures with periods characteristic for structu
formed as result of the adsorption of Co alone are forme

FIG. 6. The preexponential factorC0 from Eq.~1! measured as a function o
QCo after samples are annealed at a temperature near 600 °C.
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Raman scattering in a near-surface n-GaAs layer implanted with boron ions
L. P. Avakyants, V. S. Gorelik, É. M. Temper, and S. M. Shcherbina
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Structure in the Raman scattering spectra of near-surfacen-GaAs layers (n5231018cm23)
implanted with 100 keV B1 ions in the dose range 3.13101121.231014cm22 is investigated. The
qualitative and quantitative data on the carrier density and mobility and on the degree of
amorphization of the crystal lattice and the parameters of the nanocrystalline phase as a result of
ion implantation are obtained using a method proposed for analyzing room-temperature
Raman spectra. ©1999 American Institute of Physics.@S1063-7834~99!02808-7#
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Ion implantation is now widely used to obtain low
resistance conducting and high-resistance insulating s
conductor layers with a specified doping profile. Investig
tions of the characteristics of the Raman spectra in implan
layers are important for monitoring and optimizing the ind
cated processes. Previously, Raman scattering has been
successfully for quantitative analysis of structural dis
dering1–4 and of the electric activation of impurities3,4 im-
planted in GaAs. Ion implantation ws found to change
parameters of the Raman line corresponding to the long
dinal optical~LO! phonons. Thses changes were attributed
partial amorphization of a near-surface layer of the crys
during the implantation process and to phonon localization
nanocrystals less than 20 nm in size. Characteristic feat
resulting from thermal annealing of ‘‘implanted’’ sample
and electric activation of the impurity were found in th
Raman spectrum, and they were attributed to scattering
coupled phonon–plasmon modes~CPPMs!.

In the present work Raman scattering was used to inv
tigate the characteristic features of the formation of insu
ing layers implanted with B1 ions in low-resistancen-type
gallium arsenide.

1. EXPERIMENTAL PROCEDURE

The experimental samples consisted of GaAs films
tained by vapor-phase epitaxy and silicon-doped during
growth process. High-resistance GaAs~100! served as the
substrate. The film thickness was 0.5mm. Before implanta-
tion, the films were characterized byn-type conductivity
with carrier densityn5231018cm23. Implantation was per-
formed with 100 keV B1 ions and doses in the rang
3.13101121.231014cm22. The penetration depth of the B1

ions was 370 nm. The ion current density did not exce
10nA/cm2, which made it possible to avoid overheating t
sample.

The Raman spectra were recorded with an automa
Raman scattering spectrometer in backscattering geom
S(YZ)X̄. An argon laser with 514.5 nm wavelength w
used as the source of excitation radiation. The power of
excitation radiation did not exceed 100 mW, so as to av
1361063-7834/99/41(8)/4/$15.00
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heating the sample. The spectral width of the slit was
cm21.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The Raman spectra obtained with implantation doses
to 6.231012cm22 are displayed in Fig. 1. The bottom spe
trum ~Fig. 1a! corresponds to the high-resistance GaAs s
strate (n,1016cm23). As one can see from this figure,
sharp Raman peak corresponding to LO phonons in GaA
observed in the spectrum in accordance with the selec
rules for ~100! orientation. In addition, a weak Raman pe
appears at 268 cm21, corresponding to the TO mode that
forbidden in this geometry. This line is present because
finiteness of the entrance aperture of the spectrometer
stroys the backscattering symmetry. Figure 1b shows
Raman spectrum of the initialn-GaAs epitaxial film with
carrier densityn5231018cm23. This spectrum contains a
weakened LO peak, whose intensity becomes comparab

FIG. 1. Raman spectra ofn-GaAs: a — high-resistance substrate
(n,1016 cm23); b — low-resistance film before implantation (n52
31018 cm23); c — film after implantation of B1 ions with dose
331011 cm22; d — film after implantation of B1 ions with dose
6.231012 cm22.
9 © 1999 American Institute of Physics
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that of the forbidden TO Raman component, and a cha
teristic feature~designated below asL2) in the range of the
TO and LO phonon frequencies. A wide band (L1), compa-
rable intensity to the second-order Raman spectrum, is
observed in the high-frequency region~Fig. 1b8!. The use of
crossed polarization for the incident and scattered li
makes it possible to decrease the intensity of the seco
order Raman spectrum and distinguish the signal fromL1 .
For implantation doseD53.131011cm22 ~Fig. 1c! the cen-
ter of gravity of the featureL2 and the high-frequency ban
L1 shift in the direction of the LO component. The observ
contour was decomposed into three Lorentzians~Fig. 2!, cor-
responding to the Raman lines of the TO and LO phot
and theL2 mode, for detailed analysis of the Raman spec
under discussion.

3. LIGHT SCATTERING BY COUPLED PHONON–PLASMON
MODES IN n-GaAs

The implantation-induced changes in the spectrum
low-resistance GaAs can be explained on the basis o
double-oscillator model of CPPMs.5 As a result of the inter-
action of the free-carrier charge-density fluctuations with
macroscopic longitudinal electric field of the LO phonon
coupled modes of a mixed plasmon–phonon character~so-
calledL1 andL2 modes! arise in the Raman spectrum. Th
Raman scattering intensity is determined by the imagin
part of the dielectric response function

I;ImS 2
1

«~v,q! D . ~1!

FIG. 2. Fit of Lorentzians to the Raman spectrum of ann-GaAs film after
implantation of B1 ions with dose 331011 cm22.
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For small wave numbersq, which is ordinarily the case
for light scattering, where Landau damping is weak, the to
longitudinal dielectric function«(v,q) is

«~v,q!5«`S 11
vLO

2 2vTO
2

vTO
2 2v22 ivg

2
vp

2

v~v1 iGp!D , ~2!

where the last two terms in parentheses describe, res
tively, the contribution of the polar lattice and the contrib
tion of plasmons to the permittivity, the plasma frequency

vp
2~0!5

ne2

«0«`m*
,

m* is the effective mass,«` is the relative permittivity,«0 is
the permittivity of vacuum, ande is the electron charge.

Neglecting the phonong and plasmonGp!vp damping,
we obtain an expression for the frequencies of the coup
modesL1 andL2

v6
2 5

1

2
@~vp

21vLO
2 !6$~vp

22vLO
2 !264vp

2~vLO
2 2vTO

2 !%
1
2#.

~3!

Analysis of the relation~1! shows that there exist thre
variants of the apperaance of plasmon–LO-phonon osc
tions. In the first one,Gp!vp , two peaks with frequencies
v1.vLO (L1 mode! and v2,vTO (L2 mode! should be
expected in the spectrum. In the second one,Gp@vp , a
single maximum is observed in the region of the L
phonons. Finally, forGp.vp the position of theL2 peak
corresponds to the frequency range between TO and
phonons. According to Figs. 1 and 2, the latter case occur
the experiment. The solid lines in Fig. 2 correspond to
best approximation of the experimental results by Loren
ians corresponding to the TO, LO, andL2 modes of GaAs.

For densitiesn>231018cm23 the L2 mode can be
treated as a free-electron plasmon. The carrier mob
m5e/m* Gp and the carrier density can be estimated fro
the width and position of the line. For the initial film with
free-electron densityn5231018cm23 the computed value
is v15500 cm21, which is close to the observed value 51
cm21 ~Fig. 1b!. Even though the frequency of theL1 mode
with this carrier density falls in the region of the seco
order spectrum of GaAs, it is visible in Fig. 1b. The facts th
the frequency of theL1 mode decreases to 420 cm21 and the
L2 mode is shifted into the region of the LO component w
implantation doseD53.131011cm22 ~Fig. 1c8! indicate
that the carrier densityn and the carrier mobilitym decrease
as a result of implantation. As the implantation dose
creases to 6.231011cm22, theL1 andL2 modes no longer
appear in the Raman spectrum~Fig. 1d! because of the low
carrier density.

Measurements of the Hall coefficient and electric co
ductivity of the films showed that implantation of B1 ions
decreases the carrier densityn and the carrier mobility
m5e/m* Gp . This should decrease the frequency of plas
oscillations and increase the plasmon dampingGp , which
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explains the differences in the spectra in Fig. 1. An intere
ing feature of the spectra~Figs. 1 and 2! is the position of the
L2 line, located in the frequency range between the TO
LO oscillations. This situation could be due either to t
dependence ofGp on the contribution of resonant plasmon
phonon interactions to the damping or to the fact that theL2

mode falls in the frequency range where Landau dampin
present.

The presence of the LO mode together with the coup
modes in the Raman spectra ofn-GaAs and the change in th
intensity of this mode can be explained by the existence
depleted layer — a surface-charge region whose thicknesd
depends on the carrier density5

d5S 2«s«0Fb

e2n
D

1
2

, ~4!

whereFb is the height of the potential barrier at the surfa
and«s is the static permittivity.

At implantation dose;1012cm22 the carrier density
N,1016cm23. The thickness of the depleted region is mu
greater than the penetration depth of light and Raman s
tering by LO phonons, which do not interact with free car
ers, is detected~Figs. 1a and 1d!.

4. DISORDERING OF A NEAR-SURFACE LAYER OF GaAs
AS RESULT OF THE IMPLANTATION OF B 1 IONS

As the implantation dose increases to 6.231012cm22,
the L1 and L2 modes vanish and the spectrum~Fig. 1d!
becomes identical to the Raman spectrum of the hi
resistance sample~substrate!. As the implantation dose in
creases further, the intensity of the LO component decre
in the Raman spectrum and this component shifts by a s
amount in the direction of low frequencies and exhib
asymmetric broadening~Fig. 3a–c!, which, as shown
previously,1–4 testifies to the presence of a nanocrystall
phase. At dose 1.231014cm22 a wide continuum character

FIG. 3. Raman spectra of ann-GaAs film after implantation of B1 ions with
dose: a — 6.231012 cm22, b — 331013 cm22, c — 1.231014 cm22.
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istic for amorphous GaAs appears in the spectrum~Fig. 3c!.
The presence of both a shifted and broadened LO compo
and lines of amorphous GaAs in the spectra of ‘‘implante
samples indicates that the near-surface layer is an amorp
matrix containing microcrystals whose average size depe
on the implantation dose.

For quantitative analysis of the experimental results f
lowing Richter’s model,6 we shall take account of phono
localization by multiplying the phonon wave function by th
weighting function W(r ,L)5exp(22r2/L2), describing the
decrease in the phonon amplitude at the boundary o
spherical region with diameterL. For this choice of the func-
tion W(r ,L), which gives the best agreement between the
and experiment in studying Raman spectra in Ga
microcrystals,1 the intensity of the first-order Raman line
described by the expression

I ~v!;L3E
0

1

expS 2
q2L2

4 D d3q

@v2v~q!#21~G0/2!2
, ~5!

wherev(q) is the phonon dispersion curve,G0 is the width
of the LO component of an infinite single crystal, the valu
of q are expressed in units of 2p/a, and a is the lattice
constant.

The valueG053 cm21 was used in the calculations, an
the dispersion curve was approximated asv(q)5A
1Bcos(pq), whereA5269.5 andB522.5 cm21.1 Analysis
of the relation~5! shows that asL decreases, an appreciab
low-frequency shift and asymmetric broadening of t
Raman line first appear atL'20 cm. The experimentally
observed frequency shifts for implantation doses 6.231012,
3.031013, and 1.231014cm22 are 0.7, 1.0, and 1.7 cm21.
The corresponding values ofL calculated using Eq.~5! are
17, 12, and 8 nm.

It should be noted that the indicated mechanism does
change the total intensity of the Raman lines. The obser
decrease of the intensity of the LO Raman component
implantation doses.6.231012cm22 can be explained by a
decrease of the relative amount of the crystal fraction and
increase in the absorption coefficienta of the implanted
layer as a result of amorphization of the layer.2 The effective
thicknessl 51/2a of the layer investigated in Raman scatte
ing is 44 nm for crystalline and 11 nm for completely amo
phized GaAs,2 which is almost an order of magnitud
smaller than the average thickness of the implanted la
Therefore it can be assumed that the implanted layer
uniform two-phase medium with absorption coefficient f
light a5aCf C1aAf A , whereaC and aA are, respectively,
the absorption coefficients of the crystalline and amorph
GaAs, andf C and f A are the relative amounts of the cryst

TABLE I. The dependence of the degreef C of crystallinity and the sizeL of
nanocrystals inn-GaAs films versus the implantation doseF.

F, cm22 f C L, nm

331011 1 –
6.231012 0.90 17

331013 0.86 12
1.231014 0.8 8
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and amorphous fractions, wheref C1 f A51. In this case the
ratio of the total intensities of the LO components of t
‘‘implanted’’ and ‘‘nonimplanted’’ samples~substrates! is
given by

I 8

I 0
5

f CaC

f CaC1 f AaA
. ~6!

The dose dependences ofFC calculated using this for-
mula are presented in Table I.

In summary, the structure in the Raman spectra of ne
surface layers ofn-GaAs implanted with B1 ions were es-
tablished. Qualitative and quantitative data on the car
density and mobility and the degree of amorphization of
crystal lattice and the parameters of the nanocrystalline ph
in the process of ion implantation were obtained on the b
of a method proposed for analyzing room-temperat
Raman spectra.
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FULLERENES AND ATOMIC CLUSTERS

Characteristic features of the melting of two-dimensional mesoscopic Wigner clusters
Yu. E. Lozovik* ) and E. A. Rakoch

Institute of Spectroscopy, Russian Academy of Sciences, 142092 Troitsk, Moscow District, Russia
~Submitted October 20, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1499–1504~August 1999!

Two-dimensional Wigner microclusters in a semiconductor dot are studied. Their melting is
investigated in detail and it is shown that, for typical mesoscopic clusters possessing a shell
structure, melting occurs in two stages: orientational melting~rotation of the shells relative
to one another! and total melting, where the shells start to overlap with one another and exchange
particles. An example of a ‘‘magic’’ microstructure which has a triangular structure and
melts in a single stage is presented. For this, the temperature dependences of various quantities
characterizing cluster structure are investigated. The change in the distribution of cluster
configurations over local minima of the potential energy with increasing temperature is
investigated. At temperatures below the temperature of total melting, a cluster is always
located near the configuration of a global minimum and, at temperatures above the temperature
of complete melting, a cluster can be located with finite probability near configurations
corresponding to various local minima of the potential energy. ©1999 American Institute of
Physics.@S1063-7834~99!02908-1#
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In the last few years, a great deal of attention has b
devoted to the study of systems consisting of a finite num
of particles having a repulsive interaction potential confin
by an artificial or natural external potential.1–6 Systems con-
sisting of a small number of confined particles with physi
properties that are different~as a result of their small size!
from those of crystals are called clusters. It is impossible
distinguish ‘‘volume’’ and ‘‘surface’’ particles inside a me
soscopic cluster. Adding only a single particle can produc
large rearrangement of the structure of a mesoscopic clu
The reverse situation occurs in a macrocluster~however, in
contrast to a microparticle, the number of particles in
volume phase is of the same order of magnitude as the n
ber of particles on the surface in a macrocluster!.

Two-dimensional dipole and vortex clusters and th
melting have been investigated in detail in Refs. 3 and
respectively. Specifically, it has been shown that, depend
on the number of particles, dipole clusters can melt in one
two stages3 while vortical clusters~for N,200 particles! can
melt only in two stages. For two-stage melting, orientatio
melting occurs at a lower temperature, and then total mel
occurs at a higher temperature~see Ref. 4!. The term ‘‘ori-
entational melting’’ is used in the following sense: At a ce
tain temperature certain shells start to rotate relative to
another, retaining their crystallinity, but the shell structure
the cluster remains.

The structure and melting of two-dimensional Coulom
clusters have been studied in Refs. 2, 5, and 6. One of
most interesting physical realizations of Coulomb clust
are electrons in semiconductor dots.7 Crystallized mesos-
copic Coulomb clusters possess a shell structure,2,5,6as a rule
differing substantially from the structure of an extend
1371063-7834/99/41(8)/5/$15.00
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Wigner crystal, approaching the latter only if the number
particles is sufficiently large~and in the rare case — fo
magic clusters, see below!. It has been shown that in class
Coulomb mesoscopic clusters orientational melting occ
for all pairs of shells, while in macroclusters it occurs on
for the outer pairs of shells~see Ref. 5!. However, the more
detailed investigation performed in the present work h
shown that there exist ‘‘magic clusters’’ that possess a
global minimum a high-symmetry structure and melt in
single stage~i.e., orientational melting is absent!.

For this reason, our objective in the present work is
investigate in detail the change in characteristics and
melting of two-dimensional ‘‘crystalline’’ electronic
~Wigner! microclusters. We shall study the classic regim
where the de Broglie thermal wavelength of the electron

FIG. 1. Relative angular displacementU2 versus the temperatureT.
N520.
3 © 1999 American Institute of Physics
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FIG. 2. Distribution functiong(w) of the angles between the particles of two shells.N520. a —T5131026; b — T5431026.
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much longer than the average distance between electron
describe the orientational melting of a cluster, the tempe
ture dependence of the parameter characterizing the rel
orientational order of the shell pair under study is inves
gated. The analysis is performed for clusters with differ
shell structure. Moreover, it will be shown that at a tempe
ture below the temperature of complete melting~but even at
a temperature above the temperature of orientational m
ing! a cluster is located near a configuration of a single~glo-
bal! minimum of the energy, and at temperature aboves
temperature of complete melting a cluster ‘‘hops’’ betwe
different minima.
To
a-
ive
-
t
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e

The physical model of the system is described in Sec
A numerical method for solving the problem and the phy
cal quantities investigated are described in Sec. 2. The c
putational results for melting are presented in Sec. 3.

1. PHYSICAL MODEL

A physical realization of two-dimensional Coulom
clusters are electrons in a semiconductor dot7 ~this model
also describes electrons in a well on a liquid He surface8 or
laser-cooled ions in a flat Penning or Polya type trap!.
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We shall investigate a two-dimensional system with
finite numberN of charged particles repelling one anoth
according to the Coulomb lawUi j 5e2/r i j , where r i j 5r i

2r j and r i is the radius vector of particlei. A parabolic
confining potentialUi5ar i

2 is considered.
In thermal equilibrium theclassic Coulomb clusters stu

ied here are characterized by a single dimensionless pa
eter 1/T85G5(e4/3a1/3)/kBT. The potential energy in di-
mensionless form is

U5(
i , j

N

(
i 51

N
1

r i j
1(

i 51

N

~r i !
2. ~1!

Numerical estimates of the parametera for certain ex-
perimental systems are presented in, for example, Refs. 9
10.

2. NUMERICAL METHOD

The Monte Carlo method with two different algorithm
was used to investigate melting. The first algorithm imp
mented random motion of one~randomly chosen! particle
and random motion of one~randomly chosen! shell ~see
Refs. 3–5!. The second algorithm employed a multigr
method (V cycle!: first 1520 particle, then 2521, then
4522 particles, and so on move, after which all particle
half of the particles, and so on down to one particle mo
Numerical calculations showed that the second method is
times more efficient than the first one~i.e. 2.5 times more

FIG. 3. Temperature dependence of the quantities characterizing radia
placement.N520. a — Relative radial displacementUpair2(T); b — abso-
lute radial displacementUr2(T).
-
m-

nd

-

,
.
.5

iterations in the first method than the second method
required to achieve the same accuracy!. To achieve good
accuracy the system at each temperature was heated
33104 iterations, and then the system was investigated
531062107 iterations.

We calculated the following physical quantities:
1! The total potential energyUpot of the system accord

ing to Eq.~3!;
2! the specific heatC5(^E2&2^E&2)/T, whereE5U;

here and below the averaging^ . . . & is performed over the
number of measurements with different Monte Carlo co
figurations (103 iterations each!;

3! the relative radial displacement

Upair5
2

N~N21! (
i , j

N

(
i 51

N A ^r i j
2 &

^r i j &
2

21 ~2!

or

Upair25
2

N~N21! (
i , j

N

(
i 51

N S ^r i j
2 &

^r i j &
2

21D ; ~3!

4! the radial Lindeman coefficient

Ur5
1

N (
i 51

N A ^r i
2&

^r i&
2

21 ~4!

or the quantity

Ur25
1

N (
i 51

N
^r i

2&

^r i&
2

21; ~5!

5! the radial distribution function

gr~r !5K (
i 51

N

d~r i2r !L ; ~6!

6! the radial correlation function

gpair~r !5K (
i , j

N

(
i 51

N

d~r i !d~r j2r i1r !L ; ~7!

7! the relative mean-square angular displacement

is-

FIG. 4. Relative angular displacementU2 versus the temperatureT.
N519.
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U25
2

N1N2
(
i 51

N1

(
j 51

N2

^~w i2w j !
2&2^~w i2w j !&

2; ~8!

8! the relative orientational order parameter of the sh
l 1 and l 2

r l 1l 2
5^C l 1

,C l 2
* &, ~9!

whereC l5
1
Nl

( i 51
Nl exp(iNlwil) is the angular order paramete

of the shelll andNl is the number of particles in the shelll;
the relative orientational order parameter of the shells sho
vanish when orientational melting of the shells occurs;

9! the angular correlation function of two shells

g~w!5K (
i 51

N1

(
j 51

N2

d~w i !d~w j2w i1w!L ; ~10!

10! the distribution of particles over local minima — th
probability Pmin of observing the system near differe
minima of the potential energy. To calculate this probabil
the system was periodically~once in 105 iterations! rapidly
cooled to a temperature (131027) several orders of magni
tude lower than all melting temperatures for 23104 itera-
tions. Then the minimum value of the energy was compa
with the value of the energy in different local minima and,
it was close to the energy in a certain minimum, then
system was assumed to fall into this minimum~the local and
global minima of the total potential energy were calcula
beforehand!.

3. MELTING OF TWO-DIMENSIONAL COULOMB CLUSTERS

Clusters with a close number of particlesN519 and
N520 but with substantially different structures in the glob
minima of the potential energy were chosen to calculate
melting. In addition, the cluster withN519 possesses th
configuration~1, 6, 12! and is almost an exact fragment of
triangular lattice, while the cluster withN520 has the con-
figuration ~1, 7, 12! and a distinct shell structure. For th
reason, the difference in the characters of melting of th
clusters is of interest. It was found that theN520 cluster
melts in two stages, the temperature of orientational mel
being very different from the temperature of total meltin

FIG. 5. Relative radial displacementUpair2(T) versus the temperature
N519.
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while the cluster withN519, because of its high symmetry
melts in a single stage, which is unique for Coulomb mic
clusters. Previously it was assumed1–6 that all Coulomb clus-
ters melt in two stages, and in mesoscopic clusters~or mi-
croclusters! orientational melting of all pairs of shells occur
while in macroclusters only the outer pairs of shells melt

Orientational melting of theN520 cluster occurs at a
very low temperatureTc2

51.831026. The relative angular
displacementU2 undergoes a sharp jump~Fig. 1!, and the
relative orientational order parameterr l 1l 2

of the shells drops
to zero. ForT,Tc2

the functiong(w) possesses zeros~see
Fig. 2a!, and forT.Tc2

the zeros in the functiong(w) van-
ish ~see Fig. 2b!, confirming the presence of orientation
melting atT5Tc in the clusterN520. The very low orien-
tational melting temperature is due to the fact that the nu
bers of particles in the shells 7 and 12 are incommensu
~they do not have common divisors!, and therefore the rela
tive potential energy of the ‘‘frozen’’ shells possesses ve
shallow minima as a function of the rotation angle. The p
riod of the functiong(w) for T,Tc2

is inversely propor-
tional to the lowest common multiple of the numbers of p
ticles in the shellsP5(232p)/(LCM@ l 1 ,l 2#)54p/1237
52p/42 ~the factor of 2 in the numerator is due to the co
responding symmetry of the cluster!; see Fig. 2a.

The temperature of complete melting of a cluster
somewhat higherT5Tc1

51.431022. The following quan-
tities have kinks: the radial relative displacementUpair and

FIG. 6. Radial distribution functiongr(r ). N519. a —T5331023; b —
T5731023.
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Upair2, the radial Lindeman coefficientUr , and the variation
Ur2 of the radial distances~see Fig. 3!.

In the N519 clusterU2 undergoes a jump at the sam
temperatureTc5431023 as Upair, Upair2, Ur , and Ur2

~compare Figs. 4 and 5!. At T5Tc the two maxima of the
outer shell merge in the functiongr(r ), and the shells are
strongly smeared in the radial direction~see Fig. 6!; the zeros
in the functiong(w) vanish~see Fig. 7!. All this shows that
orientational melting is absent in theN519 cluster, and tota
melting of a cluster occurs immediately atT5Tc . In Fig. 7
the period of the functiong(w) is 42p/1252p/3 ~the coef-
ficient 4 in the numerator is due to the corresponding sy
metry of the cluster!.

It should be noted that the potential energy and spec
heat as functions of temperature have no characteristic
tures in both clusters, and therefore these dependences
not be used to determine the melting temperatures. Str
speaking, orientational and total melting in microclusters c
be called phase transitions only conditionally, since the s
tem is finite.

We also investigated the distribution of the system o
local minima with increasing temperature. It was found th
for N519 and 20 a cluster at a temperature less than
temperature of complete melting is always near a configu
tion corresponding to a global minimum of the potential e
ergy. At a temperature above the temperature of total mel
the probability of a cluster being near a configuration cor
sponding to a global minimum decreases and becomes

FIG. 7. Distribution functiong(w) of the angles between the particles
two shells.N519. a —T5331023; b — T5731023.
-
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stant; the probabilities that a cluster is found near a confi
ration corresponding to a local minimum of the potent
energy increase and also saturate at a constant value. F
8 shows the changes in the probabilities of finding anN
520 cluster in a global minimum of the potential ener
with the shell structure~1, 7, 12! and in the local minimum
with structure~1, 6, 13! closest to it. The cluster hops be
tween the configurations corresponding to different lo
minima.

In conclusion, we note that certain results of the pres
work pertain not only to mesoscopic electronic clusters
also an extended Wigner crystal in semiconductors with
fects, structural roughness, and so on. Indeed, in the pres
of random potential wells, an electronic crystal can, un
certain conditions, break up into individual clusters ne
these wells as the clusters ‘‘melt’’ as described above.

This work was supported by the Russian Fund for Fu
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Quantum confinement in CdS xSe12x spherical nanocrystals in a fluorophosphate
glass matrix

V. A. Ga sin, S. V. Karpov,* ) E. V. Kolobkova, B. V. Novikov, V. D. Petrikov,
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Differential ~wavelength-modulated! absorption of sulfoselenide solid-solution nanocrystals has
been studied in a glassy fluorophosphate matrix near the fundamental absorption edge at
360–620 nm. The observed oscillations in the absorption are attributed to size quantization of
electrons and holes under strong quantum-confinement conditions. The sulfur content in
the mixed semiconductor has been refined from Raman scattering spectra in CdSxSe12x samples
with x50.30, and the nanocrystal size (R>30 Å! has been derived from low-frequency
Raman scattering spectra. These data were used to calculate the energies of electron-hole
transitions in nanocrystals of mixed composition, and their subsequent comparison with
experiment. The calculations were found to be in a good agreement with the observed experimental
absorption spectrum for nanocrystals about 45 Å in size. The applicability of band-structure
simulation for a nonspherical nanocrystal grown in a fluorophosphate glass matrix is discussed.
© 1999 American Institute of Physics.@S1063-7834~99!03008-7#
n
s
th
ng
n

ry
m
al
t
to
e
er
ap

an

n
at
on
a
an
th
tio
o

rg
an

e
th
g

em
th

the
tes
te
l
w
tal-
his
sis
in

ory
in

n the
ul-

in

ec-
-
cal-
f a
f its
re-

lfur
der-

wn
ed.

uc-
ture
Self-organization of a physical system is intimately co
nected with transformation of its energy states, and inve
gation of its eigenstates is of considerable importance for
understanding of the processes governing structural arra
ment of atoms in nanocrystalline objects. As is well know
these processes culminate in the formation in periodic c
talline solids with an electronic-band structure. At the sa
time the contribution of both periodic and random potenti
to a concrete band structure remains not quite clear. On
other hand, the technology of preparing semiconduc
nanoobjects~quantum dots! developed recently permits on
to vary the size of such nanocrystals and, hence, their en
spectrum and optical properties, which is already finding
plication in nanoelectronics devices.1,2 This accounts for the
increased interest in nanoobjects by both theorists
experimenters.3–7

Decreasing the size of a periodic system, i.e. transitio
a nanoobject, entails both renormalization of the eigenst
of the system and discretization of the observed transiti
corresponding to quasicontinuous states of the valence
conduction band of a semiconductor. Such a discrete m
festation of individual quantum transitions depends on
size of the crystalline object and is called a size-quantiza
effect. It results from the quantum confinement of motion
the exciton quasiparticle in a nanoobject and gives rise
quantization of its energy; it may be added that the ene
levels of a nanostructure depend strongly on the size
shape of the nanocrystal.

Most of studied semiconductor nanocrystals are emb
ded in a borosilicate matrix, where the concentration of
II–VI semiconductors prepared by conventional technolo
is usually not in excess of 0.1–0.2 wt.%. Phosphate syst
are more flexible in this respect and permit increasing
1371063-7834/99/41(8)/5/$15.00
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content of a semiconductor in a glass to 1–1.5%. On
whole, the nature of the size quantization of excitonic sta
in CdSxSe12x mixed crystals grown in a fluorophospha
glass matrix is clear.4–8 However quite frequently the mode
of a simple exciton band with a parabolic dispersion la
does not fit adequately to the real structure of these crys
lites and describes only approximately the experiment. T
is particularly true of mixed nanocrystals. Besides, synthe
of mixed nanocrystals in a fluorophosphate matrix results
formation of nonspherical nanoparticles, whereas the the
relates to spherical objects. Moreover, spin-orbit splitting
the valence-band structure, whose parameters depend o
relative contents of sulfur and selenium in the cadmium s
foselenide solid solution, makes the absorption spectrum
the excitonic region still more complex.

This paper reports on a comprehensive study of the sp
trum of excitonic absorption of mixed cadmium sulfo
selenide nanocrystals and compares it with a spectrum
culated in the approximation of a parabolic band and o
spherical nanoparticle, in order to reveal the parameters o
band structure. A Raman study of the optical-phonon f
quencies and low-frequency scattering in the 5–50 cm21 in-
terval were used to derive refined values of the relative su
and selenium concentrations in the sample under consi
ation and the size of the nanocrystalline formations.

1. EXPERIMENT

Nanocrystals of cadmium sulfoselenide were gro
within a volume of glass where CdS and CdSe were add
We used the P2O5–Na2O–ZnO–AlF3 glass-forming system
permitting preparation of glasses with increased semicond
tor contents. The synthesis was carried out at a tempera
about 1100 °C. The characteristic temperatureTl for these
8 © 1999 American Institute of Physics
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glasses is 410 °C. An analysis of the composition of
glasses thus produced, made with an electron-beam m
probe, yielded a maximum cadmium sulfoselenide conc
tration of about 1.2%.9 The nanocrystals were grown at gla
treatment temperatures aboveTl in the course of diffusive
phase decomposition of a supersaturated solid solution.
nealing the glasses resulted in their coloring, which var
from light yellow to dark red~which corresponded to th
optical absorption edge positions of 0.4 to 0.7mm!. A TEM
study of the annealed samples demonstrated the presen
inclusions varying in size from 2 to 6mm, while unannealed
glass samples did not reveal the existence of grains. An
teresting feature of the inclusions thus formed is their clea
pronounced nonsphericity.9

Differential absorption spectra of the mixed semicond
tor samples were studied near the absorption edge in
360–620-nm spectral region. The spectral equipment use
DFS-12 spectrometer modified to perform wavelen
modulation, permitted detection of weak lines agains
strong absorption background continuum with a resolution
0.01 eV. An incandescent lamp with an effective therm
temperature of 3200 K was used as a source of continu
radiation, which did not produce any features in the reg
under study. The measurements were carried out at ro
and liquid-nitrogen temperatures. The Raman scatte
spectra were studied with an automated DFS-24-spec
meter-based arrangement provided with a step motor, a
ton counting system, and a computer-controlled MS-05
mass spectrometer. The light source was an LGN-503 arg
ion laser (l05488.0 nm, W5300 mW! and an LG-75
helium-neon laser (l05632.8 nm,W520 mW!. All Raman
spectral measurements were performed in the 180° ge
etry.

2. INTERBAND ABSORPTION

The light transmission spectra of the cadmium sul
selenide solid solution measured for different sulfur and
lenide concentrations are displayed in Fig. 1. The wa
length modulation technique employed in this work perm
ted isolation of weak features associated with discr
absorption lines against the strong absorption backgrou
To compare the spectra with calculations, one can con
niently use the second-derivative absorption spectra~see Fig.
4!, whose minima lie exactly at the positions of the abso
tion spectral lines. As the temperature decreases from 30
77 K, the intensity of the lines increases, and their halfwi
decreases to make the whole spectrum more contrasting
all features move toward higher energies. The aperiodic
cillations clearly visible in interband absorption are asso
ated with transitions between the hole and electron quant
confined levels.10,11

The pattern of an absorption spectrum depends es
tially on the sulfur and selenium concentrations in a mix
nanocrystal, because the semiconductor absorption edge
ies from 1.8 eV for pure CdS to 2.5 eV for pure CdSe~at 77
K!. Besides, the change of the spin-orbit splittingDso from
62 to 420 meV for the extreme compositions also affe
strongly size quantization spectra, which, according to lite
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ture data,10,11 can be associated with the contribution of t
spin-orbit-split valence bandG7 to the formation of the fun-
damental absorption edge in a mixed nanocrystal. Howe
no complete assignment of the mixed cadmium-sulfoselen
line spectrum is presently available.

The quantum-confined optical properties of nanocrys
become manifest when the quantum dot is comparable
size to or less than the exciton Bohr radius. In this lim
defined as the strong confinement regime,3 the wave func-
tions of the nanoobject undergo three-dimensional quant
tion as a result of taking into account the quantum-d
boundaries and can be described through the individual e
tron and hole wave functions.

The electronic and hole states are described by the w
function envelope method,9 which takes into account the ef
fect of the periodic potential in the region of the crystallin
phase by introducing effective particle masses described
Bloch functions, and the finiteness of the nanocrystal sizeR,
by using an envelope~apodizing! function. For a simple
parabolic band~with an effective massm* ) approximating
the real valence band of the II–VI-type semiconductors an
spherical particle the electron wave function can be writt

unlm&5A 1

4pR3

Jl S anl

r

RD
Jl 11~anl!

Yl
m~u,w!,

FIG. 1. Wavelength-modulated light transmission spectra of cadmium
foselenide nanocrystals in fluorophosphate glassy matrices.T577 K. Sulfur
concentration in the CdSxSe12x mixed nanocrystal~%!: 1 — 100,2 — 90,
3 — 76, 4 — 60, 5 — 40, 6 — 20, 7 — 0.



-
th

it
e

S

en
t i

ol
po

An
ifi
u

-
te
o

n

s
Th
e
ry
c
ls
si
el
o
-

su
s
pa
th
s
ri
ra
s,

o
tit
nd

t
si

ion
stan-

e
ring

ad-
ear

a

al-
des

e
ray
mple

in
are
on

dy.
ten-
on

ter-
ter-

the
ncy

vi-
he

into
rse
ne

d
ed

ental

1380 Phys. Solid State 41 (8), August 1999 Ga sin et al.
whereYl
m(u,w) is a spherical harmonic,Jl(z) are l th order

Bessel functions, andanl is thenth root of the Bessel func
tion of order l. The eigenenergies can be expressed in
form

El5
\2

2m*
S anl

R D 2

.

Thus the solutions have convenient quantum numbersn, l ,
andm, and, similar to atomic spectroscopy, eigenstates w
quantum numbern differing in the quantum number of th
orbital momentuml 50,1,2, . . . , are denoted by symbols
s, p, d, etc.

Therefore the electronic ground state in CdS- and Cd
type semiconductors is well known — it is the 1S state~with
the orbital momentuml 50).

The valence band consisting of a fourfold degenerateG8

subband with light and heavy holes and of a twofold deg
erateG7 subband presents a more complex situation. I
described by a six-band Luttinger Hamiltonian12 with more
complex corresponding wave functions, but the h
quantum-confined eigenvalues are also inversely pro
tional to the squared nanocrystal size 1/R2. Experimental
values for pure CdSe fit well to the calculated spectrum.13,14

The situation is more complex for mixed nanocrystals.
interesting calculational feature for CdSe is the spec
transformation of the hole quantum-confined levels occ
ring when the spin-orbit split valence-subbandG7 forms near
the energyDso5420 meV.13 Such a transformation is asso
ciated with the forcing apart of hole quantum-confined sta
with the same symmetry, and it results in anticrossing
these levels~Fig. 5!. At the same time the wave-functio
symmetry, i.e., the mixing of the valence-bandS and D
states, changes depending on nanocrystal size and give
to a change in the intensity of transitions to these states.
complicates unambiguous assignment of the line structur
the absorption spectra of cadmium sulfoselenide nanoc
tals, particularly of the corresponding solid solutions. A
cording to Ref. 6, a quasi-line spectral structure can a
appear due to several transitions of comparable inten
from different quantum-confined light- and heavy-hole lev
at the valence-band top, without a clearly pronounced c
tribution of the spin-orbit splitG7 valence band. This conjec
ture was partially refuted by the discovery10,15that in a set of
glass samples with nanocrystals having different relative
fur and selenium contents~but with selenium concentration
not above 40%! one can always isolate absorption lines se
rated from the lowest excited state by the amount of
spin-orbit splitting in macrosamples of the same compo
tion. Therefore, when attempting interpretation of expe
mental data, one should always also take into account t
sitions from theG7 spin-orbit split band. There are doubt
however, as to whether the spin-orbit splittingsDso in a
macro- and nanocrystal behave in the same way. The m
so that the frequently used linear interpolation of the quan
Dso from 62 meV in CdS to 420 meV in CdSe does not fi
experimental confirmation.15

Therefore we used excitonic absorption spectra
choose a sample, from those available, having an exten
e
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line structure and calculated its electron-hole transit
states. Because the result of a calculation depends sub
tially on the magnitude of the spin-orbit splittingDso and
nanocrystal sizeR, we carried out, in order to determin
these quantities, independent studies of Raman scatte
spectra in the phonon frequency region of crystalline c
mium sulfide and selenide, as well as at low frequencies n
the Rayleigh line.

3. RAMAN SPECTRA

The bimodal behavior of the phonon spectrum of
mixed nanocrystal permits one to derive the real sulfur~se-
lenium! concentration in the samples from experimental v
ues of the frequencies of the CdS and CdSe optical mo
~close to 300 and 200 cm21, respectively!, whose position as
a function of sulfur concentrationx is well known both for
bulk and nanocrystal samples.16 The phonon mode of CdS
yields a better agreement of the concentration with x-
structural data. Raman scattering spectra of a glass sa
containing cadmium sulfoselenide nanocrystals obtained
the region of CdS and CdSe fundamental vibrations
shown in Fig. 2. The experimental positions of the phon
modes, v15203 cm21 and v25297 cm21, yield 0.30
60.05 for the sulfur concentration in the sample under stu
The same result is derived from measurements of the in
sity ratio of these lines, which can also provide informati
on the relative concentration of sulfur and selenium.

The size of the nanocrystalline formations can be de
mined spectroscopically by investigating the Raman scat
ing of samples near the Rayleigh line. It is known17,18 that
nanocrystalline formations give rise to the appearance in
scattering spectrum of an additional peak, whose freque
is directly related to the nanocrystal radiusR. This is also a
consequence of size quantization, and it implies that the
brational spectrum of an object of a finite size lies in t
region bounded by the minimum frequencyvmin5ns /dc and
the Debye frequencyvmax5ns /ac, where d is the crystal
size,a is the lattice constant, andns andc are the velocities
of sound and light, respectively. Because one has to take
account the existence of one longitudinal and two transve
sound waves in a real crystal, for spherical particles o
usually takes the expressionv50.9ns/2Rc. In this expres-
sion,ns is the velocity of the longitudinal acoustic wave, an
R is the radius of a spherical nanocrystal. For a mix

FIG. 2. Raman scattering spectrum of CdSxSe12x nanocrystals in fluoro-
phosphate glass in the region of cadmium sulfide and selenide fundam
modes.
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cadmium-sulfoselenide nanocrystal with a sulfur concen
tion x50.30, the velocity of the longitudinal wave obtaine
by linear interpolation between the corresponding values
pure crystals was found to be 4062 m/s. In this case,
low-frequency feature in the Raman spectrum observed
19 cm21 ~Fig. 3! yieldsR532 Å for the average nanocrysta
radius.

4. DISCUSSION OF RESULTS

The optical transition energies between quantu
confined levels in mixed nanocrystals were calculated us
a program similar to the one in Ref. 6. The energies w
obtained for thex50.30 sulfur concentration in the nano
rystals studied, which, taking into account available dat15

corresponds to a spin-orbit splittingDso50.360 eV. This
value correlates well with the position of a strong absorpt
line ~2.51 eV! observed in the experimental spectrum~Fig. 4!
and separated from the lowest excited state~2.14 eV! by 0.37
eV, which, according to Ref. 10, may be related to the sp
orbit-split band. The electron effective mass was cho
0.137 me , and the Luttinger parameters determining t
light- and heavy-hole masses were taken to beg50.697 and

FIG. 3. Raman scattering spectrum of CdSxSe12x nanocrystals in fluoro-
phosphate glass near the Rayleigh line.

FIG. 4. Second-derivative absorption spectra of CdSxSe12x nanocrystals in
a glass matrix with sulfur concentrationx50.3. The spectrum is given by
curve 6 in Fig. 1.
-

r
e
ar

-
g
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g152.216, which are close to the correspondi
parameters13 for CdSe. Figure 5 shows the energy differen
between quantum-confined levels as a function of the ene
of the first excited state, i.e., actually of the inverse square
the nanocrystal radiusR.

The intensities of optical transitions connectin
quantum-confined states depend both on the symmetry o
electronic and hole states and on the actual form of the w
functions. Transitions from quantum-confined levels with
orbital quantum numberl 50 ~i.e., theS states! and a total
momentum j 51/2 ~denoted by solid lines in Fig. 5! lie
higher in energy than those from thej 53/2 state, although
their order depends on both the light- to heavy-hole m
ratio and nanocrystal size.4 The two lowest confined levels o
a conduction-band electron are 1Se- and 1Pe-type states.
Therefore the main strong transitions to the lowest quantu
confined level 1Se will be only the 1S3/2–1Se and 2S3/2–1Se

transitions4 specified in Fig. 5 by dot-and-dash lines. Hol
containing theP type in their representation can participa
in transitions to the second quantum-confined level 1Pe .
These are 1P3/2–1Pe , 2P3/2–1Pe etc. ~shown by dotted
lines!. Calculations of the intensities of these transitions
CdSe shows13 that the transitions from then51 level, i.e.
1S3/2–1Se and 1P3/2–1Pe , should be stronger than thos
starting from then52 level. This offers a possibility for
comparing the observed experimental spectrum, presente
Fig. 4 in the form of a second-derivative absorption sp
trum, to the calculations. The strongest line~2.14 eV!, which
is seen as a poorly resolved doublet in the experiment,
responds to the 1S3/2–1Se ~and 2S3/2–1Se) transition. The
higher-frequency strong component at 2.250 eV~also possi-
bly a doublet! can be assigned to the 1P3/2–1Pe ~and 2P3/2–
1Pe) transition. Then the spin-orbit split state~2.51 eV!

FIG. 5. Calculated electron-hole transition energies in nanocrystals vs
position of the first~ground! excitonic state. Solid lines —nS1/2-nSe-type
transitions, dashed lines —nP1/2-nPe-type, dot-and-dash lines —nS3/2-nSe

transitions, dotted lines —nP3/2-nPe transitions. The experimental value
obtained in this work are shown with circles corresponding to the 48
nanocrystal radius. The smaller circles refer to the weak features observ
the experiment.
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separated byDso50.370 eV from the first excitonic leve
originates from transitions to the quantum-confined level 1Se

from the 3S1/2 and 4S1/2 states, which undergo anticrossin
resulting in the mixing betweenS- andD-type valence-band
states.13 The magnitude of this mixing depends on nanocr
tal size and determines the intensity of the correspond
transitions, which apparently accounts for the complex str
ture of the spin-orbit split band. This interpretation permit
fairly reliable fit of the experimental spectrum to calculatio
made for a nanocrystal radius of about 48 Å. The experim
tal values of the frequencies corresponding to this nanoc
tal size are identified in Fig. 5 with circles. A satisfacto
agreement is obtained in this case also for the absorp
lines lying at 2.37, 2.70, and 2.82 eV, which can be assig
with a certain confidence to the 3P3/2–1Pe transition and,
possibly, to 7S1/2-1Se . The fine structure of the band ob
served near 2.37 eV is possibly due also to the 1P1/2

l –1Pe

transition. Besides, transitions to the higher-lying quantu
confined electronic states 2Se and 1De , whose intensity
should be considerably weaker, also fall into this spec
region. The corresponding transitions in the calculated sp
trum ~Fig. 5! are shown with smaller circles.

The coincidence of the main features in the experime
spectrum with calculated energies observed over a br
spectral region evidences a satisfactory agreement
theory for spherical cadmium sulfoselenide nanocryst
The main parameters of the calculation coincide satisfa
rily with the values known for mixed-composition sing
crystals. Nevertheless a good agreement with theory
reached for nanocrystals of about 48 Å in radius, which
ceeds practically by a factor 1.5 the dimensions of the na
formations derived from Raman scattering experimen
However, when using Raman scattering data, one sh
bear in mind that the inhomogeneous broadening
quantum-dot excitonic states may play an important role
correct interpretation of experimental results,19 because one
has to take into account the increase in Raman scatte
intensity due to a part of crystals of a certain size wh
cause resonant excitation of scattering.20 If we accept the
above calculation, then the 488.0-nm excitation used in
man scattering experiments~2.53 eV! falls into the absorp-
tion band associated with transitions from the spin-orbit s
subbandG7. It is essential that as a result of anticrossing~see
the 3S3/2-1Se transition in Fig. 5! the energies of electron
hole quantum-confined transitions depend only very wea
on nanocrystal radius. Therefore even a very small varia
of the laser frequency may affect strongly the conditions
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resonant excitation of crystallites of various dimensions20

Besides, the disagreement in crystallite size between the
perimental and calculated spectra can be a consequen
the approximations associated with nanocrystal spheri
which were used for the description of both the quantu
confined electron-hole states of nanocrystals and of t
acoustic low-frequency vibrations.
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Auger and emission spectra of carbon nanotubes
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The Auger and x-ray emission spectra of carbon nanotubes are calculated by the FP-LMTO
method. The computed spectra for nanotubes are compared to the analogous spectra for a graphite
monolayer, which is used as a test object, and to the experimental curves for graphite. It is
concluded that the Auger-characteristic emission can be used to identify carbon nanotubes.
© 1999 American Institute of Physics.@S1063-7834~99!03108-1#
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The synthesis of new framework structures consisting
carbon1 has stimulated the investigation of their physic
chemical properties. Specifically, carbon nanotubes exh
unusual electric conductivity,2 magnetic properties,3 and
other characteristics.

The prediction of the emission characteristics of na
tubes is very important for diagnostics purposes, espec
during synthesis, as well as at subsequent technolog
stages. For this reason, an attempt is made in the pre
investigation to calculate the Auger electron and x-ray em
sion spectra of a small-diameter carbon nanotube.

The calculations are based on the calculation of the
ergy bands and the density of states by a nonempir
method. The results obtained are compared to the result
a test object, which was a graphite monolayer in the pres
work, often called graphene.

1. COMPUTATIONAL PROCEDURE

A nanotube is based on a graphene fragment, twis
during synthesis in a definite manner.4

Two factors, specifically, the diameter and direction
twist ~in other words, the chirality!, determine the nature o
the symmetry describing the structure of nanometer-size
bon tubes and, correspondingly, determine their electro
properties. The energy gap in the electronic spectrum o
nanotube, if a gap exists, should decrease with increa
tube diameter according to calculations performed in Re
and reach zero if the tube diameter is very large. In this c
the properties of the tube approach those of graphene.

In the present paper we report the results of calculati
of the Auger and x-ray spectra for a~4, 4! nanometer-size
carbon tube. The tube studied is zig-zag-shaped, and its
ameter is 5.46 Å. The number of hexagons along the pe
eter of the tube is 8. Thez axis is chosen along the tube axi
and thex axis is chosen along the radius within the tube.

The energy bands of the nanotube were calculated by
self-consistent method of linear muffin-tin~MT! orbitals
with a ‘‘full’’ potential 6 ~the English acronym is FP–
LMTO!. The method is based on the density function
theory and is a first-principles method. The exchan
correlation potential was chosen in the local density appro
1381063-7834/99/41(8)/3/$15.00
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mation ~LDA ! in the Ceperley–Alder form7 with Perdeu–
Zunger parameterization.8

To use the band method of calculation, a nanotube fr
ment was placed in an expanded cell, whose heightz was
taken to be the same as the period of the zig-zag-type n
tube (3Aagraph; agraph51.42 Å). In thexy plane, perpendicu-
lar to the nanotube axis, the form of the expanded cell w
chosen so as to correspond to the rotational symmetry of
tube. Specifically, a square was taken for the~4, 4! structure,
in which four links ~16 atoms in all! are placed on a circle
Symmetric cells make it possible to attain self-consisten
and to calculate the density of states on a more dense gr
k space. In our calculation self-consistency was attained w
18 special points in 1/8-th of the Brillouin zone of a~4, 4!
nanotube. The density of states was calculated by the me
of tetrahedra on 325 points in 1/8-th of the Brillouin zone~12
steps along thez axis!. The energy step wasDE50.002 Ry
50.027 eV.

To calculate the band energies, the maximum orbital
gular momentum was taken to be 2 in the MT spheres an
to calculate the structural constants and wave functions
the intersphere space the calculation was performed for t
values of the critical energies:20.7, 21.0, and22.3 Ry.
The first value is close to the center of the valence band
the nanotube~and graphite!, which the LMTO method re-
quires.

The distances between the carbon atoms in the na
tubes were taken to be the same as in graphite, specific
1.42 Å . The MT spheres of carbon atoms were taken alm
to be touching, with radiiRMT51.340 a.u. With only carbon
atoms the filling of the cell volume with spheres~the cell
parameter wasa515.0 a.u.) is;10%. For this reason, sev
eral other types of MT spheres of different MT radius we
introduced into the cell. The largest empty spheres w
placed at the center and at the corners of the cell, and
small spheres were placed in the gap between the ca
atoms in the nanotube walls and in the voids remaining
tween the large spheres outside the tube. In this manne
filling of the cell with spheres was increased to 37.8%.

Calculations of the band structure of graphene, which
the present case is a test object, were performed beforeh

The intensity of the Auger spectrum is proportional
the convolution of the valence states~only knn transitions
3 © 1999 American Institute of Physics
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are possible in carbon! and to the cross section of the Aug
process which, taking account of only the Coulomb chan
for transferring interaction within an atom with the core of
vacancy, can be represented by9

uM12f su25u^1,2ur u f ,s&u21u^2,1ur u f ,s&u2

2Re~^1,2ur u f ,s&^2,1ur u f ,s&!. ~1!

Here 1, 2,f, ands are the symbolic designations of the wa
functions of the two excited electrons in the valence band~1
and 2! and an electron in the final statef and the core elec
tron s.

According to Eq.~1!, the cross sections of the Auge
process for different groups of valence electrons were cho
in our calculations as10

uM ppu251, uM psu250.5, uMssu250.8. ~2!

The indicesp and s in Eq. ~2!, as usual, denote two
groups of valence wave functions in the carbon atom. T
parameters~2! remained unchanged in calculating the Aug
spectrum of the test object and the nanotube.

The total Auger spectrum was calculated as

I ~E!5uMssu2~Ns* Ns!12uMspu2~Ns* Np!1uM ppu2~Np* Np!,
~3!

whereNs andNp are the partial densities of thes andp states
and * denotes a convolution operation.

For convenience in analysis, the last term is divided i
two components including separately thep component and
the remainingp function.

Taking account of the optical selection rules and the
larization of the characteristic radiation, the emission sp
trum is determined only by the partial density ofp states in
the valence band. The probability of emission of photo
~which for carbon is almost 100 times smaller than the pr
ability of the Auger process~1!! does not change the form o
the emission band, which extends into the wavelength ra
4.3–4.7 nm. As a result, we identified the intensity distrib
tion in the emission spectrum with the analogous distribut
Np(E). It was assumed that the instrument analyzing
radiation collects not only rays emitted from the sample p
pendicular to the graphene or tube but also grazing al
them.

2. DESCRIPTION OF THE RESULTS

The basic computational results are presented in Fig
and 2. For visual clarity, the convolutions of the partial de
sities of states, multiplied by the coefficients~2! for the test
object~bottom! and tubulet~top!, are presented in Fig. 1. It i
evident that in both cases the formation of a central Au
peak is due only to the self-convolution of theNp states in
the valence band of graphene and the tubulet. The contr
tion of the Np* Ns cross states determines the characteri
features near the edge of the Auger spectrum, and the
convolutionsNp* Np and Ns* Ns have virtually no effect on
the shape of the spectrum. Moreover, we noticed that
p-electron contribution in the test spectrum of the graph
monolayer is even smaller than the calculation predicts. T
el
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is most likely because in flat structures~and, probably, in
tubulets also! there is one~or even less! p electron per atom.

The integralNp* Np self-convolution in the nanotube i
very similar to the analogous convolution for graphene: T
central peak is split and the intensity drops off smoothly
high binding energies.

To compare with experiment, it is convenient to diffe
entiate the total spectra~Fig. 2!. The result of differentiating
the data presented in Fig. 1 is presented in Fig. 2 toge
with the published spectrum of a graphite monolayer
iridium.11 We note that, to make a better comparison with t
experimental spectrum, the binding energy scale is turne
the opposite direction compared to Fig. 1. Thus the la
negative excursion in the differential spectra is due to
region of a steep rise of the functionNp* Np and the contri-
bution of thep states (Np* Np). In this region of the spec-
trum the computed and experimental results for the test
ject agree well with each other. This gives confidence in
objectivity of the Auger spectrum of a nanotube, for whi
we were not able to find experimental results in the literatu

The agreement between experiment and calculations
high binding energies is also good for the test object. T
two positive peaks at;15 and 22 eV are reproduced in th
calculations. As usual, the computed spectra contain

FIG. 1. Inverted Auger spectra~4, 4! of a nanotube~a! and graphene~b!.
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structure~for example, the splitting of the peak at the bindin
energy 15 eV is visible!, which is not observed in experi
ment, possibly because of experimental difficulties. For t
reason not all characteristic features of the tubulet spect
appear in the experiment. The main ones are the splittin
the large negative extremum and the positive extremum
the binding energy 22–23 eV.

Figure 3a shows the x-ray emission spectrum of a na
tube, which, to facilitate identification, is compared not on
to the spectrum obtained for the test object~Fig. 3b! but also
to the publihsed experimental spectrum for pyrolytic graph
~Fig. 3c!. As one can see from Fig. 3, there is a negligib
difference between the computed curve, which we obtai
for the test object, and the experimental curve. However
extremum at 2.5 eV, whose direct presence in the experim
tal curve is not observed, is clearly seen in the compu
curve. The emission spectrum of a nanotube is identica
the experimental curve for graphite. A characteristic feat
of all three spectra presented in Fig. 3 is their smooth me
ing at high binding energies.

To a first approximation, the computed spectra due

FIG. 2. Computed~a, b! and experimental~c! Auger spectra of a~4, 4!
nanotube~a! and graphene~b, c!.
s
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valence states of carbon nanotubes are similar to the grap
spectra. For this reason, the main objective in perform
experiments is to study certain characteristic features
could distinguish the results obtained with tubes and gra
ite. In the present paper computational data showing
spectroscopic methods~Auger spectra and characteristic r
diation! can be used to identify nanotubes were presented
a zig-zag small-diameter nanotube.
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Tamm states and quantum dots in carbon and heteroatomic nanotubes
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The electronic structure of C–BN nanotubes is discussed in thep approximation. Two types of
such structures with (n,0)-tubulet topology are investigated: 1! semiinfinite C–BN and C
nanotubes and 2! C–BN nanotubes, consisting of two semiinfinite BN nanotubes coupled by a
ring-shaped carbon fragment Cmn . It is shown that, in the first case, energy levels~Tamm
levels! whose wave functions are localized on the terminal fragment can exist under certain
conditions. In the second case, bound states localized on atoms of the carbon fragment
exist. It is established that if a quite extended, cylindrical, carbon cluster is present at the end of
a semiinfinite BN nanotube, then such a system can be viewed as a very simple model of a
quantum dot. C–BN nanotubes where the carbon fragment couples two semiinfinite BN nanotubes
can also be interpreted similarly. A simple analytic method is proposed for finding the
Tamm energy levels in heteroatomic nanotubes. ©1999 American Institute of Physics.
@S1063-7834~99!03208-6#
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Among nanotubes obtained thus far, tubular structu
consisting of atoms of two or more elements are especi
interesting. The electronic properties of such heteroato
tubular forms depend on their length and diameter, the r
tive arrangement of the atoms, and the structure of the
minal fragments, which can be closed or open. Typical
amples of heteroatomic structures are tubular forms of bo
nitrides and boron carbonitrides.1–4 It should be noted tha
the band gap separating the valence and conduction ban
the electronic spectra of tubular boron nitrides is quite la
~in some estimates the band gap reaches 5–6 eV! and is
essentially independent of the tubulet diameter. In car
tubulet, however, the band gap depends strongly on the
bulet diameter and ranges from 0 to 2–3 eV. In addition,
ionization potential of the carbon atom is close to the av
age value of the ionization potentials of the N and B atom
Therefore it should be expected that when carbon clusters
embedded in a hexagonal boron nitride lattice on a cylin
cal surface, either discrete energy levels~Tamm levels! or
minibands can appear in the band gap of such systems. I
present paper the electronic spectra of certain such tub
forms of carbon and boron nitride are simulated. Tubule
of two types are considered: 1! semiinfinite C–BN or C
nanotubes~Fig. 1a! and 2! C–BN nanotubes consisting o
two semiinfinite BN nanotubes coupled by a graphitic cyl
drical carbon fragment~Fig. 1b!.

1. COMPUTATIONAL PROCEDURE

The electronic structure of a fairly long tubulet havin
regular structure~but finite size! can be investigated in two
approximations: in terms of an infinite period
1381063-7834/99/41(8)/5/$15.00
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translationally-symmetric model or using a semiinfin
model. The first approach makes it possible to find the ba
in the continuous spectrum and to calculate the dispers
curves and the various average characteristics of the tub
which are associated with them~for example, the density o
states, the average total energy, the effective charges o
oms of an elementary fragment, and others!. In a semiinfinite
model, finer details of the spectrum can be investigated, s
cifically, the discrete spectrum appearing as a result of
finiteness of clusters or the presence of terminal groups.
existence of discrete energy levels and the corresponding
calized wave functions~or local states! in one-dimensional
crystals was first proved by Tamm in 1932.5 We shall not get
into the more detailed terminology used for classifying su
states in crystals, and we shall simply call them Tamm
ergy levels.6

We shall confine our attention to the spectra of tubu
nanostructures whose topology is based on that of~n, 0!
tubes.

We shall examine in detail the case of semiinfin
C–BN or C tubulets. We shall illustrate the method us
below to find local states for the example of a boron car
nitride ~n, 0! tubulene, where the terminal fragment is a c
lindrical carbon cluster, consisting ofs52t cyclic carbon
chains C2n coupled with one another and with the atoms
the boron nitride by chemical bonds forming a hexago
network on a cylindrical surface~Fig. 1a!.

We shall use a topological approximation~the Hückel
method! in which only atomicp orbitals andp electrons are
taken into account; the interaction between nonneighbo
centers is neglected. We note that each C at
6 © 1999 American Institute of Physics
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FIG. 1. Structure of two types of boron carbonitride~n, 0! tubulets: a — acarbon cluster is located at the end of tubular boron nitride with an open end~type-1
tubulet!; b — a cylindrical carbon cluster connects two semiinfinite fragments of tubular boron nitride~type-2 tubulet!; w52p/n.
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supplies one electron to thep electron system of a tubule
whereas nitrogen supplies two such electrons while bo
has nop electrons but it does have a vacantp orbital that
can acceptp electrons from neighboring atoms. As a resu
the effective charges on the atoms alternate in boron nitri

Only the following types of parameters of the Coulom
ax and resonantbxy integrals characterizing the energy
the atomic orbitals and their interaction energy are poss
in boron carbonitride tubulenes:aC5a, aN5a1hNb, aB

5a1hBb, bBN5kBNb, bBC5kBCb, bCC5b, and bNC

5kNCb. In what follows, the value of the Coulomb integr
for the C atom is taken as the reference point, and the mo
lus of the resonance integralbCC5b is taken as the unit o
energy. The values of the parameterskxy andhxy used below
to calculate specific systems correspond to the data prese
in Ref. 7, specifically,kBN50.9, hB521.0, hN51.5, kBC

50.7, andkNC51.0. In the Hu¨ckel topological approxima-
tion, the electronic structure of a heteroatomic tubulet is
scribed by a matrix HamiltonianH written in the basis of
atomicp orbitals. The numbers of the rows and columns
this operator are the numbers of the atoms. The diago
elements of the HamiltonianH equal the corresponding va
ues of the parametershx , and the off-diagonal elementsH i , j

differ from zero only if thei and j atoms lie next to one
another, in which caseH i , j5ki , j . We assume that the sym
metry group of the tubulene under study isCn . Using group
theory representations, the matrix Schro¨dinger equation
n

,
s.

le

u-
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-

f
al

Hf5Ef ~1!

can be factored. As a result, Eq.~1! decomposes inton equa-
tions with effective Hamiltonians H( j ) ( j 50,1,. . . ,
n21) having a block structure

H ( j )5IH11
( j ) H12

( j )

H21
( j ) H22

( j )I .

In this equationH11
( j ) andH22

( j ) are Jacobi matrices

H11
( j )5I 0 b1 0

b1* 0 1 0

0 1 0 b1 0

0 b1* 0 1

1

. . .

. . .

. . .

0 b1

b1* 0

I ,
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H22
( j )

5I hx kBN 0

kBN hv b2 0

0 b2* hx kBN 0

0 kB hv b2 0

0 b2* hx kBN

. . .

. . .

. . .

hv b2

b2* hx

I .

The matrixH11
( j ) is of orders; the matrixH12

( j ) contains an
infinite number of elements, the only nonzero element be
the element located at the intersection of thes-th row and
(s11)-st column of the matrixH( j ); this element iskCX ,
where X is either a B or N atom. The matrixH21

( j ) is the
transpose of the matrixH12

( j ) ; b1511exp(i2pj/n) and b2

5kBN(11exp(i2pj/n)); an asterisk denotes complex conj
gation. The matrixH11

( j ) can be viewed as an energy matrix
a finite homoatomic linear chain ofs atoms with alternating
bond lengths characterized by resonance integrals equal
and ub1u. The matrix H22

( j ) is of infinite order and can be
interpreted as the Hamiltonian of a semiinfinite BN hete
atomic system with alternating bond lengths, which are ch
acterized by the resonant integralskBN andub2u. The symbols
X~Y! denote B or N depending on the structure of the ter
nal part of BN tubulene.

We note that each matrixH( j ) is a semiinfinite Jacob
matrix and can be regarded as the effective Hamiltonian
linear chain of atoms which consists of two fragments
semiinfinite part having a periodic structure, formed by
and N atoms with an effective interaction, and a termi
homoatomic fragment withs atoms, likewise having a linea
structure. The spectral theory of such Jacobi matrices
been developed in detail and we shall employ the result
Ref. 8. The following follow from this work:

1! The continuous spectrum of the HamiltonianH( j ) is
identical to the continuous spectrum of the operatorH22

( j ) de-
scribing a periodic one-dimensional system characterized
the Coulomb parametershN and hB and the two resonan
integralskBN and ub2u.

2! The operatorH( j ) can possess a discrete spectrum
is located at the zeros of the following polynomial:

F( j )~x![P11s
( j ) ~x!Ps

( j )~x!2P21s
( j ) ~x!Ps21

( j ) ~x!50. ~2!

HerePk
( j )(x) is the characteristic polynomial of the truncat

HamiltonianHk
( j ) whose elements are located in the firsk

rows andk columns of the matrixH( j ).
3! The condition

uP21s
( j ) ~x!u,ub2kBNuuPs

( j )~x!u. ~3!

is sufficient for a zero of the polynomialF( j )(x) to be an
eigenvalue of the HamiltonianH( j ). The equations~2! and
~3! have a simple interpretation. It follows from Eq.~2! that
under a translation by one period the components of the
g
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a
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lution c of the equationH( j )c5Ec that correspond to the
periodic part of the system are multiplied by a constant
follows from Eq.~3! that this constant is less than 1.

If s50, i.e., the system under study consists only
repeating fragments, the equations presented above simp
For example, Eq.~2! becomesP1

( j )(x)50.9

We note that the procedure described above can be
to find the local states for semiinfinite C–BN tubulenes
the first type, where the numbers of terminal carbon chains
is odd ~in this case ‘‘dangling’’ C–C, C–B, or C–N bond
exist!. Moreover, it can be used for tubulenes of the seco
type ~Fig. 1b!, which possess a symmetry plane perpendi
lar to the axis of the cylinder.

We shall examine two examples illustrating the a
proach presented above.

1! A C72 cluster withD6d symmetry is displayed in Fig
2a. This cluster is the second term in the row of barrele
type polyhedral carbon clusters C60112m , m51,2,. . . , with
a six-fold symmetry axis.10 In the limit m˜` such a cluster
becomes either a translationally-symmetric~6, 0! tubulet or a
semiinfinite~6, 0! tubulet closed at one end~Fig. 2b!. In the
case of a semiinfinite cluster, the application of the meth

FIG. 2. a — Structure of a cluster of aD6d-C72 precursor of a~6, 0!
tubulene; b — fragment of a semiinfinite~6, 0! tubulet with a closed end;
c — schematic of the spectrum of a semiinfinite~6, 0! tubulet with a closed
end; the spectrum components corresponding to anglesw5p j /3 with j
50,1,2,3 are indicated.
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described above shows that the spectrum of the Hamilto
H of such a system is a union of the spectra of six Hami
niansH ( j ) ( j 50, . . . ,5) of the type described above. Figu
2c shows the components of the spectrum of the opera
H( j ) with j 50,1,2,3 ~they correspond to the anglesw
50,p/3, 2/3p, andp). For j 53 the spectrum of the opera
tor H(3) is purely point-like and consists of four eigenvalue
61 and20.4142 and 2.4142. The first two eigenvalues
infinitely degenerate. Together with a continuous com
nent, the spectrum of the HamiltonianH contains eigenval-
ues. However, these energy levels lie in the continuous s
trum. It is interesting to note that one such energy leve
20.4142, exists for all values ofm. The corresponding wave
function is localized only on atoms of a six-member ring
the cover and the atoms in the layer closest to it. Form,5
this energy level is doubly degenerate and is an upper le
occupied by two electrons. For large values ofm, it is ab-
sorbed by the quasicontinuous spectrum.

We note that various functional groups can be locate
the end of an open~n, 0! tubulet. The method describe
above makes it possible to find easily the local states ge
ated by them and the corresponding energy levels. The
tailed structure of the spectra of some systems of this typ
discussed in detail in Ref. 11.~See also Ref. 12, where
different approach is used to find the Tamm energy level
carbon nanotubes.!

2! As a second example, we shall consider a semiinfin
linear chain of the formX–Y–X–Y– . . . X–Y– . . . , formed
by two types of atoms X and Y with Coulomb integralshx

andhy and with alternating neighboring-bond lengths, so t
the resonance integrals take on two different values (k1 and
k2). It should be noted that the investigation of spectra of
operatorsH( j ) ( j 50,1,. . . ,n) engendered by~n, 0! tubular
boron nitride with an open end reduces to this model. In t
case the spectrum consists of two bands

@2~hx1hy!60.5~~hx2hy!214~k11k2!2!1/2;

2~hx1hy!60.5~~hx2hy!214~k12k2!2!1/2#,

where the plus signs correspond to the valence band.
band gapD« is given by

D«5~~hx2hy!214~k12k2!2!1/2. ~4!

In addition, a discrete energy level, coinciding with the va
E5hx , can appear in the band gap. This energy level co
sponds to a wave vectorZ with the componentsZ5(1,0,
(2k1 /k2),0,(k1 /k2)2,0, . . . ). If uk1 /k2u,1, then the point
E5hx is a discrete energy level whose wave function is
calized mainly on the terminal atom X. It follows from Eq
~4! that D«5(hx2hy) for k15k2. For X 5 B and Y 5 N
D«52.5ubu. For b522.4 eV we findD«56.0 eV.

2. NUMERICAL RESULTS

In this section we present the results of computer sim
lation of the p-electron spectra of certain tubulets of th
types 1 and 2 presented in Figs. 1a and 1b.
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2.1. Type-1 tubulets

Systems with N–C or C–C ‘‘dangling bonds’’ at the en
were studied. It was assumed that the ordern of the symme-
try axis of the tubulet takes on thevalues 5, 6, 9, and 27,
the numbers of cyclic layers consisting of carbon clusters
1 or 5. It was established that fors51 three local states
appear in such nanotubes with small diameterD (n55,6 and
D50.78n). The energies of two of them lie in the continu
ous spectrum of the corresponding boron nitride, and
energy of the third state lies in the band gap below the va
of the Coulomb integralac , whose value was chosen to b
6.2 eV ~the spectroscopic value of the resonance integrab
522.4 eV was used in the calculations!. As the tubulet di-
ameter increases, a 0.5 eV wide quasi-miniband displa
from the conduction band of the BN nanotube by 1.7
tends to form in the band gap.

For s55 the number of local states whose energy lies
the band gap of the BN tubulet increases. For a 21 Å dia
eter tubulet~27, 0!, the spectrum of local states consists
three minibands. One minihand is filled; it lies near the v
lence band and is displaced from the nearest vacant minib
by 2 eV.

2.2. Type-2 tubulets

We analyzed only thep-electron spectrum of a finite~6,
0! cluster @C4B16N16#6 with D6h symmetry. It was estab
lished that six discrete energy levels, whose wave functi
are localized on the carbon fragment, appear in the band
in this case corresponding to~6, 0! boron nitride; four of the
energy levels,21.39, 21.15, and20.50 ~in units of ubu),
are filled and two, 0.36 and 0.35~in units of ubu) are vacant.
For b522.4 eV the energy difference between the botto
vacant and top occupied levels is 1.7 eV. We note that
Ref. 13, it is shown that the spectrum of the tubular clust
@~BN!3C2~BN!3#n with n59, 24, and 72 has a similar struc
ture.

It follows from the results presented above that, in h
eroatomic tubular structures of the types 1 and 2, consis
of quite extended fragments of boron nitride and finite c
bon clusters, discrete energy levels corresponding to w
functions localized on ring-shaped carbon fragments app
in the band gap of boron nitride; the occupied energy lev
are displaced from the vacant levels by approximately
eV. For this reason, the type-1 and -2 systems should exh
properties characteristic for quantum dots. We also note
localization of the wave functions can be encountered in
bular C–BN superlattices having a regular structure and
quasi-one-dimensional systems consisting of C60 fullerenes.
It is shown in Refs. 4 and 13 that the dispersion curves
some of these systems do not depend on the wave ve
This attests to the existence of localized wave functions. T
successes achieved in obtaining C–BN nanotubes give h
that in the near future the quantum particles similar to typ
and type-2 systems will be synthesized and investigated
perimentally.

We thank E. G. Gal’pern for performing the calcul
tions.
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X-ray diffraction patterns, infrared and x-ray photoelectron spectra, and electron energy-loss
spectra are obtained for fullerene deuteride C60D24 prepared by treating solid C60 with D2 gas. It is
established that the deuteride is a polycrystalline powder with an fcc lattice (a0514.55 Å!.
The product of thermal decomposition of the deuteride consists mainly of fullerene molecules
separated by a distance much greater than in the initial fullerite. ©1999 American
Institute of Physics.@S1063-7834~99!03308-0#
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Fullerenes and their derivatives are attracting intense
tention because of their unique structural, dynamic, and e
tronic properties. Of fullerene derivatives, compounds w
alkali metals, for which a superconducting transition h
been established,1 and the ferromagnet TDAE-C60, where
TDAE is tetrakis~dimethlyamino!ethylene,2 are being most
intensively investigated. The hydrides of fullerenes are a
being actively investigated, evidently, because of the po
bility of producing hydrogen cells based on them~see, for
example, the review in Ref. 3!. At the same time, thus far i
has proved impossible to obtain single crystals of fullere
hydrides. For polycrystalline C60H36, obtained by hydrog-
enization of fullerene at high pressure, it has been establis
that the packing of the molecules is body-centered cu
~bcc!.4 No other information about the crystal structure
fullerene hydrides has been found in the literature. The
duced electron emission spectra of C60Hx have been little
studied, especially for samples withx,36.

It has been reported5 that hydrides with 10,x,26,
which retain the face centered cubic~fcc! structure of the
initial fullerene, can be obtained by vapor-phase hydroge
zation of solid fullerene~fullerite! C60. It was of interest to
investigate the x-ray photoelectron~XPE! spectra and the
electron energy-loss~EEL! spectra of fullerene deuterid
C60D24 obtained by the method described in Ref. 5 and
compare them to the spectra of other structurally charac
ized fullerene compounds.6–8 The infrared~IR! spectra of
deuteride are also of great interest, since the IR spectr
C60 and the hydride C60H36 are well known~see, for ex-
ample, Refs. 3, 9, and 10!; possible adsorption of hydroca
1391063-7834/99/41(8)/7/$15.00
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bons from the atmosphere does not affect the structure o
absorption bands~ABs! due to vibrations of the C–D bonds

1. EXPERIMENTAL FEATURES

In the present work we used 99.8 mass% crystall
fullerene C60. Deuteration was conducted at pressures 1
2.5 MPa and temperature 673 K in a standard high-pres
apparatus. The fullerene was degassed beforehand as i
heated to 500 K in vacuum (;1 Pa). To increase the effi
ciency, the deuteration process was conducted in a cy
thermal regime, i.e., the sample was heated to 673 K un
deuterium pressure and held at this temperature
1 h, after which the reaction mixture was cooled to roo
temperature. The cycle was repeated at least five tim
which promoted greater completion of the process and m
it possible to obtain samples with a homogeneous distri
tion of the components. The samples were unloaded in
inert atmosphere after being cooled in an autoclave to 300

The IR spectra were recorded with a Perkin Elm
1720X Fourier spectrometer. The samples for investigat
the IR spectra were prepared in the form of tablets with K
~2 mg of the experimental substance per 300 mg KBr!. An
ADP-1 diffractometer~CuKa radiation! was used to record
the x-ray diffraction patterns~XDPs!. Chemical analysis of
the deuterium content was performed by the standard me
of burning the sample in an oxygen stream in an appara
for performing organic semi-microanalysis. The deuteriu
content of the experimental sample was found to be
60.1 mass%, which corresponds to the empirical form
C60D24. Investigation of the decomposition of this samp
1 © 1999 American Institute of Physics
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showed that approximately 6 mass% are lost at temperat
800–823 K. We attribute this loss to the release of deu
rium, since after such heating the intense absorption ba
corresponding to stretching vibrations of the C–D bonds
tually vanish in the IR spectrum of the sample, and chem
analysis showed that the deuterium content of the sam
does not exceed the measurement error (60.1 mass%!.

The XPE spectra were excited with AlKa radiation
(hn51486.6 eV). The preparation of samples for investig
tion of the XPE spectra is described in detail in Ref. 11. T
spectra were calibrated according to the C 1s ~285.0 eV!
peak. This value corresponds to the position of the peak
the binding-energy scale for pure C60 for the method used in
the present work to prepare the sample and is identical to
published data for C60 films on different substrates.12 It is

TABLE I. Description of the C 1s spectra of the experimental compound
by Gaussian curves.

Width, Center, Energy loss,
Sample Peak Assignment Area, % eV eV eV

C60 1 C 1s 73 1.63 285.02 –
2 p-plasmon 27 6.70 287.80 2.87

C60D24 1 C 1s 80 1.94 284.74 –
2 p-plasmon 20 5.85 286.84 2.10

PTDD 1 C 1s 73 1.72 285.09 –
2 p-plasmon 25 5.31 287.69 2.60

Note. PTDD — product of thermal decomposition of the deuteride.
es
-
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al
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obvious that for compounds with small charge transfer t
value will differ negligibly from 285.0 eV. The quite narrow
energy distribution of C 1s photoelectrons~see Table I! made
it possible to consider them also as a source for excitatio
the EEL spectra.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Diffraction patterns of the initial C60 powder, the deu-
teride C60D24, and the product of thermal decomposition
the deuteride are presented in Fig. 1. As noted in Ref
vapor-phase hydrogenization~deuteration! preserves the fcc
lattice of the initial solid C60 fullerene, and the increase i
the hydrogen content results in a larger lattice constanta0.
The diffraction pattern of the deuteride investigated is inde
different from that of the initial fullerene, not only by th
shift of the peaks but also by the asymmetric broadening
the peaks~Fig. 2!. The broadening of the lines in the diffrac
tion patterns is ordinarily attributed to an increase in t
dispersity of the powder investigated or to a decrease in
sizes of the constituent crystallites. The effective size of
crystallites estimated from the half-widths of the three stro
gest lines is 510–560 Å . The appearance of asymmetry
the lines of the diffraction patterns of the fcc lattice signifi
the appearance of stacking faults. For this reason, the c
tallite sizes in the deuteride investigated can actually
greater than the estimates presented above.

The fcc lattice constant in C60D24 is 14.55 Å . For solid
FIG. 1. Powder diffraction patterns of the initial fullerene~1!, fullerene deuteride C60D24 ~2!, and product of thermal decomposition of the deuteride~3!.
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FIG. 2. Superposition of the diffraction patterns of C60D24 ~1! and C60 ~2! in the region of the strongest peaks.
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C60 a0514.17 Å .13 The values ofa0 obtained for the hy-
drides C60H10 andC60H18 in a similar manner were also de
termined. The dependence ofa0 on the hydrogen~deute-
rium! content is described quite well by the straight line

a0514.1710.015x ~Å !, ~1!

wherex is the number of deuterium~hydrogen! atoms per
fullerene molecule~Fig. 3!. However, it is possible that th
deuterium atoms at low concentrations are located in
pores between fullerene spheres and have little effect on
structure parameter of the initial fullerene and, asx increases,
e
he

the deuterium atoms increase the distance between the
ters of the carbon framework of deuteride molecules, and
stacking faults accumulated in the process decrease th
gion of coherent scattering and the crystallite sizes. The
lattice is destroyed possibly because the bcc lattice beco
more favorable at high deuterium concentrations.4

According to the literature,14,15 the hydride C60H36

heated in vacuum~823–923 K! completely converts to the
initial fullerene. Because the experimental deuteride und
goes thermal decomposition at 823 K in 10 min, the inten
FIG. 3. The parametera0 of the fcc lattice
of deuteride~hydride! versusx — the num-
ber of deuterium ~hydrogen! atoms per
fullerene molecule.
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FIG. 4. IR spectra of the deuteride C60D24 ~1! and the product of its thermal decomposition~2!. The asterisk marks the absorption band at 527 cm21.
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ties of the peaks in its diffraction pattern increase somew
the asymmetry of the peak decreases, and the center of g
ity of the lines shifts in the direction of the interplanar di
tances. However, the diffraction pattern of the product
thermal decomposition of deuteride~PTDD! is substantially
different from the diffraction pattern of the initial fulleren
~Fig. 1!. The value ofa0 for PTDD still remains quite large
~14.52 Å!. It can be inferred that doping of this sample wi
alkali metals could be quite successful. Specifically, an
tempt can be made to obtain a lithium superconductor Li3C60

in this way. The diffraction pattern of PTDD also shows
wide line with center of gravity atd>4.57 Å , and for the
time being it is unknown how this structural feature w
influence the formation of the superconductor.

The main absorption bands in the PTDD spectrum@527
~marked by an asterisk in Fig. 4!, 577, 1182, and 1428
cm21] have the same position and shape as the IR-ac
vibrational modes (F1u) of the high-symmetry (I h) C60 mol-
ecule. This confirms the results of Ref. 14 and 15 t
fullerene hydrides transform into fullerene on heating. Ho
ever, the IR spectrum of PTDD also contains a quite inte
absorption band with a maximum at 766 cm21 that is absent
in the IR spectrum of the initial fullerene. The presence o
series of bands in the range 700–800 cm21 is often attrib-
uted to the formation of fullerene polymers. It is evide
from the spectra presented in Ref. 16 that the polymers
tained as a result of photopolymerization and by subjec
C60 to high pressures and temperatures have an entire s
of absorption bands in this range, the positions of some
which being close to the absorption band at 766 cm21 and to
other weaker absorption bands present in the designate
t,
av-

f

t-

e

t
-
e

a

t
b-
g
ies
of

re-

gion in the PTDD spectrum. Investigation of the solubili
confirmed the presence of polymer in PTDD. It was fou
that only half the PTDD dissolves in toluene, giving a viol
color characteristic for C60 solutions, while the control, ini-
tial fullerite charge dissolved completely under similar co
ditions.

Comparing the spectra of the deuteride and its produ
of thermal decomposition makes it possible to assign
absorption bands of the deuteride. Thus, the absorption b
at 527 cm21 has the same nature as the absorption band

60 whose position is close. Deuteration sharply decreases
relative intensities of the absorption bands at 577 and 1
cm21, but the bands can also be seen in the deuteride s
trum. Instead of the absorption band at 1428 cm21, two ab-
sorption bands, at 1419 and 1462 cm21, can be seen in the
spectrum. These absorption bands are due to vibration
the carbon framework, since they can also be seen in
spectrum of the similarly obtained hydride~Fig. 5!. The ab-
sorption band at 1428 cm21 evidently split as a result of the
hindered rotation of the deuteride~hydride! molecule around
the center of gravity. The origin of the absorption bands
1295 and 1607 cm21 remains unclear. A wide absorptio
band at;1630 cm21, which is due to water molecules ad
sorbed on the KBr tablet, is superposed on the absorp
band at 1607 cm21. Finally, the wide absorption band with
maximum at 2168 cm21 and a shoulder at;2130 cm21 is
due to stretching vibrations of the C–D bonds. We note th
among the works known to us reporting measurement of
spectra of fullerene deuterides, only one absorption pe
which was located at 2128 cm21 ~Ref. 17! or 2153 cm21

~Ref. 18!, was noted in the region of the stretching vibratio
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FIG. 5. IR spectra of the deuteride C60D24 ~1! and hydride C60Hx ~2! in the region of theF1u(4) andF1u(3) modes of the C60 molecule.
o

id

tal

l
e

of the C–D bonds. At the same time, either two9,17,19,20or
three10,17,18peaks in the region of the stretching vibrations
C–H bonds were observed for the hydrides C60Hx . Evi-
dently, the reason for this difference between the deuter
f

es

and hydrides cannot be explained simply by instrumen
resolution.

The XPE spectra of C60D24, the product of its therma
decomposition, and pure C60 are presented in Fig. 6. Th
FIG. 6. XPE spectra of C60 fullerene~1!, the deuteride C60D24 ~2!, and the product of decomposition of the deuteride~3!. Inset: Superposition of C60D24 and
C60 spectra.
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basic parameters obtained by analyzing the spectra are
sented in Table I. It is evident that the position of the ma
mum of the main peak in the case of the deuteride is shi
in the direction of lower binding energies compared with t
peak for pure C60. The half-width of the C 1s peak in the
deuteride is greater than in pure C60. Hence it follows that a
small positive charge is present on the deuterium in C60D24.
~For this reason, the compound investigated should no
called fullerene deuteride but rather deuterofullerene, bu
the present paper we knowingly adhere to the establis
terminology.! When the deuteride undergoes thermal deco
position, the C 1s peak becomes narrower and its center
gravity shifts in the direction of higher binding energies.

A satellite is present in the spectra of all compounds
the high-binding-energy side of the main C 1s peak. For pure
C60 this satellite is ordinarily attributed to losses due to t
excitation of plasma oscillations ofp electrons (p plas-
mons!. A fit of two Gaussian curves the spectra presen
shows that deuteration shifts the satellite peak in the di
tion of the main photoelectron peak and decreases the in
sity of the satellite. The intensity decrease correlates wit
decrease in the number ofp electrons per carbon atom. As
result of thermal decomposition, the intensity of the satel
increases to virtually the initial state. However, the shape
the satellite in PTDD is different from that in pure C60 ~Fig.
5!. Moreover, for PTDD the fit of two Gaussian functions
the spectrum is less satisfactory than for C60 or C60D24.

The s1p plasmon energy (\vp(s1p)), determined
by the method described in Ref. 21, it 25.0 eV for the de
teride studied. For C60 \vp(s1p)526.1 eV, if similar
measurements are performed. A calculation of thes1p
plasmon energy on the basis of the free-electron model u
the formula

\vp~s1p!5\~4pne2/m!1/2 ~2!

~wheren is the density of valence electrons andm ande are
the electron mass and charge! gives\vp(s1p)521.74 and
21.57 eV for C60D24 and C60, respectively. The valence
electron density was calculated from the measured value
the fcc lattice constanta0 using the relation

n54Z/a0
3, ~3!

whereZ is the number of valence electrons per C60Dx mol-
ecule (Z52401x). The values of the parameterd (d51
2\vp(calc)/\vp(exp)), which shows the degree to whic
the computed values of thes1p plasmon energy deviat
from the measured values are 0.18 and 0.13 for C60 and
C60D24, respectively. This means that the plasma oscillati
of all valence electrons in the deuteride are less locali
than the oscillations in solid fullerene. We note here that
molecular complexes such as DBTTF C60 C6H6 ~DBTTF
5dibenzotetratiafulvalene!,7 C60 2PPh3AuCl 0.1C6H5CH3,8

~C60)2 ~TPDP! ~CS2)4 ~TPDP5tetraphenyldipyranyl-
idene!,22 and C60 ~TMDTDM–TTF!2 ~CS2)3

~TMDTDM – TTF 5 tetramethylenedithiodimethyl – tiaful
valene!23 the values ofd fall in the range 0.16–0.18. Th
structure of the vibrational absorption bands of the fullere
molecule in the IR spectra of these complexes is essent
the sme as that for pure C60.
re-
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In summary, our investigations have established that
deuteride C60D24, obtained by deuteration of solid fulleren
with D2 gas, is a polycrystalline powder with an fcc lattic
(a0514.55 Å! and crystallite sizes 510–560 Å . The stretc
ing vibrations of the C–D bonds appear in the IR spectr
as a wide absorption band with a peak at 2168 cm21 and a
shoulder at;2130 cm21. Deuteration broadens the C 1s
photoelectron peak and shifts its center of gravity in the
rection of lower binding energies. This corresponds to
small positive charge on the deuterium atoms. It was es
lished for the photoelectron spectra of C60D24 that the inten-
sity of the peak due to the excitation of plasma oscillations
thep electrons is lower than that for the spectra of the init
C60. It was also established that thes1p plasmon energy
for the deuteride is 25.0 eV, which is less than the analog
energy for C60. The product of thermal decomposition o
C60D24 at 823 K is mainly fullerene, the distance between t
C60 spheres in it being much greater than the distance in
initial fullerite.
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